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Preface

The technologies developed without consideration of social needs will not have a
major impact on society. The useful societal technologies can only be developed
through the interactions of an inspired and intellectual community having the back-
ground of science and engineering. The main goal of these interactions should be to
develop techno-societal products, processes, and technologies. During these interac-
tions, one may propose the technology for a particular domain or a region, which can
be extended to other similar domains as well as regions. On the other hand, some of
the theoretical researchers may have essential knowledge and theories, and through
these interactions, applications of those technologies can be evolved. The applica-
tions developed through such interactions will not only create an impact by solving
the societal problems but will also help in making these products sustainable. Some
groups working closely for solving societal problems may be in need of technolo-
gies which can be identified through such multidisciplinary interactions. SVERI’s
College of Engineering has initiated these interactions under the series of Interna-
tional Conferences organized in alternate years with the title ‘Techno-Societal.” Great
response to the proceedings of our First International Conference ‘Techno-Societal:
2016’ was observed when articles of these proceedings were accessed more than
114,000 times. In the subsequent Second International Conference ‘Techno-Societal:
2018, the combined number of accesses for volume 1 and volume 2, was more than
139,000. In the Third International Conference ‘“Techno-Societal: 2020,” the accesses
have crossed 87,000 till date for both the volumes. The editorial team has decided
to publish the proceedings of the Fourth International Conference ‘Techno-societal:
2022’ in two volumes.

This book is a compendium of selected and best papers presented on December 9
and 10, 2022, during the International Conference ‘Techno-societal: 2022’ organized
by SVERT’s College of Engineering, Pandharpur, India. In this Fourth International
Conference on Advanced Technologies for Societal Applications, more than 375 full
papers of original works and 18 keynote addresses were presented from various areas
of technology. The conference has offered various sessions under its name. Selected
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208 papers are being published in the two volumes. Volume 1 is classified into the
following seven topical areas:

1. Artificial Intelligence and Big Data

2. Commercially Successful Rural and Agricultural Technologies

3. Engineering for Rural Development

4. ICT-Based Societal Applications

5. Manufacturing and Fabrication Processes for Societal Applications

6. Material Science and Composites

7. Sensor, Image and Data-Driven Societal Technologies.
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Health Mitra: Digital Diagnose )
Suggestion and Disease Prediction Using e
Machine Learning and Microsoft Azure

Vaishali V. Rajmane, Bhushan Deshmukh, Shubham Sakhare,
Chinmay Halsikar, Pranoj Gonjari, and Shreyas Patil

Abstract Innovation has modified the wellbeing field generally in this period of
IT. The objective of this exploration is to make a determination model for various
illnesses in light of their clinical data. To make such a model, this framework system
uses Random forest. The savvy specialist is prepared utilizing datasets containing
abundant information in regards to patient sicknesses that have been accumulated,
refined, ordered, and used. In the wake of arranging the dataset into preparing and
testing we constructed a model utilizing a random forest classifier. Model can predict
disease in view of clinical data of the patient. The patient could then contact the
specialist for additional treatment in view of the outcomes by utilizing AI Chatbot.

Keywords Random forest classifier [3] - Medical data + Classification - Data
mining *+ Microsoft azure + Microsoft cognitive service - Knowledge base - Al Bot

1 Introduction

Even in the age of the internet and machine learning, we still treat diseases in the same
manner. We develop a complete Machine Learning based healthcare system called
Health Mitra as our response. Itis a web application with a fantastic user-friendly GUI
that was created with the aid of streamlet, an open source Python app framework, and
a core concept that utilizes Microsoft Azure and machine learning. The suggested
methodology here offers a better and more efficient substitute for randomly Googling
adiagnosis and more correctly predicting disease than the traditional method. By only
enrolling on a network, one may diagnose himself, receive the diagnosis, and find
physicians’ contact information. Using machine learning algorithms, HealthMitra is
able to forecast and assist in the diagnosis of several diseases. A method for improving
disease prediction accuracy can be created with the development of machine learning.
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Using existing medical information and Random forest. The patient can get in touch
with the closest or dearest disease specialist with the aid of an Al Chatbot [4] for
any additional therapies. This method enables free disease prediction and doctor
consultation.

2 Motivation

e Our innovation takes inspiration from ancient Indian civilization; We are living
in a country where the medical field is far ahead at that time.

e Need of the user is an accurate diagnosis for a disease, cheaper cost, and ease of
availability so as per the user requirement.

e QOur innovation strictly follows the principle—high accuracy and cheap medical
facility for everyone and also it can easily be accessible to everyone at no cost.

e With the help of this innovation we can make some positive changes in the medical
field.

3 Methodology

The diseases are expected naturally in the system utilizing a model, which has been
prepared on a clinical dataset. This method additionally shows the prediction’s score.
Following the conclusion of the expected disease, the system suggests experts who
spend significant time in that disease, permitting the patient to talk with them on the
web (Figs. 1 and 2).

When clients visit this application, they can register as a patient. after the user
has successfully registered on the network. They can login in this application as a
patient (Figs. 3 and 4).

After login as patient

(A) On profile page users can see their ID, name, and email. They can also edit
their information.

(B) There are three choices to predict the disease and consultation from Al Bot.

(C) Atthe point when they click on predict disease they will get a choice to multiple
disease from the sidebar (Fig. 5).

(D) Depending upon the medical information of the patient, the model will predict
the disease with high accuracy (Fig. 6).

(E) This application gives a connection that will guide the patient for better
understanding of the predicted disease (Fig. 7).

(F) Furthermore, the main element of the proposed model is that alongside the
visualization the framework offers the chance to associate with the specialist
representing considerable authority in that specific field to the client who is
enrolled in the organization alongside their contact subtleties.
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Fig. 3 Registration page [1]

Fig. 4 Login page [1]

(G) Patients can get to a rundown of specialists who have practical experience
in their field with assistance of Azure [6] cognitive service based intelligence
Chatbot, simulated intelligence Chatbot will assist patients to get specialist data
with geographic area (Fig. 8).

(H) User can contact us 24 x7 for any kind of query (Fig. 9).
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L LEe ° Diabetes Prediction
Predicition S

oot

Fig. 5 Sidebar option [1]

Diabetes Prediction

Fig. 6 Disease test result [1]

Data Preparation: The dataset is available on the Kaggle [5] website. The classi-
fication goal is to predict whether the patient has 10-years risk of multiple diseases.
Dataset provides the information of the patient (Fig. 10).

Cleaning the Data: This is the most important stage in machine learning. Model
quality of the model depends on the quality of the data. Data is cleaned before using
it for the training of models. The sections in the dataset are all mathematical, with
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Parkinson's Disease

Parkinson's dissase is a brain disorder that causes ded o such as shaking
stifiness, and difficulty with balance and coordination.

Symploms sually begin gradually and worsen over time. As the disease progresses, people may have dificulty
walking and taking. They may aso have mental and behavicral changes, sleap problems. depression, memaory
difficulties, and fatigus, Older woman and hir caregiver

%

Fig. 7 Information about disease [2]

@ Choose a time

We have the following
dates available still.
Which date would you

@ like to book?
<

22/12/2016

Thanks Owen
LovaltyApps. We've

booked you a table for 8
at 7pm on 22/12/2016.

We look forward to
seeing you!

— Type a message...

Fig. 8 Al Chatbot

Q

Address

SVERT's College Of Engineering
Pandharpur Enter Your Name

A

Phone
*51 84212 96860
81 95117 21580 Enter Message Here

+81 75603 50237

Email

bhushanreads@gmall.com
shubhamsakhare 1662 @gmail com
chinmayhatsikar@gmail com

Feel free to contact us.

Enter Your Email

Fig. 9 Contact form

the exception of the objective segment, visualization, which is a literary sort that is

encoded to mathematical structure utilizing a name encoder.

Dataset Splitting: Dataset is separated into two: Training dataset and Testing

dataset.
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Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age O
0 6 148 72 35 0 336 0627 50 1
1 1 8 66 29 0 266 0351 31 0
2 8 183 64 0 0 233 06712 32 1
3 1 89 66 23 94 281 0167 21 0
4 i} 137 40 k] 168 431 2288 33 1

Fig. 10 Dataset

3000 -
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1500 A

1000

500 1
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Fig. 11 Dataset splitting [2]

Data is divided into an 4:1 format, which means 80% of the information is
utilized for training the model and remaining 20% is used to calculate the model’s
performance (Fig. 11).

Random Forest Classifier: Random forest contains a large number of single deci-
sion trees which operate as an ensemble. Every tree in the random forest produces a
hypothesis, to fabricate a far reaching model two different factors are combined.

4 Result

When the patient is signed in, they will be able to do prediction of disease. This
guarantees consistent a single tick answer for get a correct prediction (Fig. 12).

The high precision results as well as this ensures that not one clinical data element
is subsidiary to disease prediction and the result is not biased.
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Confusion Matrix for Random Forest Classifer on Test Data
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Fig. 12 Accuracy on the train data by random forest classifier

5 Future Scope

Prime account option is available. We can add Video calling feature.
The site’s record connecting highlight permits clients to connect their record with
other internet based administrations like Gmail and web-based entertainment.

e Map element to the site, such as adding a Programming interface for it. E.
Cooperate with a drug store and furthermore give limits on the medication.

6 Conclusion

The machine learning model we have assembled is around 90-97% exact. The
diseases for which there are no diagnostics strategies. Machine learning models
can anticipate regardless of whether the individual has illness. This is the power of
machine learning technology by utilizing which a large number of present reality
issues can be solved.
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Cloud Based Intelligent )
Recommendation System for Company, L
Product and Service Selection

Amol C. Adamuthe, Amarjeet Kambale, and Vrushabh Kupwade

Abstract Identifying the right buyer and seller is a challenging problem for enter-
prises. To increase business profitability and efficiency there is need of solution,
which create strong network so that companies can help/support each other. We have
surveyed 65 small and medium scale industries from 5 MIDC/industrial estates in
Maharashtra (India). Results shows that there is lack of connection between local
industries in Maharashtra and outside Maharashtra. The main objective is to connect
the industry on geological location for mutual benefit. It focuses on organizing
the business information and leveraging technology to eliminate barriers between
companies (provider/consumer). This paper presents a technological solution to the
problem. Intelligent cloud computing-based solution is designed that recommends
the suitable company, product and services. The system architecture, functional spec-
ifications, database design and working of recommendation engine is presented.
The proposed keyword based recommendation system provides personalized service
recommendation list and suggests the most appropriate services.

Keywords Business automation + Digital ecosystem + Recommendation system

1 Introduction and Related Work

In the current era, the number of products and information are increasing very rapidly.
There is diversity in product and services available. It becomes challenging to provide
right services/products to consumers. Many companies are spending their valuable
time for finding better solutions for their requirements such as identifying expec-
tations of buyers, buyer for their products, better vendor with good quality raw
material, skilled labours, transportation facilities etc. In July 2015, the “Digital India
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Campaign” launched by the Government of India has provided the much-needed push
towards a digital ecosystem (https://www.digitalindia.gov.in/). According to Maha-
rashtra State e-Governance Policy 2011, government is planning integrated environ-
ment for delivering seamless services which are Government to Business (G2B),
Government to Citizen (G2C), Government to Employees (G2E) and Government
to Government (G2G) services in a cost-effective manner. The state is looking into
the possibility of using cloud computing as its preferred method for carrying out all
of its governance tasks. To help the state’s decision support system, the state will put
a priority on data warehousing and data mining (https://www.maharashtra.gov.in).
There is need for such B2B solutions for enterprises also.

Recommendation system is necessary in today’s era due to large number of options
are available for any selection such as movie, product. The major hurdle for end
user is to identify the best suitable option from available large pool [1-3]. These
systems are used in different domains ranging from video services, product selections,
content recommendations on social media, digital libraries, financial services [4—
6]. Paper reported that recommendation systems research is popular and increasing
from 1990 [7]. It is investigated in wide range of area. It is still evolving and devel-
oping. Different technology solutions are in development states. Current research
is focusing of increasing the effectiveness of system with addressing wide range
of challenges. Paper presented content-based product recommender systems. By
comparing product descriptions from a catalogue with descriptions of client prefer-
ences and requirements, the system chooses products [8]. Paper presented review of
different methods for fashion product recommendation [9]. Image based recommen-
dation systems are investigated using different authors. The use of machine learning
algorithms for classification, segmentation and parsing are increasing.

In present scenarios, small and medium scale companies are doing business in
traditional way for getting raw material and selling product. They rely on fixed few
companies for doing business from many years. Many times, they are unaware about
better vendor and buyer.

Few reasons behind this problem are listed below:

e Non-existence of real-time geological data through which they can have details
of those industries.

e Non-existence of global or generic communication, purchase and selling model
through which they can do business (sending and receiving quotations and other
product related information exchange between industries).

This paper provides digital ecosystem in the form of recommendation system. It
is useful to providers and users of products/services in order to generate meaningful
recommendations according to their requirements. Our proposed system provides
strong network which helps industry for product/service-based marketing in cost
effective way. It will help company to identify and focus on target audience. It
helps industry to reach to clients in maximum possible way in minimum cost which
increases its profit margin.
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Main contributions of the paper are as follows.

1. Identified the real-world problem by surveying 65 small and medium scale
industries in Maharashtra state India.

2. Front and backend design with recent technology stack.

Use and integration of cloud computing services in the proposed solution.

4. Novel recommendation system for company, product and service selection.

et

The rest of this paper is structured as follows. Section 2 is problem formula-
tion. It presents the industry survey done in Maharashtra and features identification.
Section 3 presents the design, implementation and working of proposed system.
Section 4 presents conclusion.

2 Problem Formulation

2.1 Industry Survey in Maharashtra

The main purpose of preliminary survey is to identify the needs and problems of
local industries for leveraging the profit. We have surveyed 65 small and medium
scale industries from 5 MIDC/industrial estates in Maharashtra namely Kupwad
MIDC, Miraj MIDC, Islampur industrial estate, Palus industrial estate and Ratnagiri
MIDC. Types of industries visited are, agricultural equipment, food processing units,
engineering job works and Fabricators, aluminium alloy manufacturers, foundry and
dealers (submersible pump, solar panel, sewing machine, stone crusher, electrical
goods, petrochemical, vehicle parts dealers, plywood dealers). Figures 1 and 2 shows
statistical analysis of raw material purchase distribution chart and sell distribution
chart of small scale packaging industry in Lote MIDC Dist. Ratnagiri, Maharashtra,
India for year 2016-17 respectively. Purchase of raw material from out of Maha-
rashtra is more due to lack of connectivity in local industries in state. Sell out of
Maharashtra is less due to less connectivity outside Maharashtra.

Fig. 1 Raw material Out of Maharashtra

purchase distribution chart
Mumbai

= Satara

= Rest of Maharashtra
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= Locale Sell
\ = District Sell
Inner State Sell

Out of Maharashtra
Sell

Fig. 2 Sell distribution chart

2.2 Feature Identification

Figures 3 and 4 shows the relationship between product-product and product-
company respectively.

— Location

Category

’—— Industry Type —‘

Company | | Product ——— Interest —— Product Company

——— Avallabiliy |

— Parent Company Type ——

Raw Material

Strategy Dependencies

Fig. 3 Relationship between products
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Raw Material " Relationship,
Relationship Service Provider
..‘r _‘\ (_ -
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Fig. 4 Relationship between product and company

3 Design, Implementation and Working of Proposed
System

3.1 Functional Specifications of the Project

The functional requirements of the project identified based on the customer interac-
tion are create profile, create buyer profile, create seller profile, identify buyer interest,
identify seller interest, add product according to interest, add company according to
interest, create groups, post jobs, search job, search individual entity, search territory
for available interest, notification, chat with seller or buyer, product listing, show all
connections.

3.2 Recommendation Engine

The basic terminologies used in recommendation system is user and item. User is one
to whom the entities are suggested. Item is the entity recommended to the user. The
recommendation system work on historical data which involves the user and items in
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one transaction. It is based on the interests shown on the item by user. A significant
exception to this rule is the usage of knowledge-based recommender systems, which
base their suggestions on user-specified requirements rather than the user’s prior
experience.

We proposed a keyword-based recommendation system. In the proposed system,
keywords are employed to denote users’ requirements and preferences about prod-
ucts or services. To generate appropriate recommendations for the user, user-based
algorithm is used. The main aim of system is presenting a personalized service
recommendation list and recommending the most appropriate services to her/him.

3.3 System Architecture of the Application

Company connect system is designed and developed using multiple technologies.
Figure 3 shows the architecture using technology stack. The technologies used to
design and develop the system are listed below.

Google cloud COMPUTE ENGINE, APP ENGINE, CLOUD Storage

Web Technology (J2EE, Spring, Struts, Hibernate)

Mobile Technology (Android, IOS)

Database (MySQL or most suitable according to data analytics) (Figs. 5 and 6)

Ll .

,'. J @ | )..
Buyer — @ @ @ Seller

Interest Fetch All Interest Load Interest — i Interest
[ relatedto - [l_ofd till last e w1
individual buyer interest of st ot Salier
indevidual buyer]
o Match Buyer and R I.i!lofsel.le'
seller Interest profile with
Current Interest
Fetch buyer type J Fetch seller type
and category A$ and category
P Salect saller
¥ profile [select till i
¥ ¥ last profile)
Most Least
d rec end,
* T
T Ideal match Salect all Interest I
Fetch All buyer of the current = Fetch Al seller
Buyer infarmation v 4 eh4a) it T
Information Recommendation Database e
BUYER SELLER

App Engine . , Compute Engine 9, Cloud Function Q, Firebase

Fig. 5 Technology stack
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%
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Fig. 6 Recommendation database building flow—step 3

3.4 Database Design

In this project we used NoSQL database. The reason behind using NoSQL databases
is to manage heavy request loads which can be managed with ease. Here we are using
firebase as a database.

1.

2.

User table: All the information that is related to user which is used further for
user identification is stored. All the security related information is also stored.
Company product profile table: Company information with product informa-
tion is stored. We are binding this information with the user table such that this
information will bounded with the user who is entering as a company or product.
Interest purchase category table: Stores all the interest of the user registered as
per company or as a product with respect to their purchase interest from the portal,
which will be later used to relate with seller request and create a recommendation.
Interest seller category table: Stores the interest of the user who are registered
as company or product with respect to their seller interest from the portal, which
will be later used to relate with the purchase request and create a recommendation.
User company profile table: Information about the company profile which is
being entered by the user is stored. We are repeating all the parameters required
for selling or purchasing with on behalf of the company. This information is used
for creating a recommendation system.

User product profile table: It stores the information about the company profile
which is being entered by the user and here only we are repeating all the param-
eters required for selling or purchasing with on behalf of the company. This
information is used for creating a recommendation system.
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3.5 Application User Interface

Application user interface is designed for web and mobile users. The application is
designed similar to current social networking application. The important features of
the application user interface are simple and easy to learn. These are, User account
settings.

User profile view, Quick contact display card, Header Notifications, Header
Messages, Main Page Groups, Main Page: Feed, Main Page Messages/Chat, Main
page Market, Main page jobs.

(a) User account settings: After user registration, account settings will be provided
in which user can update his or her information according to the change in any.
This section will give complete command to the user to play along with their
information and associatively they can manage their own stuff personal plus
whatever the business stuff they want to update.

(b) User profile view: In this, user is able to see their own information along
with the interest what they have shown as a seller or buyer into the portal.
Recommendations will be appeared on their profile page which show that user
can start doing business with their ease as per the location mentioned in the
information panel.

(c) Header Notifications: Provided on notification tab where user will be able to
see all the notifications. These notifications are to identify whether next person
is interested in their product or like their product or sent request or sent business
proposal or the quotations. Business contact message is shown so that there is
no need to search any user’s profiles. User can directly get the key notification.

(d) Main Page Groups: Provision to create groups according to the interest type
or the business type is given. In each group there will be recommended users to
which there will be complete provision to deal with the similar type of purchase
or selling interest and directly you can connect to the group of purchases of
similar category. With this they will be able to do direct business with their kind
of companies which will give more value addition to their business and it will
save their time.

(e) Main Page Messages/Chat: In the main menu we are having a menu called
message or chat in which user will be received the message from their direct
buyer or purchasers. They will be able to directly have a communication with
the buyer or seller and start doing business with them.

(f) Main page jobs: In the application we are providing the option for recruitment.
When company needs skilled employee then they can post their requirement on
the portal. Any user with matching skillsets can apply for the job.

(g) Main Page Market: All interested sellers can present their product and quote
price.

This price will be based on negotiation (Figs 7 and 8).
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4 Conclusion

It is technological support system for companies to improving productivity. This
study provides platform for linkage between different companies and digital
ecosystem for promotion of products and purchase of raw materials. This research
created global or generic communication model through which buyer and seller can
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have conversation and exchange of quotation and finalize the deal in win—win situa-
tion and both the parties get benefited through model. As this project runs in real-time
geological situations and through this seller will get maximum number of clients,
cost will get reduced through the process so that profit margin will be increased. Due
to the real-time values, buyer can compare the available data and will be in position
to choose best fit seller in order to get expected product in most possible lower price.
It provides quick, easy and cost-effective way for employee requirement process for
skilled and unskilled man power. It provides strong network which helps industry
for product-based marketing at affordable price. It helps to decide and focus on exact
target-audience and helps industry to reach at clients in maximum possible way in
minimum cost which increases its profit margin. Every industry will have real-time
geological client and seller data through which they can get best deal and get bene-
fited. By getting the knowledge of basic differentiation constraints of product, seller
can make desired product available at affordable price to purchaser.
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Application of Artificial Intelligence )
and IoT to Membrane Bioreactor (MBR) @@
and Sewage Treatment Plant

Manoj Wagh, Dnyaneshwar Vasant Wadkar, and Prakash Nangare

Abstract A membrane bioreactor (MBR) is a capable treatment technology that
consists of an activated sludge process (ASP) emerging with membrane filtration
which retains the reduced biomass. MBR is an emerging treatment technology to
treat sewage wastewater and reuse the water for various purposes like gardening,
toilet flushing, farming, etc. In this paper, a design of the sewage treatment plant is
proposed by using MBR technology. To achieve promising and effective results, the
traditional design method has been replaced by modern techniques such as wireless
sensor networks and the Internet of Things (IoT) software platform to carry out
the analysis of sullage wastewater. It concludes that the traditional design system
is influenced by the integration of IoT. Further, this paper gives insight into the
application of Artificial intelligence (AI) for curtailing the complications in sewage
treatment.

Keywords Artificial intelligence - Internet of Things - Membrane bioreactors *
Sewage treatment plant - Wireless sensor networks - Wastewater

1 Introduction

Sewage is the wastewater generated by the community of human beings. Around 70%
of freshwater consumption is converted into wastewater. Wastewater is contaminated
by domestic, industrial, and commercial use that changes its parameters continuously
such as COD, BOD, pH, hardness, TSS, etc. Water scarcity is a big challenge to fulfill
the per capita demand of the city. Hence, there is an urgent need to treat wastewater
and utilize it effectively so that the water demand can be fulfilled. It is observed
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that 99% of water is characterized by the rate of flow of its biological, chemical,
and physical factors (BOD, COD, pH, hardness, conductivity, turbidity, acidity, DO,
TDS, TSS). The sewage wastewater systems can meet the demand for freshwater in
smart cities by treating and managing wastewater with the help of Artificial intelli-
gence (Al) and Internet of Things (IoT) sensors. Al and IoT have several influential
and hands-on tools to overcome various complex problems related to wastewater
treatment [1]. Nowadays, several researchers have implemented Al and IoT tech-
nologies because of convenient operation, high speed, high accuracy, and no issues
related to the physical problem [2]. Al implemented for seed, crop, leaf, stem, fruit
infection [3]. Al is also applicable for the financial sector to predict financial capital
[4]. Al can resolve various practical issues related to various engineering disciplines
such as civil engineering, environmental engineering, etc. To improve the quality of
wastewater and drinking water Al was implemented [5]. The ground water contam-
ination is detected using Al [6]. Al plays an important role to enhance the quality
of water by assessing river water, wastewater recycling and water resource engi-
neering [7]. Further, Al is used to find out the characteristics of saline water and to
treat the saline water [6, 7]. To detect the machine fault, Al technology is conve-
nient [8]. Al has application in an integrated vehicle health management (IVHM)
for aerospace to identify the primary challenges related to paradigm [9]. The process
of removing a contaminant from wastewater and household sewage both runoff and
domestics are called Sewage treatment [8, 9]. The sewage wastewater treatment is
the significant steps to reduce the pollution and promote the water quality [10].
Sewage is the complex waste affected by microbiological, physical and chemical
factors variability which requires appropriate treatment technology to operate the
sewage treatment plant [10, 11]. Membrane bioreactor (MBR) has made great atten-
tion owning to its very high efficacy and is a capable treatment technology which
consists of activated sludge process (ASP) emerging with membrane filtration which
retain the reduced biomass [11]. MBRs technology is observed as significant funda-
mentals of advanced effluent repossession and recycle technology and are comprised
in a numeral of prominent schemes worldwide [12]. MBR having energy saving effi-
ciency and footprint over conventional processes such as activated sludge process
(ASP) oxidation pond, etc. MBR consists of ASP and a membrane detached method
[13]. MBR functioning analogous to traditional ASP, and there is no requirement
of sedimentation and filtration identical to slow sand filtration (SSF) [14]. Small
pressure membrane purification whichever micro-filtration (MF) or ultra-filtration
(UF) were implemented to distinct wastewater from ASP [15]. MBR configura-
tion consists of submerged membrane or external circulation (side stream config-
uration) [16]. Submerged membrane often applied in municipal wastewater treat-
ment [17]. Submerged membrane bioreactor consists of plate membrane module or
hollow fibre [18]. Sufficient preliminary treatment was essential to avoid the clog-
ging (Membrane fouling) [19]. 12-15 g/s is recommended for more concentration
otherwise it will lead to the functioning problem and decreased oxygen transfer effi-
ciency [20]. Hydrodynamic condition, type of membrane salient feature of module
is highly responsible for the clogging of MBR. Due to the bacteriological digestion
molecular weight of present substance may increase [21]. The emerging technology
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interacts with active sludge and detached sludge and liquid wastewater [22]. ASP
consist of screening aeration, clariflocculator and rapid sand filter but still sludge
is generated on a large scale this problem can be solved easily using cutting-edge
technology such as membrane bio technology which enhance organic treatment. This
technology having scope to degrade the parameters of highly contaminated wastew-
ater, dairy industry, sugar industries food processing industries etc. The technology
becoming popular day-by-day due to less space is required for installation, instant
operation, very less sludge generation and quality of treated parameters as per the
central pollution control board norms.

This process involves physical, chemical, and biological methods that remove
respective contaminants also produce clean and safe water. In this paper, IoT and
Artificial Intelligence (AI) based prediction models were implemented to monitor
the sewage treatment plant.

2 Preparation of Your Paper

Figure 1 shows the location of Imagica STP plant Khopoli-Pali Road, SH 92, Sangde-
wadi, Maharashtra, India. The layout of the Imagica STP plant has been mentioned
in Fig. 2. A row sample of sewage was collected in a container and kept in the
refrigerator (Fig. 3). Analysis of sewage wastewater was carried out to find out the
characteristics of sewage wastewater (Table 1).

Surrounding is extremely contaminated if industrial waste is discharged without
treatment. Portable water is the basic need of human beings. The Maharashtra govern-
ment treat 22% sewage collected. The remaining 78% row sewage predisposed into

Fig. 1 Site location of STP plant
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Table 1 Chemical characteristics of sewage wastewater

S. No Test parameters of untreated sample Laboratory result
1 pH value 7.12

2 Electrical conductivity, ds/m 0.631

3 Turbidity, NTU 9.0

4 TDS, ppm 321.4

5 COD, mg/lit 723

6 BOD (at 3 day), mg/lit 192

7 DO, mg/lit 1.42

8 Total hardness as CaCO3, mg/lit 294

9 Total alkalinity as CaCO3, mg/lit 148

waterways which creates chances of water-borne diseases. In India, the government
and scientists are facing the problem due to habit of human being to handle the
sewage water. To save the environment design, operation and treatment of sludge
treatment plant (STP) is the solution.

2.1 Information of Imagica Water Park, Khopoli

See Fig. 4.

INLET TANK SCREENING

GRIT CHAMBER EQUALIZATION
TANK

RECYCLED ACTIVATED SLUDGE

DISINFECTION MEMBRANE AREATION TANK
' BIOREACTOR

FFFLUENT SLUDGE DRYING BEDS

Fig. 4 Sewage treatment plant flow chart
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3 Result and Discussions

Membrane bioreactor (MBR) is an advanced emerging technology that can curtail the
parameters of sewage such as COD, BOD, TSS, etc. Table 2 illustrate parameter of
sewage before and after the treatment. Which shows that treated effluent can be used
for various purpose such as gardening, flushing of toilet, etc. The residual sludge can
be used as manure for agricultural purposes. Figure 5 shows the quality of effluent
and manure.

IoT plays a vital role in the operation, monitoring, and maintenance of sewage
treatment plants. To achieve the sustainability of the sewage, plant digital innovations

Table 2 Parameters of sewage before and after treatment

Parameter Influent (in mg/l except pH) Effluent (in mg/l except pH)
pH 7.95 7.71
BOD 192 2.70
COD 720 8.18
TSS 321 3.51
|

Fig. 5 Water quality and manure after the MBR treatment
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were carried out which sense the analysis of the collected data, and the operational
treatment technology. The programmable logic controllers (PLC), process control
station, and optical fiber sensor were implemented to control the operation. Super-
visory Control and Data Acquisition (SCADA) method was executed to evaluate the
overall functioning of the plant. PLC, remote terminal units (RTU) interpreted the
gathered information about effluent characteristics, analyze the real-time data from
the connected numerous sensors and transmit it to the field instrumentation. With
the help of a real-time sensor and SCADA online monitoring of various parame-
ters of sewage plant were carried out which includes monitoring of pH of effluent,
total suspended solids variation during the process. The quality of effluent depends
upon the amount of dissolved oxygen present in the effluent. Degradation of effluent
is depending upon the microorganism such as aerobic bacteria which consume the
oxygen and curtail the parameters of the effluent. Chemical oxygen demand (COD)
is the crucial constraints which elaborate the sewage wastewater quality. SCADA
application helps to monitor the parameters of COD.
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Comparative Study of Machine Learning | M)
Techniques for Stock Market Price oo
and Optimizing Its Cumulative Strategy
Returns

Digambar Uphade and Aniket Muley

Abstract In the present study our main focus is on the probable of making forecast
of Facebook stock market prices by machine learning algorithms based on histor-
ical data. In recent years several tools and methods have been planned and used to
check the accuracy of forecasting model. This paper presents a comparative study
of machine learning techniques such as Support vector machine (SVM), artificial
neural network (ANN) and logistic regression. Further, to optimize the buy or sell
strategy we have evaluated cumulative returns and cumulative strategy returns with
simulating train test data split. It has been observed that ANN model outperforming
as compared to other models. Further, maximum cumulative returns with the cumula-
tive strategy are obtained at split of 90:10. It gives the best performance of the stock
with the 32.04% cumulative strategy return. The result suggests that, to optimize
the performance of Facebook stock market one can predicted the stock price with
proposed strategy in future.

Keywords Facebook + Stock - Machine learning + ANN + SVM - Logistic
regression * Returns

1 Introduction

Inreal, performing stock market’s forecast has constantly been a captivating and diffi-
cult trouble for financial sector as well as statistics experts. Stock market forecast is
a tough task and researchers can also face challenges as increasing a predictive orga-
nization. Stock markets are also unpredictable, or unhinged. This unpredictability
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occurs while prices of fundamental securities ebb and flow. The main objective in
this study is to carry out stock market forecast is to buy stocks that are probable
to get higher in price in future and put up for sale those stocks which are probable
to turn down. Conventionally, two approaches are applied for stock market guess.
This paper aims to use the features viz., open price, close price, adjusted close price,
high price, low price and volume as well in machine learning algorithms and fore-
cast stock prices based on these attributes. Stock prices changes when the estimated
cost of securities changes due to real national—international level actions; since these
events are unforeseen, volatility also happened surprisingly. So, investors face chal-
lenges in forecasting the upcoming of stock markets. Machine learning (ML) tech-
niques can be apply in stock market forecast systems to assist financial analysts and
traders in their market decision-making. These algorithms aspire to mechanically
study and identify patterns in huge amounts of data. Individual investors are very
emotional and emotional factors can simply destroy the trading authority. There-
fore, a ML approach is advantageous in increasing stock market forecast models.
Ouahilal et al. [13] proposed a novel hybrid approach based on machine learning
and filtering techniques. They combined Support Vector Regression and Hodrick—
Prescott filter to optimize the forecast of stock price. They demonstrated the devel-
opment in prognostic performance of stock market and verified the mechanism of
their model and compared with additional optimized models and conclude that the
planned algorithm constitutes a powerful model for predicting stock market prices.
Bazrkar and Hosseini [1] presented a ML approach called SVM with existing data
to predict future stock data. They compared proposed method with other methods
viz., SVM, artificial neural network (ANN) and LSTM. Dash et al. [3] proposed a
novel approach for predicting results. Das and Padhy [2] “proposed a hybrid model
called USELM-SVR and is a combination of unsupervised extreme learning machine
(US-ELM) based clustering and SVR forecasting. They assessed the feasibility and
effectiveness of this hybrid model using a case study by predicting the one, two,
and three-day ahead closing values.” Gong et al. [4] “constructed LS-SVM tech-
nique optimized by the customized PSO algorithm to enhance the returns volatility
forecasting. They have compared the unpredictability forecasting performances of
the planned model with other two comprehensive models using stock market data
from wind database, namely the asymmetric GARCH models with non-Gaussian
distributions hybridized with artificial neural network and the individual parametric
asymmetric GARCH models.” Gowthul Alam and Baulkani [5] dealt with the use
of multi-kernel SVM (MKSVM) parameter tuning approach with fruit fly optimiza-
tion (FFO) on stock market trend forecast. They found that, MKSVM with greatest
feature subset to predict stock market movement direction based upon historical data
series optimal parameters are used. Hu et al. [6] proposed three profit guided models
with the Sharpe Ratio evaluated based on diverse trading strategies and 3 statis-
tical miscalculation guided models. Jenkins et al. [8] outlined a novel process for
evaluating the human impact of ML applications. Khan et al. [10] studied inclusion
of stock market features in ML algorithms and forecast stock prices using various
attributes. They have developed this model by edge tweets from Twitter and polit-
ical news from Wikipedia and further pre-processed the data for discovering the
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sentiment and situation characteristics for stock market calculation. Khan et al. [9]
used algorithms on public media and economic news data to discover the blow of
this data on stock market forecast exactness for ten subsequent days. They execute
experiments to find such stock markets that are not easy to forecast and those that
are more inclined by social media and economic news. They compared results of
different algorithms to find a reliable classifier. They also show that New York and
Red Hat stock markets are tough to forecast, New York and IBM stocks are more
influenced by societal media, while London and Microsoft stocks by economic news.
Random forest classifier is found to be reliable and maximum correctness is achieved
by its collection. Kurani et al. [11] focused on the financial risk management and
stock prediction issues. They observed that SVM and ANN play prominent roles in
tackling financial risk prediction issues. Li and Sun [12] established a prognostic
model that combines kernel parameters and parameter optimization to model. They
have used mesh search method, genetic algorithm, and particle swarm optimization
algorithm for optimizing the parameters of the SVM in a variety of kernel functions.
They have used well trained model for the stock smart investment perspective. Parray
et al. [14] studied three machine learning algorithms for prediction of upcoming day
stock. Saini and Sharma [15] performed relative basic approach and they compared
predict stock price. Thenmozhi et al. [16] developed a global price transmission
based model that showed that significantly outperforms. Also, they found that the
US market is predisposed by Asian markets and there is maximum correlation among
the Asian markets except China. Further they suggested that, a particular stock index
can be predicted greatest using other stock market indices which open or close just
before it. In this paper, main objectives of our study are, to find machine learning
model which gives best performance for different train-test split. Also, based on the
train-test proportion split, identify the optimal strategy that gives more retunes. In
the succeeding sections, methodology, result and discussion and finally conclusion
is elaborated in detailed.

2 Methodology

In this mechanism, three machine learning techniques have been used viz., SVM,
ANN and Logistic Regression model to find the optimal model for the Facebook-
metadata analysis.

2.1 Support Vector Machine (SVM)

The SVM algorithm frequently applied to the labeled data and it helps to find the
optimal hyperplane that can be used to classify new data points.
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2.2 Artificial Neural Network (ANN)

Itis copied from Biological neural networks that expand the arrangement of a human
brain. Alike to the human brain that has neurons interrelated to one another; artificial
neural networks also have neurons that are interrelated to one another in different
layers of the networks. These neurons are identified as nodes. Artificial Neural
Network mainly consists of 3 layers: Input Layer, hidden Layer and Output Layer.

2.3 Logistic Regression

Itis a prognostic analysis algorithm and based on the idea of probability. The hypoth-
esis of logistic regression tends it to boundary the cost function between zero and one.
Logistic Regression uses a compound cost function and is defined as the sigmoid
function or also known as the logistic function instead of a linear function. Here,
Fig. 1 represents our workflow of this study. Initially, we have collected secondary
Facebook dataset [17]. Afterwards, we have preprocessed our data and identified our
study variables. Here, we have transformed our independent variables in the form of
differentiation of the Open-close and High-low prices of stock. Further, we have set
the target variable y and it is represented in the form O and 1 with special strategy
explored in Fig. 1 and computed the following performance measures (Eqs. 1-4) to
get the best machine learning model. The performance measures are:

TP + TN

Accuracy = (1
TP + TN + FP 4 FN
- TP

Precision = —— 2)

(TP + FP)

TP
Recall = — 3
TP 4+ FN
Fi—Score = Z(Pre.ci.sion * Recall) @
(Precision + Recall)

where, True positive (TP), True Negative (TN), False Positive (FP), False Negative
(FN).

Further, simulated the different train-test split to get the best returns through the
cumulative strategy returns.
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Fig. 1 Flowchart of the study

3 Result and Discussion

The result of the three machine learning techniques viz., SVM, ANN and Logistic
Regression models are discussed in this section.

Table 1 represents the summary of the different machine learning methods. It
covers their train-test split accuracy, precision, recall and F1-score. Based on various
train-test split we observed that, the SVM model gives maximum accuracy 53.80%
with split ratio 75:25. In ANN the split 75:25 gives the maximum accuracy 55.23%
and in Logistic regression train-test split 70:30 gives maximum accuracy 51.45%.
Table 2 represents the summary of cumulative returns and cumulative returns strategy
returns analytical results. Figure 2 represents the graphical representation of cumu-
lative return and cumulative strategy returns for 90:10 split. Further, it is compared
with train-test data split ratio 50:50, 55:45, 60:40, 65:35, 70:30, 75:25, 80:20 and



34

Table 1 Summary of comparative results
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Method Train-test split | Accuracy | Classifier |Precision |Recall |F1-score
Support vector 50:50 0.4928 0 0.48 0.67 0.56
machine (SVM) 1 0.52 033 |04
55:45 0.5105 0 0.5 0.37 0.42
1 0.52 0.64 0.57
60:40 0.4960 0 0.46 0.23 0.31
1 0.51 0.75 0.6
65:35 0.5000 0 0.48 0.43 0.45
1 0.52 0.56 0.54
70:30 0.5304 0 0.51 0.34 0.41
1 0.54 0.71 0.61
75:25 0.5380 0 0.54 0.32 0.40
1 0.54 0.75 0.63
80:20 0.5059 0 0.51 0.3 0.38
1 0.51 0.71 0.59
85:15 0.4894 0 0.5 0.29 0.37
1 0.48 0.7 0.57
90:10 0.5158 0 0.54 0.39 0.45
1 0.5 0.65 0.57
Artificial neural | 50:50 0.5269 0 0.51 0.52 0.51
network (ANN) 1 0.55 054 |0.54
55:45 0.5432 0 0.54 0.43 0.48
1 0.55 0.65 0.6
60:40 0.5228 0 0.51 0.48 0.49
1 0.53 0.57 0.55
65:35 0.5362 0 0.52 0.59 0.55
1 0.56 0.48 0.52
70:30 0.5343 0 0.51 0.59 0.55
1 0.56 0.48 0.52
75:25 0.5523 0 0.53 0.61 0.57
1 0.58 0.5 0.54
80:20 0.5039 0 0.5 0.24 0.33
1 0.5 0.76 0.61
85:15 0.5211 0 0.55 0.4 0.46
1 0.51 0.65 0.57
90:10 0.5515 0 0.56 0.55 0.56
1 0.54 0.55 0.55

(continued)
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Table 1 (continued)
Method Train-test split | Accuracy | Classifier |Precision |Recall |F1-score
Logistic 50:50 0.5103 0 0.48 0.27 0.35
regression 1 0.52 0.73 0.61
55:45 0.4991 0 0.45 0.13 0.2
1 0.51 0.85 0.63
60:40 0.4940 0 0.45 0.19 0.27
1 0.5 0.78 0.61
65:35 0.5124 0 0.49 0.31 0.38
1 0.52 0.7 0.6
70:30 0.5145 0 0.49 0.28 0.36
1 0.52 0.73 0.61
75:25 0.5095 0 0.49 0.27 0.35
1 0.52 0.73 0.61
80:20 0.4940 0 0.48 0.17 0.25
1 0.5 0.81 0.62
85:15 0.4940 0 0.48 0.17 0.25
1 0.5 0.81 0.62
90:10 0.4940 0 0.45 0.19 0.27
1 0.5 0.78 0.61

Table 2 Cumulative strategy returns results

Train-test split

Cumulative returns (%)

Cumulative strategy returns (%)

50:50

23.6

55:45

60:40

65:35

70:30

75:25

80:20

85:15

90:10

22.67

24.08

19.57

20.86

27.29

26.72

24.16

23.95

32.04

85:15. The result reveals that, maximum 32.04% of strategy returns are obtained for
the split 90:10. Finally, it is recommended from our study the 90:10 split for the more

accurate results for similar kinds of studies.



36 D. Uphade and A. Muley

= Cum Return
=== Cum Statregy

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Fig. 2 Train-test data 90:10 dataset results of cumulative returns

4 Conclusion

In this study, we have dealt with Facebook-metadata of stock market secondary data.
According to our objective we have implemented three different machine learning
techniques. Also, we have used train test split through simulation perspective to
judge the best split that gives us best optimal results to obtain the best model for
the dataset. It is observed that, to achieve the maximum accuracy by SVM we can
adopt the proportion of train-test split as 75:25. Further, if we uses ANN model
it gives us maximum accuracy with train-test split 75:25. Thereafter, as we used
Logistic Regression model it gives maximum accuracy for the spilt 70:30. Overall
it is observed that, ANN gives maximum accuracy as compared to other. Later on,
we have computed maximum cumulative returns with the cumulative strategy with
different train-test split of the dataset; it is observed that, at 90:10 split model gives
the best performance of the Stock returns i.e. our strategy provided the maximum
return of 32.04% whereas the stock provides the return of just 23.60%. Table 2
simply elaborates the comparative results i.e. 23.60% of the cumulative returns are
constant throughout different data split but the cumulative strategy of it matters for
identifying the superiority of the model. In future, for buy or sell decision making
perspective someone may adopt this method to optimize the cumulative returns.
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Crop Leaf Disease Detection in Soybean )
Crop Using Deep Learning Technique i

Vipul V. Bag, Mithun B. Patil, Shubham Shelke, Nagesh Birajdar,
Aashutosh Sonkawade, and Rohit Rathod

Abstract Agriculture is the backbone of human life. The basic and essential needs of
humans are fulfilled by agriculture. Soybean is grown on a large scale in the East Asia
region. Now it is also grown in other parts of the world with modern methods. But it
is affected by many unpredicted diseases which may lead to a reduction in yields. So,
it is essential to identify soybean crop diseases and protect from unpredicted diseases
at earlier stages. Most of the farmers are not able to find accurate diseases. Hence, we
have developed a mobile application for soybean crop leaf disease detection using
Deep Learning. The deep learning Model is built using a Deep Belief Network.
We have built a model which can detect mainly three types of diseases of soybean.
These diseases are frog eye leaf spots, powdery mildew, and septoria brown spot.
After training the model using different CNN architectures, our model got a maximum
accuracy of 99%. This application is user-friendly and can detect the disease and also
suggest treatment for that disease. This will helpful to farmers save their soybean
crops from diseases with minimum effort and maximum accuracy.

Keywords Convolutional neural networks (CNN) - Deep Learning - Frog eye leaf
spot + Powdery mildew - Septoria brown spot

1 Introduction

In the agriculture field, the health of crops is very important. The yield production
of a crop mostly depends on the health of the crop. Soybean is a major crop in
many regions of the world. Predicting and doing treatment of diseases in the soybean
plant is helpful to get more crop production. But the traditional way may get some
errors while predicting the disease. In the soybean plant, most of the diseases are
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caused and affected by leaves [11-13]. Identifying soybean crop leaf diseases by the
human eye is not always accurate. There is a need to develop a user-friendly mobile
application that will be able to detect soybean crop leaf diseases with high accuracy.
After detecting the diseases there is a need of suggesting treatment for these diseases
at the same time. Our research consist of a mobile application for soybean crop leaf
disease detection which can identify three types of disease with 99% accuracy. This
application is user-friendly. Farmers can select the image or click the photo using a
mobile camera the image is sent to server for Deep belief network to get the name and
treatment description of the disease. This will increase the accuracy of identifying
diseases with minimum time. This will play an important role in soybean farming to
maintain the health of the soybean crop.

2 Literature Review

Disease detection is a challenging task in the crop in which failure of the identifica-
tion leads to an economical loss to the agriculturist. Some disease consultant systems
and applications are available in the market, which can identify only common crop
leaf diseases. In this Research, we have mainly focused on the Soybean crop as a
sample crop identifying the disease based on the leaf of the soybean by applying
Deep learning techniques. The identical few research work carried to identify the
diseases in the crop are [1] presented a model that combines tomato leaf disease
identification with classification by hybrid combination of CNN and learning vector
quantization (LVQ) with data size of 500 images with four considered disease cate-
gories of tomato leaves in which extraction and classification of important attributes
resulting accurancy 98.1% [2] conducted the feasibility of a convolutional neural
network architecture for classifying various plant diseases based on leaf images
captured. LeNet, one of most commonly CNN architectures for disease classifica-
tion in soybean plants was used on 12,763 sample images of soybean leaves were
taken from a standard database called Plant Village resulted in 99.32% accuracy and
demonsitrated the feasibility of CNN in classifying plant diseases from leaf images
[3], have worked on generating new age models to identify different diseases of 13
plant diseases using leaf images of healthier plants with a deep learning architecture
by name Caffe was used to train the data resulted in 91-98% accuracy. Fuentes [4]
combined different architectures into a single meta architecture specific methods
such as ResNet-50, VGG16, VGG-19, and included feature extraction from deeper
depths and estimate the validity of these models resulting efficient model compared
to others [5]. An automated deep learning-based framework for detecting and clas-
sifying various diseases of mango plants were proposed. The data set uses of 1200
images containing both diseased and healthy mango leaves resulting accuracy of
96.67% [10]. Current leaf disease detection solutions in soybeans do not provide
accuracy for several rare crop diseases such as frog eye spot, powdery mildew and
Septoroia brown spot, so to fill the research gap to improve accurate results in leaf
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disease detection Deep belief network model of deep learning is used our research
for better results.

2.1 Application for a User to Capture the Image

To enhance the application and make it user friendly an android mobile application
is used for soybean crop leaf disease detection using Deep Learning and Image
classification is Proposed system can detect three diseases such as frogeye leaf spot,
powdery mildew, and septoria brown spot. The process of detection of disease in the
mobile application is done as follows.

1. Capture the Image using the camera.

2. Click on the predict icon to preprocess and display the results of the prediction
and suggestion.

3. Results in terms of suggestions and Predication are displayed in the text view as
shown in Fig. 1.

2.2 Data Collection and Preprocessing

Data collection is an important and key step in developing deep learning models.
In this study, he collected four different categorical data images of soybean crop
foliage. The images include fresh images, toad leaf spot images, powdery mildew
images, and septoria brown spot images [6-9]. In data preprocessing, the collected
image data were rescaled to (224, 224, 3) format with a height of 224 pixels and
a width of 224 pixels as a prerequisite for model building. Number 3 indicates the
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RGB image format. We used data augmentation techniques to generate new images
and increase the number of images. We split the entire image dataset into three parts:
training dataset, validation dataset, and test dataset. We collected images from four
different classes as shown in Fig. 2 and trained the overall data as shown in Table 1.

(c)

(d

Fig. 2 Samples of Soyibian leaf diseases a fresh leave, b powdery mildew, ¢ frogeye leaf spot,

d Septoria brown spot

Table 1 Image data details

Training images Validation images Testing images Total
Fresh 346 86 24 456
Frogeye leaf spot 420 101 25 546
Powdery mildew 410 101 25 536
Septoria brown spot 420 100 25 545
Total 1596 388 99 2083
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2.3 Deep Belief Network for Classification of Images
and Identifying the Disease in Soybean Crops

A Deep belief network (DBN) is a Self generative deep learning algorithm with effec-
tive way to solve deep neural network problems using multilayer belief networks [14,
15]. DBN is a graphical neural network composed of several intermediate layers of
Constrained Restricted Boltzmann Machines (RBMs) consisting of many visible and
hidden layers mainly the last layer being a classifier as shown in Fig. 3 [16]. Unsuper-
vised dimensionality reduction removes the classifier and uses a deep autoencoder
network composed entirely of RBMs. Working with deep autoencoder networks
involves two steps mainly pre-training and fine-tuning. In the pre-training phase each
layer is processed and trained using the previous layer as the RBM. Low-dimensional
features are captured from the input data by pre-training without losing information
leading to accurate result convergence in the last layer. Here are the detailed steps:

1. Learn a layer of features from visible entities using a contrast divergence
algorithm.

2. Treat previously trained feature activations as visible entities and learn feature
by feature.

3. Finally, once the last hidden layer has been trained, the entire DBN is trained.

3 Results and Discussion

We used a transfer learning method to create an image classification model. Reusing
a previously trained model for new problems is called transfer learning. To get accu-
racy, I worked on Deep Belief Network with about 1596 frames of training data. After
training and evaluating the model, it showed good accuracy with a training loss of

Same units

RBM; Z‘ . RBM: RBM
b '

||

Input data
|

©-©0

|

Visible Hidden Visible Hidden Visible Hidden
layer layer layer layer layer layer

Fig. 3 Deep belief network
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0.18%, a validation loss of 1.27%, a training accuracy of 99.82%, and a validation
accuracy of 98.73%, as shown in Fig. 4.
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Fig. 4 a Proposed method training and validation accuracy. b Proposed method training and
validation loss
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Fig. 5 Visualization of confusion matrix

3.1 Confusion Matrix

The confusion matrix [9, 10] describes the performance of the model. It is used to
evaluate the model. Our need is to perform classification based on four different
classes. Hence we have created a confusion matrix for multi-class classification.
There are four classes as follows. 0: Fresh (Not a disease), 1: Frogeye Leaf Spot, 2:
Powdery Mildew, 3: Septoria Brown Spot as shown in Fig. 5.

The confusion matrix [9, 10] represents the performance of the model. Used for
model evaluation. What we need is to perform classification based on four different
classes. Therefore, I created a confusion matrix for multiclass classification. There
are four classes: 0: fresh (no disease), 1: frogeye leaf spots, 2: powdery mildew, 3:
septoria brown spots, as shown in Fig. 5.

4 Conclusion

Agriculture is the economical backbone of our country and food is the basic need
of all human beings due to the increase in population, there is a need for increasing
agricultural food production. But due to environmental hazards maintaining Crop
health and early detection of diseases is a challenging task. Soybean is a major crop
in many regions. Which major source of food is grains and oil. So, it is important to
identify soybean crop leaf diseases and protect the crop from these diseases at earlier
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stages. Most farmers use traditional methods to identify crop diseases that may fail
the prediction. In this paper a deep learning image classification model using DBN
models by transfer learning technique is developed and to make the application user
friendly we have built an android mobile application using android studio and the
TensorFlow lite model. This application detects soybean crop leaf diseases such as
frogeye leaf spots, powdery mildew, and septoria brown spot with an accuracy of
99.82%.
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Severity Detection of COVID-19 Patient’s | M)
Using Machine Learning Techniques i

Digambar Uphade and Aniket Muley

Abstract COVID-19 is a disease caused by a new corona virus called Severe acute
respiratory syndrome corona virus 2 (SARS-CoV-2). Fever, dehydrated cough, tired-
ness, failure of flavor, overcrowding, painful throat and headache are the majority
frequent symptoms of COVID-19. Due to the lack of useful information on the patho-
genesis of COVID-19 and exact treatment, it highlights the significance of early
diagnosis and suitable action. In this cram, our attention is to classify the patients as
hospitalized and non-hospitalized. Statistical visualization plots were used to easily
understand the concept. The machine learning (ML) classification algorithms were
applied for performing this job. Further, proportional study is performed and finds
the improved classification technique to categorize the respondents.

Keywords Classification - Machine learning + COVID - Performance

1 Introduction

A novel Covid (COVID-19) was famous in 2019 in Wuhan, China. Researchers
all over the world are interested to find advance medicines for COVID-19. In the
subsequent wave, there was disarray as per symptoms regardless of whether the
patient ought to be confessed to the emergency clinic. Amongst the people who
forward symptoms, the majority convalesce from the sickness without requiring
health center treatment. Some genuinely unwell and have need of oxygen and scarcely
any become basically sick and require escalated worry. Persons complete 60 years
and over, and individuals with primary clinical evils like hypertension, heart and lung
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problems, diabetes, weight or malignant expansion, are at advanced risk of creating
main disease. Difficulties prompting termination might include respiratory disap-
pointment, intense respiratory trouble condition (ARDS), sepsis and septic shock
and additionally multiorgan disenchantment, together with damage of the heart,
liver or kidneys. Notwithstanding, any person can become sick with COVID-19
and become really unwell or bite the dust at no matter what phase in life. According
to our discernment we have zeroed in on COVID-19 patient’s severity of hospi-
talized and non-hospitalized patients [1] “established that the XGBoost calculation
performed with the most elevated precision (> 85%) to anticipate and choose high-
lights that accurately show COVID-19 position for all age gatherings. Measurable
examinations uncovered that the for the most part successive and critical prescient
symptoms are fever (41.1%), hack (30.3%), lung contamination (13.1%) and runny
nose (8.43%), while 54.4% of individuals analyzed fostered no symptoms”. Debnath
et al. [2] features the utility of proof based expectation devices in various medical
settings, and how comparable models can be conveyed throughout the COVID-19
pandemic to direct emergency clinic bleeding edges and medical services heads
to arrive at informed conclusions about understanding consideration and overseeing
clinic volume. Guan et al. [3] “proposed the infection seriousness, age, serum levels of
C-responsive protein hs-CRP, lactate dehydrogenase (LDH), ferritin, and interleukin-
10 (IL-10) as huge indicators for death hazard of COVID-19, which might assist with
recognizing the high gamble COVID-19 cases. Basic tree XGBoost model led by
these highlights can foresee passing gamble precisely with greater than 90% preci-
sion and greater 85% awareness, as well as F1 scores greater than 0.90 in preparing
and approval sets. Heldt et al. [4] have distinguished 15% patients that expected
serious care, 7% patients requiring mechanical ventilation and 31% instances of
in-emergency clinic mortality. The best model accomplishing region under the bene-
ficiary working trademark (AUC-ROC) maximum scores of 0.76-0.87 (F1 scores
of 0.42-0.60). Pan et al. [5] “Xtreme Gradient Boosting (XGBoost) model laid out
with the 8 significant gamble factors showed the best acknowledgment capacity in
the preparation set of 5-crease cross approval (AUC = 0.86) and the check line (AUC
= 0.92). The alignment bend showed that the gamble anticipated by the model was
in great concurrence with the real gamble. The 8-factor XGBoost model predicts
hazard of death in ICU patients with COVID-19 well; it at first shows security and
can be utilized really to anticipate COVID-19 guess in ICU patients.” Roberts et al.
[6] found that no papers in the writing at present have all of: (1) an adequately
reported composition depicting a reproducible technique; (2) a strategy that follows
greatest practice for fostering a machine learning model and (3) adequate outside
approval to legitimize the more extensive materialness of the technique. Tezza et al.
[7] noticed the Random Forest calculation beat the other MLTs in foreseeing in-
medical clinic humanity, with a ROC of 0.84 (95% C.1. 0.78-0.9). Progress in years,
along with crucial signs and lab boundaries (creatinine, AST, lymphocytes, platelets,
and haemoglobin), were viewed as the most grounded indicators of in-emergency
clinic mortality. Yan et al. [8] “have recognized three markers (LDH, hs-CRP, and
lymphocytes) and, surprisingly, tracked down the early advance notice edges for
COVID-19 prognostic expectation and fostered a XGBoost machine learning based
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extrapolative model that can unequivocally foresee the endurance paces of extreme
patients close over 90% exactness, empowering the premature identification, the
near the beginning mediation and the decrease of mortality in high peril patients
with COVID-19”.

The place of the survey is to perceive the classifier representation for the earnest-
ness of COVID tolerant. In the following fragments framework, line of attack, result
and explanation, and conclusions are discussed in feature.

2 Methodology

2.1 Data Collection

In this review, we have performed study through internet based survey Google struc-
ture to know the Covid-19 patients Symptoms. To gather the essential information, we
have taken help of virtual entertainment sides’ viz., WhatsApp, Facebook and email.
This survey contained 33 inquiries connected with Covid-19 symptoms and diet.
Generally, we have gotten 175 reactions. Here, we have played out a review based
classification to distinguish the seriousness of hospitalized and non-hospitalized
patients. To investigate this boundary we have applied ML calculations and assessed
the exactness in light of huge boundaries. Clean and pre-process the gathered infor-
mational collection. Assess the informational collection with unaided learning strate-
gies viz. graphical portrayal Identify the critical boundaries utilizing highlights
determination method. Different classifier techniques applied on our dataset.

2.2 Feature Selection

Feature selection is a way of selecting the most relevant description from all features
by removing irrelevant features. Here we used Chi square and an extra-trees classifier
methods for feature selection.

2.3 Logistic Regression (LR)

LR is a Machine Learning categorization algorithm and is a particular case of linear
regression in which the target variable is categorical in nature. It predicts the chance
of incidence of a twofold outcome.
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2.4 Decision Tree (DT)

DT is used to solve categorization problems this is supervised learning method.
Decision tree mainly contains two nodes the Decision Node and Leaf Node. The
conclusion is completed on the foundation of features of the specified dataset.

2.5 Random Forest

It is used to get better the presentation of the model. This method is based on the
idea of ensemble learning, which is a procedure of combining manifold classifiers
to resolve a compound difficulty.

2.6 Artificial Neural Network

Itis copied from Biological neural networks that expand the arrangement of a human
brain. Alike to the human brain that has neurons interrelated to one another; artificial
neural networks also have neurons that are interrelated to one another in different
layers of the networks. These neurons are identified as nodes. Artificial Neural
Network mainly consists of 3 layers: Input Layer, hidden Layer and Output Layer.

2.7 Support Vector Machine (SVM)

It is simple classification method used for categorization problems in Machine
Learning. The objective of the SVM algorithm is to produce the finest line or decision
boundary.

2.8 K Nearest Neighbour Algorithm

This method is used for classification and regression problem. This algorithm comes
under the Supervised Learning group. As the name suggests it considers K Nearest
Neighbours to forecast the class of novel data point.
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2.9 An Extra-Trees Classifier

This classifier fits a numeral of randomized decision trees on a variety of sub-samples
of the dataset and uses mean to get better the prognostic correctness and manage
over-fitting. The function is used to calculate the superiority of a split. To check the
performance of the machine learning techniques the following measures are used
(Egs. 1-3):

(TP +TN)

Accuracy = (1)
(TP + TN + FP + FN)
.. TP

Precision = ——— 2)

(TP + FP)

TP
Recall = ——— 3
(TP 4+ FN)

where, True positive (TP), True Negative (TN), False Positive (FP), False Negative
(FN).

Figure 1 represents our workflow of optimizing Severity detection of patient’s via
various ML tools. The flowchart is as follows.

3 Result and Discussion

3.1 Diagrammatic Representation

In this section, the results obtained through various learning are discussed in detailed.

Figure 2 gives details the HRCT scores of the COVID Patients it is observed
that 69% of the cases having 0 HRCT score. Further, 21% of the COVID Patients
having HRCT score between the range of 1-7 and 10% of respondent have HRCT
scores above 8. Figure 3 represents place for Isolation 74% respondent use home
for isolation, 20% use quarantine centre for isolation. Figure 4 explained that 45%
respondent having symptoms dry cough. Figure 5 explores that 72% respondent blood
oxygen level is normal and 28% having low. Figure 6 represents 85% respondent
does not perform Neutrophil-Lymphocyte test and 12% having the score between 1
and 9 Fig. 7 Data reveal that 75% respondent does not required hospitalization and
25% required hospitalization.
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Fig. 4 Dry cough

Fig. 5 Blood oxygen level

55

Fig. 6 N-L ratio (NLR) B Not Perform ®Between 1-9 ¥ Above 9
3%

Fig. 7 Hospitalization

3.2 Feature Selection

It is necessary to classify the important features amongst overall parameters.

Table 1 give explanation the major features found by Chi-square test technique
and observed that, HRCT Score, placed used for Isolation, N-L Ratio Dry Cough
and Oxygen level are accumulating in data for additional investigation.
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Table 1 Important features

via Chi-square method

D. Uphade and A. Muley

Feature P-value

HRCT score 6.074997e—11
Placed used for isolation 1.665600e—05
N-L ratio 6.344384e—05
Dry cough 2.479871e—02
Oxygen level 4.372092e—02

Table 2 deals with the classification results obtained through various classifier
techniques and it is observed that Logistic Regression and random forest gives high
accuracy 87% as compared with other classifiers.

Table 3 explains the first five important features viz., HRCT Score, placed used for
Isolation, N-L Ratio, Oxygen Level, and Number of Family Members are selected
for further computation.

Table 2 Classification result by Chi-square method

Classifier | Accuracy | Confusion | Metrics classification report
score matrix Score | Precision |Recall |Fl-score |Support
Decision 0.85 38 021 0 0.86 0.95 0.90 40
tree 06 07 1 0.78 054 | 0.64 13
Random 0.87 (37 03] 0 0.90 0.93 0.91 40
forest
ores 04 09 1 0.75 069 0.72 13
Logistic 0.87 (38 02 ] 0 0.88 0.95 0.92 40
regression 05 08 1 0.80 0.62 0.70 13
Neural 0.85 40 00 ] 0 0.83 1.00 091 40
network 0805 | |1 1.00 038 056 13
SVM 0.85 39 01] 0 0.85 0.97 0.91 40
07 06 1 0.86 0.46 0.60 13
K nearest |0.79 (39 01 ] 0 0.80 0.97 0.88 40
neighbour wos| |1 0.75 023 035 13
Table 3 Significant features
through an extra-trees Feature Value
classifier HRCT score 0.12857702
Placed used for isolation 0.07816182
N-L ratio 0.05246101
Oxygen level 0.04902748
Number of family members 0.04176655
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Table 4 Classification result by an extra-trees classifier

Classifier Accuracy | Confusion | Metrics classification report
score matrix Score | Precision | Recall |Fl-score | Support

Decision tree | 0.80 (30031 |0 0.83 0.91 0.87 33

06 05 1 0.62 0.45 0.53 11
Random forest | 0.82 3300 |0 0.80 1.00 0.89 33

08 03 1 1.00 0.27 0.43 11
Logistic 0.82 (32001] |0 0.82 0.97 0.89 33
regression o7oa | 11 0.80 036 050 11
Neural 0.86 (30011 |0 0.86 0.97 0.91 33
network MLP 0506 | |1 0.86 055 067 11
SVM 0.75 (30031 |0 0.79 091 0.85 33

08 03 1 0.50 0.27 0.35 11
K nearest 0.77 (32001] |0 0.78 0.97 0.86 33
neighbour 00| |1 0.67 018|029 11

Table 4 reveals that, neural network gives high accuracy 86.36% as compared
with other classifier techniques having high precision, recall and F-1 score.

4 Conclusion

Here in this case, our fundamental centre is to group patients to be hospitalized or
not in view of different boundaries. That’s what this study uncovers, 58.48% of the
persons having fever and intriguing truth is 12.50% of the general respondents have
no symptoms except for they viewed as Covid-19 positive. Likewise, 75% of people
don’t need hospitalization. At first, we have involved 33 boundaries for the review.
Further, highlight determination procedures were utilized to recognize the critical
boundaries. Here, two distinct methodologies were considered for highlight choice:
Chi-square strategy and Extra tree classifier techniques. Our investigation commu-
nicated that Machine learning calculations reinforce the insightful precision and the
discriminative viability of these arrangement. ML applications show expected output
with maximum precision, awareness, and particularity utilizing various models. The
likelihood of precision has been broke down from the qualities got from the enormous
list of capabilities. The exploratory outcomes show the high precision for character-
izing the patient’s hospitalization with extricated highlights. The near results in view
of accuracy, precision, recall and F1-score measures are useful. Logistic Regression
model and random forest gives high exactness 87% with high precision, recall and
F-1 score by Chi-square technique. It is seen that, neural network gives high accuracy
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86% when contrasted with other classifier procedures with high precision, recall and
F-1 score by Extra tree classifier strategy.
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Abstract These days there are two main problems which the ecommerce industry
is facing, the first problem is where the sellers find it difficult to post a picture of
a clothing item on their website or any platform for sale, sometimes it can lead to
misclassifications of a any clothing item or can lead to absence from search results.
Another problem which concerns is in placing an order when the customer is unaware
of the product or doesn’t know the name of the product but has the picture repre-
sentation of it. Hence by allowing buyers to click a photograph of an object and
then search for the related products without actually typing for the product name, an
image-based search algorithm can help ecommerce reach its full potential. We have
proposed a Fashion Classification Model which will classify the image and put them
into that specific category.

Keywords Fashion - Classification model - Clothing - Product

1 Introduction

By delivering a hassle-free shopping experience as well as delivery to an individual,
e-commerce has unleashed a bigger desire for products because of the number of
consumers present globally. We discuss two difficulties facing the industry, one from
the stand point of the seller and the other from the standpoint of the buyer [1].
Whenever the seller wants to sell his product online on a platform, seller has to
click a picture and tag with the help of appropriate labels to make sure it reaches
the buyer or appears in the search list. It becomes difficult for a human to process
each and every image and put them into respective categories, so here machine
learning comes to the rescue, the machine classifies the image and puts them into
respective categories hence the problem of classification arises [2]. Therefore, a
model is required to classify the images and put them into the right category. We
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are creating model where we will be using “fashion_mnist” which will train the
dataset and test the dataset. This dataset is more diverse as it enables us to learn
complicated properties, to distinguish the images. Generally, the accuracy for these
models is around 70-80% but we are able to get the accuracy of 93.1% by applying
different layers to the model like dense, max pooling, convolutional layers etc. We
have created such a model by which the error rate is low which will help the seller
to upload their image and the model will classify the image and put them into that
specific category and the buyers as well to search directly by the image rather than
typing the name of that clothing item [4].

2 Literature Survey

2.1 VGGNet-16

VGGNet-16 contains 16 convolutional layers and is very different as it has a uniform
architecture. Similar to Alexnet, it has 3 x3 convolutions, but contains a lot of filters.
Also, it can be train in 2-3 weeks on 4 GPUs. Nowadays, in the community this
method is preferred for extracting features from the images [4]. It is possible to load
a pre-trained version of the network trained model on more than a million images
from the ImagNet database and pretrained model can classify the images as dog,
cat, cow, calf etc. Hence, this network has learned rich feature representation from
a vast variety of images. 224 x 224 is the input image size which is accepted by the
network [3] (Fig. 1).

224 x224x3 224x224 x 64

7
7 112x 112 x 128

T — Tx7x512
[28x28x512 .
7 A14x14 x 512 1x1x4096 1 x1x 1000

iiEass.

fl_ﬁ convolution +RelLU
max pooling
fully nected + ReLU
softmax

Fig. 1 VGG16—convolutional network for classification and detection [10]
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2.2 Inception

Inception V3 is a deep learning model which is based on convolution neural networks
generally used for image classification. Inception V3 is a superior model to inception
V1 which was introduced back in 2014 by GoogleNet [3]. It is an image recognition
model that gives an accuracy of more than 78.1% on ImageNet dataset. In a model
when multiple amounts of deep layers of convolutions were used. It uses multiple
filters of different sizes on the same level. Thus, in this model rather than having too
deep layers we have parallel layers which makes the model wide instead of making
it deeper.

2.3 ResNet 152 V2

Resnet is the short form for Residual Networks, it is a classic neural network mainly
used for many computers vision tasks. Residual network is a CNN (convolutional
neural network) architecture that overcomes the “vanishing gradient” problem. Deep
ResNets are formed by stacking the residual blocks on top of each other and they go
up to hundred layers per network. It is effective in deriving parameters from early
activations further down the network [6]. On the other hand, the model ResNet deals
with a very deep neural networks with 150+ layers. Resnet 152 V2 has a very deep
network up to 152 layers in itself. Rather than of learning the signal representation
directly the model learns the representation functions first [7].

3 Proposed Model

We have classified clothing items into 10 categories namely t-shirt, pullover, shirt,
Trouser, dress, coat, bag, sandal, sneaker and ankle boot. We have achieved 93%
accuracy for our model. Whenever a user uploads a picture. This model will classify
the image of the clothing item then will put that image into its specific category. For
gray level, color, motion, depth hidden Markov models are applied, few other models
re supported by Bayesian belief model.

4 Methodology

4.1 Data Collection

The initial step to start a project is data collection wherein we select the subgroup of
the data that we have and will be working with.
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All the machine learning algorithms start with data which can consist of samples
or the remarks for which we already are familiar with the target answer [5]. The data
for which we already recognize the target answer is known as labeled data. Here for
our model, we have used the “fashion_mnist” dataset.

4.2 Dataset Analysis

The dataset we are using is Fashion-MNIST of pictures Zalando’s dataset which
consist of 60 K examples in the training set whereas approximately 10,000 examples
in the test set. Every type in the dataset consists of a grayscale image which is attached
toany 1 of the 10 classes mentioned and is of size 28 x 28. For benchmarking machine
learning techniques, the Fashion-MNIST dataset can easily be swapped in for the
actual MNIST dataset [4].

There are some particular reasons as to why we rely the most on fashion_mnist
dataset First reason is that we have a huge number of results to distinguish with,
as some researchers use new methods and it has a decent level of accuracy and
doubtfully any classifier can attain a perfect score on it, so there remains a scope for
optimization. In short, the Fashion “MNIST” dataset is very much diverse, requiring
machine learning (ML) methods to learn more complicated properties in order to
consistently distinguish specific classes.

Deep neural networks have recently been applied to a wide range of problems
to achieve remarkable results. Convolutional neural networks, in particular, have
demonstrated outstanding results in image classification, image segmentation, laptop
vision difficulties, and linguistic communication process problems [4]. Few prob-
abilistic models, such as Bayesian Belief Networks (BBN) and Hidden Markov
Models (HKM), have been used to categorize images with choices that comprise
gray level, color, motion, depth, and texture. We have a propensity to examine the
topic of categorizing Fashion “MNIST” images with convolutional neural network
[2] (Fig. 2).

4.3 Machine Learning

The work on building software applications being accurate in predicting the results
and outcomes which will not need any external programming help. Algorithms of
machine learning use the data which is already present in the past as an input so that it
can predict the new outcomes. Machine Learning can help industries and companies
to understand as well as examine their customers and consumers subordinately.

In addition to this, predictive learning method can help in the formation of oper-
ating systems (OS) of self-driving cars, for example, Tesla [5]. Data of the consumers
is collected and correlated with their behaviors all the time. Machine Learning is used
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as an important as well as the primary driver for the business models of the compa-
nies such as Uber. They use certain ML algorithms which help in finding the driver
to a rider (user). In search engine industries like Google, the algorithms of machine
learning are used in the advertisement sector while surfing and searching. Machine
Learning always focuses on making the prediction more accurate. The selection of

approach, as well as algorithm, solely depends upon the type of data and information
which is to be predicted [8].

44 CNN

4.4.1 Convolutional Neural Network

It is a deep learning neural network mainly used for processing the structured array
of data such as portrayals. The main feature of CNN is that, it doesn’t need any
preprocessing; it can run directly on any underdone image [8]. Also, this algorithm
is very competent in recognizing lines, circles, gradients or even face or eyes in an
image. This characteristic makes this algorithm very strong (Fig. 3).
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Fig. 3 CNN (convolutional neural network)
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4.4.2 Dropout

Dropout layer is a layer used in the CNN algorithm, mainly applied to the input
vector where it nullifies some of its features or can be applied to the hidden layers,
where it nullifies the hidden neurons [8]. The main reason why dropout layer is being
used is, it prevents overfitting in the training dataset. Inputs which are not set to 0
are scaled up by 1/(1 — rate) so that the total sum remains exact same [2] (Fig. 4).

4.4.3 Optimizer

Optimizers are methods or algorithms in neural networks which help to change
the attributes such as weights etc. to reduce the losses and improves the accuracy.
Optimizers help to get the results faster. They shape or mold the model to get the
most accurate form [5].
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4.4.4 Dense

Dense layer is a commonly used layer. It is a deeply connected neural network layer.
It consists of a layer of neurons in which neurons receive input from the previous
layer hence it is known as a dense layer. This layer classifies the images based on
the output from convolutional layer. Here one layer contains multiple amounts of
neurons.

5 Results

For excellent performance, deep neural networks are applied to various issues in
deep neural networks. In image classification, image segmentation, laptop vision
issues and linguistic communication process issues CNN has shown magnificent
results [8]. Some probabilistic models supported by Bayesian Belief Networks and
Hidden Markov Models have conjointly been applied to image classification issues
with options supported gray level, color, motion, depth, and texture (Table 1; Fig. 5).

These are the graphs of model loss and model accuracy which we achieved in the
research (Fig. 6).

Table 1 Accuracy versus

Product Val accuracy Val loss
loss

Category 0.9324 0.4631

Fig. 5 Classification the class
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6 Conclusion and Future Scope

Deep neural networks have been used to solve a variety of problems in recent years.
The potential application for picture classification is the detection of counterfeit
goods (Nvidia 2018). An in-depth examination of a brand’s logo’s characteristics,
such as design, colors, and placement, can aid in the detection of counterfeit goods.
We may potentially use a generative adversarial network (GAN) to come up with
new fashion accessory designs and reduce our reliance on human creativity, thanks
to significant advances in processing power and machine learning methods.
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Implementation of Environmental )
Parameters Monitoring and Alert System | <&
for Underground Mining Using Internet

of Things with LoRa Technology

Sandi Kumar Reddy, Anil S. Naik, and Mandela Govinda Raj

Abstract Underground mines have a challenging environment and are affected by
environmental factors such as toxic and flammable gases that affect productivity
and safety. In response to the mining industry’s challenges, wireless communication
technology is widely adopted to monitor underground environmental parameters,
track mine machinery, and workers, and establish remote communication systems
between transmitter and receiver. Variation in mine environmental parameters leads
to gas accidents and damage to the mine site structure. In this paper, Sx1278 LoRa
433 MHz transceiver module and ESP32/ESP8266 Wi-Fi Module are integrated
with DHT 22 temperature sensor implemented to collect real-time temperature and
humidity parameters. The system raises an early warning of any hazardous events.
A mine safety and alert system are proposed for the underground mine site. The
developed LoRa-based system can deploy in an underground mining area to monitor
the real-time environmental parameters and to avoid dangerous gas accidents.

Keywords Internet of things + Lora + Gas sensors + Underground mine - Toxic
gases + Environmental parameter monitoring - Blynk

1 Introduction

Underground mines working conditions are riskier and hazardous in nature compared
to surface mining. Most of the accidents reported in underground mines are due to
sudden increases in levels of gas concentrations such as carbon monoxide (CO),
and methane (CH4) in underground mine air. Reduction of oxygen (O;) level and
increase in carbon dioxide (CO,) causes the death of mine workers [1]. Mine gases
such as methane (CHy4), carbon monoxide (CO), carbon dioxide (CO,), nitrogen
(NOy), and hydrogen sulfide (H,S) are commonly found in underground mines. In
general, 78% of nitrogen, 21% of oxygen, and 1% of other gases by volume are
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in the earth’s atmosphere. However, the air composition in underground mines is
completely changing due to the structure of mine strata, ventilation air streams, and
chemical reactions. The strata gas that occurs in underground mines is methane and
carbon dioxide. The use of heavy diesel-operated vehicles and the burning of fuels
or explosives generate various gas pollutants [5].

Underground mine gas explosion is caused by toxic gases and more death rate
is recorded in mines across the world. The effect of gases on mine workers’ health
is asphyxiation, headache, unconsciousness, skin burn, and also death if the gas
concentrations exceed certain threshold limit values (TLV) [14]. Identification of
hazardous areas in an underground mine is necessary so the mine workers should
be alert or knowledgeable of hazardous areas to handle the situation in advance [3].
The gas hazards such as combustible gas hazards, where the atmosphere contains
explosive gases, dust, or vapor, and toxic gas hazards, where the toxic gases are not
visible and do not produce a smell. The toxic gases are inhaled or absorbed by the
eyes and skin of mine workers in underground mines. It also affects living tissues
and the nervous system, headaches, long-term health issues, and even death [11, 18].

The dynamic nature of gas is such that it spreads at any time in underground
mine working areas or abandoned mine, which is not operational. As per the inves-
tigation report few gas accidents are recorded because of mine lamps and cables
in underground mines. The wired monitoring system is not suitable as the wired
system is a fixed network setup and any damage to the wired system will cost more
for maintenance. The rapid development of wireless communication technology has
benefitted many industries and can adapt to underground mines to monitor environ-
mental parameters in a real-time scenario. To avoid gas accidents in underground
mine areas, the integration of gas sensors into communication modules to monitor
the gas level in a real-time is required. The monitoring system should generate an
early warning if a gas level exceeds a certain threshold limit value to avoid hazards
[4]. A safe working environment is required for mine workers to increase produc-
tivity and production by adapting wireless communication technology. ZigBee-based
wireless safety monitoring system suitable to monitor the environmental parameters
in underground mines [2, 3].

Underground mine disasters occur frequently causing loss of life and unsafe envi-
ronmental effects on production and productivity. The disasters are due to mine
working conditions and the dynamic and complex mine strata environment. It is
necessary to monitor the mine condition in a real-time to avoid disasters or gas
accidents [13]. The main aim of this paper is to describe the design and develop-
ment of LoRa based IoT implementation of real-time monitoring of environmental
parameters in underground mines.
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2 System Architecture for Underground Mine Automation

2.1 Proposed LoRaWAN Based IoT System

The Proposed system consists of the LoRa shield node, sensors, and LoRaWAN
gateway. Sensors CO, CHy, H;,S, temperature, and humidity are connected to the
Arduino board, which is connected to the LoRa node as shown in Fig. 1. The
circuit schematic of the Arduino board with sensors and a LoRa interface to transmit
data to the LoRaWAN cloud gateway [8] is represented as shown in Fig. 2. IoT
kit based on LoRaWAN Gateway provides communication between LoRa nodes
and LoRa gateway is 500 m to nearly 5 km distance in line of sight. The open-
source IoT kit available in the market helps researchers to develop applications and
it contains one multi-Channel gateway, two LoRa modules as per frequency config-
uration (865-868 MHz), two Arduino UNO boards to integrate sensors, and a few
sensors with other electronics components to perform practical research work [7,
21]. The proposed reliable IoT with a LoRa-based system can deploy in underground
mines to monitor the environmental parameters in real time.
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Fig. 1 Proposed LoRaWAN IoT system to monitor the environmental parameters in underground
mining
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2.2 Circuit Diagram of the Automation System at Laboratory
Level Setup

The proposed system for smart automation is implemented by considering low-cost
and reliable Sx1278 LoRa-02 (433 MHz) modules, NodeMCU ESP8266, an MQ-
135 air quality sensor, and DHT 22 temperature and humidity sensor at the laboratory
level setup. The circuit diagram is represented as shown in Fig. 2. The system has been
divided into transmitter and receiver sections. The transmitter section consists of an
Arduino NANO board and Sx1278 LoRa-02 transceiver module with the integration
of a DHT 22 temperature and humidity sensor and MQ 135 air quality sensor [10]
to measure the air quality in a surrounding environment at the surface level [6].

The LoRa transmitter will send the environmental parameter values such as
temperature in degrees Celsius, humidity in percentage, and air quality level in a
parts per million (PPM) to the LoRa receiver in a wireless mode of communication.
The receiver side consists of the Sx1278 LoRa-02 transceiver module connected
to the NodeMCU ESP8266 Wi-Fi-enabled module [15]. LoRa module receives the
data from the transmitter section, ESP8266 Wi-Fi-enabled board uploads the sensed
environmental parameters to the loT-based server. The available open-source plat-
form such as ThingSpeak [19] or Blynk IoT platform [20] is used to monitor the
environmental data anywhere across the world in a web and mobile application
dashboard.

Once the developed system is implemented successfully at a surface level and
established communication then the system can be deployed in a selected under-
ground mine to monitor the environmental parameters by enclosing hardware compo-
nents in enclosures. The transmitter section hardware components are deployed in
an underground mine working area to collect the environmental parameters. The
receiver section hardware components are deployed in a location where an internet
access facility is available through a Wi-Fi connection [9]. Once the network is estab-
lished then NodeMCU ESP8266 sends data to the cloud server. The data stored in
the cloud platform is processed for visualization and analysis as shown in Fig. 2. List
of hardware components used to develop the system and their features are described
in Table 1.

2.3 Hardware Setup and Experimental Results

The hardware implementation of LoRa based IoT system with the Blynk application
at a laboratory level setup is shown in Fig. 3. The transmitter section integrated
with LoRa modules with DHT 22 temperature sensor is connected to the Arduino
NANO board. The receiver section consists of a NodeMCU ESP8266 Wi-Fi module
connected to LoRa receiver and OLED display unit to display the sensed parameters
and the same data is visualized in a Blynk IoT platform by users anywhere from the
web or mobile application dashboard. The temperature and humidity values were
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Table 1 Description of different sensors employed in the smart automation system

List of Description
components

Arduino NANO is an open-source development board based on an 8-bit
microcontroller. It facilitates communication by connecting it to a computer
and programming with Arduino IDE software [12]

Arduino NANO
Development
Board

Sx1278 LoRa-02 Radio Frequency module is used for long-range wireless
communication. Its low power (3.3 v) and high sensitivity is —148 dBm. In
India, the unlicensed frequency range of the LoRa module is 865-867 MHz
but the 433 MHz frequency-based LoRa modules can use for academic
purposes [12]

Sx-1278
LoRa-02

Development board ESP 8266 NodeMCU Wi-Fi module enables the
microcontroller to load data to the IoT platform. It Supports UART or GPIO
data communication interface [12, 16]

ESP8266 Node
MCU Wi-Fi
module

DHT 22 sensor to measure the temperature and humidity of an environment
e connected to an Arduino board. Its temperature measurement range is (—40
T to +125 °C) with an operating voltage of 3—5 v. DHT 22 sensor contains a
B & humidity sensing component and a thermistor temperature sensor. A
semiconductor thermistor consists of a variable resistor. As the resistance
DHT 22 Sensor | changes with a change in the temperature [17]

recorded as 20.10 °C and 61.40% respectively in the display unit as well as in the
Blynk IoT mobile platform. The circuit connections are based on Fig. 2 with a
consideration of only the DHT 22 sensor [8].

3 Conclusion and Future Work

An IoT with a LoRaWAN gateway system is proposed in this study and imple-
mented IoT with LoRa based system at a laboratory scale to monitor the environ-
mental parameters in real-time. Sx1278 LoRa-02, 433 MHz LoRa module is low-cost,
long-range, low-power, and unlicensed radio frequency specification network archi-
tecture and is suitable for research purposes to develop applications. The receiver
LoRa module is integrated with NodeMCU ESP8266 Wi-Fi microcontroller unit and
Blynk cloud platform to monitor the values of the environmental parameters from
anywhere and anytime. The temperature and humidity data can be easily accessed
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User moniter the parameters in
Blyuk loT Platform

Implementation of LoRa Trasnmitter Section WLoRs Receiver Section

Fig. 3 Hardware implementation of environmental parameters monitoring with LoRa transceiver
modules and IoT platform

from the Blynk mobile IoT platform. The system also configures to visualize the
data from the web-based Blynk IoT platform. The system can be extended with an
integration of multiple gas sensors as specified in a proposed system to monitor the
environmental parameters and can deploy in underground mines. The sensor nodes
acquire the environmental parameters and send the acquired data to the cloud to store
and process. The system can also be configured to compare data with historic data
or exceeds the threshold limit value and immediately send an alert or notification
to the supervisor or concerned authority for requesting emergency assistance. In the
Underground mining industry, the safety of mine workers is the main concern in
the prevention of accidents. Establishing reliable communication in the underground
mines by adopting [oT with wireless technology is challenging as the structure of the
underground mine is different compared to surface-level open cast mines and radio
signals drop due to mine strata and working conditions of mines. The reliable IoT-
based system can design as per the mine structure and it will benefit mine workers
and organizations in terms of safety and productivity.

References

1. Mandal, A., & Sengupta, D. (2000). The analysis of fatal accidents in Indian coal mines.
Calcutta Statistical Association Bulletin, 50(1-2), 95-120.

2. Na, C., & Yi, M. (2011). Specific statistics and control method study on unsafe behavior in
Chinese coal mines. Procedia Engineering, 26, 2222-2229.

3. Mu, L., &Ji, Y. (2012). Integrated coal mine safety monitoring system. In Software engineering
and knowledge engineering: Theory and practice (pp. 365-371). Springer.



76

b

10.

12.

13.

14.

15.

16.

17.

18.

19.
20.
21.

S. K. Reddy et al.

Debia, M., Couture, C., Njanga, P. E., Neesham Grenon, E., Lachapelle, G., Coulombe, H., &
Aubin, S. (2017). Diesel engine exhaust exposures in two underground mines. International
Journal of Mining Science and Technology, 27(4), 641-645.

Pranay, M., & Shrawankar, U. (2018). Monitoring and safety system for underground
coal mines. In Proceedings of the Ist IEEE International Conference on Power Energy,
Environment & Intelligent Control (PEEIC2018) (pp. 1-5).

Tripathy, D. P, & Ala, C. K. (2018). Identification of safety hazards in Indian underground
coal mines. Journal of Sustainable Mining, 17(4), 175-183.

Zhu, Y., & You, G. (2019). Monitoring system for coal mine safety based on wireless sensor
network. In Cross Strait Quad-Regional Radio Science and Wireless Technology Conference
(CSQRWC) (pp. 1-2). IEEE.

Ali, N. A. A,, Latiff, N. A. A., & Ismail, L. S. (2019). Performance of LoRa network for envi-
ronmental monitoring system in Bidong island Terengganu, Malaysia. International Journal
of Advanced Computer Science and Applications, 127-134.

Ali, N. A. A., & Latiff, N. A. A. (2019). Environmental monitoring system based on LoRa
technology in island. In /IEEE International Conference on Signals and Systems (ICSigSys)
(pp. 160-166). IEEE.

Sai, K. B. K., Subbareddy, S. R., & Luhach, A. K. (2019). IOT based air quality monitoring
system using MQ135 and MQ7 with machine learning analysis. Scalable Computing: Practice
and Experience, 20(4), 599-606.

. Gonzilez, E., Casanova-Chafer, J., Romero, A., Vilanova, X., Mitrovics, J., & Llobet, E. (2020).

LoRa sensor network development for air quality monitoring or detecting gas leakage events.
Sensors, 20(21), 1-20.

Bhanu Priya, P., & Umamaheswara Reddy, G. (2020). Multi sensor IoT network system for
safety applications based on LoRa technology. JETIR, 7(12), 347-352.

Ke, W., & Wang, K. (2020). Impact of gas control policy on the gas accidents in coal mine.
Processes, 8(1405), 1-20.

Veeramanikandasamy, T., Gokul, R. S., Balamurugan, A., Ramesh, A. P, & Khadar, Y. S.
(2020). IoT based real time air quality monitoring and control system to improve the health
and safety of industrial workers. International Journal of Innovative Technology and Exploring
Engineering, 9(4), 1879-1887.

Ahsan, M., Based, M. A., Haider, J., & Rodrigues, E. M. (2021). Smart monitoring and
controlling of appliances using LoRa based IoT system. Designs, 5(1), 1-22.

Fan, Z., & Xu, F. (2021). Health risks of occupational exposure to toxic chemicals in coal
mine workplaces based on risk assessment mathematical model based on deep learning.
Environmental Technology & Innovation, 22(101500), 1-11.

Jabbar, W. A., Subramaniam, T., Ong, A. E., Shu’ib, M. L., Wu, W., & de Oliveira, M. A. (2022).
LoRaWAN-based IoT system implementation for long-range outdoor air quality monitoring.
Internet of Things, 19(100540), 1-25.

Ayaz, M., Jehan, N., Nakonieczny, J., & Mentel, U. (2022). Health costs of environmental
pollution faced by underground coal miners: Evidence from Balochistan, Pakistan. Resources
Policy, 76(102536), 1-10.

ThingSpeak for IoT Projects. https://thingspeak.com/

Blynk IoT platform: for businesses and developers. https://blynk.io/

IoT Kit v3 based on LoORaWAN. https://www.enthutech.in/shop/product/lora-iot-kit-v3-iot-kit-
v3-based-on-lorawan-3193?category=11


https://thingspeak.com/
https://blynk.io/
https://www.enthutech.in/shop/product/lora-iot-kit-v3-iot-kit-v3-based-on-lorawan-3193?category=11
https://www.enthutech.in/shop/product/lora-iot-kit-v3-iot-kit-v3-based-on-lorawan-3193?category=11

Application of Artificial Intelligence )
in Geotechnical Engineering: A Review i

Jitendra Khatti and Kamaldeep Singh Grover

Abstract In engineering, the soils are majorly classified as cohesive and non-
cohesive soil. The cohesive soil changes its behavior in the presence of water. Each
soil has different geotechnical properties, such as consistency limits, compaction
parameters, strength parameters, and permeability, representing the soil’s behavior.
The laboratory procedures are time-consuming and cumbersome. Therefore, several
researchers have used artificial intelligence techniques to compute the geotechnical
properties of soil. The literature reveals that Al techniques give the most optimistic
prediction of the engineering properties of soil. Also, the literature demonstrates
that the effect of the quality and quantity of the database has not been analyzed
in predicting the geotechnical properties of soil. The present study maps the future
scope for determining the impact of the quality, quantity, and multicollinearity of the
database in predicting the engineering properties of coarse and fine-grained soils.

Keywords Artificial intelligence - Deep learning - Hybrid learning - Machine
learning + Geotechnical properties of soil

1 Introduction

Soil word is originated from the Latin word “Sodium,” which means the upper surface
of the Earth. Several types of soils are available on this Earth. For the purpose of engi-
neering, the soils are majorly classified as cohesive and non-cohesive soils. Each soil
has different engineering properties, determined from laboratory experiments. The
Atterberg’s limits, compaction parameters, strength parameters, and permeability are
the engineering properties of soil. The Atterberg’s limits, such as liquid limit (LL),
plasticity index (PI), and plastic limit (PL), are also known as the consistency limits
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of soil. The consistency limits are experimentally determined for the cohesive soils.
On the other side, the California bearing ratio (CBR), optimum moisture content
(OMC), maximum dry density (MDD), are the compaction parameters of cohesive
and non-cohesive soils. The direct shear and unconfined compressive strength tests
are used to determine the strength parameters of soil, i.e., the angle of internal fric-
tion and cohesion. However, the experimental procedures to assess these engineering
properties are tedious and cumbersome. Also, it requires human resources to perform
the engineering properties of soil. Therefore, several researchers and investigators
have developed and employed different statistical and advanced computational tools
to predict the geotechnical properties of cohesive and non-cohesive soils.

Williams and Ojuri [1] developed an artificial neural network and multiple linear
regression models to predict the hydraulic conductivity of the soil. The authors
selected PI, Sand, Fines, Clay, MDD, and OMC as input parameters to predict the
hydraulic conductivity of soil in the published research work. The authors proposed
two equations to predict the hydraulic conductivity of soil using the MLR method.
The proposed equations are as follows

k = (—1.1416E—08) % PI + (3.2E—05) + (3.092E—08) % F1I
+ (1.413E—07) % S + (5.189E—10) * C + (—2.591 E—07) * OMC
+ (—=1.909E—08) * MDD (1)

k= (1291E—07) % S + (1.858E—05) + (—1.198E—08) * MDD
+ (—=1.362E—08)  PI )

The performance of Egs. 1, and 2 based MLR models were 0.607 and 0.636,
respectively. Similarly, the ANN model performance was 0.977, and it was compared
with the MLR model and found that the ANN model has capability to predict the
hydraulic conductivity of soil with better accuracy. Bouslihim et al. [2] evolved
RF and MLR model to predict the Mean Weight Diameter (MWD) as an index
of soil aggregate stability. In the published research work, the authors developed
four models, (i) based on soil properties of 77 datasets—SP1, (ii) based on soil
properties of 144 datasets—SP2, (iii) based on soil properties and remote sensing
of 77 datasets—SPRS1, and (iv) based on soil properties and remote sensing of
144 datasets—SPRS2. The performance of SP1, SP2, SPRS1, and SPRS2 models of
MLR was 0.768, 0.592, 0.721, and 0.600, respectively. Similarly, the performance of
SP1, SP2, SPRS1, and SPRS2 models of MLR was 0.775, 0.600, 0.755, and 0.583,
respectively. The authors stated that the performance of ML models is decreased
because of SP1 and BRO8. The authors also stated that the performance of ML
models is not improved with the addition of soil data collected from remote sensing.
The authors concluded that based on the results of the ML model, it is not possible
to judge the best ML model to predict soil aggregate stability. The authors also
concluded that the performance of ML models might be improved by increasing the
datasets. Ly et al. [3] proposed SVM, GPR, and RF models using 145 soil specimens
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to predict soil cohesion. The authors used void ratio, specific gravity, clay content,
liquid limit, moisture content, and plastic limit to develop the ML models. SVM,
GPR, and RF model performance were 0.27, 0.69, and 0.837, respectively. Based on
the comparison of the performance of the ML models, the authors concluded that
the RF model has the potential to predict the cohesion of soil.

Onyelowe et al. [4] applied gene expression programming to compute the strength
of expansive soil treated with hydrated-lime-activated rice husk ash. The authors
developed MLR and GEP models to predict the CBR, UCS, and resistance value
(Ryae) of treated soils. The GEP models performance was 0.9957, 0.9713, and
0.9957 for CBR, UCS, and Ry, respectively. Similarly, the performance of MLR
models of CBR, UCS, and Ry, was 0.9925, 0.9963, and 0.9925, respectively. The
authors concluded that the performance and prediction accuracy of GEP models of
CBR, UCS, and Ry, is better than MLLR models. The authors also concluded that
the performance of models might be improved by increasing the datasets. Nwaiwu
and Mezie [5] proposed empirical relationships to predict the compaction param-
eters using index properties of soil. The authors developed a relationship between
compaction parameters and compaction energy (E) and fine to sand ratio (FC/S4C). To
develop the relationship between the compaction parameters and compaction energy
and fine to sand ratio using linear regression analysis. The reported work was carried
out for British Standard Light (BSL), West African Standard (WAS), and (British
Standard Heavy (BSH) soils. From the prediction error, the author concluded that the
fine-to-sand ratio (FC/S4C) has a good relationship and can predict the compaction
parameters with less than + 1.0 error.

Zhang and Wang [6] developed ensemble models to predict soil liquefaction
during an earthquake. The authors also developed backpropagation NN (BP), deci-
sion tree (DT), SVM, k-nearest neighbors (KNN), MLR, logistic regression (LR),
and Naive Bayes (NB). The three different datasets were collected from the literature
of Hanna et al. [7], Goh and Goh [8], and Juang and Chen [9]. The performance of
BP, SVM, DT, KNN, NB, LR, MLR and ensemble models was 0.856, 0.875, 0.808,
0.856,0.788,0.788, 0.510, and 0.894, respectively for first datasets. The comparison
of the performance of ML models for the first datasets shows that the ensemble model
has a better performance than other models. Similarly, the performance of BP, SVM,
DT, KNN, NB, LR, MLR, and ensemble models was 1.000, 0.920, 0.840, 0.880,
0.920, 0.800, 0.720, and 1.000. The performance of the BP and ensemble model
was 1.00 and equal in both cases for the second dataset. Hence, BP and ensemble
models’ prediction accuracy was compared, and it was found that the ensemble
models predicted soil liquefaction with 0.941 accuracy. For the third dataset, the
performance of BP, SVM, DT, KNN, NB, LR, MLR, and ensemble models was
0.963, 0.926, 0.815, 1.000, 0.963, 0.935, 0.778, and 0.963, respectively. The KNN
model achieved maximum performance. The authors concluded that the ensemble
model outperforms in predicting soil liquefaction during an earthquake by comparing
ML models’ performance. The authors also concluded that the performance of the
ensemble model is not stable when different datasets are used. The author also stated
that the (N1)gg, ¢', q.» amax, Vs play an essential role in predicting soil liquefaction
during an earthquake.
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Tenpe and Patel [10] developed SVM and GEP models to predict soil CBR.
The particle size, compaction parameters, and Atterberg’s limit were used as input
parameters to develop the models. The authors developed various ML models with
the following input parameters, (i) Model I—Input (G, S, Ydmax), (i1) Model II—Input
(G, S, Ip, Weopy), (iii) Model III—Input (G, S, Ip, Ydamax, Weopt)» (iv) Model IV—Input
(G, S, FC, Ip, Yamax> Weopt)» and (v) Model V—Input (G, S, FC, W, Ip, Yamax, Weopt)-
The performance of GEP models I, II, III, IV, and V was 0.807, 0.873, 0.879, 0.8833,
and 0.880. Similarly, the performance of SVM models I, I, III, IV, and V was
0.844, 0.880, 0.880, 0.878, and 0.897, respectively. Based on the performance of
the GEP and SVM models, the authors concluded that Model III (having five input
variables) is the best prediction model. The authors also concluded that the SVM
model’s overfitting ratio (OR) was 0.630 calculated and shows better compatibility
than GEP (OR = 1.02). The authors observed the percentage contribution in the
prediction of CBR of soil as S > G > Ip > Ydmax > Weopt in both GEP and SVM
models. John et al. [11] evolved the ANN, SVM, RF, Cubist, and MLR models to
predict the organic carbon variability with environmental variables in alluvial soils.
The performance of RF, Cubist, ANN, MLR and SVM models was 0.8246, 0.7141,
0.6000, 0.4123, and 0.6000, respectively. The random forest model achieved the
maximum performance, and the authors concluded that a random forest is a useful
tool for predicting organic carbon variability. Chen et al. [12] proposed models of
Ridge regression, Lasso and LassoCV, RF, XGBoost, and MARS to predict soil
liquefaction using the capacity energy concept. The performance of Ridge regression,
Lasso and LassoCV, RF, XGBoost, and MARS models was 0.6180, 0.7622, 0.9055,
0.9121, and 0.9165, respectively. The performance of the MARS model was higher
as compared to other ML models. The author concluded that soil liquefaction can be
predicted using the MARS model considering the capacity energy concept on behalf
of the performance. Lui et al. [13] suggested Gaussian process regression models
predict soil moisture. The authors developed the GPR model using a Radially uniform
(RU) algorithm. The results of the developed RU algorithm-based models compared
with the results of generic GPR models. The authors proposed the following models,
(i) GPR + full dataset, (ii) GPR + 100 datasets, (iii) GPR 4 500 datasets, and (iv)
ARMA. From the comparison of the performance of the proposed models, the GPR
+ 100 datasets achieved better performance compared to other models. The authors
concluded that model II (GPR + 100 dataset) is able to predict soil moisture.

Ly and Pham [14] evolved the support vector machine model to predict soil shear
strength parameters. The model was evolved using 500 datasets of soil properties
such as moisture content, clay content, specific gravity, liquid limit, void ratio, and
plastic limit. The authors concluded that the proposed SVM model has a performance
of 0.90-0.95. The performance shows that the developed SVM models have the
potential to predict the shear strength of soils. Wang et al. [15] developed random
forest and genetic algorithm models to compute the permeability of the soil. The
authors used 50 sets of Uniaxial compressive strength, effective stress, gas pressure,
and temperature parameters to develop the models in the published research work.
The authors compared the performance of RF and RF-GA models and reported that
the RF-GA model is a robust model to predict soil permeability. The RF and RF-GA
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model performance was 0.6753 and 0.9171, respectively. The authors also stated that
the UCS, temperature, gas pressure, and effective stress have 0.054,0.102, 0.102, and
0.742 correlations with permeability. The authors also suggested that the capabilities
of the RF-GA model may be generalized by increasing the datasets. Najemalden
et al. [16] proposed an artificial neural network to compute the collapse potential
of gypseous sandy soil using soil parameters. The authors collected 180 samples
from different regions in Iraq. The backpropagation neural network was developed
to compute the collapse potential. The Levenberg—Marquardt algorithm was used in
the neural network. The authors reported that the performance of the proposed ANN
model was 0.998. The authors also determined the importance factor between input
parameters and output. The importance factor was 4.99, 19.69, 17.35, 12.77, 14.57,
13.87, and 16.76% determined for %pass, Gs, GC, yq4, ®,, €4, and S;.

Wei et al. [17] developed an RNN model to predict pore-water pressure using
time-series analysis. The authors developed standard RNN, LSTM, GRU, ANN,
and MLP models to predict pore-water pressure. In the published study, the authors
selected SP3 and SP8 measurement points to develop the RNN models to predict
the pore-water pressure. The performance of GRU, LSTM, standard RNN, and MLP
models for SP3 point was 0.9797,0.9797, 0.9539, and 0.9539, respectively. The CPU
training time (s) of GRU, LSTM, standard RNN, and MLR models was 39.68 s,
55.20 s, 28.77 s, and 23.01 s, respectively. The GRU and LSTM models performed
better than standard RNN and MLR models. The performance of GRU, LSTM,
standard RNN, and MLP models for SP8 point was 0.9434, 0.9381, 0.9327, and
0.8544, respectively. The CPU training time (s) of GRU, LSTM, standard RNN, and
MLP models was 40.53 s, 52.64 s, 28.99 s, and 23.45 s, respectively. The authors also
developed single and double layers GRU models to predict the pore-water pressure
at the SP3 point. The single and double layers GRU model performance was 0.9797
for both models, but the training time of single and double layers GRU models was
43.23 s and 99.48 s, respectively. Based on the performance of RNNs and MLP
models, the authors concluded that the performance of the MLP model varies with
random training runs and also fluctuates with the length of the input dataset. The
authors also concluded that the LSTM and GRU outperform the MLP and standard
RNN because GRU and LSTM are able to mitigate the vanishing gradient problem.
It was noted that the efficiency of GRUs is higher than LSTM because of a more
straightforward structure. Based on the training time of the single and double-layer
GRU models, the authors also stated that the single-layer GRU model can predict
the pore-water pressure compared to the double-layer GRU model.

Wang and Yin [18] proposed multi expression programming approach to compute
the MDD and OMC of soil. The authors developed linear models for OMC and MDD
with gravel content (Cg), sand content (Cs), fine content (Fc), LL, PL, and energy (E).
The OMC linear model performance with Cg, Cs, Fc, LL, PL, and E was 0.5128,
0.5692, 0.6928, 0.4049, 0.6943, and 0.1643, respectively. The maximum perfor-
mance was 0.6943, determined for the linear model of OMC with PL. Similarly,
the performance of the linear model of MDD with Cg, Cs, Fc, LL, PL, and E was
0.5514, 0.5148, 0.6686, 0.4329, 0.7355, and 0.1761, respectively. The maximum
performance was 0.6686, determined for the linear model of MDD with Fc. The
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OMC_PL and MDD_Fc models were validated by predicting the laboratory test
data. The OMC_PL and MDD_Fc models predicted OMC and MDD with 0.9607,
and 0.9263, respectively. The authors reported that the proposed OMC and MDD
models have the potential to predict the OMC and MDD of soil. Male et al. [19]
evolved gradient boosting regression, linear regression, and Carman-Kozeny models
to compute the permeability of low and high porosity groups of cemented sandstone.
The performance of gradient boosting regression, linear regression, and Carman-
Kozeny models was 0.7211, 0.7000, and 0.6633, respectively, for the low porosity
group of cemented sandstone. Similarly, the performance of gradient boosting regres-
sion, linear regression, and Carman-Kozeny models was 0.9110, 0.8185, and 0.9110,
respectively, for the high porosity group of cemented sandstone. From the perfor-
mance of gradient boosting regression, linear regression, and Carman-Kozeny models
for low and high porosity groups of cemented sandstone, the authors concluded that
machine learning shows a better correlation than advanced Carman-Kozeny models.
The authors stated that the nonlinear effect of cementation may be identified by
implementing linear regression in gradient boosting regression. The permeability
prediction can be better if the porosity is more than 2.3%. The authors also concluded
that porosity, cement, specific surface, and tortuosity are essential for high porosity.
Similarly, pore-bridging cement, tortuosity, porosity, and pore-filling cement are
essential for low porosity.

Sihag et al. [20] proposed SVM, GP, ANN, and RF models to predict soil infil-
tration. The proposed models were trained and tested by 272 and 120 datasets. The
Polynomial and RBF kernels were used to develop the Gaussian process (GP) and
SVM models. Kostiakov and Philip’s models were also developed to predict soil
infiltration. The RMSE performance of RF, ANN, SVM_Poly, SVM_RBF, GP_
Poly, GP_RBF, Philip’s model, and Kostiakov model was 50.8485, 78.7458, 67.7070,
132.5228,40.3026, 84.5483, 198.0730, and 197.8236, respectively. The performance
of GP_Poly was 0.9863, which was better as compared to other models. Boadu [21]
developed electrical spectra with Jonscher fractal power model characterized by DC
conductivity (og4.), exponent (n), and transition. The author developed the SVR model
to predict the mechanical properties of soil. The mechanical properties K, yq, and E
were predicted by SVR and MLR models. The performance of the SVR model of K,
va, and E was 0.9219, 0.9381, and 0.8718, respectively. Similarly, the performance
of the MLR model of K, y4, and E was 0.7483, 0.826, and 0.7616, respectively.
From the comparison of the performance of the SVR and MLR models, the authors
concluded that the SVR model is a reliable model to predict the mechanical prop-
erties of soil such as K, y4, and E with better accuracy and performance. In last
few years, Khatti and Grover have assessed different geotechnical properties of soil,
such as modulus of subgrade reaction, permeability, soaked CBR, using different Al
approaches [22-26].
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2 Gaps in the Literature Survey

From the present study of the literature, it has been observed that several researchers
have used different databases to develop and employ artificial intelligence tech-
niques to compute the geotechnical properties of soil, presenting the best architectural
approach and model that is still questionable. Also, it is well known that artificial
intelligence techniques are data-driven, and the performance of the Al models is
affected by the quality and quantity of the database. Still, the effect of the quality
and quantity of the database on the performance and overfitting of AI models has not
been analyzed in predicting the geotechnical properties of coarse and fine-grained
soil.

However, the database also contains multicollinearity, affecting the Al models’
performance, accuracy, and overfitting. The impact of the multicollinearity of the
training database has not been determined in assessing the geotechnical proper-
ties of coarse and fine-grained soil. The literature survey also demonstrates that the
hypothesis analysis has not been performed in computing the engineering properties
of soils.

3 Conclusions and Future Scopes

Artificial intelligence techniques are the best predictive tools in the assessment of the
geotechnical properties of soil. Several researchers and investigators have reported
that the regression analysis gives a preliminary prediction of the engineering proper-
ties of soil with considerable errors. Artificial intelligence techniques, such as arti-
ficial neural network, Gaussian process regression, support vector machine, group
method data handling neural network, decision tree, random forest, gene expression
programming, and recurrent neural network, can predict the OMC, MDD, CBR,
UCS, etc., soil properties with high accuracy and the least prediction error. To sum
up, the present study maps the following futures scopes:

¢ The effect of the quality and quantity of the database on the performance and over-
fitting of the Al models may be analyzed in predicting the geotechnical properties
of soil.

e The impact of the multicollinearity of the database may be studied for the
performance and overfitting of the AI models.

e The parametric statistical analysis may be performed to identify the null and the
research hypothesis.

e The cosine amplitude method may be used to perform the sensitivity analysis to
determine the most influencing input parameters in predicting the engineering
properties of soil.
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A Study of Role of It in Rural )
Development in India: Opportunities L
and Challenges

Pravin Pundlik Rajguru

Abstract Information today is required in all areas that hinder growth and devel-
opment. The many creative ways that communication technology can be used to
help rural development. It is evident that increasing access to information tech-
nology supports rural development and empowers rural populations. Information
and communication technology has made it possible to empower those who were
left behind by the Industrial Revolution. While developing nations face the chal-
lenges of globalization brought on by free market privatization and liberalization.
They must never lose sight of their disadvantaged rural and urban populations. Inno-
vative approaches can reach the unreached and empower them with knowledge and
skills. Cable operators, Public Communications Offices (PCOs), and now informa-
tion centers use information. They would be able to meet their basic needs for food,
shelter, education, health, and technology through innovative use for enhancing their
productivity and facilitating their social and economic well-being. As a result, it
significantly contributes to the achievement of rural development and progress.

Keywords People - Rural area + Development - It application - Challenges

1 Introduction

The term “Information Technology” (IT) is now commonly used in all contexts.
Discussing the revolution in information technology in point of fact, the capacity of
humans to collect, store, transmit, and retrieve data and information has significantly
increased since the introduction of personal computers (PCs) and microprocessors.
Information technology has evolved into a potent tool for managing information and
communication, making it now possible to communicate more quickly and easily.
The primary manifestations of information technologies, which are television, satel-
lite, telephone, and computers, are rapidly altering our way of life, work, and leisure.
In point of fact, what is new in the current revolution in information technology? With
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the advent of the ultra-fast Internet and information technologies, it is possible to refer
to the convergence and integration of previously known communication and infor-
mation technologies into a single system. It promises almost universal empowerment
because it has greatly expanded the dissemination of knowledge and made sharing
it simple. Additionally, it is contingent on our employing these “new” technologies
in novel ways.

2 Objectives of the Study

The primary goal of this research is to investigate the role of information technology
in rural development in India: opportunities and challenges in rural areas. The current
study’s objectives are as follows:

(1) To investigate the relationship between information technology and rural
development.

(2) Research IT opportunities for rural development.

(3) Recognize the significance of information technology in rural area development.

(4) To comprehend the IT challenges in the development of rural activities.

3 Hypothesis of Study

An application of Information and Technology (IT) are playing important role in
field of rural development.

4 Research Methodology

In this paper, “researcher has adopted descriptive study methods and secondary data.
The data and information which is used in the paper is drawn from reliable and
creditable resources such as related books by various authors, related research papers,
various journals and articles on the Rural Development, Application of IT for Rural
Development which are available on online and offline” mode.

5 Literature Review

The book “E-Government: The Science of the Possible” examines and identifies
significant e-government and ICT principles.
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Bhatnagar [3] focused on e-government, e-commerce, and ICT for development.
He is interested in how ICT can be used for rural development and corruption: In
“e-government:” opportunities and challenges can help reduce it in service delivery
from the vision to the execution.

Dwivedi and Bharti [7] look at governments and organizations in the public sector
around the world to reform public administration organizations and offer services
that are more cost-effective and efficient. E-governance is the efficient utilization of
information and communication technology (ICT) to enhance the current governance
system and enhance citizen services. E-Government is a top priority in India because
it is the only way to teach information technology to the “common people” and talk
about fundamental issues and whether or not E-Government is acceptable in the
country.

This paper, by Ghosh, provides a succinct analysis of innovative ICT projects for
rural development and their contribution. Reflecting on the successes and failures of
information and communication technology in the process of sustainable develop-
ment is the second objective. In addition, the analysis makes mention of C4D-related
initiatives and projects both before and after media liberalization.

Boateng [4] the paper highlights the efforts made by Ghana’s previous and
current governments to address the major obstacles to ICT development in Ghana.
The study’s investigations revealed that ICT plays a crucial role in the socioeco-
nomic development of Ghana’s rural areas, with enormous potential for accelerated
development.

6 IT and Rural Development

The ICT revolution and the economic, social, cultural, and political responses to it,
as previously mentioned. It has profound effects on how we work, live, and spend our
free time. How will these changes in the IT industry affect India’s rural areas? Rural
society is being profoundly altered by information and communication technologies
like satellite, cable television, wireless telephony, computers, and the internet. In
India as well as numerous other nations numerous exciting and promising exper-
iments are being carried out in various regions of India, despite the fact that the
actual access to and penetration of various information technologies in rural areas
is still extremely limited. The impact of new communication technologies on rural
development and social change lies in their capacity to consolidate a few qualities
of the two individual’s to-individuals contact and the media.
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7 The Role IT Plays in the Growth of Rural Areas

Information technology can be utilized in a variety of ways to exchange data. From
one individual to another it offers expert groups effective communication as well
as services for information exchange. Which help identify marketing information,
fluctuations, better strategies for increasing agricultural productivity, and information
on crop management in addition to providing basic information? There are numerous
communication and informational tools, including the following:

SMS Portal for Kisan: Farmers in rural areas are less familiar with the most recent
agricultural productivity-enhancing technologies. The farmer can find information
about the language of his or her region through this portal.

Call Center of Kisan: It is a specialized advisory system that aids farmers in
providing relevant information regarding agricultural activities. For expert advice
on activities related to agriculture, farmers must call the toll-free number 1800-180-
1551.

Kendras of Kisan Vikas: In India, it serves as the foundation for the dissemination
of technology and information. Approximately 630 kV are currently operational, and
several new ones are being built. By demonstrating cutting-edge technology at the
district level, KVKs serve as a link between the scientific community and the Indian
farmer. In order to reach the farthest farmers, the current government has instructed
KVKs to use increasingly more ICT tools in their work. This is supported by plenty
of money.

e-Nam: A huge online platform for selling agricultural products. This includes,
among other services, the delivery of goods, their prices, trade offers, and responses
to trade offers. In initially regulated markets, it provides transparency in sales
transactions and price discovery.

E-governance: E-governance is another name. It is an application that makes use of
ICT to provide citizens with government information. This will make it easier and
more transparent for citizens to access government services or administration.

e-Choupal: e-Choupal is an Indian conglomerate’s initiative to connect rural farmers
directly with online retailers of agricultural goods. It addresses the difficulties posed
by Indian agriculture, which is marked by the involvement of middlemen, poor
infrastructure, and farm fragmentation. In order to provide farmers in rural India with
up-to-date marketing and agricultural information, the software installs computers
with internet access.
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8 Opportunities for Using Information Technology
for Rural Development

In rural development, there are numerous application opportunities that can be
elaborated on as follows:

Social progress

Individuals and groups alike acknowledge the potential impact of information tech-
nology on social development. Education may play a significant role in social growth.
Information technology and education have a clear connection. Access to substantial
resources for higher education at minimal or no cost is perhaps the most tangible
advantage of information technology for developing nations. However, distance
education has been successful, particularly in rural areas where distance and lack
of financial resources are major obstacles. As a result, through the provision of
distance education, the advancement of information technology has the potential to
foster social development for the poor and vulnerable in rural areas, particularly
women and children.

9 Obstacles to IT Use in Rural Development

In recent times, IT has played a significant role in rural development; however, there
are still numerous obstacles in this area, including the following:

Illiteracy: The rural population of India has a significantly lower literacy rate than the
urban population. Although the rural population’s literacy rate is significantly lower
than that of the urban population, the government is making an effort to improve it.
However, there is still a significant amount of work to be done.

Reluctance to transform: People don’t want to change. Employees and the general
public generally dislike e-governance because it involves moving the system from
manual to computer-based. Most people don’t like it because they have to learn new
things, which take more time and effort.

Security and privacy: E-government stakeholders will have access at three funda-
mental levels: unable to access the web service; whether you want full or limited
access to a web service, the process of creating a security access policy for sensitive
personal data is more complicated and takes into account legal considerations. When
e-government projects are put into action, effective measures need to be taken to safe-
guard the private information of the recipients. Projects containing sensitive data may
be hampered by the absence of comprehensive security protocols and standards.

Language supremacy: Access for non-English-speaking people to the Internet is
restricted by English’s dominance. The majority of the population in India speaks
Hindi. In Indian villages, computers and the Internet are practically non-existent due
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to the English language’s undeniable dominance over these channels of communica-
tion. Monetary issues: Various e-governance pilot projects, including public works,
government services, and human resources, have received funding from governments
all over the world. To achieve e-governance, the government faces the real challenge
of continuing to finance a wide range of initiatives.

10 Conclusion

For any kind of growth in human settlements, whether they are in cities or the country.
Any development activity can only be carried out if certain fundamental elements
are either provided or developed. The study’s overall conclusion demonstrates that,
despite its proximity to a city, additionally, the fundamental technological and infor-
mational foundations for utilizing this technology were largely unsuccessful due
to internal issues. Such as a lack of use and high Internet access costs. Social and
cultural issues like a lack of specialized trainers, education, and illiteracy, as well as
traditional conservative opposition to innovations, have all been impacted by tech-
nology. In the village, the development of ICT was only successful in achieving a few
social and cultural objectives (primarily spreading the idea of using technology and
making some public and private services’ day-to-day operations easier). However,
it is not in the economic aspects of electricity marketing and trading, job creation,
or income growth. It is important to note that the public sector has not invested or
provided financial support. ICT development in rural areas has failed as a result of a
significant external obstacle.
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Development and Design of Min-T8 HP )
Power Weeder Back Rotor Qeckir

Sumit R. Pawar and Mukund S. Kale

Abstract Since the 1960s, power tillers have been available in the nation. For
forward motion as well as tillage operation, the majority of power tiller models
produced in India are equipped with a front or rear mounted powered rotary unit.
For wide-spaced row crops like sugarcane, cotton, etc., power tillers are employed
for intercultural operations and seedbed preparation. The function of a power tiller
and its various attachments are discussed in this essay. In a mechanised agricultural
setting, a power weeder is frequently used to prepare the soil bed while saving time,
labour, and fuel. However, in highly abrasive environments, weeder blades are partic-
ularly susceptible to excessive surface wear in dry sand, which significantly reduces
their service life. Chain sprockets are used in the transmission system’s operation in
order to save money. Various machine components are modelled using the modelling
programme Cero 4.0. The created approach is beneficial for the agriculture sector,
particularly in emerging nations. According to the literature review, portable weeders
are less flexible and substantially less expensive to operate. One of the most chal-
lenging duties on an agricultural field is weed management. There are three widely
used weed management techniques in agriculture. Mechanical, chemical, and biolog-
ical control are these. Chemical pest control methods contaminate the soil, which is
bad for our health. These approaches are useless because they are less effective than
other ways. Power tiller weeding reduces labour costs and saves time in addition to
uprooting weeds that are growing in between crops. It also maintains soil particles
loose, providing improved soil aeration and water intake capacity. Different kinds of
mechanical weed have been created. Because human operation of marijuana requires
muscular force, it cannot be operated for an extended period of time. This is the power
weeder which is totally make in India. The power weeder back rotor given 336 rpm
speed. Rotor speed is increased so it is the main advantage for farming this machine
can be used for sugarcane, Ginger, onion and Turmeric etc. This works on different
operating condition, creating bed for different crop.

Keywords Soil bed - Blades * Chain sprocket mechanism + Creo 4.0
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1 Introduction

Indian agricultural has gone through different stages of power use pattern with time
in twentieth century. Prior to Second War, the use of power machinery in Indian
agricultural was almost nil. Appearance of large size tractors (70 hp and above)
was seen for jungle clearance and rehabilitation of migrants from Pakistan to India.
Use of tractors and power weeder in agricultural was introduced in early sixteen
by importing few models and makes from Europe, America and Japan. However,
the power tillers were imported from Japan only under some Yen credit assistance
offered to India. Similar was story of the four-wheel tractors. Later, production and
utilization of tractors took a major leap forward but the power tiller did not catch
up to the desired level of expectations. The first batch of about 200 power tillers
imported into the country were distributed in rice growing states of Eastern India
during 1961. Subsequently, 100 more machines were received and distributed in
southern rice growing states also. The main efforts were to assess the suitability of
the single axel power source for Indian conditions. After 27 years of the introduction
of power tillers i.e. in 1988 the analysis of the situation in respect of the power tiller
as a source of power under Indian condition is being made. Critical review will be
presented to highlight the successes and failure through case studies.

Agriculture, which directly employs roughly 70% of the working population,
is the economic saviour of India. Agriculture and industries based on agricultural
goods are extremely important to India’s economy because it is a growing country.
The majority of people in India depend on agriculture and agro-based companies
and industries. Weeder is the name of a mechanical tool used to clear weeds from
agricultural land.

Due to India’s extensive agricultural industry, the necessity for contemporary
technologies in agricultural practises is undeniable. An engine-powered, low-power
tool called a power weeder is used to prepare beds. They are lightweight, portable,
and medium-duty machines. Power tillers with 12-15 horsepower and a weight
limit of 350 kg are now produced in large quantities all throughout the nation. This
project’s power tiller, an 8 hp power weeder with a focus on weeding, is appropriate
for cultivation of sugarcane’s rear soil. In order to adapt the engine speed to the
power weeder’s tilting speed, this project involves designing and developing several
components, including a chain and sprocket, shafts, bearings, coupling shafts, gears,
transmission case, and blades.

This machine is specifically for sugarcane, Onion, Turmeric and Ginger cultiva-
tion requirement and can be used for black soft soil. The trials performed showed
considerable saving due to use of power weeder over men. Currently, the majority
of power weeders made in the nation range in horsepower from 2 to 5 and weigh
100-125 kg. Due to their inability to operate on slopes, power tillers are not likely
to be employed in hilly terrain. This is mostly caused by its weight, which has to be
further improved. The development of a lightweight power weeder powered by two
4-hp engines is deemed required as a result. Taking into account all of these aspects,
and as a tiny step toward mechanising agriculture and assisting the 60% of Indians
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who depend on agriculture for a living, as well as to promote their contribution to the
growth of our economy. This project’s power weeder, an 8 hp machine with a focus
on weeding, is appropriate for cultivation of ginger and turmeric in back soil. This
power weeder is intended for use in farms growing sugarcane, ginger, and turmeric
with minimum interrow distances of 2.5, 1, and 1.5 feet, respectively. This device is
simple to use, inexpensive, portable, and straightforward to maintain using readily
available spare parts.

2 Expérimentation

2.1 Power Weeder Information

Power weeder which are present nowadays are 8 HP takes input of 3000 rpm and
give output of 200 rpm which is very less rpm due to which it use to take lot of
time and addition to it also require additional adjustment to join the blade to power
weeder i.e. first we need to remove tyre and then join the rotor blade which waste lot
of time. In our new model of power weeder like the other power weeder it takes input
of 3000 rpm but gives the output of 336 rpm which is compared more speed than
the other power. We have added a new gearbox and back rotor which also enhance
its performance. On other hand we do not need to do any additional adjustment to
join the blade as rotor blades are directly connected. As a result, most of the time is
saved (Fig. 1).

Fig. 1 Power weeder
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2.2 Operating Condition

1. Onion Field

To grow seedlings that can be transplanted into the field, onion seeds are put in
nursery beds. Prepared are raised beds with a 3 x 0.6 dimension and a height range
of 10—15 cm. Two beds are separated by about 70 cm (2.5 ft) to allow for watering,
weeding, etc. activities. The surface of beds should be levelled and smooth. A 3 x
0.6-inch bed with a height of 10—15 cm is created for onions. Two beds are separated
by about 70 cm (2.5 ft) to allow for watering, weeding, etc. activities (Fig. 2).

2. Turmeric Field

1. Minimum tillage operation should be adopted while preparing the land in
Turmeric Forming (Fig. 3).

Fig. 2 Onion field

Fig. 3 Turmeric field
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Fig. 4 Ginger field

3.

To give least 50 cm (2 ft) spacing between beds, beds should be Prepared with a
height of 15 cm, 1 m width and suitable length.

In case of irrigated crops, rhizomes should be planted in shallow pit on the top
of the ridges and furrows should be prepared.

Solarization of beds is useful to check the multiplication of pests and diseases
causing organisms.

After the work completed Polythene sheets which is used for soil solarisation
should be kept away safely.

Ginger Field

Land Preparation: To get the soil to a fine tilth, the field must be ploughed four to
five times or completely excavated while receiving early summer rains. The beds are
set up with a 50 cm inter-bed distance and are approximately 1 m wide, 30 cm tall,
and of a convenient length. For an irrigated crop, ridges are constructed at intervals
of 40 cm. It is advised to solarize beds for 40 days using clear polythene sheeting in
areas vulnerable to rhizome rot disease and nematode infestations (Fig. 4).

4.

1.

Sugarcane Field

This is the simplest and most affordable planting method, and it works best in
low-rainfall locations (Fig. 5).

Local ploughs or cultivators are used to open shallow furrows (8—10 cm deep) at
a distance of 75-90 cm.

The field should have enough moisture when planting takes place, and two blind
hoeings are given to replace the setts that were destroyed by insects.

Plant the setts end to end, making sure that one set with three buds falls into each
running 30 cm length of the furrow.

. To suppress weeds and aid in tillering, two to five inter row cultivations may be

administered at appropriate intervals after germination.
Earthing is often not done, but if it is essential, the crop may receive one earthing
in the months of July and August to prevent lodging and to improve field drainage.
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Fig. 5 Sugarcane field

Fig. 6 Developed Min T8 Power weeder machine

2.3 Final 3D Diagram

This is the power weeder which is totally make in India. The power weeder back
rotor given 336 rpm speed. Rotor speed is increased so it is the main advantage for
farming this machine can be used for sugarcane, Ginger, onion and Turmeric etc.
This works on different operating condition, creating bed for different crop (Fig. 6).

3 Conclusion

Following are the conclusions under study of different agricultural category. We have
improved the design of gear box housing and transmission housing so that our power
weeder will be more efficient. Also our power wheeler is totally made in India which
also one step toward our Indian government programmed of make in India. Roto
speed is increased so it is the main advantage for farming this machine can be used
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for sugarcane, Ginger, onion and Turmeric etc. This works on different operating
condition, creating bed for different crop.e.g. For onion distance between two bed is
2.5 ft. For Sugarcane distance between two bed is 3.0 ft. For Ginger distance between
two bed is 1.5 ft.
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Savonius Vertical Axis Wind Turbine )
for Effective Generation e
of Power—A Review

Vishal Patil, D. G. Kumbhar, and Kailasnath Sutar

Abstract In current scenario wind energy is the most favored nonconventional
source of power generation due to several reasons. As per the International Renew-
able Energy Agency (IRENA), the global wind power generation in 2021 was 8.20
x 10° MW. However, India able to generate around 0.4 x 10° MW. The horizontal
and vertical axis is the two main wind turbine types. The horizontal axis turbine is
generally utilized to build a wind power plant. However, the vertical axis wind turbine
(VAWT) can use to fulfill an individual power requirement. It can be installed at the
top of the household building, too. Researchers are working on improving the perfor-
mance of wind turbines. The vertical axis turbine has several types, like Darrieus,
Savonius, Giromill wind turbines etc. As vertical axis turbine is for personal use, they
can be commercialized in rural or remote villages where the population has relatively
dense. Savonius VAWT is simple to construct and install. It can generate electrical
power irrespective of conditional parameters such as wind velocity, direction etc.
This article presents the utilization of Savonius VAWT to fulfill the need of the rural
area.

Keywords Wind turbine * Vertical axis wind turbine + Savonius * Energy problem
in a rural area - Renewable energy

1 Introduction

Inventions have continuously been developed as per the need of humans. Initially,
the wind turbine was invented to pump water from a well. From that stage, it is
now becoming a significant non-conventional source of energy [1]. Researchers are
always looking for clean and efficient energy sources to fulfill the growing electricity
demand. Solar power, biomass, ocean, and tidal energy are other alternative energy
sources [2]. Most of these sources are in the developing stage. However, solar and
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wind power are coming into the actual application. The main advantage of a wind
turbine is that it can be used on a mass level (wind power plant) and for personal
use. Vertical axis turbine is always preferred for individual use. For the performance
of the vertical axis turbine, several modifications have been made to the old models
[3]. Savonius type wind turbine is the mile stone in the vertical axis turbine. The
communities of researchers have contributed sincerely to reducing the noise level,
operating velocity, and easiness of manufacturing [4]. Furthermore, the outcome is
finally the Savonius type of turbine.

This type of turbine was used in 1922 first time. It is a drag-type turbine [3,
4]. There are some advantages of it over the Darrius rotor [4]. However, the main
limitation is that it is less efficient than the Darrius rotor. Hence it is necessary to
improve its efficiency of it. The following significant contributions have been made
in that arena.

2 Wind Turbines and Power Generations

The hydropower and thermal power are the world’s primary power generation
sources. As the sources of the fuel will be exhausted in upcoming years, human
is desperately looking for alternatives for power generation. However, the significant
factors are capacity, cost, transmission, and technology. Currently, a wind turbine
is considered a prominent alternative source of power generation, and wind turbine
performance is being improved by researchers. This study is mainly focusing on
Savonius vertical axis turbine. The parameters like types, number, shape, geometry
of the blades, and ultimately types of deflectors are significant in the performance of
VAWT.

2.1 The Effect of Blade Geometry and the Total Number
of Blades

The geometrical shape of the blade plays a significant role in the turbine’s perfor-
mance. The research shows that the straight blade is less effective than the newly
developed design blade. The twisted type of blade gives the best performance result
over the curved and aero foil-type blades also [1]. Adding extra layers of blades also
matters in the performance of VAWT. In the case of Savonius axis turbines, adding
an end plate can create a huge difference. It has been observed that the starting torque
of single and multiple-layer rotors is better than that of conventional turbines. We
can obtain better results by varying the angle of multiple layers and overlap ratio [2].
The self-starting ability of Savonius axis turbines can be improved with the help of
overlapping of blades. The tip speed ratio can be maintained at greater than one by
adding a double-layer quarter blade [3]. The variation in the combination of layer
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angles and the number of layers provides good results. The size and position of
blades is the significant factor in the production of the highest fluid flow that causes
the batter value of Moment of Inertia. Both help develops positive torque and reduces
negative torque [5]. The arrangement of blades or layers on the blades also affects the
power coefficients (Cp). Different combinations of azimuths and twist blade angles
can carry out the experiments. The CFD analysis can provide better results. The
study of values of power coefficients for different values of TRS and Coefficient of
torque (Cr) can be performed using CFD. For a twist angle greater than 90°, the
torque coefficient remains constant. The maximum value of Cr is obtained at a twist
of 45°. The importance of flow and surface pressure distribution are maximums for
convex blades. The concave blade shows minimum values [6]. Using 2-dimensional
flows in CFD analysis, the study of conventional semicircular blades and novel blades
(blades with a combination of layers) has been performed. The role of blade geometry
is being investigated in the performance parameters like dynamic torque and power
coefficients. The most important thing is that the blades should have self-starting
capacity from any angular position, and it can only be achieved with the help of the
elimination of negative static torque. The performance parameters can be modified
with the optimization of aspect ratio, overlap ratio, and Reynolds number [7]. The
Maskell blockage correction method is beneficial for testing the wind turbine. The
power output and torque coefficients can be maximized with the help of a circular
end plate. Above 30% increase is there in the power coefficient [8]. The single-
stage modified Savonius rotor has the highest coefficient of power. It also optimizes
Reynolds’s Number [9].

The style of the Savonius wind turbine has vital contribution in the performance.
For a particular application, style is beneficial. The power coefficient is also affected
by the rotor radius’s value. Also, CFD analysis shows that researchers have to study
steady flow, 2D flow, Laminar flow, and unsteady flow while doing the performance
analysis [10]. The numerical simulation is an effective method to analyze the perfor-
mance of the Savonius VAWT. Epically the commercial code COMSOL Metaphysic
[11] is used to do the static analysis. It shows a negligible influence of slot angle on
the torque and power coefficient [12]. Also, the aspect ratio should be considered an
essential factor while designing the turbine. When the aspect ratio is higher perfor-
mance coefficient is also higher [13] and in some cases, overlapping of the blades
is necessary to achieve performance efficiency. Studies show that the highest power
coefficient was performed with a baked overlap ratio of 15% [14]. While in two
stages arrangement, no overlap of blades is required to achieve the highest efficiency
[15] (Fig. 1).

The studies show that the performance of a turbine with three blades is lower than
that of a turbine with two blades [16]. The rotational speed and TSR of three blades
wind turbine is better than that of two of four blades turbine. Hence it can be said that
rotation of the rotor and TRS does solely not depend on the number of blades. There
is an opportunity to investigate this factor. Also, the number of blades influences in
performance of wind turbines. Researcher outcomes show that wind turbine having
four blades has good performance when the TSR is minimum, and the three-blade
turbines display the best performance curve at a higher tip speed ratio [17]. Also,
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a. Two blades b. Three blades

Fig. 1 Savonius vertical axis wind turbine [16, 17]

the researcher shows that if there is the typical incremental pattern in the number
of blades, the power coefficient is also increases, because the drag increases on the
blade’s surface on which air flows are responsible for increasing the torque [18].

2.2 The Effect of Fin on the Performance of VAWT

Researchers found that the power output of VAWT with the fins is always more
gathered than that of VAWT without fins because the change in the geometrical
shapes of the surfaces and edges can impact the blade turbine due to the variation
in lift and drag force [19]. The coefficients of the drag and drag forces contribute to
the performance and power output. The blade with two fines has shown the highest
drag coefficient and drag force. Pressure and velocity distribution are very critical
factors. The results of the blade with two fins show the most elevated pressure and
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Table 1 Effect of fins
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Authors Number of | Average Results Remarks
fins wind speed
(m/s)
Aher and 0 5 P=3.64 x The addition of fins improves
Singh [19] 104 kW, T = the power coefficient and the
115,119 Nm efficiency of VAWT
1 5 P =546 x
10° kW, T =
173,708 Nm
Setyawan 0 5 Fp =27755N, |Adding fins improves the drag
[20] Cp =0.001724 | coefficient and produces the
1 5 Fp=4.1389 N highest pressure and velocity
CD — 0002571, distribution of VAWT
2 5 Fp =4.1468 N,
Cp = 0.002576
0 7 Fp =5.4082N,
Cp =0.001714
1 7 Fp =8.1223N,
Cp =0.002574
2 7 Fp =8.1361N,
Cp =0.002578
Pamungkas |0 4.5 TRS = 0.73, Cp | The addition of fins improves
etal. [21] =0.135 power generation, and the
1 45 TRS = 0.81, Cp optimal configuration is the
—0.166 addition of 1 Fin
2 4.5 TRS =0.76, Cp
=0.147
3 4.5 TRS =0.74, Cp
=0.141
4 4.5 TRS =0.73, Cp
=0.134
Anggara 1 4.5 Fp =21.0051 N, | The addition of fins improves
et al. [22] T =14,712 Nm | the power coefficient because
2 45 Fp =21.0001 N, | greater torque and Drag forces
T = 146.658 Nn; are achieved by adding fins

P = Power; T = Torque; Fp = Drag force;

= Tip speed ratio

Cp = Drag coefficient; Cp = Power coefficient; TRS

velocity distribution [20]. The selection of the geometrical shape of the fin can also
affect the turbine’s power output. The low starting speed is always beneficial. At a
wind speed of 4.5 m/s, the Savonius turbine with one s-shaped fin produced 13.4 W
power [21]. The variation in the number of fins, the fin area, and the diameter of
the fin show different results. The objective of the attachment of the fin is to boost
positive drag force so that it can enhance power generation, power coefficient, and
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torque coefficient. Increasing the fin area helps generate maximum drag force [22].
The Savonius type turbine with the modification of s shape always produces a batter
effect; only adding one fin achieves the batter power coefficient value [23] (Table 1).

2.3 The Effect of the Addition of Dimples
on the Performance of Wind Turbine

Dimples are small depressions on the highest point of the golf ball, and it helps
maintain the distribution of rakish force and increase the amount of energy. In the
case of a wind turbine, the dimples give the same effect. It helps to increase the
efficiency and the power coefficient. It has been observed that the power generated by
wind a turbine with dimples has always been superior to that caused by wind turbines
with dimples [19]. The researchers created dimples only in those parts of the blade
which displayed high pressure. The results show that adding dimples to the blade
increased its performance [24]. There are different types of dimples according to
the geometrical shapes, particularly in horizontal wind turbine researchers obtaining
some conclusions with inwards and outward dimples. The aerodynamic parameters
of the blades with inward dimples provided better results than those with outward
dimples [25]. When we consider the dimples, the no. of dimples and diameter are
always important because they decide their matrixes. Generally, the dimples on the
suction sides of the wind turbine improve torque and power generation. The overall
increase in torque generation is around 16% [26].

Generally, spherical and square dimples are used in wind turbines. Due to the
dimples, the rate of heat transfer is considerably augmented. Also, the factors like
drag, lift, and skin coefficient could be improved using square dimples. Reynolds
number of 4.5 x 10° shows a gradual increase in a lift to drag coefficient [27].
It is also essential to investigate in detail about dimple shape. Previously we have
seen the effect of spherical and square dimples. However, the researcher found that
slight modifications in spherical or circular dimples will create a teardrop shape that
can reduce the drag coefficient [28]. The aerodynamic performance of the blades
can be improved with the help of dimples. It can decrease the drag pressure and
increase the stall angle. Also, there is a considerable reduction in the blade sound,
so it is helpful to reduce acoustic emissions. The different types of dimples, like
semi-spherical hexagonal, cylindrical, and square, are analyzed using computational
and actual experimentation later. The aerodynamic efficiency can be improved by
increasing the length-to-diameter (L/D) ratio [29, 30].
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2.4 Effect of Deflectors on the Performance of Wind Turbine

By optimizing the wind parameters, we can enhance the power and torque coefficients
of VAWT. The deflectors are helpful in the processes of negative torque reduction.
It also improves the efficiency and reliability of VAWT. Also, deflectors are easy
to install accessories, and maintenance work is also to perform. A researcher has
concluded that by using the flat plate deflector, the power coefficient can be improved
by 27%. The aerodynamic shape can be altered for augmentation. We can achieve
an average power coefficient up to 39% using [31] (Table 2).

A comparison between the performance parameter of the Savonius wind rotor with
adeflector and without a deflector should be studied in detail because a deflector helps
to boost the velocity of wind entering the rotor by minimizing the negative torque.
The best result has been obtained in the Savonius turbine with the attachment of the
deflectors. The static torque values are minimum when the deflector dimensions are
minimum [32]. Research shows that the arrangement of deflectors or curtains impacts
the performance of wind turbines. The length and curtain angle also constitutes the
performance results. Overall improvement in the coefficient of the Savonius rotor

Table 2 Effect of types of deflectors on the VAWT [31]

Type of Design Simulation Results | Remarks
deflectors/ | parameters techniques (%)
curtain
Flat plate Savonius 2 CFD simulation 27.3 At TSR, 0.7 leads to the
blade highest power coefficient
Flat plate Savonius 3 27.55
blade
Flat plate H-type NACA | Numerical 47.1 Due to deflectors, the wind
0021Blade simulation speed increase by 20% near the
weak region
Airfoil Savonius CFD simulation 50 At an angle of attack of 700,
shaped the maximum torque and power
coefficient were obtained
Flat pate Straight blade | Experimentation | 26 As aresult of the deflectors, the
twin turbine power coefficient was changed
from 0.031 to 0.101, and the
TSR was changed from 0.98 to
0.123
Kite shaped | Straight blade | CFD simulation 38.6 Improvement in torque
twin turbine and generation by changing the
experimentation wind flow. The greater the
wind speed and the larger the
angle of attack on the rotor
leads to improved output power
generation

CFD = Computational fluid dynamics; TRS = Tip speed ratio
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is around 15-38% using the different combinations of length and angles of curtains
[33]. The Savonius rotor blade shape can be optimized by placing a deflector-type
obstacle in front of the blade. It improves the blade’s self-starting capability, and the
turbine’s overall performance can be improved by around 30% [34] (Table 3).

From the above literature study, the following factors are essential in designing
the Savonius vertical axis wind turbine.

The essential things are the wind turbines expected power output and string speed.
According to that, the blade’s geometrical shape, number of blades, arrangement
of the blades, and overlapping of the blades.

e The important measurable performance parameters are overlap ratio, coefficient
of power, coefficient of torque, and tip speed ratio.

e Economic consideration is also important.

Table 3 Effect of deflector on the performance of VAWT

Type of Wind | Design Experimental/ Remarks

deflectors/ |speed | parameters numerical results

curtain

Flat plate Tm/s |6 =45°60°, Curtain 1, Cp = The curtain lengths play a
90° 0.38533 role in the result’s positive or
o = between Curtain 2, Cp = negative effects on the torque.
30° and 60° 0.34154 The heights torque obtained
B =10° and 15° | Curtain 3, Cp = with Curtain 1 [33]
Curtain 1,7y = |0.26273 The rotor with the curtains
45cm, I = The best performance | performs better than the one
52 cm is obtained with without curtains by increasing
Curtain 2, /; = | curtain no. 1 when 6 the velocity of air entering the
34 cm, ) = = 60°, for B = 150 rotor [34]
39 cm and o = 45°
Curtain 3, [} =
22 cm, ) =
26 cm
Height =32 cm
Thickness =
2 mm

6 = rotor blade position; « = angle of a curtain plate; f = angle of b curtain plate; /; = length of
a curtain plate; I, = length of b curtain plate; Cp = power coefficient
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3 Conclusion

Non-conventional energy sources are gradually replacing conventional energy
sources. The literature review has been conducted about the performance analysis
of Savonius VAWIT. however, the factor like geometrical shape, number of blades,
fins, dimples, and deflectors are contributing in the performance.

Due to the blade profiles and different geometrical shapes, significant change has
been observed in the starting torque.

Tip speed ratio (TSR) values are varying with respect to the number of blades.
Addition of fins is helpful to improve the power output.

Dimples are playing vital role in the overall performance, the factors like efficiency
of VAWT and power coefficient are enhanced due addition of it.

The deflectors are helpful for augmentation in power coefficient as well as make
the functioning of VAWT more reliable.

As the Savonius vertical axis turbine is helpful for individual use, it can reduce

the load on the grid if it works efficiently. An economical model of power generation
can be developed with the help of Savonius VAWT.
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Hybrid Feature Extraction Method )
for Efficient Leaf Disease Detection oo
and Grading

Rajendra Kanphade, Smita Desai, Rupali Deshmukh, and Smita Modi

Abstract Efficient feature Extraction Technique is a ablaze topic that how-to take-
out prominent image structures with a sturdy representation from the processing
image using brilliant technology. Since every disease has new symptoms, it is very
difficult to process and train the algorithm. The proposed research steps consist of
features extraction and classification. Histogram of gradient (HOG) method is used
for colour feature extraction, Shape features are extracted using Edge histogram
descriptor (EHD). In texture-based features, we extracted features using gray level
co-occurrence matrix (GLCM). After combining all features it results in the high
dimensional feature vector. Finally, the classification is performed using the arti-
ficial neural network (ANN) classifier and Support vector machine (SVM) classi-
fier, MATLAB is software for simulation. Proposed approach achieved the signifi-
cant improvement in performances with 95.12 and 93.30% accuracy with different
training testing ratio with hybrid feature extraction method and ANN classifier.

Keywords Disease detection - Image processing + Hybrid feature extraction *
ANN classifier -+ SVM classifier

1 Introduction

Agriculture is a significant economic sector; hence it plays a significant role. 50% of
the workforce is employed by it, and it contributes 18% of the nation’s GDP. However,
plant diseases cause a decrease in farm productivity. Different plant diseases also have
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an impact on plant quality and quantity. Early detection is crucial to reducing plant
disease damage, but the manual method is ineffective, time-consuming, unreliable,
and expensive. The results of feature extraction are crucial for picture identification;
incorrect feature extraction will lead to misclassification. Prior to extracting signifi-
cant features from the image, distinguished features will be segmented, so dynamic
region expanding segmentation is utilised, in which the threshold is set dynamically.
To distinguish the disease based on shape, colour, and textures, feature extraction
is a crucial processing step. Plants that have been afflicted by various diseases and
pests will exhibit illness symptoms in the form of deformation. We can analyse and
distinguish crop illnesses from one another based on the qualities of colour, texture,
and shape using segmentation and retrieved features from the image. If we can use a
computerised system to quickly diagnose the illness, we may be able to prevent and
limit its spread. This is possible by correctly identifying the lesion area’s properties
based on a variety of factors, including colour, texture, and shape. Crop health moni-
toring and control should be handled automatically and brilliantly, as this will have a
significant impact on the economic development of the nation. We take into account
texture, colour, and shape features from the sorted or partitioned image for this study.
We employed support vector machine (SVM) and artificial neural network (ANN)
classifiers.

2 Related Works

We survey recent methods presented for plan disease detection using the computer
vision methods since from last 10 years.

In [1], the author suggested employing fuzzy logic and image processing to detect
orchid diseases. The main objective of the author in this research was to present a
system that can identify an orchid disease by analysing an image of its leaf. The
system consists of two components: fuzzy logic and image processing. Grayscaling,
threshold segmentation, and noise removal are some of the techniques utilised in leaf
image processing. The centroid, area, and number of infected spots were the data
that were gathered through the image processing. The output was then obtained by
feeding these data or numbers into the fuzzy logic system, where they underwent
fuzzification, fuzzy inference, and defuzzification.

In [2], author introduced method for colour forecast of disease in crop leaf of
paddy using image processing. They designed the method in which there will be pre
occupied leaf colour chart for particular crop and that will be compared with the
diseased leaf image database and from comparison it will be find out deficiency well
in advance, before enough to get the yield affected.

In [3], for detecting bacterial leaf scorch of shade trees novel algorithm using
image processing concepts is proposed. The method of this paper uses a original
method to find out the lesion areas of the crop. In this paper particular region of
interest will be found by the K means segmentation technique, in which different
clusters are formed based on image segmentation information.
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In [4], author has proposed an efficient technique using hybrid technique which
includes K means and NB classifier to find the disease severity in okra leaf named
of Yellow Vein Mosaic Virus which shows satisfactory result also.

In [5], author suggested a different method based on image processing for identi-
fying plant diseases. This essay covered the techniques for identifying plant diseases
using photos of their leaves. The segmentation and feature extraction algorithms
utilised in the identification of plant diseases were also covered in this research. This
is merely the author’s introduction to the research article.

In [6], author introduced a study for disease detection on different classes of
horticulture or agricultural crops: vegetable crops, commercial crops, cereals and
fruits crops. Many methods have been incorporated and studied in order to have
robust method to find accurate disease on above crops.

In [7], in addition to a survey of several disease classification strategies that can be
utilised for plant leaf disease detection, the author developed an algorithm for image
segmentation technique that is used for automatic detection as well as classification
of plant leaf illnesses. This paper gives a survey of the various diseases classification
techniques that can be used for plant leaf disease detection, and a genetic algorithm
for image segmentation technique used for automatic detection as well as classifica-
tion of plant leaf diseases has been described later. Image segmentation is a crucial
component of disease detection in plant leaf diseases. Some of the ten species on
which the author’s proposed algorithm was tested include bananas, beans, jackfruit,
lemons, mangoes, potatoes, tomatoes, and sapotas.

In [8], research is divided in four stages in order to have desired result out of
which a very first stage is colour transformation structure is created, for the input
RGB image in next stage, a threshold has been set and using specific threshold value,
masking of green pixels are done and then removed. In third stage by comparing a
pre computed threshold values a green pixel will be removed and covering is done
for the useful sections are extracted first in this stage, and in last or fourth main stage
the final segmentation is done.

3 Work Done

3.1 Features Extraction

For features extraction we used different types of features such as colour, shape,
structure and methods are Histogram of Gradient (Hog) as low level features, shape-
based features like EHD and texture features like GLCM (Fig. 1).

Feature is used to represent a piece of data which is applicable for explaining the
computational task related to a specific application. Major features are extracted and
from specificity we can detect accurate features and also diagnose a correct disease.
Each disease has different symptoms and accordingly it has different features on a
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Fig. 1 Hybrid feature extraction

scale of colour, texture, and shape. Efficient feature extraction plays vital role leading
to better accurate results.

A. Color Features

To extract colour, feature the colour histogram is the common and effective method.
Colour is very distinct parameter in the image each disease has its own colour and
characteristics. The colour feature is very efficient as its efficacy does not depen-
dant on to zoom of the image, rotation and size we used the HOG method. We
are condensing large image data in small specific size bean to form a standard
feature vector. Magnitude and orientation is calculated using above formulas, and
magnitudes we can put it in particular angle bins.

B. Texture Features

Texture feature extraction is very effective and robust technique for big size image. In
many diseases like fungi and bacteria it mainly attacks on texture of leaves. Two main
texture feature methods are (1) Spatial texture feature extraction, and (2) Spectral
texture feature extraction.

The Gray Level Co-occurrence Matrix1 is a type of texture feature extraction
technique. We extracted total 5 features using GLCM technique. GLCM is second
order statistical method used to find out the co-variance in pixels. We have extracted
very unique 18 features using GLCM like contrast, correlation, homogeneity, mean,
energy, standard deviation.

C. Shape Features

Classified as: Region based and contour based. Region methods compute the feature
from the entire region. The contour methods compute the characteristic from the
border and take no notice of its interior.

In this work we used EHD method for shape extraction. It works according to 5
Different types of edges over every image block. The segmented image is divided
into 4*4 non overlapping blocks, from each image block, 5 edges such as hori-
zontal, vertical, 135° diagonal, 45° diagonal, and non-directional are extracted. The
histogram features then extracted of each edge to construct each block histogram
representation. The features extracted in this method based on both global and local
histograms.
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4 Results

For accuracy, precision, and recall evaluations, we compared the performance of
hybrid features extraction technique with existing methods of features extraction
such as GLCM, EHD, and HOG using the classifier ANN. The proposed features
extraction method along with segmentation shows the significant improvement in
classification performance. We have considered hybrid approach and varied training/
testing ratio compared to other methods as shown in Table 1, it gives the performance
of ANN classifier considering the training and testing ratio 70-30% as well as 80—
20%. Analysis shows 80-20% ratio gives better result than 70-30%.

Total DB Images used are = 1150

e Training Images (70%) = 805
e Testing Images (30%) = 345.

Classifier: ANN

All the parameters are calculated for the training and testing ration of 70 and 30%
ratio. Also we found that accuracy can further increased by changing the Training
and testing ratio 80 and 20%.

Figure 2 shows the graph of accuracy on four different parameters Texture, Shape,
Visual, Hybrid and it shows the hybrid parameter gives good result considering
80-20% training testing images.

Figure 3 shows the outcome of Feature extraction it is visual analysis using ANN
classifier. We found the performance parameters using confusion matrix and ROC
curves Formulas for calculating parameters are given below.

Accuracy = TP 4 TN/Total Images
Precision = TP/Predicted yes
Recall = TP/Actual yes

Specificity = TN/TN +FP

F1 Score = TP/TP+FN.

Nk W=

Same experiment is done using two different datasets like DS-2 having 1152
images with two classes, and dataset DS-6 having 5152 images for six different
classes (Table 2).

Table 1 Performance analysis of different feature extraction methods

Parameter TR/ | Accuracy F1 score Precision Recall Specificity

TS ratio 20% [30% |20% |30% |20% |30% |20% |30% |20% |30%
Texture 82.51 |82.32 [82.24 | 82.05 | 81.01 | 80.82 |83.52 |83.32 | 81.56 |81.38
Shape 86.46 | 89.88 | 86.26 | 89.73 | 84.96 | 88.38 | 87.54 |91.11 | 85.40 |88.72
Visual 89.10 | 83.09 |88.94 |82.83 |87.60 | 81.59 [90.3 |84.11 |87.96 |82.12
Hybrid 95.12 193.30 | 95.19 |93.40 | 93.81 [92.04 |96.62 | 94.80 |93.62 |91.80
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Table 2 Datasets used for implementation
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Dataset Total images Bifurcation of total images Crops Accuracy
ANN SVM
DS-2 1152 Late blight-1000 Potato 95.12 82.75
Healthy-152
DS-6 5152 Early blight-1000 Tomato 92.12 83.14

Late blight-1000
Healthy-152

Early blight-1000
Late blight-1000
Healthy-152

Simulation Tool: MATLAB is used for simulation.

Future Scope: We can develop a smart application wherein we can scan the image

and tell the disease name with its grading to the farmer (Fig. 4).

Fig. 4 Future scope
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5 Conclusion

We focused on the performance analysis of proposed feature extraction technique
in which the performances are evaluated in terms of accuracy rate, specificity and
F1 Score, precision rate, recall rate. Among all the features extraction methods,
the proposed approach achieved the significant improvement in performances with
95.12% accuracy for hybrid features using ANN classifier and 82.75% accuracy for
SVM classifier using DS-2, similarly 92.12% accuracy for hybrid features using
ANN classifier and 83.14% accuracy for SVM classifier using DS-6 dataset.
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Shankaraiah Pulipaka, Ashish Suttee, M. Ravi Kumar, Kalakotla Shanker,
Ramesh Kasarla, and Swamy Kasarla

Abstract In the past, people have relied on some methods like the Soxhlet and
reflux device to extract plant matter. To address this problem, we use a cutting-edge
extraction technique to remove the relevant plant material. There are several advan-
tages of using ultrasonic-assisted extraction over the conventional approach, such as
reduced solvent consumption, reduced extraction time, increased extraction purity,
and an increased yield of bioactive phytoconstituents. The family Commelinaceae
includes the Indian herb Tradescantia spathacea (T.S), which is used as a tradi-
tional medicine. It is the southeast Mexican region known as “Maguey Morado”
are derived from Tradescantia spathacea (T.S) leaves extracted using traditional
and ultrasonic-assisted extraction procedures using petroleum ether, ethyl acetate,
methanol, hydroalcoholic, and aqueous solvents (Purple Maguey). Total phenolic
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and flavonoid concentrations were also determined for extracts made using the two
techniques. Results indicate that ultrasonic-assisted extraction technique produces a
higher phytoconstituent yield compared to standard extraction methods.

Keywords Tradescantia spathacea + Ultrasonic assisted extraction technique *
Optimization

1 Introduction

Medicinal plants used in alternative treatment are gaining more and more attention
from the pharmaceutical, food, and nutraceutical businesses. Plants possess and used
as the primary sources of treatments of diseases from olden days and till to date a
number of plants are identified to have various activities [1]. From that the olden
days plants were used by all cultures of the world wide with India that has one of
the ancient, prosperous, and highly multiple cultures [2]. The analysis and standard
jurisdiction possessed beneficial activity of plant drug in the cure of more illnesses
[3]. Modern times need the use of cutting-edge extraction methods that may eliminate
the drawbacks of the status quo. Ultrasonic-assisted extraction (UAE) is useful in this
setting because it shortens extraction times while increasing extraction purity and
minimising solvent use. Extraction of bioactive substances from plants is a typical
practice in the Ultrasonic-assisted extraction (UAE) [4]. Because it uses less organic
solvent than conventional methods, UAE is considered a “green” technique.

The vegetative plant Tradescantia spathacea (SW.) Stearn (T.S) had distinguished
as a utilitarian nourishment, especially in the Southern part of U.S.A with the dehy-
drate leaves have the possibility to be expanded into a pekoe—similar to refreshment,
the decoction is taken orally consistently as treatment for malignant growth [5]. It
has been existed that individual in various pieces of the world routinely to utilize the
equivalent or comparative plants for treating similar sicknesses however, in different
mixes [6].

2 Materials and Techniques

2.1 Plant Specimens were Collected and Authenticated

In the months of May and June, local residents of Hyderabad, Telangana, India, gath-
ered fresh (Tradescantia spathacea) plants from their own yards. These components
have been validated as being of botanical origin by Scientist G. P.V. Prasanna, from the
Deccan Regional Center of the Botanical Survey of India in Hyderabad, Telangana,
India. The Department of Pharmacognosy, Geethanjali College of Pharmacy, Hyder-
abad, India, has contributed a sample voucher (BSI/DRC/2020-21/Identification/
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Tech/66). A future reference may be made to this authenticated voucher. Every
reagent in this analysis is of the highest possible quality.

2.2 Conventional Method

When the plants were collected, they were shade dried in a cool area and then finely
pulverised in a pulverizer. Pet. ether, ethyl acetate, methanol, hydroalcholic, and
water solvents were used in a Soxhlet extraction to extricate the bioactive phyto-
constituents from powdered plant. Distillation was then used to concentrate the
solvent under vacuum in a rotating evaporator. The extracts were dried and stored in
a desiccator [7].

2.3 Ultrasound Assisted Extraction Method

One gramme of dry ground plant was added to twenty millilitres of water in a 250
millilitre Erlenmeyer conical flask to make the concentrates. The ultrasonic shower
was worked at 60 °C for 30 min at a recurrence of 35 kHz utilizing the greatest
information force of 240 W. There were no additional preservatives used, and all
recovered components were filtered after incubation and stored at 4 °C until anal-
ysis. The extraction was performed in triplicate and further the results for both the
extraction process i.e. conventional method and UAE was compared with each other
in Table 1 [8].

Table 1 Tradescantia spathacea extracts’ shade, texture, and percentage yield sample of Trades-
cantia spathacea

Plant extract | Color observed in | Consistency Conventional Ultrasound assisted

day light method yield exraction (%ow/w)
(Pow/w)

Methanolic Dark green Semisolid 10.52 16.29

extract

Ethyl acetate | Light green Semisolid 6.23 8.56

extract

Hydro Dark green Semisolid 6.56 10.19

alcoholic

extract

Petroleum Light green Semisolid 2.31 7.85

ether extract

Aqueous Light green Semisolid 8.25 14.45

extract

Estimation of total phenolic contents
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3 Analysis of Plant Extracts for Their Phytochemical
Content

3.1 Total Phenolic Content Approximation

3.1.1 Principle

The Folin-Ciocalteu method was used to determine the total phenolic content. To
perform a colorimetric test of polyphenolic and phenolic antioxidants, scientists
use a reagent that consists of phosphotungstate and phosphomolybdate. It aids in
determining the quantity of testable material needed to prevent reagent oxidation.
Dilutions of the sample extract were oxidised using the Folin Ciocalteu reagent, and
the subsequent response blend was killed with sodium carbonate. The absorbance of
the blue arrangement was estimated at 765 nm following 30 min.

3.1.2 Preparation of Sample

After extracting the leaves of Tradescantia spathacea (SW.) Stearn using ethyl
acetate, methanol, hydroalcholic, and water, filter the solution and bring it to a total
volume of 50 ml in a volumetric flask. One millilitre of sample was added to ten
millilitres of distilled water in a test tube. Following the expansion of 1.5 ml of Folin-
reagents, the combination was left to hatch at room temperature for 5 min. Sodium
carbonate (Ciocalteu’s), 20% (w/v) (4 ml). At room temperature for 30 min, the solu-
tion was rapidly stirred and raised to a final volume of 25 ml using distilled water. The
solution’s highest absorbance was found to be at 765 nm [9] when measured using
a UV spectrophotometer. In this case, we got a good, solid, triple-checked result.
We utilised a Gallic corrosive standard bend to decide the mass of the example. The
complete phenolic content of the concentrate is displayed in Table 2, and the Gallic
corrosive standard bend is displayed in Fig. 1.

Calculation
C=cxV/M

C—Phenolic acid content

c—gallic acid concentration ( mg/ml) based on a standard curve.
V—Volume extraction (ml).

M—Extract’s Mass (g).
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Table 2 Total phenolic contents of Tradescantia spathacea

S. Test sample Gallic acid equivalent mg/g total Gallic acid equivalent
No |(Tradescantia | phenolic content from conventional | milligrammes per gramme of
spathacea) extraction total phenolic content
1 Methanolic 1.29 £ 1.05 423 +1.70
extract
2 Ethyl acetate 1.59 £0.71 1.80 £ 0.68
extract
3 Hydro alcoholic | 1.29 + 1.05 1.53 £0.26
extract
4 Petroleum ether |2.43 +0.17 3.33 £0.51
extract
5 Aqueous extract | 1.59 £ 0.7 222+ 1.19

Estimation of total flavonoid content

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Standard Curve of Gallic Acid

v = 0.0024x - 0.0073
R = (0.9977
lmax = 765 nm

Absorbance

01 0O 50 100 150 200 250 300 350
Concentration (pg/mL)

Fig. 1 Estimation of total phenolic content

3.2 Flavonoid Content in Plant Extracts: A Rough
Approximation

3.2.1 Principle

This overhauled technique for aluminum chloride colorimetric test was uncovered
by Woisky and Salatino. The complex was shaped because of associations between
aluminum chloride and the C-4 place of keto gatherings or the C-3 and C-5 areas of
hydroxyl bunches in flavonols and flavones (corrosive stable). In addition, flavonoids
can be converted into an acid-labile compound via aluminum chloride’s formation
of orthodihydroxyl.
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3.2.2 Preparation of Sample

After extracting the leaves of Tradescantia spathacea (SW.) Stearn (1 g), After
filtering, we added numerous solvents until the volume in the volumetric carafe
read 50 ml. (oil ether, ethyl acetic acid derivation, methanol, hydroalcholic, and
water). A 2% aluminium chloride/0.6 mL sample solution mixture (0.6 mL). The
combination was then left alone for another hour at room temperature. Using a
UV- spectrophotometer, we determined the absorbance of the reaction mixture to
be 420 nm [10]. In this case, we got a good, solid, triple-checked result. All of
the samples were quantified with the use of a quercetin standard curve. The total
flavonoid content of the extract is shown in Table 3, and the quercetin standard curve
is shown in Fig. 2.

Calculation

C=cxV/M

Table 3 Total flavonoids contents of Tradescantia spathacea

S. No. | Test sample Total phenolic content, Compare the amount of phenolic
(Tradescantia expressed as the quercetin compounds present in milligrammes
spathacea) mg/g equivalent, after per gramme to the amount of

conventional extraction quercetin

1 Methanolic 227 £0.81 10.60 &+ 6.17
extract

2 Ethyl acetate 2.40 £0.91 3.67 £0.38
extract

3 Hydro alcoholic | 1.79 £ 0.61 3.81 £0.47
extract

4 Petroleum ether | 1.66 £ 0.16 3.63 £0.52
extract

5 Aqueous extract | 2.40 £ 0.87 3.89 + 0.69

0.5
04 | Standard Curve of Querce

o

o

& 03

2

2 0.2

2 v = 0.0038x + 0.001

0.1 R2=0.9998

imax =415 nm

o

0 20 40 60 80 100 120 140
Concentration (ng/mL)

Fig. 2 Estimation of total flavonoid content
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C—Total flavonoid content.

c—quercetin concentration (mg/ml) based on standard curve.
V—Total volume of extract (ml).

M—Mass extraction (g).

4 Results

4.1 Extraction

Ultrasound-assisted extraction has emerged as a promising technique to boost the
efficiency and yield of Tradescantia spathacea plant extracts. UAE performed better
than the conventional extraction approach, according to the findings.

5 Conclusion

This study aims to develop an innovative ultrasound-assisted extraction technique
optimized for phytoconstituent extraction and compare its performance with a
conventional extraction method. Researchers found that when comparing conven-
tional and UAEtechniques of extracting (Tradescantia spathacea), it was shown that
the yield and level of phytoconstituents like phenolic and flavonoid content were
significantly increased using the UAE technique.
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Seasonal Impact Analysis Using Clay Pot )
Refrigerator on the Shelf Life oo
of Tomatoes

Nishigandha Patel, V. K. Bhojwani, and Sachin Pawar

Abstract This paper focuses on the evaporative cooling techniques for the preser-
vation of farm produce like tomatoes. This investigation uses cost-effective passive
evaporation enhancing technique with a wet jute bag and without a wet jute bag.
Investigations have been done over seasons like winter, summer, and rainy. The suit-
able technique of clay pot refrigerator is used to reduce postharvest losses of farm
produce (tomatoes). The effect of seasons on the clay pot refrigerator and its impact
on the shelf life of tomatoes have been studied here. This paper gives the best possible
solution for the storage of tomatoes in a clay pot refrigerator which works without
electricity.

Keywords Evaporative cooling * Clay pot refrigerator + Relative humidity *
Ambient temperature

1 Introduction

Evaporative cooling is an ancient and powerful technology for reducing temper-
ature. Animals as well as plants also use evaporative cooling method to reduce
their body temperature as compared to environment. Through the evapotranspira-
tion, plants reduce their temperature and remain cooler than atmospheric condition.
Indian economy is poor due to hunger management. Many people do not get food
and majorly it affects farmers and their families. Post-harvest losses can be reduced
and profit can be increased and it can serve many families in India.

In developed countries food losses occur majorly at a consumer level, but in under
developing countries about 40% of the waste is due to post-harvest losses due to
improper storage. In the villages of India, food losses burden falls on the smallholder
like farmers and their families. A majority of people in rural areas are not privileged
to have access to electricity. Economical and health problems are being created
due to large amount of food spoilage for which refrigerated storage is presently an
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option. The clay pot refrigerators can be used in such a rural area for preserving the
vegetables and fruits. Clay pot refrigerator does not require any electricity and they
are available at cheaper rate. Use of toxic refrigerants is avoided in clay pots and
also they are ecofriendly. The research work aims at performance investigation of
clay pot refrigerator. Inside temperature variation with surrounding air condition and
its dependency on various parameters like wind velocity, relative humidity, ambient
temperature, exposure to sun light, wrapping of wet clothes have been studied [1].
Effective conversion of sensible heat to latent heat is a basic principle on which
clay pot refrigerator works. Evaporative cooling is the ancient & most economical
method for cooling effect [2]. There is an energy associated with phase change when
evaporation takes place from surface this is called as latent heat of vaporization.
Here the temperature is reduced but the relative humidity is increased in fruit and
vegetables [3, 4]. Evaporative cooling works on the principle of total turning of
sensible to latent heat. Dry and hot air of ambient flows over the wetted walls of
clay pot where water is continuously dripping down from the water tank. In summer
season due to low relative humidity water evaporates from the walls of the tank.
Evaporation rate is less in winter and in rainy it’s poor. Water is evaporated due to
conversion of atmospheric airs sensible heat to latent heat. The latent heat follows
the water vapor and diffuses into the air. Dry bulb temperature is decreased and
Relative humidity is increased due to evaporation. Evaporation cooling is dependent
on weather conditions or seasons.

2 Methodology

This experimentation focuses on the reduction of post-harvest losses of farm produce
like tomatoes [5, 6]. Seasonal testing of clay pot refrigerator has been carried out for
summer, winter and rainy season. It involves the number of parametric Investigation
like Dry bulb temperature (DBT), Wet bulb temperature (WBT), Relative Humidity
(RH) and ambient temperature. This experimentation has been carried out with and
without Jute bag which is cost effective passive evaporation enhancing technique. The
effect of listed parameters (DBT, WBT, RH, and Air Velocity) on clay pot refrigerator
with farm produce has been tested over different seasons. This investigates the shelf
life of tomatoes inside the clay pot refrigerator in terms of no of days (Fig. 1).

3 Results and Discussions

Relation between relative humidity (RH), ambient temperature (T,yp), defines the
quality of the air as dry or hot or wet. Til is the wall with minimum temperature and
top wall is on which we are keeping farm produce (tomatoes). Figure 2 shows the
plot of temperature difference between ambient and T.,g Where tomatoes has been
kept is in the range of 3-5 °c for winter season without jute bag. This investigation
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Fig. 1 Schematic diagram of clay pot refrigerator with jute bag and farm produce

says that in the winter season upper compartment of clay pot refrigerator keeps the
tomatoes fresh for 3 days whereas lower compartment for 2 days without jute bag
(Fig. 3).

Figure 4 shows the plot of temperature difference between ambient and Tcyq
where tomatoes has been kept is in the range of 47 °c for winter season with jute
bag. This investigation says that in the winter season upper compartment of clay
pot refrigerator keeps the tomatoes fresh for 3 days whereas lower compartment for
2 days with jute bag but with increase in moisture.

Figure 5 shows the plot of temperature difference between ambient and Tcoq
where tomatoes has been kept is in the range of 8—12 °c for summer season without
jute bag. This investigation says that in the summer season upper compartment of

DHT-11 Jute bag
Water Tank DS18B20 inside
water tank
Breadboard &
sensor connections DHT-11
Temperature ESP-32
Gun
WBT. DBT &
RH -Display

Fig. 2 Experimental setup of clay pot refrigerator with jute bag and farm produce
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clay pot refrigerator keeps the tomatoes fresh for 4 days whereas lower compartment

for 2

days without jute bag.

Figure 6 shows the plot of temperature difference between ambient and Tyq
where tomatoes has been kept is in the range of 8—15 °c for summer season with
jute bag. This investigation says that in the summer season upper compartment of
clay pot refrigerator keeps the tomatoes fresh for 3 days whereas lower compartment
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for 2 days with jute bag. It has been proved from the investigation that jute bag
keeps tomatoes at lower temperature as compared to ambient and without jute bag
experimentation but it increases inside relative humidity which is shown in Fig. 4 on
the tomato skin in terms of water droplet which is condensate.

Figure 7 shows the plot of temperature difference between ambient and Tcqq
where tomatoes has been kept is in the range of 1-5 °c for rainy season with jute
bag. This investigation says that in the summer season upper compartment of clay
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pot refrigerator keeps the tomatoes fresh for 2 days whereas lower compartment for
2 days with jute bag. Figure 5 shows that tomatoes have got fungus due to excessive
moisture present inside the clay pot experimentation with a jute bag.

Figure 8 shows the plot of temperature difference between ambient and T¢oq
where tomatoes has been kept is in the range of 1-5 °c for rainy season with jute
bag. This investigation says that in the summer season upper compartment of clay
pot refrigerator keeps the tomatoes fresh for 2 days whereas lower compartment for
2 days with jute bag. Figure 5 shows that tomatoes have got fungus due to excessive
moisture present inside the clay pot experimentation with a jute bag.

Figure 9 shows the plot of temperature difference between ambient and T¢oq for
various seasons without jute bag. It is seen from Fig. 6 that the clay pot refrigerator
works well in summer and gives poor performance in rainy season.

It can also be used to store tomatoes in winter season as it gives AT is in the range
of 3-6 °c. In summer this AT is in the range of 11-13 °c where as in rainy season it
is in the range of 1-3 °c. This is due to ambient relative humidity which affect the
rate of evaporation from the walls of clay pot refrigerator.
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4 Conclusion

This investigation proves that using a jute bag keeps tomatoes at lower temperature but
increases inside relative humidity. This increase in inside clay pot relative humidity
reduces the life of tomatoes. It is better to store tomatoes in the clay pot without jute
bag over different seasons.

Clay pot refrigerator shows good results in storing the tomatoes in summer season
where the ambient air is hot and dry. It also works well in winter season for storing
tomatoes as compared to rainy season. In rainy season this clay pot refrigerator should
not be recommended to store tomatoes.
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Continuous 24*7 Water Supply System: )
A Review of Literature oo

Nitin P. Sonaje, Mukund M. Pawar, and Nitin D. More

Abstract Modern improvements in water analysis methods have highlighted the
many advantages of a continuous water distribution system over an intermittent water
supply system. Early studies in this discipline mostly focused on case studies that
described the difficulties and benefits of putting continuous water delivery systems in
place. These studies gave important information about the process of implementation,
budgetary considerations, and how people responded to the altered water supply
system. In order to identify leaks and enhance water quality, the leakages were
analysed using a representative sample of water from the end user’s water tap that
was tested for chlorine and turbidity monitoring.

Keywords 24*7 water supply systems - EPANET - CPHEEO - Non-revenue water

1 Introduction

Customarily, water supply systems are designed as continuous water supply systems.
Because of insufficient funding and improper implementation coupled with impedi-
ment caused by un-projected urbanization and rise in water demand, the distribution
systems are expanded without taking apprehension of the hydraulic design. Trans-
forming this chaotic distribution system into a well-disciplined and properly designed
system is the mission of 24*7 supply system. Continuous 24*7 water supply systems
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are gaining popularity due to uninterrupted water supply to the consumers. The liter-
ature review discusses the following aspects of the continuous 24*7 water supply
system.

Water Supply System Design
Operational Efficiency
Consumer Behaviour
Economic Considerations
Case Studies.

2 Literature Review

With advancements in water analysis approaches, researchers brought out various
advantages of a 24*7 water supply system over intermittent water supply systems.
The initial studies in this domain were mainly case studies of implementing
continuous water supply systems. They presented the experience of implementing
continuous water supply systems, including the difficulties in implementation, cost
approaches and people’s behaviour over the modified water supply system.

Joshi et al. [1] evaluated the water supply systems that are intermittent and contin-
uous, and a survey for opinions of consumers was undertaken for meticulous appraisal
of both methods of operation. A door-to-door survey was undertaken in Ghaziabad
and Jaipur’s study area using predesigned questions related to different aspects of
water supply and consumers’ feedback regarding the degree of service. Consumers’
feedback indicated a satisfying service where adequate water was supplied without
considering the water supply mode. Many complaints about the quality of supplied
water, duration of supply, lower water pressures and lapses in supply were brought
to the surface during the intermittent water supply. Each family had stored water for
domestic usages like drinking and other purposes. Almost all the families throw away
stagnant drinking water as there is a freshwater supply the next day. The stale water
was often used for the kitchen, washing clothes, and watering plants. The storage of
water for other causes depends on financial conditions and the facility of an open
well in the house premises. As there were no complaints about the water supply
tariff, most residents preferred continuous water supply.

Dahasahasra [2] studied a 24*7 water supply scheme implemented in Maha-
rashtra’s Badlapur city. He presented the efficient management of existing water
fields by restructuring the areas to enhance water distribution. The reframing included
installing controllers for insulation for isolating areas of work. Effective Compliance
of the valve for the outlet of the reservoir and the designation of crest demands.

Gohil [3] determined significant obstacles to effective reform and the provision of
anurban pilot project. The author selected the city of Bhavnagar to design the network
for water distribution. The author had split the small District Metering Area in the
territory. The author used EPANET water management modelling tools for devel-
oping water distribution systems built by the US Environmental Protection Agency.
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The guidelines of CPHEEO were followed to design the networks for distribution.
The author suggested 27*7 water supply systems in place of the intermittent water
supply system.

Patil and Deulkar [4] studied the Management of Water Supply Quality under
24*7 schemes of sector No. 21, PCMC, Pune. The authors stated that PCMC strives
hard to provide a continuous water supply with better quality to all users. Before
providing a continuous water supply, the authors assumed ‘leakages’ in the distribu-
tion points as prime parameters for impurities in water. A representative specimen
of water through the end user’s water tap was examined for chlorine and turbidity
monitoring to identify leakages and provide better water quality. Water leaks were
identified with the help of Helium. They observed that this methodology was secure
and straightforward to use exact outcomes to identify leaks in water lines.

Rajeshwari and Kumar [5] undertook a study in order to assess the Intermittent
Water Supply System and structure of the continuous water supply network for the
domestic area in Mysore, Karnataka, India. As demand for water rises, groundwater
supplies have been reduced, and capital costs have risen. They studied the quality of
water for an intermittent water supply system. This paper incorporated the concept of
a 24*7 water network to analyze water quality for current intermittent water supply
systems. The configuration and evaluation of the network for water supply were
based on LOOP and EPANET.

Vassiljev and Puust [6] developed an approach for optimizing water tank levels,
estimating the impact of valve leakages and deciding on replacing old pipes.
WaterGEMS had been brought into use for its simplified analysis to investigate
the different alternatives.

Stokes et al. [7] introduced a Water distribution cost-emission nexus (WCEN) for
consolidating computational tools to solve WDS optimization problems through a
computational freeware framework. The simulation was carried out for cost calcu-
lations, GHG emissions, and MO heuristic optimization of hydraulic and pumping
operations. Four functional scenarios were used: one represented standard practices,
whereas the other 3 represented additional simulation complexity and flexibility, i.e.,
stable state simulation with the help of average emission factor, the tariff of electricity
and the requirement of water. Taking into account the short-term and long-term vari-
ations in comparison with standard simulation practices, design, pumping operating
management options, and their costs and emissions of GHG can have a significant
impact.

Ghorpade and Vaidya [8] carried out an experiment-based study of the hydraulic
water distribution model with a pressure-based approach. They stated that the water
pressure on the consumer’s side plays a crucial role in the water distribution system.
The methodology driven by water pressure played a vital role in the design of the
network. It was essential to hold the correct intensity of pressure at each node. The
simulation of the network was done by using the Newton-Raphson method. They
calculated the pressure using an experimental setup that consisted of a piezometer
and verified it in WaterGEMS. The increase of percentage in each node’s pressure
heads is calculated in this experiment, and the outcomes generated an equation for
pressure prediction.



150 N. P. Sonaje et al.

Mallikarjun et al. [9] designed intake, jack well and pump house, water treatment
units such as settling tanks, filters, disinfection units, and water distribution system
for Ranebennur (Karnataka). The dead-end system was used for water distribution.
They assessed the quality and quantity of supplied water. The quality and quantity
of water supplied were satisfactory.

Mavi and Vaidya [10] conducted a study to build a 24 h water supply distribution
system using the aid of WaterGEMS. They stated that given the cities’ issues with
erratic water supply, suitable zoning and distribution systems were required to meet
the increased water demand. Water availability was inconsistent, which posed a
serious health risk and rendered operations inefficient and expensive. The main goal
of this study would be to make the current system operate continuously.

Varu and Shah [11] designed and builds a DPR for 24*7 water supply system at
two wards of Ahmedabad city, Gujrat, India, viz., Sabarmati and old Wadaj wards. Its
DPR includes a feasibility study, hydraulic design using WaterGEMS, a maintenance
and operations plan, and economic viability. The state of the current intermittent
water delivery network and the continuous water supply system of a few DMAs
were compared. The study demonstrates that in order for the city to meet the service
level criteria, it must switch from an intermittent to a 24-h water distribution system.
indicates that in order to transform the intermittent water delivery system into a 24-h
system, over 85% of the current network needed to be replaced.

Mallick et al. [12] focused on the simulation of the current and projected water
distribution systems for the town of Jhunjhunu, Rajasthan, India, utilising Bentley’s
WaterGEMS V8i coupled with ArcGIS, AutoCAD, and SCADA software. The
hydraulic model that was created helped to identify, locate, and characterise the
main leakage sources with alarm systems, separate the network into district metre
areas, establish operational protocols for pressure, optimise the network, implement
real-time control, and analyse the water quality. According to CPHEEQ, the hydraulic
simulation model might reduce non-revenue water (NRW) by up to 7% within the
DMA and by overall 12% with 12 m of water pressure at the consumer end.

Pawar and Sonaje [13] transformed the existing intermittent water distribution
system to 24*7 for the Pandharpur city of Maharashtra, India by using WaterGEMS. A
genetic algorithm with Darwin optimization approach was used for cost optimization
of the 24*7 network. The effect on demand, head loss and pressure development of
the forecasted population has been considered. It has been observed that the cost
of the pipe network is reduced by 14 percent with the reduction of the pressure
development by balancing it at different locations.

Jaiswal et al. [14] examined the reliability of the WDS in Dehradun city, Uttarak-
hand, India, by using a ground penetrating radar (GPR) survey and a GIS-based
hydraulic model of WDN with EPANET software. Around three-quarters of the
system’s 564 km of water pipelines are antiquated, according to a map of the distri-
bution network. The analysis confirmed that a hydraulically efficient distribution
network is capable of supplying water continuously to all service points 24 h a day,
seven days a week, within the acceptable pressure limits of 7 to 80 m at all nodes,
and pipe velocity would not exceed 0.6 to 2 m/s as required by CPHEEO.
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Tawalare and Balu [15] carried out two case studies in that they have given perfor-
mance evaluation of implementing continuous water supply system. In an effort to
provide 24*7 water supply in certain Indian cities, the government implemented
projects using Public Private Partnership (PPP) or government funding. Unfortu-
nately, many projects experienced failures during the later stages. To assess the
performance of these projects and evaluate various risks involved, a case study was
conducted, which selected two cases—one funded by PPP and the other by the
government. The analysis indicated that the PPP project faced significant difficul-
ties regarding consumers, revenue, finance, and socio-politics, while both projects
failed to meet the initial expectations. Nonetheless, the study ultimately deter-
mined that government-funded continuous water supply projects had superior overall
performance.

Mohapatra et al. [16] concluded that due to the infrastructure that was built
during the previous two to three decades, the disadvantages of intermittent water
delivery systems and the difficulty in switching to continuous supply mode present
the biggest obstacle for developing countries. A pilot study using the EPANET soft-
ware was conducted in Nagpur, India, to address this issue. The study modelled
different scenarios using GIS maps, field survey data, remote sensing data, and in-
situ measurements of pressure and water quality. The study found that in order to
maintain desired head loss and pressure in the majority of the pipes prior to imple-
menting a 24-h water supply, the existing network is insufficient, and issues with
water age and quality in the central part necessitate the rehabilitation of distribution
mains and critical pipes.

Kumpel and Nelson [17] conducted research comparing the water quality of inter-
mittent and continuous water supply at Hubli-Dharwad, India,. According to the
study, switching to a continuous supply of piped water had the potential to improve
water quality while intermittent supply of piped water raised the danger of microbial
contamination. During the course of a year, water samples were taken from reservoirs,
consumer taps, and homes and examined for turbidity, total coliform, Escherichia
coli, free chlorine, and combined chlorine. According to this study, water quality
at service reservoirs serving the network’s continuous and intermittent sections was
comparable. In contrast to samples from continuously provided taps, those from
intermittently supplied taps had higher amounts of indicator bacteria. Only 0.7% of
tap samples from continuous water supplies tested positive for E. coli, compared
to 31.7% of those from intermittent water supplies. In samples from both continu-
ously supplied taps and intermittently supplied taps, higher total coliform concen-
trations were found following rainfall events, but only intermittently supplied tap
water consistently contained significantly more indicator bacteria than continuously
supplied tap water did.

The article by Taha et al. [18] investigated how the use of water tanks with float
valves (FVs) affects the accuracy of water meters in situations of both intermit-
tent and continuous water supply. The study utilized laboratory experiments, field
measurements, and hydraulic modeling to explore this issue. The findings revealed
that the inflow rates into the water tank are consistently lower than the outflow
rates because of the tank’s balancing mechanism. This discrepancy leads to greater
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metering errors and more apparent losses when a water tank, FV, and continuous
supply are combined. The hydraulic characteristics of different types of FVs vary,
with larger FVs resulting in longer periods of low flows, worse meter performance,
and more apparent losses because they maintain the water level close to the full level
in the tank. In intermittent supply situations, higher intermittency levels result in
better meter performance and reduced apparent losses. However, this also highlights
the challenges of transitioning from intermittent to continuous supply globally, as
water utilities may experience higher meter errors and revenue losses unless their
meter replacement policies recognize the lower flows passing through the meter.

Chauhan and Belokar [19] have explored the difficulties and potential advantages
of implementing a continuous water supply programme in India, where water is
only occasionally supplied due to scarce resources. The case study of Chandigarh
city is the main topic, and the objective is to change the city’s intermittent water
supply into a regular water supply. The research is based on information gathered
from government organisations, fieldwork, experimental analyses, and pilot tests.
The objective is to show how a pan city with a population of more than 1 million
people may provide continuous water delivery.

3 Conclusion

Expanding the water distribution system by Genetic Algorithm (GA) Model for
water distribution network optimization; Simulating the flow of water in various
water supply system components for a qualitative description of the city’s water
supply system, simulations enabled a contemporary point of view examination of
the water supply system related water flow rate, energy loss, and decanter efficiency;
Online hydraulic state predictor (PC) model that forecasts potential hydraulic condi-
tions utilizing a predictive data-driven algorithm (Predictor-corrector (PC) approach;
Using EPANET software, flow rates, friction head losses, bent failure, and demand
patterns are calculated to produce an effective pipe network distribution.
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Revnnath J. Salunke, Amruta L. Lugade, and Suraj R. Pawar

Abstract Modern systems are safeguarded by engineering significance, making it
extremely challenging to surpass with conventional shapes. This forces the structure
to make accommodations for the irregularities there. These discrepancies are caused
by a fundamental breakdown during an earthquake. It is evident in the common
casing; nevertheless, due to symmetry, there might not be any torsional influence
inside the casing. In any case, discontent happens when unforeseen systems emerge
because of the torsional influence between the pillar segment joints. Weakening
examination techniques are one of the various types of research because of its optimal
precision, effectiveness, and comfort. The behaviour of G+10 storey R C outlines
buildings with multiple geometrical anomalies exposed to seismic tremor load was
examined in the current study, and the quantity of all systems was kept constant
throughout all form building models. Additionally, the 33 m full stature was saved
for all shape-building models. Using ETABS programming, situated in Seismic Area
IIT is tested fast. The structure implements gravity loads and sidelong masses in
accordance with IS 1893-2002, and its miles are planned using IS 456-2000. It is
done to relocate manage to the weakening research.

Keywords Pushover analysis  Irregular plan - Irregular elevation - Same
volume - ETABS

1 Introduction

One of the most dangerous, destructive, and life-threatening natural events that can
cause the ground to tremble is an earthquake. We must build the homes to survive
earthquakes, which may also happen at least once over the course of the structure’s
lifetime, or the systems will be harmed. When frames are configured abnormally,
structures have significantly less stiffness and electricity [1]. To remedy this, lateral
load resisting structures are added to the frames. It has been determined over the past
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few years and more that damage control needs to be a more particular layout issue.
The most effective method to do this is to include some sort of nonlinear evaluation in
the seismic design process. Pushover evaluation has become the evaluation technique
of choice for performance-based seismic design, PBSD, and assessment purposes as
aresult of decades of development. It is the procedure via which the remaining power
and the restricted nation can be successfully researched following relinquishing. Until
the shape reaches a limit state of crumble, the evaluation is performed by pressing a
computerized replica of the shape while gradually increasing the horizontal masses,
plotting the total applied shear force and related lateral displacement at each incre-
ment. Forces that cause earthquakes are equivalent static lateral hundreds around. The
magnitude of the structural loading is incrementally accelerated in a static nonlinear
system known as pushover evaluation. Mass, stiffness, and shape geometry discon-
tinuities cause a shape’s weakness. These discontinuous formations are referred to
as irregular systems. These buildings’ dynamic characteristics differ from “regular”
buildings in a unique way due to height-sensitive stiffness and mass modifications
[2-5]. The irregularity in the constructions may be caused by atypical distributions
of their mass, electricity, and stiffness along the peak of the building. Any seismic
occurrence that generates seismic waves, whether it is caused by a natural disaster or
human activity, is referred to as a “earthquake.” Although geological faults rupture
most frequently to cause earthquakes, other phenomena including volcanic activity,
mine blasts, landslides, and nuclear tests can also cause earthquakes. An earthquake
is the result of a sudden release of energy in the Earth’s crust, which causes seismic
waves to be produced [6]. It is also referred to as a tremor, quake, or temblor. The
frequency, nature, and magnitude of earthquakes that a region experiences over time
determine its seismicity (seismic interest). Seismometer data are used to calculate
earthquake magnitude. The size of instant importance is typically advised for earth-
quakes greater than five. The Richter scale, commonly known as the local magnitude
scale, is used to assess most earthquakes less than magnitude five that are more
frequent, as determined by the nation’s seismological observatories. Even though
many homes have the best structural systems, they do not meet contemporary seismic
requirements, which causes extensive damage during the earthquake. Rourkela is
situated in Zone II of the Seismic Zone Map of 2002, or in line with the Seismic
Zoning Map of IS: 1893-2002, which indicates that the region is least likely to have
earthquakes [7]. This is the explanation for it. As a result, key structural devices
were used in the construction of the NIT Rourkela buildings. The institute building,
a four-story building, was not built in accordance with IS: 1893-2002’s architectural
standards [8—11]. The techniques for evaluating structures that have been damaged by
earthquakes or that are seismically unsound are still in their infancy [1]. A house that
doesn’t comply with seismic design rules may also experience significant damage
or perhaps collapse in the event of a major earth movement. The seismic assess-
ment underlines the buildings’ future seismic utility as earthquake-prone structures.
According to the Seismic Zoning Map of IS: 1893-2002, India is classified into four
zones based on seismic activity. These territories are Zone II, Zone III, Zone IV, and
Zone V.



Performance of RCC Multistory Framed Structure in Different ... 157

2 Problem Statements

To identify performance level of RC multistory building by considering combina-
tion of different. Geometric shapes in plan and elevation. To achieve this objective
different techniques will be used for design and analysis Of RCC framed structure
Finite element method (FEM) model is to be developed to check the behaviour and
performance level combination of irregularity in plan and elevation, pushover anal-
ysis is to be carried out and responses of building are to be studied by considering
parameters like capacity spectrum, demand spectrum, performance point for an idea
of the maximum base shear that the structure will capable of resisting at the time of
earthquake.

3 Methodology

In this study the 11-story building is considered with each story height of 3 m and
6 x 6 bays in each floor as per the Indian Code, These buildings are analyzed
and designed Finite element method (FEM) model is to be developed to check the
behaviour and performance level combination of irregularity in plan and elevation,
pushover analysis is to be carried out and responses of building are to be studied by
considering parameters like capacity spectrum, demand spectrum, performance point
for an idea of the maximum base shear that the structure will capable of resisting at
the time of earthquake [12].

Building modelling: In this study, the behaviour of a building with shear walls in
five distinct locations and shapes is examined across all zones [13]. The modelling
was done using ETABS Ultimate 19, a general purpose programme. It is a more
flexible and user-friendly tool that includes a wide range of capabilities like static
and dynamic analysis, nonlinear static pushover analysis, and nonlinear dynamic
analysis, among others [6] (Table 1).

The modulus of elasticity of reinforced concrete as per IS 456:2000 is given by

E, = 5000/ f.x

The data needed for steel rebar includes yield stress, elastic modulus, and ultimate
strength [14]. HYSDs, or high yield strength deformed bars, are frequently used in
design practice and are used in the current work. Their yield strength is 415 N/mm
2 (Figs. 1 and 2).
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Table 1 Building plan and dimension details of geometric data

S. Component Values
No.
Model G+ 10
2 Floor height 3m
3 Total Building |33 m
height
4 Wall thickness- | Internal-150 mm, External-230 mm
5 Slab thickness- | 150 mm
6 Beam- 350 x 600 mm
7 Column- C1-450 x 450 mm, C2-430 x 430 mm, C3-410 x 410 mm
8 Material M30, Fe415
9 Seismic data Seismic zone III, importance factor = 1, soil = medium, RC frame,

SMRE, poisson’s ratio = 0.5, L.L. = 3 kN/m?, EF. = 1 kN/m?

Fig.1 Irregular building model combination of plan and elevation

Fig. 2 3D model of irregular building combination of plan and elevation
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4 Results

This study takes into account both irregularities in the building model’s plan and
elevation. The columns in this building model are 4 m apart in the center [15, 16]. A
building with 3 m floor to floor height and the same building volume has 396 total
rooms. The building’s overall height is 33 m. Depicts a plan for an atypical building
model that combines an elevation and a plan, as well as a 3D representation of the
same (Fig. 3; Table 2).

Results from a pushover analysis of an atypical model combination of plan and
elevation are shown in the Fig. 3. Maximum monitored movement in this analysis
is 35 mm, relative base force is 4074.71 KN, there are 5880 total hinges, and a total
of 5 steps are obtained. Because it displays the building’s capacity, this graph is also
known as a capacity spectrum curve (Figs. 4, 5 and 6; Tables 3 and 4).
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Fig. 6 Max. story drifts of
combination

Table 3 Earthquake force
results—X direction of
combination

P. V. Padavale et al.

O W R
Story Elevation (m) Location X-direction (mm)
Story11 33 Top 35.0

Storyl0 |30 Top 329

Story9 27 Top 29.2

Story8 24 Top 23.7

Story7 21 Top 17.9

Story6 18 Top 15.1

Story5 15 Top 11.8

Story4 12 Top 8.7

Story3 9 Top 6.5

Story2 6 Top 4.1

Storyl 3 Top 1.8

Base 0 Top 0
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Table 4 Earthquake force in Y direction and displacement in X direction

Story Elevation (m) Location Y-Dir (kN) X-Dir (mm)
Story11 33 Top 254.09 35.0
Story10 30 Top 278.25 329
Story9 27 Top 225.38 29.2
Story8 24 Top 178.63 23.7
Story7 21 Top 318.89 17.9
Story6 18 Top 285.79 15.1
Story5 15 Top 199.03 11.8
Story4 12 Top 187.38 8.7
Story3 9 Top 118.44 6.5
Story2 6 Top 52.64 4.1
Story1 3 Top 13.16 1.8
Base 0 Top 0 0

5 Conclusion

Using non-linear static analysis, it was determined how well R.C. framed structures
performed when abnormalities in elevation and plan were combined. The study’s
principal conclusions are listed below. H. The resistance to earthquake forces is
80.18% lower for an irregular building model combination (combination of irreg-
ularities in plan and irregularities in elevation) than for a regular building model.
And before any other construction models, it will crumble. As a result, it may be
concluded that a building’s performance will decline if its irregularity increases while
maintaining the same volume. From all of the findings, it can be inferred that the
regular building model is more resistant to earthquake forces and is thus appropriate
for earthquake zone III.
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A Study on Transfigure of Rural Agro )
Based Businesses Subsequent to COVID oo
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Abstract The research is grounded on realistic study that will review literature of
various authors after COVID period. Rural entrepreneurs make vital alms to money-
spinning growth. Entrepreneurial aspect in discomfited areas is based on motivating
original entrepreneurial aptitude and successive growth of home- grown companies.
People who carry out entrepreneurial activities by incubating up industrial and busi-
ness units in the rural sectors of the economy may be defined as rural entrepreneurs.
Raising rural entrepreneurship is essential for disposal or reduction of poverty and
helping in profitable growth of our country. Today Rural Entrepreneurship has get
the big chance for those people who have shifted to municipal urban areas from rural
or semi-urban areas. The study will concentrate on the changes transpired in the rural
business after COVID which are inculcated by the rural entrepreneurs. The different
aspect can be the rules for future rural business.

Keywords Rural challenges - Rural entrepreneur + COVID impact - Agro based
business * Rural prospects - Rural development etc.
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1 Introduction

It’s challenging to run a business during the COVID-19 epidemic, because the posses-
sors and the small business leaders must be responsible for success. Top business
people need to introduce and look for sources of invention, including practical
inventions, similar as invention cloning. COVID-19 epidemic has been disastrous
for nearly everything including the global frugality. Among numerous sectors, the
husbandry sector was the worst megahit following the immediate lockdown and
request shutdowns. Though some stability was current from force side till date, still,
the severe restrictions put in place to check the spread of epidemic have risked the
force of agrarian and food papers simultaneously across borders and from field to
chopstick. While the income falls due to price fall and inventories chain dislocations
due to epidemic have escalated the food dearths in several of developing and devel-
oped countries [1]. Now way the less the global demand for food particulars has
remained more or less unchanged owing to their inelastic demand. Indeed, within
the global position, the script of food security and force chain stability has been
mainly deplorable for arising and lower developing countries due to their lack of
sequestration to the global shocks or afflictions. Specially, the technological back-
wardness, inordinate knows- style dependence and denied availability on several
grounds lead to poverty and food hunger in these countries. Utmost countries have
designated the husbandry and agro-food sector as essential and pure from business
check and restrictions on movement. For numerous countries, the direct impacts
of the epidemic on primary husbandry should be limited, as the complaint doesn’t
affect the natural coffers upon which product is grounded. Still, the contagion poses
a serious trouble to food security and livelihoods in the poorest countries, where
agrarian product systems are more labour- ferocious and there’s lower capacity to
repel a severe macroeconomic shock. Because food is a introductory necessity, the
position of food demand should be affected less by the extremity than the demand
for other goods and services. Still, there has been a major shift in the structure of
demand, with a collapse in demand from hospital and catering, the check of open
requests, and a swell in demand from supermarkets.

2 Literature Review

The analysis of literature in the threat- vulnerability and adaptability of husbandry
systems in the face of COVID-19 showed that the adaptability of food systems
needs to be enhanced by enforcing specialized, profitable and measures. All these
programs and measures first of all need to guard the health and food force security
of world population [2]. Specialized measures aiming to ameliorate the functional
performance position of the structure in husbandry sector are necessary to enhance
physical adaptability. Organizations and institutions in husbandry sector need to
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take necessary recovery sweats, considering the absorptive, adaptive, and restora-
tive capabilities of the agrarian systems. It’s egregious that the request forces via
price mechanisms inevitably reduce the demand of rare agrarian goods and match
force with demand during epidemic and the banning on similar price increases has
negative impact on adaptability of husbandry systems by decreasing their absorptive
and adaptive capabilities of adaptability handed by the request price system. Still,
profitable support and subventions in face of profitable losses of growers allows
them to recover briskly after disaster. The strong communities developed in pastoral
areas can enhance the social adaptability capacities of agrarian systems as strong
communities pool their coffers and survive during epidemic more fluently and start
rebuilding as government aid always come with detention [2]. Studies have shown
that SMEs are brazened with colorful difficulties and challenges due to the COVID-
19 epidemic. The period of check and movement forestallment programs espoused
by governments in numerous countries have greatly affected SMEs, paralyzing their
operations, weakening their fiscal positions, and exposing them to fiscal threat. SMEs
have suffered from a deficit of workers and product inputs because of deformations
that marred force chains, which negatively affected their deals and their capability
to fulfill their fiscal scores and pay workers’ hires. This problem has coincided with
a drop in consumer spending because of the reduction in consumers’ income and
wide passions of query. As a result, numerous SMEs set up themselves unable of
dealing with the situation. Some businesses have stopped their conditioning and
remained unrestricted since the first months of the outbreak. Published exploration
has indicated that SMEs have failed to repel the consequences of profitable heads.
This disfigurement can be attributed to a lack of fiscal coffers and the high cost
of business capital as well as limited executive and specialized capacities. Experi-
menters have emphasized that SMEs are frequently the enterprises most affected by
profitable heads. Thus, a socioeconomic extremity related to people’s health similar
as the COVID-19 epidemic can be anticipated to have dire goods on s because these
businesses bear strong connections with people, whether they’re guests or suppliers.

Studies have shown that SMEs are brazened with colorful difficulties and chal-
lenges due to the COVID-19 epidemic. The period of check and movement forestall-
ment programs espoused by governments in numerous countries have greatly affected
SMEs, paralyzing their operations, weakening their fiscal positions, and exposing
them to fiscal threat. SMEs have suffered from a deficit of workers and product inputs
because of deformations that marred force chains, which negatively affected their
deals and their capability to fulfill their fiscal scores and pay workers’ hires. This
problem has coincided with a drop in consumer spending because of the reduction
in consumers’ income and wide passions of query. As a result, numerous SMEs set
up themselves unable of dealing with the situation. Some businesses have stopped
their conditioning and remained unrestricted since the first months of the outbreak.
Published exploration has indicated that SMEs have failed to repel the consequences
of profitable heads. This disfigurement can be attributed to a lack of fiscal coffers and
the high cost of business capital as well as limited executive and specialized capaci-
ties. Experimenters have emphasized that SMEs are frequently the enterprises most
affected by profitable heads. Thus, a socioeconomic extremity related to people’s



168 U. V. Hiremath and K. Shivashankar

health similar as the COVID-19 epidemic can be anticipated to have dire goods on
s because these businesses bear strong connections with people, whether they’re
guests or suppliers [3]. NABARD had decided to collect and assay quick feedback
through our quarter position field officers i.e. District Development directors (DDMs)
posted in colorful sections on the effect of COVID-19 on husbandry, horticulture,
dairy, flesh and colorful other sectors of the frugality. The gathered information may
be useful in understanding the ground- position situation so as to concoct suitable
policy responses. Agrarian product, postharvest handling, recycling, distribution/
retail/service, and consumption i.e., field to chopstick are the 5 phases of Food force
chain (FSC). In the food force chain, two mechanisms girding food thickness and
protection are used. The first is concentrated on rules and legislation that use manda-
tory conditions that are reviewed by state departments. The alternate is concentrated
on voluntary principles established by business laws or transnational associations.
The COVID-19 epidemic doesn’t specifically impact development, unlike bottom
and mouth complaint, raspberry flu, since it doesn’t propagate directly to creatures
or agrarian products. Still as a result of the epidemic, policymakers around the world
have placed major limits on the inflow of goods (land, ocean and air transport) as well
as on labor mobility. Temporary or seasonal kind of employment is common in devel-
oping and underdeveloped countries, particularly when planting, sorting, harvesting,
refining, or transporting crops to requests. Thus, due to the lack of original or tempo-
rary workers due to illness or travel restrictions executed by the lockdown, the force
chain is greatly impacted. In situations where the illness specifically impacts their
health or exertion, it also weakens not only the processing capability of others but also
their own food protection. The lack of labor due to the epidemic extremity has led
to significant disturbances in certain diligence, similar as beast product, horticulture,
planting, harvesting and crop processing, which are fairly labor ferocious. Ranch
worker dearth’s, still, were formerly a significant concern long before the COVID-
19 epidemic. The “Pick for Britain” crusade in Britain was planned to detect, British
working in the field and through the crop. Still, owing to the lack of labor due to
sickness and the physical distance to be sustained during product, the extremity is
weakening the occasion to work for granges and agrarian undertakings. These condi-
tions delayed the delivery of grain and agrarian inputs and produced difficulties with
the continued force of food to markets.

3 Data and Methodology

The all data is collected is from secondary sources. There is the big scope and hi-
reach of the study. It is not limited to the urban area it spread over the rural area too.
So that the data at that extend not possible to collect on the stipulated time period.
The following information collected and studied and evaluated. The following table
shows the total COVID cases which are confirmed on the time line.

From the Fig. 1, it is clear that, The Food and Agriculture Organization states that
COVID-2019 is affecting husbandry in two significant aspects the force and demand
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for food. These two aspects are directly related to food security, so food security is also
at threat. it can understand the connections between these rudiments, as well as the
impact of COVID-19 [4]. The adverts of social insulation made people go to the force
centers and induce a deficit of some products, despite this, the food force has stabilized
because it’s one of the systems that must be maintained to insure food security. One
of FAO’s places is to promote that food value chains aren’t intruded and continue
to operate. Therefore, despite the restrictions those governments have assessed on
the mobility of labor in agrarian systems, although with some problems, the force of
introductory musts is typically assured. The situation is different when it comes to
goods that are imported or exported; due to the check of borders, transnational trade
was intruded, although after having defined security protocols to avoid the spread of
the contagion, trade stabilized. This may be temporary; it depends on what countries
are doing to stop the spread of the contagion. Interruptions to food transfers are
minimum, so the food force remains stable; although observing China’s experience
in this epidemic, there’s a lesser impact on the beast sector due to difficulties in
penetrating beast feed and, on the other hand, the deficit of labor. Although it depends
on the country and the measures that each bone has espoused, encyclopedically the
prices have remained stable, thus, no harpoons in the prices of introductory musts
are anticipated, although it’s more likely to do for high- value products, especially
meat and perishables. The demand for food has dropped due to uncertainty and the
reduction of people’s spending capacity, although this drop is still slight; the situation
could worsen if the epidemic continues for a long time, due to reduced income and
job losses. In situations like these, where a contagion spreads on contact, contactless
delivery services come preferred by consumers. There’s a extremity in the husbandry
sector over the once two decades. In India, the maturity of growers are small lodgers
facing the problem of falling productivity, water failure etc. maturity of the returnees
were borderline growers in the history. The rear migration will increase pressure on
husbandry which is formerly overburdened. The rear migration will further affect in
to fall in the patron price of crops which will reduce ranch stipend and income. On
the other hand, due to low productivity and hoarding of food papers, there will be
a rise in the prices of food particulars which will majorly affect poor people. Rear
migration, fall in patron price and adding pressure on the agrarian sector will lead to
an increase in pastoral severance and poverty.

4 Results and Discussion

One of the major enterprises of the review papers was related to food force. Numerous
papers expressed concern that growers would stop producing because of the epidemic
(as they get sick) and lower food will be available, if at each, at advanced prices. This
is presumably the first and most common husbandry- related issue raised in times of
a global extremity. Another concern regarding food force was related to the corrupt
capability of the products a planter is on strict planting and harvesting schedule and
cannot modify product at will. numerous growers face similar problems as fresh
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days of storehouse make their products empty. Springtime is a critical planting and
harvesting time for numerous growers around the globe, and the epidemic has made
agrarian requests indeed more changeable. As to demand- related impacts, presum-
ably the most important impact described by the papers was fear shopping and
stockpiling. In the fear of being locked down for a longer period, people have started
to buy up huge stocks of durable food in a fairly short time period, thereby causing
difficulties for supermarkets. The most mentioned food and produce include sap,
rice, firmed (UHT) milk, chuck, eggs, dried food, nuts and canned food, as well
as colorful set and reused foodstuffs. Seasonal goods made this indeed worse, as
was apparent in numerous places with eggs around Easter. Another major effect of
the epidemic stressed in the papers was agrarian labor [5]. However, a part of their
yield will be lost, and hence, If growers cannot find enough workers. As the world
is globalised, this also means less or more expensive significances for countries
depending on external food inventories. As people are instructed and anticipated to
stay at home, the whole force chain can witness dislocations in addition to those
impacting the normal husbandry processes. Critical workers along the force chain
like truck motorists or boat wharf workers can get sick, quarantined or forced to stay
at home, enlarging the original impacts. Short timeframes and the corrupt capability
of agrarian yield also put serious constraints on non-agricultural labor. Food Security
and Safety Impacts- Food security issues are also covered by certain papers grounded
on the simple fact that roughly a third of the global population is on lockdown. In
the first months of the epidemic, numerous target measures were taken by China and
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also Italy to maintain food security. One of the issues covered the n’s related to the
shutting down of seminaries. As academy lunch programmers each over the world
give low- cost and free lunches to millions of children, numerous parents face now
real challenges to feed their hungry children.

The Food and Agriculture Organization (FAO) is suggesting specific strategies
like expanding exigency food backing programs and furnishing immediate backing
to smallholders by fastening on logistics and boosting e-commerce. As there’s no
substantiation so far that COVID-19 is food borne or food service-driven, food service
isn’t likely driving the epidemic. Of course, food packages can also be contagion
transmitters, but as utmost papers suggest, the chances that these could carry the
contagion are veritably low. The threat is presumably the loftiest in crowded super-
markets, and numerous papers argue for proper preventative measures this content,
still, leads far down from profitable impacts. How to eat healthy food during the
epidemic is also an issue mentioned constantly indeed in the profitable news, which
also leads veritably far from our main story. Trade and Other Impacts-On the one
hand, the corona virus seems to help liberalize agro-food trade. China, for case,
has formerly blazoned a significant reduction of tariffs for US- grounded products,
thereby continuing to step back from a times-long trade war hurting both husbandries.
Products concerned include agrarian goods like soybeans, pork, cotton and wheat.
Although coming from a different sector, masks and gloves are also of critical signif-
icance for husbandry as keys to decelerate down the epidemic locally [6]. Another
intriguing angle of the epidemic is the rapid-fire increase ecommerce, as reported
by some papers. At the time of jotting, direct deals from growers to consumers were
on the rise, together with the increase of ménage food consumption. The issue on
everyone’s minds was how to get their businesses through the current extremity
caused by the health pitfalls associated with the COVID-19 epidemic and by the
counter blockade that has forced them to close their businesses. With the option of
delivery or take-away service still allowed in the country, the entrepreneurs sharing
in the discussion participated their answers to some important questions like, how
are they facing the extremity? How are they continuing to add value to their brands?
And how are they preparing for the day when they can renew their businesses? Some
strategies come in front of result to hand with the critical situation.

5 Conclusion and Recommendations

The epidemic called COVID-19 complaint has a great impact on the conduct and
conditioning of humanity, husbandry isn’t outdoors this impact. Food demand and
therefore food security are greatly affected due to mobility restrictions, reduced
copping power, and with a lesser impact on the most vulnerable population groups.
As cases of contagion increase, governments take further drastic measures to stop the
spread of the contagion, also impacting the global food system. The premise of any
measure espoused should be to cover the health and food security of the population,
to the detriment of profitable growth, although some governments go in the contrary
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direction Everyone around the world likely knows that husbandry is one of the most
changeable sectors. This principle seems to come indeed nay now. Farmers, food
processors, retailers and nearly all stakeholders of the sector now wonder what’s
coming next. Everything depends on the length of the epidemic. Still, these first
responses led to stockpiling gets at the manageable level. However, these sweats will
surely not be enough, if the epidemic lasts for numerous further months. It’s apparent
that the COVID-19 epidemic turned the world upside down, including husbandry.
Much further work is now demanded from colorful scientists working in different
fields to assay the goods. In the current situation when long-term data aren’t yet
available, this abstract paper might serve as a background for unborn exploration in
pressing the fields of global interest in husbandry and related sectors. As a limitation
of the study, note that our analyses are grounded on English-language results only,
which, on the one hand is accessible and, on the other hand, poses some bias. It
would have been an endless exercise to probe papers in all languages of the world.
Although original issues can also be important, we suppose that all major global
issues raised in the period analyzed are covered by our hunt and results.
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Analysis of Compressive Strength )
of Concrete Cubes Made from Different e
Sources of Water

Anil Shirgire, Nitin Shinde, Hemchandra Pawar, Satyawan Jagdale,
and Ravikant Sathe

Abstract The current study was carried out to find the effect of different sources
of water on compressive strength of concrete cubes. The concrete mix with M20
grade and water to cement (W/C) ratio of 0.5 were used for this current study. Water
samples like well water, waste water, tap water, Tube well water and packed drinking
water were collected from various sources at Pimpri area and were used for casting
of 150 x 150 x 150 mm concrete cube sizes. The curing was done for 28 days.
The cubes were crushed for determining compressive strength after 7 and 28 days.
The results obtained showed that the concrete cubes -compressive strengths of made
with well water, tap water, mineral water and waste water with increasing days were
increased and too much variation in their compressive strength was not found.

Keywords Concrete testing + Compressive strength - Water Parameters + Sources
of water

1 Introduction

Concrete made from cement is mixture of water, pebbles, sand, cement and crushed
rock when it is properly moulded it became hard like hard stones. The major compo-
nent of concrete is aggregate. The quality of aggregate and concrete always find out
and that qualities being maintained whereas quality of water not properly maintained
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or that much controlled [1, 2]. Now water quality is also essential parameter in deter-
mining strength of concrete, it is exercised to determine quality and purity of water.
The mix proportion calculation is done and its design is also done properly for M20
grade of concrete as per IS 10262 standard. In present study bore well water, well
water, tap water, waste water and tap water are tested and is used in concrete. The
cubes of concrete are made by all this type concrete are tested in this study. The sizes
used for making blocks were 150 x 150 x 150 mm. The compressive strengths were
calculated at 7 and 28 days.

2 Objective

To determine effective concrete strength by comparing different type of water.
To recommendation on basis for this study.
3. Find out alternate option for tap water by waste water.

N =

3 Methodology

3.1 Water

The drinking water which was available is used for study. The IS 3025-1986- BIS-
1986 having PH value 7.0 of water is preferred for addition in concrete. The Water
to cement ratio used was 0.5 with M20 grade of concrete as Bore water, well water,
bore well water, Bisleri water (mineral water) (various qualities of water) were used
to cast 150 mm cube of concrete [3-6] (Fig. 1).

Fig. 1 Collection of waste
water
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Fig. 2 Mineral water sample was being used to mix the concrete

3.2 Mixing

See Fig. 2.

3.3 Experimental Set up of Concrete Compression Test

See Fig. 3.

Fig. 3 Compression testing machine
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Fig. 4 Machine indicator
needle (point of failure)

3.4 Compression Test

Compression test is the most common test conducted on hardened concrete, partly
because it is an easy test to perform, and partly because most of the desirable char-
acteristic properties of concrete are qualitatively related to its compressive strength
[7-9].

The cube specimen is of the size 15 x 15 x 15 cm. If the largest nominal size
of the aggregate does not exceed 20 mm, 10 cm size cube may also be used as
an alternative. Cylindrical test specimens (Fig. 4) have a length equal to twice the
diameter. They are 15 cm in diameter and 30 cm long. Smaller test specimens may
be used but ratio of diameter of the specimen to maximum size of aggregate, not
less than 3—1 is maintained. This Compression testing Machine (Fig. 4) was used on
the seven day, and twenty eight day cured concrete specimens. For each test day, the
cubes were placed in the loading apparatus, and the load was actuated at a controlled
loading rate [10, 11].

4 Result and Discussion

4.1 Result of Concrete Mix Design

See Tables 1, 2, 3,4, 5 and 6.
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Table 1 Trial mix results of concrete cube M-20
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Test details Unit Compressive strength of concrete cubes
Sample No. - 1 2 3
Specimen ID - A-1 A-2 A-3
Date of casting - 05/05/2022 05/05/2022 05/05/2022
Age. of specimen Days 7 7 7
Date of test - 12/05/2022 12/05/2022 12/05/2022
Maximum failure load Tonnes 60 61 60
Compressive strength N/mm? 26.16 26.596 26.16
Table 2 Mix proportion of concrete
Proportion Water Cement Sand Coarse aggregate
By weight (kg/m®) 191 382 705 1155
Weight (kg) 0.5 1 1.85 3.02
Volume (liters) 0.5 1 2.16 3.52
For 1 bag of cement, the quantities of material are
By weight (kg/bag) 25 51 92 150
Table 3 Weights of cubes (Kg) for 7 days of different water samples
Type of water Sizes of cube Age of cubes Weights of cube in | Avg. weights
sample (mm) (days) kg (Kg)
Well water 150 x 150 x 7 8.7 8.8
150 9.0
8.8
Tap water 150 x 150 x 7 8.8 8.8
150 8.9
8.8
Mineral water 150 x 150 x 7 9.2 9.1
(Bisleri) 150 9.1
9.1
Waste water 150 x 150 x 7 9.2 9.1
150 9.1
9.1
Borewell water 150 x 150 x 7 8.8 8.9
150 9.0
8.9
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Table 4 7 days compressive strength

A. Shirgire et al.

Type of water | Cube size Age of cubes | Compressive | Compressive | Average
sample (mm) (days) strength strength (N/ strength (N/
(Tone) mm?2) mm?)
Well water 150 x 150 x |7 51 22.2 23.0
150 55 23.1
52 235
Tap water 150 x 150 x |7 60 26.2 26.3
150 60 26.2
61 26.6
Mineral water | 150 x 150 x |7 62 27.5 27.2
(Bisleri) 150 64 275
61 26.6
waste Water 150 x 150 x |7 47 20.5 20.6
150 47 20.5
48 20.9
Borewell water | 150 x 150 x |7 60 26.2 24.9
150 60 257
52 22.7

Table 5 Weights of cubes (Kg) for 28 days of different water samples

Type of water Cube sizes Age of cubes Weights of cube in | Average weights
sample (mm) (days) kg (Kg)
Well water 150 x 150 x 28 8.6 8.9
9.1
Tap water 150 x 150 x 28 8.9 8.9
8.9
Mineral water 150 x 150 x 28 8.8 8.8
(Bisleri) 150 8.9
8.8
Waste water 150 x 150 x 28 9.1 8.8
150 9.1
8.7
Bore well water | 150 x 150 x 28 8.8 8.8
150 3.8
8.9
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Table 6 28 days compressive strength

Type of water Cube size (mm) | Age of cubes Compressive Avg. strength (N/
sample (days) strength (N/mm?2) mm?2)
Well water 150 x 150 x 28 32.7 30.2
150 30.5
27.5
Tap water 150 x 150 x 28 28.3 29.6
150 29.6
31.0
Mineral water 150 x 150 x 28 36.6 34.2
(bottled) 150 34.9
31.8
Waste water 150 x 150 x 28 314 31.8
150 323
Tube well water | 150 x 150 x 28 25.7 28.5
150 28.8
31.0

5 Result and Discussion

®

(i)

(iii)
(iv)

)

The final findings gives favorable results. Final results showed that concrete
made with different types of water samples such as ground water, packed
drinking water, waste water, ground water etc. had 7 days and 28 days compres-
sive strength equal to or at least 85% of the strength of reference specimens
made with fresh clean water for M20 grade of concrete.

From the analysis of test carried out, it was revealed that, the concrete made with
doubtful water sample i.e. waste water sample with constant water cement (W/
C) ratio of 0.5, there was about 15% less 7-day compressive strength compared
to reference specimen.

The compressive strength obtained for concrete made by mineral bottled water
was 14% more strength than the cubes prepared from tap water.

The concrete cubes prepared with Tube well water (underground water) having
slightly less 28-day compressive strength, compared to other cube specimens.
(It was less by 5% compared to reference cube specimens).

It was recommended from this study slightly salty, alkaline, acidic, colored or
smelling water should be used for concrete making regularly, as there is water
scarcity in many part of world.
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By Using Ansys, Conduct a Free )
Vibration Analysis of a Cantilever Beam oo
for Several Materials with Different

Cross Sections

Prashant Mali and Swanand Kulkarni

Abstract The analysis of vibration in a cantilever beam is crucial for many mechan-
ical applications, including machinery, building construction, propeller shafts and
areophane wings. A thorough analysis was conducted to assess the effects of changing
the cantilever beam’s length, width, and thickness. In this paper, study is done. This
is done by keeping an eye on the beam’s native frequency as this sways freely there
are two distinct phases to the study. The first stage is hypothetically carried out by
figuring out the inherent frequency of a specimen with different lengths, widths, and
thicknesses while attempting to change the specimen’s material. This indicates how
the specimen’s measurements and substance have the greatest impact on minimizing
resonance frequencies. The outcomes of the second phase are used to validate the
outcomes of the first phase. In order to achieve this, the experimental phase condi-
tions are modelled into ANSYS Workbench 14.5 while taking into in adjusting the
specimen material, take into account the cantilever beam with different lengths, thick-
nesses, and widths. The theoretically derived findings are then compared to all of the
data from the ANSYS workbench package. It was calculated that 1.655% was the
highest conceivable percentage of natural frequency inaccuracy.

Keywords Cantilever beam + Ansys - Natural frequency + Mode shape - Vibration
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1 Introduction

Vibration is indeed the displacement of a body or system of related bodies from
its equilibrium position or its recurrence after a predetermined period of time. The
associated with excessive vibration include the failure of components to balance,
misalignment, wear, looseness, and damage to the equipment, an increase in the
load on the bearing, among many other items. Such impacts also involve the manu-
facturing of unfriendly noise and excessive energy consumption even by machine
[1]. A large piece of machinery or something comparable to an aircraft’s engine
are likewise subject by vibration. Fatigue and excessive vibration are generated as a
result of this resonance. Machine performances are decreasing. Each vibrating body
is supposed to vibrate with a specific frequency or larger amplitude in general. This
frequency is considered as the resonance frequency, which is also referred as the
natural frequency. In order to prevent resonance, it is therefore necessary to study
these natural frequencies and create a solution [2]. According this description, the
body is considered to vibrate freely or naturally when no external force imposes any
force on it after an initial displacement. Free or natural frequency is the frequency of
a vibration that really is free or natural. The amplitude keeps continuously decreasing
with time. An examination of a cantilever beam’s free vibration for various struc-
tural elements, modifications in beam length, and variations in beam material are the
subjects of this paper. It illustrates that the natural frequency of varying properties
differs, helping us in choosing the material which will work the best for our appli-
cation. Using ANSYS Workbench 14.5, the value of natural frequency is calculated
theoretically for the free vibration analysis and cross-checked [3].

2 Scope of Work

In this analysis, we measured the frequencies of beams for different cross-sectional
areas comprised of three different types of materials: mild steel, aluminium alloy,
and copper alloy with cantilever support. With Euler Bernoulli’s beam theory and
ANSYS 14.5 software, we attempt to perform a comparative analysis of the actions of
different sections under different cross section areas based on the natural frequency
with an initial displacement. The main goal of the research was to investigate whether
various cross-sections of beams and materials respond while vibrated.
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3 Principal Goal

As every fixed beam utilized in the manufacturing of vehicles, industrial machinery,
aircraft, and home appliances has one end left open, it is essential to comprehend
how well these beams vibration. The following is indeed the yoke’s main objective.

1. A deep understanding of the way a beam configuration with a fixed end and a
free end with a changing cross section behaves.

2. to analyses a beam with such a fixed end and a free end using FEA.

3. Are using a numerical method to analyses a beam including one end fixed and
the other free.

3.1 An Advantage of Vibration Investigation

(1) Understanding whether machine sections respond dynamic.

(2) Understanding the machine’s mechanical condition.

(3) Understanding whether such a hypothetical capacity increase is possible.

(4) Performing rebuilds the most inexpensive manner feasible.

(5) Trying to anticipate future mechanical problems and avoiding unplanned
shutdowns

(6) Knows how to fix for problems such as gear train failures and barring.

4 Information

To perform the analysis, mild steel, aluminium alloy, and copper alloy beams are taken
into consideration. By changing the geometries of the beam, the cross sections of
materials are assumed to be rectangular and also have different support conditions.
Following the analysis of a materials, methods includes theoretical analysis and
FE analysis are used. The application of Euler’s beam theory simplifies theoretical
analysis. With both the assistance from ANSYS Workbench 14.5, finite element
analysis (FEA) is accomplished. For a first mode of vibration, the theoretical part
results are supported by a numerical approach.

The cantilever beam, with a fixed end and a free end, was used for free vibration
analysis and was decided to make of different materials, such as copper alloy, mild
steel, and aluminium alloy [4] (Fig. 1; Tables 1 and 2)
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Fig. 1 Cantilever beam

Table 1 Specification of

bram Dimension
Length 500 mm
Width 50 mm
Thickness 5 mm
Table 2 Properties of beam Mild steel | Aluminium alloy | Copper alloy
Density (kg/m3) | 7850 2770 8300
Young’s modulus | 205 71 110
(G pa)
Poisson ratio 0.303 0.33 0.34

5 Theoretical Analysis

It was assumed in the theoretical calculation, which was done using Bernoulli’s Beam
Theory by Euler that the change in frequency was caused by changes in the moment
of inertia and beam length. Equation (1) can be used to calculate the frequency of a
uniform cantilever beam with a rectangular cress section area.

Fn= 121 (B D] "2 V(E/(pAIN4 ) M

where
A = the area of the beam’s cross section.
L is the beam’s length. = material density.
E = elasticity modulus.
I = is the moment of inertia.
I = Bending mode value.
The initial bending mode’s value for 1 is 1.875104.
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':;;ailejlle 3 Caleulation of mild Condition of beam Fnin Hz
Long condition 13.644
Short condition 20.383
Thick condition 23.114
Thin condition 9.906
Wide condition 16.510
Narrow condition 16.510
Long and narrow condition 13.644

It is feasible to determine the frequency of homogeneous cantilever beams made
of various materials using this formula [5, 6].

5.1 Calculations of First Mode for Mild Steel

For Cantilever Beam (Table 3),
(1) Original Condition-

L =500mm=0.5m, A =0.05 x 0.005=2.5 x 107* m?,
o = 7850 kg/m?,
I=(bd®)/12 =5.208 x 10710 m*.

5.2 Calculations of First Mode for Aluminium Alloy

For Cantilever beam,

(1) Original Condition-
L =500mm=0.5m, A =0.05 x 0.005=2.5 x 107* m?,
p = 2770 kg/m?,
I = (bd3)/12 = 5.208 x 10~ m*.

Table 4 and 5 shows calculation of first mode for Aluminium alloy and for copper
alloy.
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;&:;l: ?o " Sﬂﬁﬁiﬁ;{(@rg Condition of beam Fnin Hz
Long condition 13.518
Short condition 20.193
Thick condition 22.899
Thin condition 9.814
Wide condition 16.356
Narrow condition 16.356
Long and narrow condition 13.518

Tables gﬂ;‘ﬁﬁ?;fg“ Condition of beam Fn in Hz
Long condition 9.720
Short condition 14.520
Thick condition 16.466
Thin condition 7.057
Wide condition 11.761
Narrow condition 11.761
Long and narrow condition 9.720

5.3 Calculations of First Mode for Copper Alloy

For Cantilever Beam,
(1) Original Condition-

L =500 mm=0.5m, A =0.05 x 0.005=2.5 x 10~* m?,
p = 8300 kg/m3,
I = (bd3)/12 = 5.208 x 10~ m*.

6 Discussion

The free vibration analysis of a cantilever beam is conducted in the current work util-
ising a theoretical method and a numerical technique using Ansys. Between 0.6135
and 1.6555% is the range of the error between the theoretical approach and the
numerical approach. The accuracy of the model is demonstrated by the discovery
that the relative error between the two approaches is extremely small. The highest
possible percentage of natural frequency inaccuracy was discovered to be 1.655%.
Distinct materials combined exhibit different natural frequencies for the first mode
form. Here, we can see that several materials, such as mild steel, aluminium alloy,
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and copper alloy, have been compared for various cross sections. As seen in the above
data, copper alloy has a lower frequency than mild steel and aluminium alloy.

7 Conclusions

After obtaining results utilising a theoretical strategy and a numerical technique,
the following conclusions are drawn. This is accomplished by incorporating the
experimental phase conditions for a variety of materials, such as copper alloy, mild
steel, and aluminium alloy, into the ANSYS technique.

1.

2.

w

The length of the beam grew by 50 mm at the same cross section area (50v5),
while the frequency of the beam fell by between 2.0535 and 2.8792 Hz.

After altering the cross section area of the beam, the frequency of the beam
increased by between 4.7153 and 6.6160 Hz, and the thickness of the beam
increased by 2 mm (500 x 50 x 7).

It has been noted that a change in beam width has no effect on frequency.
Taking into account the dimensions (550 x 50 x 5), which saw an increase in
length of 50 mm and a drop in width of 5 mm, the frequency of the beam reduced
by 2.0574-2.8837 Hz when compared to the original beam (500 x 50 x 5).
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Optimization of Takali Zone in 24 x 7 )
Water Supply Network of Pandharpur oo
City

Mukund Pawar and N. P. Sonaje

Abstract The natural driving force is water. The entire globe fights to protect it.
Water wasting is a serious problem for us because India is one of the top 12 countries
that lack access to clean water. India’s population is growing, and as a result, so is
the country’s need for water. An effective water distribution network, which may
be created using cutting-edge hydraulic software like Water GEMS, can satisfy this
expanding need. Pandharpur city has been chosen to transform the current water
supply system into a continuous 24-h system using the Water GEMS software. The
pipes utilized in the water distribution system represent the biggest investment. From
an economic perspective, the design, modelling, and optimization of pipes in the
water delivery system are crucial. As a result, this article uses WaterGEM software
to carry out optimal pipe network design for turning current networks into 24 x 7
water supply system networks. The Pandharpur region is where the initial study of
the current water supply network system for one zone, Ambedkar Nagar ESR, is
conducted.

Keywords 24 x 7 water supply system - Optimal design - Darwin designer *
Water GEMS software

1 Introduction

With the increasing cost of pipes and related accessories, it is important to develop
a suitable pipe network optimization approach. Under-design issues can result in
undesirable and costly pipe failures, and over-design can result in wasted resources
[1]. Issues arising from both over-design and under-design can be minimized by
incorporating an efficient search for an optimum design with the lowest life cycle cost.
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This chapter aims to optimize the water distribution system in Pandharpur city using
the Darwin Designer optimization tool in Water GEMS [2]. The optimization process
is applied to find the optimal pipe diameter to supply adequate water quantities at
satisfactory pressures to the end-users. Darwin design approach is suitable for solving
the optimization problems with very large solution spaces, which cannot be solved
using conventional optimization methods [3].

2 Optimization Problem Formulation

For designing or rehabilitating a wide range of optimization performance parameter
issues must be taken into account while designing a water distribution system. Costs
associated with construction, operation, and maintenance are likely to be the main
focus. In the pipe network design, the highest cost contribution comes from the pipes’
cost, and hence proper pipe selection needs to be given the highest priority [4]. The
main restrictions result from the need to maintain sufficient pressure heads at the
client end while yet meeting the desired demands. Additionally, the nodal pressure
heads and water flow in a distribution system must adhere to the fundamental rules of
mass and energy conservation. Therefore, the formal optimization problem becomes
with minimization of capital investment plus pipe costs, subject to:

Meeting hydraulic constraints,
Fulfilling water demands, and
Satisfying pressure requirements.

By optimizing the pipe diameter, the research’s design difficulties for pipeline
systems are resolved. By optimizing pipe diameter, the cost of the system can be
reduced. By maximizing pipe diameter under steady-state flow circumstances, the
primary goal of cost minimization is accomplished.

Total Network cost is given by:

Subjected to

ii(l: =" LiCi(di) (1)

Pressure head requirements Pj > Pjand Pipe diameters available di = dA.
Where, T'c = total cost of network

Li = Length of ith pipe in meter

Ci (di) = Cost per unit length for that diameter of ith pipe in Rs.

n = total no. of pipes in network o = penalty parameter in Rs.

Pj (A) = Pressure Head available at jth node in meter

Pj (B) = Pressure Head required at jth node in meter

f = Friction constant

Q'= Discharge required in ith outlet in lps d; = diameter of ith pipe in meter
d?* = commercially available diameter in meter.
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3 Methodology for Solving Optimal Design Problem

With the choice of pipe sizes as the decision variables, the water distribution system
(WDS) design problem is described and solved here as a single-objective optimiza-
tion problem. The network’s cost reduction is a consideration for the primary param-
eter. The goal of the best design approach described here is to reduce overall design
expenses while maintaining steady-state minimum head requirements. The processes
for designing the distribution network in the best possible way using waterGEMS’s
Darwin Designer technique are listed below.

i. Setting the Darwin Designer Problem: Using the Darwin Designer option
from the waterGEMS a “New Designer Research” is created. For solving the
optimization problem, a "New Optimized Run" option is selected.

ii. Creating a pipe network: This step is similar to adding pipes to a new design
or rehabilitation culture as explained earlier in Chap. 3. A new pipe group mark
has been developed. A selection field can be found under the ‘Factor IDs’ tab.
First pressed the cell, then the ellipsis button (*...”). This will open a new dialog
box where you can choose the elements that should be included in the design
optimization

iii. Adding Cost data: There is a tab for Cost / Property. We may enter cost data
here for a specific pipe size or rehabilitation action. Select the New Icon and
either ‘Group Design Options’ to build a new entity. For Design Option Group,
the material, diameter, Hazen Williams C factor, and unit cost are all added.

iv. Optimized Design Run: The optimized design analysis employs a genetic algo-
rithm to find the best possible solution within a set of parameters. The optimized
design analysis has no true optimality; it simply knows the best solution in
comparison to other solutions found during computation. The optimized design
analysis, on the other hand, goes through a large number of potential solutions
and can still find a good match for the model.

Once the optimization setup is created, the Darwin designer performs various
combinations of experiments with different pipe sizes or recovery activities that fall
within the constraints entered on the Design Event tab before determining the best
solution for the target type. Darwin Designer keeps working until the right solution is
obtained, meeting the convergence criteria. The results are presented similarly to the
single run steady-state simulation, but there is the option to view up to ten solutions.

4 Optimally Designed Pipe Network

Figure 1 shows the length comparison between pipe lengths from manual design and
pipe lengths obtained in Darwin optimization with respective diameters from zone-
1 Ambedkar Nagar ESR. The optimization solution provides the lesser diameter
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Fig. 1 Zone-1 pipe length comparisons

requirements by giving minimum pipe diameter of size 80 mm which results reducing
the lengths of pipes of diameters 100, 150 and 200 mm. Therefore, overall pipe cost
reduction as compared to the steady state analysis.

5 Cost Analysis of Optimal Network

The cost analysis of the pipes used in the steady state analysis has been carried out
in Chap, 5. Total pipe lengths of Pandharpur city network is about 262,197 m. To
construct this network total estimated expenditure based on the pipe costs per meter
given in the Detailed Schedule Rate (DSR) of Pune region is Rs. 11,086,476. This
cost is just for the piping of the network without considering excavation charges.
The summary of this cost analysis is shown in the Table 1. The table shows that
the Darwin optimization is able to reduce the cost of the network in each zone by
about 8-29% and overall cost that can be saved by the Darwin Optimization is about
16.11%.

6 Design Criterion Validation of the Optimal Network

To check the optimally designed network satisfy the pressure and head loss criterion
as per CPHEEO [4], steady state analysis of the optimally designed network has been
carried out for the three stages of the water demands. Figure 2 shows the pressure
values at each junction of the 13 zones of the network for the ultimate stage of water
demand. Tables 2 and 3 shows the pressure and head loss summary of the optimally
designed network for the all the zones for the three stages of demand. From the steady
state analysis summary data, it can be seen that the optimally designed network not
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Table 2 Zone-wise pressure summary of the optimally designed network

Zone No. Immediate stage Intermediate stage Ultimate stage
Minimum | Maximum Minimum | Maximum | Minimum | Maximum
(m) (m) (m) (m) (m) (m)

Ambedkar |12 21 12 23 12 24

Nagar

Table 3 Zone-wise head loss summary of the optimally designed network

Zone No. Immediate stage Intermediate stage Ultimate stage

Minimum | Maximum | Minimum |Maximum | Minimum | Maximum
(m/km) (m/km) (m/km) (m/km) (m/km) (m/km)

Ambedkar |0 0.41 0 0.52 0 0.71
Nagar

only satisfied the pressure head loss criterion for the ultimate stage of water demand
but also satisfies it for immediate and intermediate stage of water demands.

7 Conclusions

In this research paper the proposed network suggested for Pandharpur city which will
cater water supply for 24 x 7 is optimized using Darwin optimization approach. The
pipe diameters required for the network has been optimized for the cost reduction of
network keeping the constraints as pressure at each junction and the pipe diameters
available in the market. The optimally designed network could save a piping cost by
about 16.11% by satisfying the pressure and head criterion for all the three stages of
water demands.
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Sustainable Development of Blended )
Cement by Using Colloidal Nano er
Alumina

Anirudh Harishchandra Shirke and Manish Patkar

Abstract Nanotechnology is the current cutting-edge technology used in the
construction industry. Day by day cost of cement is increasing enormously. One
ton use of cement in concrete produces around 1 ton of carbon dioxide. Hence it
is essential to replace the cement partially in the preparation of concrete. In the
paper, cement is replaced by fly ash and colloidal nano-alumina. This task plans to
create nano concrete and concentrate on the impacts of nano alumina on the proper-
ties of cement. In this examination, the concrete is supplanted by 10% Fly-ash and
AlI203 nanoparticles of various percentages such as 0.5, 1, 1.5, 2.0, 2.5, and 3% in
M 40 grade of cement. From the result, it is revealed that by the addition of fly ash
and colloidal nano alumina compressive strength, split tensile strength, and flexural
strength enhances by 4.1%, 10.75%, and 23.92% respectively.

Keywords Colloidal nano alumina + Compressive strength - Flexural strength -
Nondestructive test

1 Introduction

The use of cement concrete in the construction industry has undergone amazing
developments over the last ten years [1]. Concrete is a crucial part of building work
when it comes to construction materials [2]. Without concrete, the engineering work
cannot be finished [3]. In order to correctly bind the material, concrete is the lifeblood
of civil engineers [4]. Cement, coarse aggregate, and fine aggregate are combined
to create concrete [5]. The high compressive strength of the concrete is crucial for
construction activity [6]. Concrete determines the construction’s key characteristics,
distinctive shape, and structural strength [7]. Concrete can lengthen the useful life of
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the building and increase its toughness [8]. Construction of bridges, docks, harbors,
roads, tunnels, conduits, sewage systems, marine structures, monuments, etc. all
benefit greatly from the use of concrete [9]. Around 450 million cubic meters of
concrete were consumed nationwide in India in 2012, and that number is expected to
increase to 800 million cubic meters by 2020 [10]. Universally concrete is a signifi-
cant construction material used due to its durability and versatility [11, 12]. One ton
use of cement in concrete produces around 1 ton of carbon dioxide hence having a
bad impact on global warming directly or indirectly. So, it is essential to replace the
cement partly to reduce the overburden on the environment. As nanomaterials are
significant because of their unique properties, for example, high surface-to-volume
proportions, as the surface region per mass of material, expands, which leads to a
bigger measure of the material can show up in contact with adjoining materials,
hence the nanomaterial are more reactive. Application of Nanomaterial in construc-
tion work is an innovative technology, as nanomaterial applies the science, and engi-
neering technology for monitoring and enhancing the performance of material on a
nanoscale. Nanomaterial can build the block at a molecular scale and hence nanoma-
terial is area investigated and examined on a large scale [13]. In the last two decades,
the application of nanomaterial in the construction industry become popular as nano-
material having unique salient features. The construction activities were accelerated
by the application of nanomaterial.

2 Methodology

As per the Indian Standard method (IS-10262) mix designs for M -40 grade of
concrete was prepared. The specific Gravity of cement is 3.15, Coarse Aggregate of
size 20 mm was used. As per the IS 456-2000, the water-cement ratio is considered
in the range of 0.35-0.45. The calculation has been mentioned in Table 1 as per the
IS 10262.

Table 2 shows the concrete mix with different proportions of colloidal Nano
Alumina (CNA) and Fly ash. Casting was carried out for 3, 7, and 28 days.
Compressive strength, Flexural Strength, and Split tensile strength of the mix were
carried.

In this paper replacement of OPC by P-60 grade of fly ash was used at 10%
and colloidal nano alumina was used at 0%, 0.5%, 1%, 1.5%, 2%, 2.5% and 3%
respectively. The strength of concrete depends upon the optimum workability of
concrete. Hence maximum workability is kept while preparing the concrete. The
workability of concrete depends upon the properties of the construction material
used for the construction. The colloidal nano alumina has an influence on the water-
binder ratio. Due to the application of nano alumina workability of concrete will
be regarded as surface area increases by the application of colloidal nano alumina.
Hence superplasticizer was used to obtain the optimum workability of concrete.
Table 3 illustrate the slump cone value in mm and the replacement proportion of
Nano alumina and fly ash.
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Table 1 Observation and calculations

S. No. Property of material Value

1 Characteristic compressive strength 40 N/mm?

2 Standard deviation (S) 5

3 Target mean compressive strength, Fy = fck + 1.65Xs 48.25 N/mm?

4 W/C ratio 0.38

5 Type of cement OPC(53 Grade)

6 Coarse aggregate size 20 mm

7 Cement specific gravity (S, 3.15

8 Fine aggregate specific gravity (St,) 2.6

9 Coarse aggregate specific gravity (Sca) 2.825

10 Per m® of concrete water content 140 kg/m?

11 Cement content 375 kg/m?

12 Total fine aggregate 858 kg

13 Total coarse aggregate 1186.5 kg
Table 2 Concrete mix with different proportion of CNA, and FA

Materials in % Quantities in Kg

Concrete mix No. | Cement | Fly ash | CNA | Cement | Fly ash | CNA | Water | C.A FA
Al 100 0 0 375 0 0 140 | 1186.5 | 858
B1 90 10 0 337.5 37.5 0 140 | 1186.5 | 858
Cl 89.5 10 0.5 |[33581 |375 1.67 | 140 |1186.5 | 858
C2 89 10 1 334.125 | 37.5 3375|140 | 1186.5 | 858
C3 88.5 10 1.5 |33243 |375 506 |140 [1186.5 | 858
c4 88 10 2 330.75 |37.5 6.75 | 140 |1186.5 | 858
C5 87.5 10 25 [329.06 |375 843 | 140 |1186.5 |858
C6 87 10 3 32737 |375 10.12 | 140 | 1186.5 | 858
Table 3 Replacement of nano alumina and fly ash

S. No. Replacement of cement Slump (mm)

Fly ash Nano alumina

1 00 00 74

2 10 00 67

3 10 0.5 62

4 10 1 59

5 10 1.5 54

6 10 2.0 53

7 10 2.5 51

8 10 3.0 49
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3 Results and Discussion

To analyze the effect of the replacement of nano alumina and fly ash on the preparation
of concrete compressive strength was carried out for 3, 7, and 28 days. The result
obtained were summarized in the Table. 4. From the results it is concluded that
by the addition of fly ash alone the compressive strength of concrete is reduced
reason may be fly ash has fewer bind properties as compared to cement. Optimum
strength achieved with the combination of 10% fly ash and 2% CNA was 21.73,
30.51, and 45. 73% for 3 days, 7 days, and 28 days respectively. The compressive
strength of concrete going to be reduced by 2.5 and 3% colloidal nano alumina reason
may be the high rate of water absorption. Similar results were reported by author
Gowda et al. [9].

3.1 Split Tensile Strength

To determine the tensile strength of concrete split tensile strength, need to be calcu-
late. After 28 days generally split tensile strength was carried out. Maximum split
tensile strength obtained was 3.81 N/mm for 10% Fly ash and 2% Colloidal nano
alumina. Similar result was reported by researcher Gerges et al. [11]. Table 5 shows
the split tensile strength of concrete for various proportion of fly ash and colloidal
nano alumina.

3.2 Flexural Strength

Flexural strength of the concrete was carried to find the yield of the concrete. This
test is carried out to check the resistivity of concrete. Flexural strength is also known

Table 4 Compressive strength of concrete by the addition of fly ash and nano alumina

Replacement of fly ash and CNA Avg. compressive strength N/mm?
3 days 7 days 28 days

0% FA + 0% CNA 18.04 27.07 43.90
10% FA + 0% CNA 18.41 26.66 43.54
10% FA + 0.5% CNA 19.77 27.56 44.32
10% FA + 1% CNA 20.06 27.70 44.64
10% FA + 1.5% CNA 20.23 28.89 4521
10% FA + 2% CNA 21.73 30.51 45.73
10% FA + 2.5% CNA 21.04 30.12 44.81
10% FA + 3% CNA 19.58 28.02 4417
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Table 5 Split Tensile

strength of concrete of Replacement of fly ash and | Avg. split tensile strength after

different proportion (28 Days) CNA 28 days (N/mm?)
0% FA + 0% CNA 3.44
10% FA + 0% CNA 3.49
10% FA + 0.5% CNA 3.47
10% FA + 1% CNA 3.52
10% FA + 1.5% CNA 3.69
10% FA + 2% CNA 3.81
10% FA + 2.5% CNA 3.34
10% FA + 3% CNA 3.12

Table 6 Flexural strength of

concrete of different Replacement of fly ash and | Avg. split tensile strength after

proportion (28 days) CNA 28 days in MPa (N/mm?)
0% FA + 0% CNA 5.16
10% FA + 0% CNA 5.44
10% FA + 0.5% CNA 5.25
10% FA + 1% CNA 5.47
10% FA + 1.5% CNA 5.98
10% FA + 2% CNA 6.89
10% FA + 2.5% CNA 6.42
10% FA + 3% CNA 6.28

as modulus of rupture. To check and analyze which type of material is suitable for
the construction and having optimum strength and rupture. Flexural test is essential.
Table 6 represents the flexural strength for various proportion of fly ash and colloidal
nano alumina. Maximum strength obtained is 6.89 MPa for proportion 10% FA, and
2.5. % CNA.

3.3 Non-Destructive Test

Nondestructive test is the special test carried out to check the quality of cement
concrete. Test is performed by passing a pulse of ultrasound through concrete then
measured the time required for the pulse. Highest velocity designates excellent
quality of concrete. Highest velocity required is 10 km/sec it indicates combina-
tion of 10% FA, CNA 2.5% having good quality as compared to other combination.
Similar report has been reported by author Rahman et al. (2020).
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Table 7 Non-destructive test Replacement of cement | Non-destructive test (ultrasonic

in (%) pulse velocity)

Fly ash | Nano alumina | Time in microsec | UPV in km/Sec

00 00 33 4.54

10 00 37 4.05

10 0.5 30 5

10 1 27 5.56

10 1.5 5.76 7.6

10 2 6.25 10

10 2.5 6.55 8.8

10 3 7.30 8.5

3.4 Test Results of Modulus of Elasticity

Optimum modulus of elasticity recorded for the combination of 10% Fly ash and 2%
Colloidal nano alumina was 38.58 GPa. Modulus of elasticity determine the concrete
hardness, and its abrasion resistance. Modulus of elasticity increases by the addition
of 10% fly ash, 2% CNA (Colloidal nano alumina) (Table 7).
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4 Conclusion

The maximum compressive strength, split tensile strength, and flexural strength of
the concrete produced by the addition of 10% fly ash and 2% colloidal nano alumina
are observed as 45.73, 3.81, and 6.89 N/mm?2 accordingly. The standard concrete
typically has flexural strength of 5.56 N/mm?, split tensile strength of 3.44 N/mm?,
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and compressive strength of 43.90 N/mm?. By adding fly ash and colloidal nano
alumina, compressive strength, split tensile strength, and flexural strength are all
increased by 4.1%, 10.75%, and 23.92%, respectively, according to the results.
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Anaerobic Digestion: Addressing )
the Problem of Food Waste L
by Converting it into Biogas

Chetan Patil and Kailasnath Sutar

Abstract In some parts of rural India, biogas production is a crucial energy source.
The statistics show that it is equivalent to 5% of total LPG production. Itis a promising
renewable source of energy. The resources required for biogas production are easily
available in rural and urban areas. Biogas is mostly generated by using degradable
wastes such as animal dung, agro-waste, industrial waste, poultry waste, vegetable,
and food waste (FW), in addition to a combination of a majority of these wastes. The
boost in the production of biogas can be helpful in reducing the load on traditional
energy resources. Biogas production can be boosted by using various techniques, such
as adding different additives, different pretreatment methods, and using the appro-
priate co-digestion technique. The present article discusses how biogas production
can be boosted by using various techniques.

Keywords Biogas - Food waste - Anaerobic digestion - Co-digestion

1 Introduction

Due to the increasing population, industrialization, and urbanization in India, waste
generation is increasing day by day. Control of solid organic waste is a main envi-
ronmental trouble in India. Biomass, which may be solid or liquid wastes such as
organically loaded wastewater, municipal solid waste, sewerage, animal waste, agri-
cultural waste, seaweed, food, and vegetable wastes, can produce biogas via anaer-
obic digestion (AD) [1]. Organic waste is the mainstream for biogas production.
Also, another advantage is to prevent the release of odour and decreases pathogens
that do the degradation of organic waste through AD. Moreover, digested residues
are nutrient-rich and can be utilized as a fertilizer [2]. According to Food and Agri-
cultural Organization (FAO), approximately 30% of the food produced for human
intake around the world is wasted in food supply chain control [3]. In many countries,
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wasted food is currently dumped or burned along with other types of combustible
waste. As food waste (FW) is organic and rich in nutrients, it is a promising supply for
biogas generation and fertilizers via specific degradation processes. As yet, control
of food waste has built increasing interest, with biogas, hydrogen, ethanol, and
biodiesel as final merchandise. Food wasted worldwide and in Asia—Pacific coun-
tries are cereal, rice, sugar, pulses, oil crops, vegetable oil, veggies, beans, onions,
peas, fruits, poultry meat, animal fats, and many others [3, 4]. There are different
sources of FW such as the commercial food processing plants, kitchens, cafete-
rias, big restaurants, and domestic kitchens. However, food wastes are classified as
grains, green vegetables, husks, vegetable oils, catering wastes, etc. The catering
wastes generally contain egg shells, fats, skins, residues from the intestine, undi-
gested gas, and dairy waste [5—7]. AD comes off as the most prominent method for
the treatment of organic waste in comparison to other strategies [8]. It is critical to
produce biomass from different degradable sources because alteration in properties
is challenging [1]. Various approaches have been considered such as: (i) Performance
Parameters, (ii) Pretreatment methods [9], (iii) Co-digestion [10] and (iv) Applica-
tion of different additives [1] to overcome physical and chemical boundaries of the
biomass. Figure 1 reports different approaches to convert FW to biogas [11].

4 Bio-digester_\
\__ __/
Additives
F, | e
Food waste o RN Biomethane
flame
! 1484
Parameters

Fig. 1 Different approaches to convert FW to biogas
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2 Anaerobic Digestion

AD is a good alternative for recycling degradable waste. The AD process follows a
sequence of metabolic reactions, hydrolysis, acidogensis, acetogenesis, and methano-
genesis [8, 12]. The first step that is, hydrolysis, depends on the size and shape of
the waste particles, surface area, biomass, enzyme production, and surface assimi-
lation. Glucose is the end product of hydrolysis. In the acidogenic stage, propionic
acid, butyric acid, acetic acid, formic acid, lactic acid, ethanol, and methanol are
the major products that can be transformed from glucose. Among these principal
products, acetic acid is seen to be an important organic acid because it makes use
as waste to form methane organisms during the process. In acetogenesis, hydrogen
plays an important role. In methanogenesis, the step needs to avoid the accumulation
of volatile fatty acids (VFAs) and need to avoid a drop in pH that slows down the
methanogenesis reaction [13].

In the AD process, practically any organic waste can be biologically converted
into another useful end product in the absence of oxygen. The different microbes
together biodegrade solid organic waste, that results in biogas and other energy-rich
organic compounds as a useful product that is used as fertilizer [8]. In the design
and operation of anaerobic digesters attention is given to the quality of feedstock
compositions, various pretreatment methods, and reactor design and operation. For
example, to get steady biogas, multi-stage anaerobic digesters are superior. They
are well known to enhance biogas production as in these digesters, the acidogenic
phase and methanogenic phase of the AD process are separated. Moreover, single-
stage anaerobic reactors have their advantage, such as low installation as well as
running cost, and are well accepted with advantages. To overcome the failure of
single -stage anaerobic reactors due to their low acid buffering capacities at high
organic loading rates, new strategies have been developed, such as optimizing reactor
quality, co-digested feed for long-term and high organic loading rate to improve
reactor performance and to get steady biogas [14]. The complicated construction of
the digester’s increased investment and maintenance costs has bucked up to accept
the simple structure and cheaper anaerobic systems. Considering these elements,
prefabricated digesters, low-cost biogas digesters, and composite material digesters
have been developed for FW and used in many countries to manage the problems of
constructed digesters. Constructed digesters have disadvantages such as required long
construction periods, comparatively short life spans, high material costs, and main-
tenance and transportation cost. Prefabricated digesters have advantages such as low
price, easily portable, relatively long-lasting, better insulation, corrosion resistance
body, etc. It can balance and optimize the operational status of prefabricated biogas
digesters. Prefabricated digesters provide an affordable, safer, more long-lasting, and
well-organized system to produce energy in many countries [15]. BioPhantom soft-
ware (Belach Bioteknik, Sweden) is used to monitor and record various parameters
consisting of temperature, pH, the quantity of biogas, and the stirrer speed of the
digester [16] (Fig. 2).
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HYDROLYSIS ACIDOGENESIS ACETOGENESIS METHANOGENESIS
Carbohydrates |:> Sugars

Carbonic Acids

& Alcohols
Hydrogen Methane
Fats I:> Fatty Acids |:> Acetic Acids |:>
CcOo, CO;
Hydrogen, CO;,
NH:

Proteins |:> Amino Acid

Fig. 2 Successive stages of the anaerobic digestion process [13]

2.1 Necessary Parameters for Anaerobic Digestion

Key parameters such as temperature range, pH range, carbon—nitrogen ratio, particle
size, inoculum, mixing, and water content play a vital role in AD processes [17].
Biogas production rate is different at different temperatures. Metabolic activities
involved in the AD process get affected by the temperature at successive stages
of AD; hence it is an important parameter for biogas production. To maintain the
required temperature of the reactor, there is a need for external heating and insulation
to avoid inside temperature fluctuations [13]. Maintaining thermophilic (50-70 °C)
or mesophilic (35-45 °C) temperature is necessary for the AD process. To main-
tain higher stability in the process, maintaining mesophilic conditions is necessary,
which is easy compared to the thermophilic condition. But the thermophilic condi-
tion has the advantage of acclimatization, improves the growth of methanogenic
bacteria, reduces retention time, avoids harm to pathogens, improves the digestibility
of bacteria, and degradability of solid substrate [10, 18]. The heating approach can
also be easily applied to small-size household biodigesters. Insulation and substrate
heating are required to maintain a stable digester temperature. Homogeneous heat
transfer and uniform heating of the substrate are possible with the in-vessel method
[19]. The pH range is different at different AD stages. Hydrolysis is 6.0, methanogen-
esis is 6.0-7.0, and acetogenesis is 6.5-7.5 [13, 18, 20]. A comprehensive pH range
required by fermentative bacteria is 4.0-8.5, and maintaining 6.5-7.2 is favourable
for methanogenesis [9]. Factors that affect the pH during the AD process are alka-
linity, volatile fatty acid (VFA), Carbon dioxide (CO,) production, and bicarbonate
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(HCO3) [18]. pH is measured using Hach HQ440d p H meter, Thermo Orion, Model
550A pH meter, and WTW Inolab 7110 model pH meter [10, 21].

A carbon Nitrogen ratio in the range of 20-30 was advised to be convenient
during the AD process. The C/N ratio of some waste products is Duck dung 8, Water
hyacinth 25, cow dung 24, elephant dung 43, sheep dung 19, goat manure 12, pig
manure 18, poultry manure 10, straw from maize 60, straw from rice 70, sawdust
is above 200 [9, 13, 22]. LECO (TruMac) analyzer was used to determine the C/ N
ratio [10].

TS and VFA affect the performance of the acetogens and methanogens. To monitor
and control VFAs, different methods such as gas chromatography, liquid chromatog-
raphy or titrat ion, and back titrat ion was developed, which are cost-effective, speedy,
and simple to overcome the defects of traditional methods [9, 16]. TS and VFAs are
measured by a TitraLab AT1000 Series Potentiometric Titrator, and analysis was
carried out according to SM 2540 D and SM 2540 [10, 21].

The best Inoculum for kitchen waste (KW) will enhance methane yield. Healthy
Inoculum collected affects the methane yield [23]. Hence it is necessary to concen-
trate on the Inoculum to substrate ratio [24]. Additions of active inoculums to biogas
digesters that are preferable to low temperatures have an advantage for the AD
process [13]. Combining different active inoculums with different proportions can
reportedly improve biogas production [25]. To maintain uniformity of fluid in the
digester and stability in the reactor, mixing/agitation is necessary. Mixing improves
the AD process and biological process [13, 20, 26]. Agitator helps to avoid Scum
formation and stratification in the anaerobic digester by combining the biomass with
microorganisms [27]. Water Content-Activities of microorganisms get affected by
water content in the AD process [13]. Research conducted by Demetriades reported
that water content in the range of 60-95% is optimum in the biogas digester [28].

2.2 Pretreatment Methods

There are various pretreatment methods, such as Mechanical, Ultrasound, Thermal,
Pressure-de-pressure, Chemical, etc. The particle size of 0.6 mm was considered
optimum for maximum methane production. Still, the immoderate reduction of the
particle size of less than 0.6 mm of the FW lowers methane production [9, 29].
With experimentation of the Ultrasonic pretreatment method on FW and Cardboard
samples, the adequate time of ultrasonic pretreatment is 45 min for a ratio of 100:0
and 80:20, while for 60:40 and 50:50, the ultrasonic pretreatment time is 60 min. It
is observed that ultrasound pretreatment enhances the biogas yield [25]. Mechanical
pretreatment is completed using a Hollander beater to cut down large size particles
of waste food into smaller size particles of waste food to enhance biogas produc-
tion by increasing the expanse of feedstock. The result shows the pretreatment of
waste food for 1800s beating time; the biogas yield is 610.3 ml/g TS at 39 °C,
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Table 1 Experimental results of mechanical pretreatment

Experiment number Beating time (sec) Temperature (°C) Biogas yield (ml/g TS)
1 0 35 114.2
2 900 35 365.5
3 1800 35 580.00
4 0 37 115.23
5 900 37 384.42
6 900 37 405.52
7 900 37 415.53
8 900 37 425.01
9 1800 37 590.80
10 0 39 125.21
11 900 39 440.23
12 1800 39 610.33

which is the maximum. It far determined that mechanical pretreatment enhances
the biogas yield. The results of the experimentation are shown in Table 1 [30]. In
alkali pretreatment, FW is pretreated with NaOH, KOH, and CaO used to degrade
the complex organic matter, and it improves the solubilization of FW. It enhances
the degradation process during AD, whereas adding 1% CaO to FW showed a better
result of methane production as compared to NaOH and KOH [31]. Hydrothermal
pretreatment (HTP) on co-digested FW and Sewage Sludge alters the physical struc-
ture of FW and sewage sludge, which in turn increases the soluble chemical oxygen
demand, solubilization rate, and VFAs. The capillary suction time, time to filter, and
decrease in particle size which is beneficial for fermentation. HTP temperature of
140° achieved an increase in biogas production by 50% [32]. Hybrid ultrasonic and
alkaline (Na OH) pretreatments were applied on co-digested waste FW and Munic-
ipal sewage sludge. Production gets enhanced by 49% by hybrid pretreatment as
compared to untreated waste [33]. Agricultural waste such as soybean waste, papaya
skin, sugarcane bagasse, rice straw, and blue ginger was used, and they were finely
chopped and ground into small particles less than 5 mm in size and mixed with
Inoculum by mixing co w manure and distilled water in one: one ratio. As soybean
residues contain 40% of total digestible nutrients and other components, it showed
the highest biogas production rate [34].

2.3 Co-digestion Technique

In an AD system, varieties of organic wastes are processed with each other in a co-
digestion technique. The necessity of the co-digestion technique is to stimulate the
breakdown of organic matter, digestion time, and stabilization [35, 36]. Co-digestion
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enhances biogas production, and factors that affect co-digestion are low ph, accumu-
lation of volatile fatty acids (VFAs), i.e. controlled acidogenesis, and methanogenesis
process is necessary to enhance the biogas production [5]. co-digestion of FW and
wood chips showed an optimal increase in production yield by 640%. The favorable
ratio of FW to wood chips is found to be 0.5. Properties such as moisture content,
total solids, volatile solids, and density of FW and wood chips are summarized in
Table 2 [37]. Co-digestion of chicken manure and straw in a ratio of three: three
and chicken manure and goat manure in a ratio of four: two gives better results [10].
Also, experiments were conducted by processing FW with Low Fruit Vegetable and
FW with High Fruit Vegetable waste. FW with High Fruit vegetables showed a
stable performance in comparison with Low Fruit Vegetables due to ammonia inhi-
bition and VFAs, which results in low biogas yield and an increase in solid removals
[38]. Comparisons on biogas production from KW, from cattle manure (CM), and
co-digested KW with CM at room temperature and co-digested KW with CM at
37 °C show the better result, which is summarized in Table 3 [39-41]. At Olive mill
wastewater treatment plants, wastewater co-digested with dried FW, chees showed
an increasing synergistic effect on methane production. Sewage Sludge with a 5%
FCO (Olive mill waste water) mixture resulted in a 170% higher biogas production
rate [42].

Hydrothermal pretreatment is effective on lignocellulosic waste biomass by
destroying the effect on the lignocellulose structure and decreasing crystallinity in
corn cob, which facilitates better co-digestion. When the FW and corn cob were
mixed with anaerobic co-digestion at a Volatile Solid ratio of one: three at 150 °C
achieved the maximum Cumulative Biogas yield of 4660 mL and the maximum
specific methane yield of 316.91 mL/g [43]. As water hyacinth like yams, cassavas,
plantains, and tubers which are easily available in Nigeria, contains indigestible
recalcitrant complex molecules hence the co-digestion of water hyacinth with FW

Table 2 Properties of food waste and wood chips

Parameter Food waste Wood chips
Moisture content (wt %) 87.2 2.7
Total solids (wt %) 12.8 97.3
Volatile solids (wt %) 11.5 64.8
Density (g ml~!) 1.1 0.4

Table 3 Composition of biogas of different sample types with different proportions

Sample type Proportion CHy (%) H3S (%) CO2% Other%
KW and water 1:1 68.63 10.97 20.31 0.09
KW, water, and cow dung 4:5:1 71.08 7.59 21.32 0.01
KW, water, and slurry 5:4:1 74.52 7.70 17.66 0.12
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decreases the biogas production [44]. Co-digestion of coconut copra and cow urine
as co-substrate under the thermophilic condition at 45 °C improved the AD and
increased the performance of the digester. Spent coconut obtained from coconut palm
is highly degradable, and the addition of cow urine increases the waste’s bioconver-
sion faster [45]. Co-digestion of banana peels waste and cow manure where inoculum
ratio was maintained at 2. Cow manure improved the AD process as expected due
to the presence of active microorganisms required for biogas production [46]. In
the domestic wastewater treatment plant, FW is co-digested in the ratio of 2% FW,
and 98% domestic sewage sludge rich in organic matter was found appropriate.
The current strategy maintained the pH range inside the digester [47]. An Exper-
imentation was conducted on two different 1 m® capacity anaerobic digesters for
producing biogas from cow dung and kitchen waste in the ratio of one: one with
water, and the results obtained turned into an average according per day gas yield
of 0.35 m? for cow dung and 0.20 m? for the kitchen waste at a median substrate
temperature of 32 °C and a pH of 6.5— 7.4 for the cow dung and 4.91-7.10 for the
kitchen waste [48].

2.4 Addition of Different Additives/Trace Elements

The addition of different additives or trace elements favours the AD process. As the
trace elements or additives in kitchen wastes are insufficient, their addition favours
the process, which can enhance the biogas yield. The AD process is enhanced by
the addition of metal-rich substrates or various metal elements as an additive to

Table 4 Overview of the addition of additives or trace elements

Author and year Additives/ Stimulation General function
trace concentration
elements
Zhang et al. [9] Sodium (N a) | 350 mg/L Enhances performance at the mesophilic
condition
Zhang et al. [9] Potassium (k) | >400 mg/L Enhances performance at both
thermophilic and mesophilic conditions
Muratgobanoglu Graphite 1-1.5 g/lL It makes possible DIET among distinct
etal. [21] microorganisms and enhances biogas
production
Xiao et al. [49] Granular 2.5 x 10* kg Promotes the degradation of Organic
Activated matter, which accelerates the
Carbon consumption of VFAs
(GAC)
Shamurad et al. Cobalt(Co) 0.24-10 Anaerobic digesters operating at high
[14] mg/L ammonia concentration activates to
Liu et al. [50] stable operation condition
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the biomass; only the inhibition from sodium and potassium is avoided. Also, care
should be taken to avoid inhibition caused due to high concentrations of light and
heavy metal elements [9]. Synergistic effects are observed after graphite addition
to FW, cow manure, and co-digested FW and cow manure. The production rate of
methane increased by 28%, 67%, and 49.6% respectively [21]. Continuously stirred
tank reactors of FW and co-digested wheat straw as co-substrate with or without trace
elements enhance methane production. The addition of trace elements such as Co,
Mo, Ni, Se, and W to the inoculated digestate fed in batch reactors of FW increased the
methane by 45% to 65% [14]. The addition of iron as a trace element affects microbial
metabolism; the deficiency of seven enzymes provided by eight microorganisms is
fulfilled by adding iron as an additive. For enhancing methane production, these
enzymes are necessary during the AD process [41]. In a dry anaerobic digester
along with swine manure, granular activated carbon and assimilated sludge were
employed, which increased the biogas rate by 10.6% [49]. During the AD process,
the addition of different additives such as metal elements, carbon-based accelerants,
biological additives, and alkali addition offered remarkable improvement in the AD
process. Their dosage and different additives showed a remarkable influence on the
improvement of the efficiency of biogas generation [11, 50] (Table 4).

3 Conclusions

The existing review makes evident that AD is one of the useful biological processes
for the treatment of a different variety of biodegradable waste. AD is a multi-stage
process; involving four degradation steps. For each degradation step, microorganisms
are particular and thus could have different environmental requirements which help
the AD process. Hence need to concentrate on the necessary parameters. Breaking
down the particle size of organic waste increases biogas yield, which is attained using
the proper pretreatment method. Inadequate nutrients in the waste inhibit the biogas
yield. Co-digestion technique and the addition of trace elements assist in a stable AD
process that enhances the biogas yield by reducing the H,S and CO,.
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Abstract According to data from Ministry of Petroleum and Natural Gas, as on
1st July, 2021, there are about 29.11 crore LPG consumers. 99.5% households in
India use LPG now for domestic cooking purpose. Net consumption of the gas of our
country is about 145 million standard cubic meters every day. As on 5th March, 2022,
cost of a 14.2 kg cylinder is Rs. 902.0 in Maharashtra. The cost of LPG has increased
by 220% from March 2014 (Rs. 410.0) to March 2022 (Rs. 902.0). This trend shows
that the cost of LPG is going to increase day by day. To control the expenses on
LPG, individual LPG user needs to use it efficiently. A survey of 507 LPG using
households was conducted in 10 villages of Western Maharashtra, India to know the
trends of LPG utilization and to know awareness of people about conservation of
LPG. The results of survey shown that family size of about 45% households was 4
members. The duration of refill of LPG cylinders was about 30 to 40 days in 47%
households. In most of the households, smaller burner of LPG stove was used for
performing common cooking cycles such as making of tea and boiling of milk. Most
of the households prefer pre-soaking of dal and rice prior to cooking. About 78% of
the households still use biomass cookstoves for cooking purpose in addition to LPG
stoves. Only 20% of the LPG using households were found to be the beneficiaries of
the Pradhan Mantri Ujjwala Yojana which was launched by Prime Minister of India
Mr. Narendra Modiji on 1st May 2016 to distribute LPG connections to women of
Below Poverty Line (BPL) families.
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1 Introduction

While 97% of Indian households have access to cleaner cooking fuel in the form of
LPG, its exclusive use for cooking needs continue to remain low in rural areas. A
key factor underlying low usage of LPG among economically poor households is the
high recurring cost of the fuel. The Pradhan Mantri Ujjwala Yojana (PMUY) was
started by the Centre in 2016 to provide clean cooking fuel to poor households. Its
target to provide 8 crore deposit- free LPG connections had already been achieved
in September, 2019. Liquefied Petroleum Gas (LPG) is increasing their popularity
as a day by day. As on April 2016, there were total 16.62 crore LPG customers in
the country which has increased to 29.11 crore as on July 2021. This research seeks
to assess LPG utilization in western Maharashtra.

2 Survey Background

Surveys are useful in describing the characteristics of a large population. No other
research method can provide this broad capability, which ensures a more accurate
sample to gather targeted results in which to draw conclusions and make important
decisions. Surveys can be administered in many modes, including: online surveys,
email surveys, social media surveys, paper surveys, mobile surveys, telephone
surveys, and face-to-face interview surveys. For remote or hard-to-reach respon-
dents, using a mixed mode of survey research may be necessary (e.g. administer both
online surveys and paper surveys to collect responses and compile survey results into
one data set, ready for analysis). Different households in a specific region give us
different trends of LPG consumption. LPG utilization trends are different in different
regions of India. For LPG utilization trends we have conducted survey in LPG using
households. The main purpose of this survey is to know the LPG utilization trends
in WESTERN MAHARASHTRA region. For this survey we have prepared some
questionnaires. These questionnaires are helpful in analyzing different trends of LPG
in different households. We have distributed these questionnaires among the different
households.

2.1 Survey Questionnaires

The questions for the survey were prepared in such a way that the information on
family size, LPG consumption period, use of pressure cooker, presoaking of rice,
frequency of servicing of gas stove, devices used other than LPG stove type of
burner, pot sizes for boiling of milk, making of rice and making of tea, quantity of
milk, consumer is beneficiary of UJJWALA YOJNA etc. can be known.
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3 Survey Results for Family Size and LPG Consumption

3.1 Family Size and Number of Families

After surveying Five Hundred Seven families we have obtained different results
which are useful for our further research work. There are two hundred twenty-seven
families having family size four and ninety-six families having family size three.
Also, there are one hundred eighteen having more than four and sixty-four families
having two family size respectively. In the further study we have also came know
that there are few families having family size one and six respectively. So, we have
concentrated our further study on the family size four. From this result we have
concluded that as compared to other there are maximum numbers of families having
family size four (Fig. 1).

3.2 LPG Consumption Variation for Same Family Size

After surveying several households, we are retrieved some results which are useful
in our further work. This graph is about number of families for four members and
LPG consumption days. In this pie diagram we can see LPG consumption days for
the same family size. There are One Hundred Forty four families which consumes
there LPG within thirty five days and Forty One families within twenty five days.
From the above plot we can conclude that though there is a same family size (4) but
the LPG consumption days are different. Though the family size is same the cooking
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No.of families same size & LPG consumption days.
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Fig. 2 Same family size and LPG consumption days. Source Survey form

practices in different households are different. That’s why the LPG consumption
days are different for the same family size (Fig. 2).

3.3 Rice Making Using Pressure Cooker

Itis well known that huge research is done by leading home appliances manufacturers
on development of pressure cooker. This reflects in Fig. 3 independent of manufac-
turers of the pressure cooker. This reflects in Fig. 3 independent of manufacturers
of the pressure cooker, their capacities etc. the H/D ratios for all of them were in
between 1.21 and 1.50.

3.4 Boiling of Milk (Milk Pots)

As stated earlier pot manufacturer enjoy lot of freedom in manufacturing of normal
pots due to which, for boiling of milk two ranges of H/D ratio were prominently
observed viz. 0.2—-1 that is the H/D ratio for the milk pots in most of the households
from 0.2 to 1 (Fig. 4).
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RATIO OF PRESSURE COOKERS & NUMBER OF
FAMILIES FOR FOUR MEMBERS

M0.60-0.80 MWO0.81-1.00 W1.01-1.20 W1.21-15

Fig. 3 Shows plot of H/D ratio of pressure cookers and number of families with four members

Fig. 4 Shows plot of H/D RATIO OF MILK POTS VS. NUMBER OF FAMILIES FOR
ratio of milk pots and

number of families with four FOUR MEMBERS

members
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4 Limitations of Improved Wood Burning Stove

Today, one-third of the world’s population still relies on solid fuels, whose combus-
tion in turn is the leading cause of death for children under the age of 5 and the
greatest global environmental health threat. As a result, there has been much atten-
tion drawn towards finding a solution to lower exposure to HAP term the two central
choices making the available clean and making the clean available. Determining
the best path has not been straightforward. Until recently, most interventions have
focused on the adoption and sustained use of improved wood-burning cookstoves—
making stoves that burn the widely available, free-of-cost wood fuels in such a way
that it reduces exposure to HAP. However, considering a focus on health, improved
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cookstoves have not demonstrated sufficient reductions in personal exposure to air
pollution.

5 Adoption and Use of Clean Cooking Fuel

Since solid fuel use and HAP exposure affects one-third of the world’s population,
there are significant demands for widespread and scalable solutions. While improved
cookstoves, despite still burning solid fuels, have offered benefits and do reduce
HAP under certain circumstances and will likely continue to improve, it is becoming
increasingly clear that clean fuels are required to bring HAP levels below the WHO
standard for air pollution in the long term. While there are a number of clean fuels—
gas (LPG, biogas), electricity (coil, induction, solar), and ethanol—LPG is widely
used around the world and regularly the first clean fuel to reach rural communities,
making it the most poised to deliver substantial health, economic, and social benefits
by lowering HAP around the world. In addition, LPG faces some specific barriers to
adoption and sustained use: Cost, Availability, Heating Safety concern.

5.1 Clean Cooking Fuel in India

Although LPG has had a presence in India since 1950, From 2009 to 2012, the Rajiv
Gandhi Gramin LPG Vitaran Yojana (RGGLVY) provided 1.5 million new LPG
connections to rural areas. Since 2015, the Government of India, along with three
large oil companies, has begun three major programs to promote LPG to poor
and rural households: (i) Pahal moves fuel subsidies directly to individuals’ bank
accounts, to reduce illicit use of subsidized LPG outside the non-household sector;
(ii) Give it Up enables middle class households to transfer their subsidies to poor
households; and (iii) Pradhan Mantri Ujjwala Yojana (Ujjwala) will provide free
connections to 80 million poor households by 2019). Already 10 million households
have participated in “Give it Up” and 20 million households have received a free
connection through Ujjwala. there is demand for this type of analysis in the literature
and beyond as India and other countries heavily invest in promoting LPG cooking.

[1].
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6 Data and Method

6.1 Clean Cooking Fuel in India

Conducted in 2014-2015, ACCESS is the largest survey of energy access to this
date. It covers the energy access patterns of 8,568 households in 714 villages across
six energy-poor, contiguous states of Maharashtra. The survey was conducted in the
local language, which is Marathi. The 45-min survey instrument contains information
on lighting fuels, electricity use, and cooking arrangements. We use data from the
modules on cooking. The survey contains sampling weights that we use to obtain
descriptive statistics that are representative at the population level.

6.2 Adoption Variable

We asked non-adopting households, “why don’t you have LPG?” Responses were
coded into four options, mirroring much of the central factors limiting clean fuel
adoption in the literature: (i) “Is it not available or too far from your village?”, (ii)
“Is it too expensive to install an LPG connection?”, (iii) “Is the monthly expense of
LPG too expensive?”, and (iv) “Do you not know how to get an LPG stove or whom
to ask?” We support this analysis by describing two central barriers to LPG use:
(1) cost: the cost of LPG cylinders (small and large cylinders from the market and
authorized distributors) and (ii) access: self-reported one-way distance to acquire
LPG cylinders. In addition, we show when the connection was made (years with
LPG) in the study sample.

7 Result and Discussion

This cross-sectional survey of households in rural and peri-urban communities of
Maharashtra has identified current cooking fuel use practices and associated factors
in a region with a relatively well-established LPG market, lower levels of poverty
and national picture. The proportion of households using LPG as a primary cooking
fuel is well below the national target set by the Maharashtra government (58% by
2030). In addition, the problem of fuel stacking is clear with less than 10% of LPG
using households in urban areas reporting they do so exclusively (only 1% of rural
households). Household-level factors identified to be associated with adoption and
sustained/exclusive use of LPG, including household wealth and level of education,
have been well documented as both important potential barriers (lower levels) and
enablers (higher levels) in using cleaner fuels and technologies. However, to develop
programs and policies to support their scaled transition, switching from polluting
traditional fuels, it is necessary to consider factors across the whole LPG ecosystem.
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With assistance from the Global LPG Partnership, the Maharashtra government
launched an LPG Masterplan in 2025 to help achieve its stated aspirational LPG
adoption goal.

8 Conclusion

LPG has carved out a dignified position in India’s energy ecosystem. It is racing on
fast lane in the direction of green energy and clean environment. The momentum
of last three years will certainly continue for next two years, when there will be a
need for consolidation. However, there are challenges to overcome in the short and
medium term. Strengthening the infrastructure along the supply chain is a stupendous
job. Keeping the supply chain clinking all the time requires a demanding managerial
attention. Sound operating practice and inbuilt safety culture, which has been the
hallmark of OMCs so far, needs to be passed on through generations. Rising up
to customer’s expectation of prompt delivery, refined service, customer feedback
redressal and emergency preparedness are going to be mammoth tasks to be delivered
through LPG Distributors’ network. One can perhaps be justified in saying, it is time,
Indian LPG expertise looks across the shore.
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I0T-Based Monitoring and Control )
System for Greenhouses Cestte

Ranjana Khandebharad, Shraddha Garad, Ashutosh Garad,
Shreya Moholkar, and Dhanraj Daphale

Abstract This endeavor’s major objective is to employ modern technology to
improve current farming practices in order to boost productivity. This work’s notion
of a smart greenhouse enables farmers to run farm operations automatically with
minimal manual inspection. A greenhouse protects plants from dangerous weather
conditions like wind, hail, UV radiation, and insect and pest infestations because it is
a closed building. Automatic drip inundation is used to water agricultural areas, and
it works depending on the dampness of the soil and irrigating equitable proportion
of water. By using drip inundation ways depends upon the soil examine review, the
equitable quantity of N2, P4, K, along with this supplementary veined to be given
to soil. To compute the ongoing proportion of water supersonic inaudible detector
is used. To growth of plants need to dispense right wavelength of light as well as
growing lights are utilized at night. Climate as well as water vapor in air is supervised
using water vapor and degrees detectors as well as an obscuring.

Keywords Greenhouses *+ Temperature control - Fuzzy controllers - IOT

1 Introduction

In recent trends United Nations envisions that foodstuff proffering need to rises by
60% due to supplying feeds to spreading community, which is predicted to cross
9 billion communities in 2050. There were 7 billion people on the earth between
1800 and 2012. At the wrap up of centurial the community is predicted outstretched
tol1 billion communities. Due to growing composting and energy costs as well as
irrigation bans, agriculturist is in pressure to avail their assets more efficiently. To
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Fig. 1 Agriculture’s percentage of the population

lessen food loss and spoilage, preferable ward surveillance is mandatory. Community
with shortage of awareness as well as provocation occurred due to space need to
contend with time restraints. Now a day’s tremendous growth in agriculture sectors
with the help of automation that is GPS guided harvesters. It is a sector that lacks
access to data. Depending on changes in market pricing or rainfall, profits might
rise or fall rapidly. Historically, it has been challenging to find up-to-date, accurate
data about operations. Tomatoes cannot be mass produced in the same way as cars
or microprocessors. Businesses like Clean Glow and Slum have begun to integrate
big data to the actual environment through the development of devices that can
dynamically calibrate moisture and other variables. Due to campaigns to eat more
food grown locally, a younger generation of farmers, and less expensive component,
agriculture is experiencing a flood of data and technology. As the concept of the
“Internet of Things” gains more and more traction, numerous technologies are being
created to make it possible to collect, analyze, and control devices across wireless data
networks. The world of agriculture offers a significant opportunity for the Internet
of Things. While connected devices like smart lights and thermostats are becoming
more common in homes, there may be additional applications for them (Fig. 1).

2 Literature Survey

Only one-third of India’s entire agricultural area is interconnected with an irrigation
canal system, despite the country having multiple large river systems and receiving
a lot of precipitation. The monsoon or tube wells are primarily responsible for the
remaining percent. Locations where there is an excess of water, [1]. Water logging
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and excessive irrigation have caused a problem with land sanity. In addition, surface
water kills beneficial microbes by blocking soil pores [2]. Due to traditional irrigation
methods like sprinklers or situations where water is simply allowed to irrigate the
field directly from water drainage lines, the demand for water frequently exceeds
the supply. Consequently, regions with scarce water resources are unable to irrigate
throughout the growth season. The following are the effects of irregular and excessive
irrigation on soil.

Enhances sediment

Tabulating of water

Obstruction in plant roots through air
A decrease in soil degrees

The land turns swampy

Increased soil nitrate formation

PH of the soil.

Consequently, the foundation of the issue is the abuse of water [3]. Our drip
irrigation method utilizes water most effectively. By directing water to plant roots,
this irrigation method utilizes less water. Before it can be utilized to irrigate fields,
all water from canals, tube wells, rainwater gathering systems, and other sources
must first be stored in an underground tank. A tank-integrated ultrasonic sensor
continuously checks the water level and sends the user an SMS message any time the
level falls below the preset limit [4]. Leaf growth, pollination rates, photosynthesis,
and crop yield are all impacted by relative humidity (RH). The delicate sepals may
dry up quickly due to prolonged dryness or high temperatures, which could result in
the flower dying before it reaches maturity. It is crucial to regulate the temperature
and humidity of the air. Within the smart greenhouse, we attach sensors to measure
temperature and humidity. When the degrees reach a peak point then microprocessor
will activate an automatic switch linked with foggier, which will scatter microscopic
water droplets that throws in an air likes fogs and will maintain the climates. If the
dampness of airdropped in the predetermined level, a same process will engage, and
the minute water plop will keep the relational dampness constant.

3 Methodology and Implementation

3.1 Schematic Diagram

Figure 2 displays the fundamental block diagram of the greenhouse system. The
greenhouse-style setup has four sensors. The input for the microcontroller system is
provided by these sensors. The input feed provided to the microcontroller is analogue
data. This data is converted into a digital representation by the controller. Both the
Android phone and the LCD display transmit the data over Bluetooth for display.
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a result, characteristics like temperature, moisture, and others are automatically

tracked. Once the parameter values have been tracked by the embedded system,

wh
me

4

ich is developed using code, they can be changed. This is an automated control
chanism. The Android phone is controlled by the user.
The followed methodology is

The owner is kept constantly informed by the IOT greenhouse monitoring system
using a phone or PC base system.

This microcontroller-based circuit continuously logs the degrees, stuffiness, soil
dampness, and sunshine values of the spontaneous circumstances in order to
optimize them for the greatest possible plant growth and yield.

The system continuously tracks the various sensors’ digital parameters. Sensing
changes inside a greenhouse that may affect the rate of plant growth is a necessary
step in monitoring and maintaining the environment there.

The temperature inside the greenhouse, which has an impact on the transpiration
and photosynthetic processes, humidity, soil moisture content, illumination, and
other factors are crucial.

Components

4.1 Arduino UNO

Open-source The Arduino gadget depends on simple rigging and preparation. Before
turning on a motor that triggers an LED that is visible to everyone on the Internet,

an

Arduino sheet will analyze inputs from a light sensor, finger capture, or twitter

message. Various commands can be sent to the microcontroller to track the board. To
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accomplish your objectives, you make advantage of the Arduino’s apps and program-
ming language (IDE). Arduino controlled a variety of operations employing both
conventional and sophisticated and logical instruments. It contains a power jack,
an ICSP header, a 16 MHz crystal oscillator, 6 input analogue pins, and 14 input or
output optical pins. The operating voltage is 5 V, and the recommended input voltage
range is 7-12 V, according to Fig. 3b).

4.2 Light Dependent Resistor Sensor

The frequency of the sun is determined by the LDR sensor module. Both the digital
output pin and the analogue output pin are accessible. As light intensity rises, the
LDR’s resistance falls. Figure 6 shows that LDR resistance rises as light intensity
decreases. A potentiometer button on the sensor allows the user to adjust the LDR
sensitivity. The strength of a typical LDR is as follows: Nighttime: 20,000,000,
daytime: 5000.
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4.3 Soil Moisture Sensor

The two copper leads are what make up the sensor probes. They are buried into the
soil sample while the moisture content is being measured. The soil’s conductivity
is determined by how much moisture is present. It expands when the soil’s mois-
ture content rises, forming a narrow path between two sensor probes that permits
electricity to pass through.

4.4 Node MCU

Node MCU is an open source Internet of Things framework. It produces firmware
for ESP-12 compatible devices including Expressive Systems’ ESP8266 Wi-Fi SOC.
the often used technique define “Node MCU” as firmware as opposed to changes.
The firmware makes use of the Lau script. Utilizing Fig. 3‘s Expressive Non-OS
SDK for ESP8266, it was created and built.

5 Result and Discussion

Each greenhouse parameter’s sensing component is monitored using the appro-
priate sensors. The sensed data is entered into the database using the Thing Speak
programmed, and a comparison of the parameters based on the sensor data is also
carried out.

Mobile alerts are occasionally sent to the parties concerned to keep them updated
on the state of the greenhouse environment. When environmental factors from the
sensor exceed the threshold, the Greenhouse Monitoring System senses, monitors,
and stabilizes the situation.

Actuators are used to control the parameters based on sensor input. There are
automated and manual options offered. The user controls the actuators in the manual
mode, which is not utilized in our project, depending on inputs received by SMS.
Automatic actuator operation is performed using a database of the previous event.

The images from the agricultural surveillance in Thing Speak (Figs. 4, 5 and 6).
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6 Conclusion

The benefits of Smart Greenhouse as compared to conventional cultivation are that we
are able to produce crops without the use of pesticides and insecticides and create an
environment that promoted healthy plant growth. Even the sale of tube well water is
one of the alternative agricultural income sources that Smart Greenhouse provides.
Furthermore, someone may use this kind of methods instead of rooftop shed net,
we can grow any kind of crops because of sustaining any kind weather conditions.
For a result orientation we enlarge the tropical plants like sorrel. As per need we
provide seventy to eighty percent of water. There is a tremendous improvement in
yield with biotic artifact using IoTs it is possible to connect the farmer with end
customers. There are many methods to enhance the intelligent greenhouse and apply
itin different agricultural applications. It may be used to grow any kind of plant in any
setting and under any combination of circumstances. The Pettier effect is used to cool
the independent greenhouse apparatus, which is fueled by unconventional vivacity
provenance like solar and wind turbines. Without employing soil, it is still possible to
cultivate and boost the nutritional value. The efficiency and profitability of farming
can be dramatically increased by integrating IoT. Smart Greenhouse, which would
transform Indian agriculture, has a promising future in the agricultural industry.
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Pratibha Galande and Abhijit Mancharkar

Abstract Agri tourism has incredible potential for inspiring the development of a
vibrant, varied rural economy. In many advanced countries, Agri tourism has devel-
oped as an important part of the tourism industry. Agri tourism started to develop
significantly in India and specifically in Maharashtra mostly due to its favorable
climatic conditions if we consider the last decade’s scenario. It is being pursued
as allied agriculture activities that enable farmers to harness the optimal profit of
the multi-functional nature of agriculture. This tendency also offered rise to more
demand for visitor accommodations and created tremendous opportunities for home-
stays. The main objective is to discuss and provides a broad overview of Agri tourism.
This paper has as its purpose to highlight the Benefits of Agri tourism for Increasing
Rural Financial status, Tradition, Education, and Viable Agriculture practices. The
sub-purpose is to know the major challenges related to Agri tourism growth.

Keywords Agri tourism + Allied agriculture activities + Farm income - Rural
economy * Viable agriculture practices

1 Introduction of the Study

Ideas of presenting Agri tourism as a tourism activity on agricultural fields and farms
started roughly two decades ago as an effect of the growing demand for tourism
that costs not as much but could give tourists a satisfying experience with nature.
Since that time, agri-tourism has become one of the fastest-growing tourism models
worldwide. The concept of Agri tourism starts from various activities carried out
on the working agricultural farms for pleasure, education, and natural and cultural
heritage. Agri-tourism’s primary goal is to preserve the environment, history, and
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culture of rural areas, where it originally gained attractiveness while ensuring viable
agriculture expansion.

The progress of Agri tourism in rural agricultural communities is mainly aimed
at growing the monetary gains of the farmers. Agri tourism is a great educational
means because it helps tourists to learn together the traditional agriculture, production
of agricultural commodities, and cultural heritage of the rural area through direct
involvement. India is known as the “Land of villages”. The majority of the population
of India still rests on agriculture and its allied activities hence agriculture is not a
mere business, but is still the “True Culture of India”. Agri tourism is an activity that
interlinks the social, economic, and environmental components of sustainability,
strongly related to local groups and their attitudes towards tourism, so one of the
solutions for rural areas can undeniably be Agri tourism. Agri tourism’s impact on
farmers’ living standards is major in terms of profit, so the rural areas where Agri
tourism will be adopted will become the places where all components of local viable
growth will be gathered.

2 Objectives of the Study

The purpose of the study was to systematically evaluate existing empirical data and
theoretical literature on agri-tourism by considering the following objectives: -

1. To discuss and provide a broad overview of Agri tourism.

2. To highlight the benefits of Agri tourism for increasing rural financial status,
tradition, education, and viable agriculture practices.

3. To know the major challenges related to Agri tourism growth.

3 The Analysis and Summary of the Review
of the Literature

The researcher has reviewed district, state, national and international level research
papers written by foreign and Indian authors related to Agri tourism centers. The
following Table 1 indicates the paper inclusion criteria selected by the researcher.
“Assessment of Agro-Tourism Potential in Junnar Tehsil, Maharashtra, India”,
Researchers found various potential zones Agro —tourism in Junner tehsil. The local
folk art or different cultural forms will also prove helpful for developing agro-tourism
centers. For e.g. Tamasha is a traditional folk dance of Maharashtra and Narayan-
gaon is one of the famous centers for this art [1]. “Agro-tourism: An Alternative
for Development of Agricultural Farmers in Kolhapur District (M.S.)” The focus
of the research study was on developmental challenges in the Kolhapur district.
Kolhapur district has the potential to establish enterprises of Agro-tourism on a large
scale [2]. “A Study on Development of Agriculture Tourism Business in Baramati
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Table 1 Paper inclusion criteria

Parameters Inclusion criteria

Keywords/ Includes keywords agritourism, allied agriculture activities, farm incomes,
phrases rural economy, Viable Agriculture practices

Language English

Publication year | 2008-2020

Types of papers | Papers published in peer-reviewed journals and conference proceedings

Paper’s topics Papers on agritourism, agriculture, and tourism

Written criteria | Written in clarity, sound data collection procedures as well as scholarly
discussions and conclusions

Methodologies Qualitative method, quantitative method, and mixed methods

District (Maharastra).” This research helps to understand the chances for the devel-
opment of agricultural tourism in the Baramati District and the domestic profile of
the farming community. Researchers recommended that farmers must be educated in
managing business, interpersonal, and communication skills to manage their business
[3]. “Agro-Tourism: A Sustainable Tourism Development in Maharashtra—A Case
Study of Village Inn Agro Tourism (Wardha)”. The development of agro-tourism in
the village has encouraged other farmers to start the project. Employment generation
for local people is seen and skill development is enhanced at the local level [4].

“Agro tourism: a sustainable development for rural Areas of India; with special
reference to Maharashtra”. Attention was given to the importance of agro-tourism
development in Maharashtra. Maharashtra has a high potential for the development
of agro-tourism, because of environmental conditions and various types of agro-
products as well as a variety of rural traditions, and festivals [5]. “Agritourism: for
sustainable tourism development in Konkan region of Maharashtra”, the objective
of the study was to understand the concept of Agro-Tourism as a specialized form of
rural tourism. Agro-Tourism is emerging as an important instrument for sustainable
human development including poverty alleviation, employment generation, environ-
mental regeneration and development of remote areas, and advancement of women
and other disadvantaged groups in the country apart from promoting social integra-
tion and international understanding [6]. “Agro tourism an economic option”. Small
farmers with small holdings can form a cooperative society to establish an agro-
tourism center, Give wide publicity in the media print, and electronically to get more
tourists [7].

“Agro-Tourism: A Cash Crop for Farmers in Maharashtra (India)”. Maharashtra
has great potential for the development of agro-tourism, because of natural conditions
and different types of Agri products as well as a variety of rural traditions, and
festivals. The agriculture departments of the districts, Agriculture Universities should
try to give orientation about it. Union of agro-tourism service providers is also another
need of these farmers which helps the agricultural tourism network in India including
Mabharashtra [8].
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“Agritourism: A catalyst for rural development—A review paper”. This research
paper provides information on the basic Principles of Agri tourism and the Role of
Agri tourism in Rural Development, the Benefits of Agri tourism for Farmers, and
the Benefits for communities. It creates a win—win situation for farmers as well as
tourists. Not only are those, but the villages also benefited due to the development
of agro-tourism. Some cases of agro-tourism in Maharashtra have proved that agro-
tourism not only brings the development of farmers but to the village as a whole
from a social and economic angle [9].

“Agritourism as a Local Economic Development Tool for Rural Hill Regions”.
This paper highlights how Agritourism can be used as a strategic tool for boosting
the agrarian economy. Farming communities are challenged due to disproportionate
development across the state which has resulted in rural outmigration and farm
abandonment. There is a strong need to revitalize village-based economies in the state
to preserve culture, traditions, and the rural way of life [10]. “Identifying the potential
of agri-tourism in India: overriding challenges and recommend strategies”. Agri-
tourism is a supportive system for agricultural activities in India. It is an Innovative
practice that can be utilized by the farmer to harvest this opportunity, through a
diversified approach. It is the best platform for the socioeconomic development of
rural areas. Thus the government has to provide a full fledge policy support system
for the rooting and strengthening of Agri-tourism in India [11].

“A study on Agritourism in India: an inception”. In today’s era of liberaliza-
tion and globalization travel and tourism is extensively recognized as an impor-
tant civil industry worldwide that provides a major potential for economic growth
and development. For many developing countries it is one of the main sources of
foreign exchange income and the number one export category, creating much-needed
employment and opportunities for development. In over 150 countries tourism is
one of the five top export earners, and in 60 it is the number one export category.
The agritourism industry in India has a lot of potential to develop rural India [12].
“A Study on Catalyzing Rural Economic Development through Agrotourism”. This
research paper helps to understand the Catalyzing Rural Economic Development
through Agrotourism. Concluded by the researcher that Mahatma Gandhi once said
“the future of India lies in its villages”. Thus, integrating a successful sector called
tourism with agriculture will always prove to be beneficial. Something new to see,
do and buy will automatically promote a place as a tourist destination. [13]. “The
economic impact of diversification into agritourism.” In both cases, researchers eval-
uated the impact of agritourism on the economic performance of the farm. The results
of our simulation scenarios show that Diversification into more areas represents risk
mitigation when some diversification strategy faces undesirable conditions. A case
study shows how agritourism improves the economic output of the beef cattle farm
more than the farm-to-table strategy. Even under conditions of one season lockdown,
agritourism brings long-term benefits [14].

“Perceived Impact of Agritourism on Farm Economic Standing, Sales, and
Profits.” The purpose of this study is to examine the economic gains of agritourism
development on Missouri farms as perceived by farm operators. Future studies should
explore a wide range of economic benefits agritourism may bring to farms [15].
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“An Empirical Analysis of sustainable Rural Agro Tourism marketing practices in
Kolhapur District”. The major focus is on studying the factors responsible for sustain-
able rural tourism in Kolhapur district, along with the researcher also studied the
customer expectations from rural tourism, the problems involved in rural tourism, and
various tourist activities conducted by tourism centers [16]. “Agro-Tourism: Oppor-
tunities and Challenges for Farmers in Ratnagiri District”. Researchers suggested
that despite the gradually growing agro-tourism, the fact remains that the farmers
should follow a commercial approach; government support through appropriate and
conducive policies for development should give priority to the Agro-tourism busi-
ness in rural India [17]. “Agritourism and Rural Development in North-East India:
Prospects and Challenges”. Agritourism activities can provide the additional income
necessary to allow for the preservation of small and mid-scale farms and rural commu-
nities. Agriculture coupled with the tourism business is a relevant and futuristic
strategy to attain sustainable growth. It also helps in maintaining cultural diver-
sity and provides sustainable job opportunities for rural people. In the northeast,
agritourism provides great possibilities as an alternative development strategy [18].

“Overview of Agritourism in India and world”. This research paper helps to
understand and explain the overview of agritourism in India and the world. Data
is collected through Secondary data sources. Agritourism which has seen global
outreach needs an overhaul policy for encouraging new generation agri entrepreneurs
who wish to transform a portion of their farm into a tourism hotspot for learners and
holiday seekers. Agrotourism is helping in boosting the local economy and motiva-
tion to maintain the same lifelong. To promote these public-private partnerships and
convergence approaches are required [19]. “The Scenario of Agri-Tourism in India:
An Overview”. Agri-tourism is an instrument for the generation of rural employ-
ment and poverty alleviation. Today it is emerging as a growing market in the rural
economy. The government of India is trying to develop infrastructure for the devel-
opment of agri-tourism in different parts of the country. Agro-tourism is a leisurely
activity in rural areas that helps to discover rural destinations for tourists and helps
to go back to nature [20].

4 Results and Discussion

4.1 The Concept of Agri Tourism

A. Agri tourism World Tourism Organization (1998) defines Agri tourism as
“involves accommodation being offered in the farmhouse or a separate guest-
house, providing meals and organizing guests’ activities in the observation and
participation in the farming operations.”
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B. Definition of Agri Tourism Definitions of agri-tourism are wide-ranging in the
literature. The discrepancies found among the various agri-tourism definitions
relate to three issues:

(1) The type of location (e.g., farm, any agricultural setting);

(2) The authenticity of the agricultural facility (Benefits offered to visitors or
the experience;

(3) The types of activities involved (e.g., lodging, education, entertainment,
and adventure activities).

Kolhapur district can potentially establish Agro-tourism enterprises on a large
scale. An experiment of Tea plantation in Shahuwadi, Cashew and Ragi (Finger
millet) Farming in Chandgad, and Jaggery farming in the surrounding area of
Kolhapur are the most suitable sites to be developed as an Agro-tourism site in
Kolhapur District. Mahatma Gandhi once said, “The future of India lies in its
villages”. In relevance to this statement, villages contribute on a higher scale to
the nation’s economy. Thus, integrating a successful sector called tourism with agri-
culture will always prove to be beneficial. Something new to see, do and buy will
automatically promote a place as a tourist destination. Employment generation for
local people is seen and skill development is enhanced at the local level. Agro-
tourism puts less pressure on the local amenities and infrastructure as it is not on
a large scale. Also, local culture is preserved as the guest becomes a part of the
host family for a short duration of his stay. Agro-Tourism is emerging as an impor-
tant instrument for sustainable human development including poverty alleviation,
employment generation, environmental regeneration and development of remote
areas, and advancement of women and other disadvantaged groups in the country
apart from promoting social integration and international understanding. The govern-
ment should promote Agro-Tourism to ensure sustainable economic development and
positive social change.

Benefits of Agri tourism for Increasing Rural Financial status, Tradition,
Education, and Viable Agriculture practices The local folk art or different cultural
forms will also prove helpful for developing agro-tourism centers e.g. Tamasha is a
traditional folk dance of Maharashtra and Narayangaon is one of the famous centers
for this art. Small farmers with small holdings can form a cooperative society to
establish agro-tourism centers. Develop contacts with schools, colleges, NGOs clubs,
unions etc., Train your staff or family members for receptions and hospitability, and
assess the needs of customers and what they want and expect from visitors. Agri-
tourism is a supportive system of agricultural activities in India. It is an Innovative
practice that can be utilized by farmers and farm owners to harvest this opportunity,
through a diversified approach. It will be a beneficial Model for both farmer and the
tourist, as farmers have an extra edge for earning and employment whereas the tourist
gets the privilege to relive a smooth, calm, and rejuvenating atmosphere and culture
of our agricultural heritage. It is the best platform for the socioeconomic develop-
ment of rural areas. For many developing countries it is one of the main sources of
foreign exchange income and the number one export category, creating much-needed
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employment and opportunities for development. In over 150 countries tourism is one
of the five top export earners, and in 60 it is the number one export category. The
agritourism industry in India has a lot of potentials to develop rural India. Results
also show that agritourism is perceived as having a positive impact on farm profits,
with the majority reporting at least some increase after adding agritourism activities
and nearly one-fourth reporting a two-fold or more profit increase. Those results are
especially important considering the exponential growth of agritourism in the U.S.
and Missouri during the past five years.

4.2 Challenges Related to Agri Tourism Growth

Farmers must be educated in managing a business, interpersonal and communica-
tion skills to manage their businesses. If they want to come out from their boundary
line proper training and necessary education must be provided to farmers. It is
a good opportunity to develop an Agro-tourism business in Maharashtra Despite
growing agro-tourism, the fact remains that government supports through appropriate
and conducive policies for agro-tourism development is lacking and government
should give priority to agro-tourism business in Maharashtra through appropriate
policy measures The agriculture departments of the districts, Agriculture Universi-
ties should try to give orientation about it and provide some innovative ideas regarding
Agro Tourism. Union of agro-tourism service providers is also another need of these
farmers which helps the agricultural tourism network in India including Maharashtra.

5 Conclusion

India’s growing economy is mainly supported by the existing “rich natural and
cultural resources”. Capitalizing on that, our tourism sector has perceived one of the
fastest development rates worldwide. The travel and tourism industry has established
its significance as an economic “growth engine” for the world economy. The purpose
of the study was to systematically evaluate existing empirical data and theoretical
literature on agri-tourism. The study has revealed the tremendous benefits of Agri
tourism in inspiring rural economies, endorsing local craft industries, and conserving
the esteemed cultural heritage of rural areas, The Ministry of Food and Agriculture
in countries must support farmers and offer them the required training program for
them to acquire the skills in operating Agri tourism center. The majority of farmers
in rural areas who own these farms are underprivileged and would require financial
packages to start Agri tourism centers. Governments must provide such assistance
to rural farmers through their entrepreneurship development programs and schemes.
This initiative would help rural farmers to grab the inventive and sustainable means
of starting Agri tourism centers on their farms.
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Transfer Learning Using Convolutional )
Neural Network to Classify Leaf Diseases | e
on Ridge Gourd Plant

Rohan U. Katare, Akash A. Mahajan, and Amol C. Adamuthe

Abstract Leaf disease can have a long-term effect on vegetable growth. If proper
care is not taken, it may have adverse effects on vegetable production. The disease on
the leaf should be identified on time to avoid further deterioration and reduction in the
yield of plants. In this study, we compare various image classification models created
using Convolutional Neural Networks for the leaf diseases classification of a ridge
gourd plant. Along with healthy leaf images, the dataset contains images of leaves
affected by Larvae, Anthracnose, and Downy Mildew. Pre-trained image classifica-
tion models like VGG16, VGG19, ResNet50, and MobileNetV 1 are compared. Best
fitted CNN model is designed by tuning the hyperparameters namely the number of
filters, kernel size, activation function, and the optimizer. Results obtained with the
proposed CNN model are compared against pre-trained models based on accuracy
and training time. Results show that the proposed CNN model takes less training
time and gives better accuracy compared to other pre-trained models.

Keywords Convolutional neural network - Disease classification - MobileNet -
ResNet - VGGNet

1 Introduction

India is the second largest democracy in the world and around 70% of the population
living in Indian rural areas is dependent on agriculture and farming [1]. Almost
21% of the GDP is covered by farming. Vegetable farming is an important as well
as profitable business in India, carried out differently in each state. In the early
stage of development, vegetable products are highly fragile and need special care
from the farmers. Many uncertain events such as high winds, extreme sunlight, and
precipitation are the main factor influencing the production rate of the land. In many
cases, pests such as larvae and caterpillars attack the farm and consume the leaves,
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vegetables, and other products. Some common fungal infections like anthracnose and
downy mildew are notorious problems for farmers. In past years, along with the farm
mechanization [2], machine learning and deep learning have been implemented for
farming and agriculture [3-7], and most of them are based on Convolutional Neural
Networks (CNN) [8]. By introducing machine learning techniques for farming, many
authors have proved the efficiency of artificial intelligence for solving agricultural
issues such as saving costs and human efforts. Most of the machine learning and deep
learning models implemented for agricultural tasks are primarily image processing
and classification. Besides agriculture, image classification models based on CNN are
proven to be efficient in various tasks such as fashion image classification [9], medical
image analysis [10], optical character recognition [11], and hand gesture recognition
[12]. Many authors have reportedly applied convolutional neural networks and deep
learning techniques to leaf disease and plant disease classification [13—-19]. With
a special organization of convolutional layers and other types of layers, a CNN-
based deep learning architecture can be built. There are a few popular pre-trained
architectures of CNN such as VGGNet [20], ResNet [21], and MobileNet [22] are
discussed and used for various tasks related to image classification.

In this study, the common leaf diseases on ridge gourd plants are classified using
the convolutional neural network models. The common diseases are namely larvae,
anthracnose, and downy mildew. Those leaves which are not affected by any disease
mentioned above are classified as “healthy” leaves. A CNN-based image classifica-
tion model is built by hyper parameter tunings such as tuning the number of filters,
size of the kernel, activation function, and the optimizer. The performance of this
model is compared against pre-trained CNN architectures namely VGG16, VGG19,
ResNet50, and MobileNetV1. The models are compared based on accuracy and
training time. The following are the objectives of this paper.

e Designing best fitted CNN model through various hyper parameter tuning for
plant disease image classification.

e Using pre-trained CNN architectures such as VGG16, VGG19, ResNet50, and
MobileNetV1 plant disease image classification.

The rest of this paper is outlined as follows: Sect. 2 discusses the previous work
related to leaf disease classification. Section 3 outlines the methods and tools used
for experiments. Section 4 presents the results. The study is concluded in Sect. 5.

2 Literature Review

Precision agriculture [23, 24] techniques optimize the usage of resources such as
water and fertilizers to improve productivity and reduce the cost required for farming.
Machine Learning and neural networks can dramatically reduce the manual tasks to
identify the diseases in crops and saves the associated procurements. Leaf disease
classification is among the popular research topics under the innovation in precision
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agriculture. This section discusses various studies conducted for leaf disease classi-
fication using deep learning and machine learning. Table 1 shows a comprehensive
review of various studies comprising of leaf disease classification.

Transfer learning is a method of training a new model based on an existing model.
This will ensure that the new model will have previously learnt features along with
new features learnt during training [25]. Many existing CNN models are used for
transfer learning. The study in [26] uses InceptionV3 and fine-tunes it for face mask
detection, [27] compares the VGG16, ResNet50, and InceptionV3 for COVID-19
detection using chest X-ray images. Transfer learning technique is also used for
agriculture applications of CNN [28, 29] to classify the type of crop and rice plant
disease, respectively. Nowakowski et al. [28] uses VGG16 and GoogleNet to fine-
tune model for crop type detection. In some cases, pre-trained models are hybridized
with machine learning classifier. Shrivastava et al. [29] used AlexNet CNN to extract
features and support vector machines to classify rice diseases.

In this study, pre-trained image classifiers VGG16, VGG19, ResNet50, and
MobileNetV1 are used to classify the leaf diseases on ridge gourd. A CNN model is
proposed and compared against the pre-trained models.

3 Methodology

3.1 Proposed CNN Model and Transfer Learning

Convolutional Neural Network uses a special type of layer called a Convolution
Layer. This layer carries outs a specialized function called the convolution function.
Each convolution layer generates feature maps that are images generated by applying
the filters on the input image. The feature maps are used to identify patterns in images
and update weights accordingly. We propose a CNN model to classify leaf diseases.
The proposed CNN model architecture is shown in Fig. 1.

A classifier based on CNN usually has the following types of layers along with
the convolution layer. The input layer adjusts the input provided for classification
into a fixed dimension. The image can be either grayscale, black and white, or RGB
color image. A pooling layer extracts the most important features from the input.
Max pooling is the commonly used pooling mechanism. In rare cases, Min pooling
and average pooling are also used. A fully-connected layer connects all neurons in
a single layer to the following layer. The classification is carried out in this layer.
However, hybridized models may have different types of classification methods e.g.,
Support Vector Machine.

Transfer learning can be achieved by changing the number of ways a classifier can
classify an image. The dataset images have 4 classes. For each pre-trained model,
the final fully connected layer gives 4 outputs.



244

Table 1 Review of leaf disease classification
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Refs. | Problem statement Dataset Contribution
[13] | A convolutional neural A plant village | VGG19 is used for the transfer learning
network (CNN) that data set method. The Deep CNN model was
effectively classifies diseases | consisting of | implemented with minor modifications.
in three crops, namely pepper, | three crops: The system can detect diseases with
potato, and strawberry using | peppers, 95% accuracy
transfer learning methods strawberries,
and potatoes
[14] | Investigation of key factors 103 out of 171 | Learn more about the quantitative
affecting the design and diseases factors that influence deep learning
effectiveness of deep neural affecting 21 models used to predict plant diseases.
networks applied to plant plant species | The author listed a total of 9 factors
pathology with about with descriptions of a strong correlation
50,000 images | between the data and the model
[15] | Compared and analyzed No standard Proposals to improve the efficiency of
multiple methods of data dataset was deep learning models for image
augmentation in the task of used. Few processing tasks using modern
image classification including | sample augmented algorithms. Primarily author
the image transformation datasets were | suggests combining the methods and
techniques like cropping, used for generating new algorithms that could
rotating, and zooming etc. illustration train a deep learning model even on
purposes more variations of an image dataset
[16] | Discussion of a new approach | Dataset build | This paper examines possible
to develop a plant disease upon the approaches for training deep learning
detection model based on leaf | images models for detecting plant diseases. To
image classification using downloaded | provide support to the hypothesis, the
deep convolutional networks | from the author has generated a dataset of plant
internet disease images and predicted the
disease using novel methods
[17] | A real-time method based on | Created from | A hardware framework was proposed
deep convolutional neural several images | which includes IoT components and
networks for detecting maize | taken from processing devices. To process large
leaf disease corn data on mobile devices, cloud solutions
plantations in | are used. The proposed framework,
the Raebareli | once run in real-time gives 88.46%
and Sultanpur | accuracy for corn disease prediction
districts
[18] | A Raspberry Pi-based IoT Acquire Properly set up IoT components to gain
device has been proposed to | images with images from the camera and classify it
send images of plants to required using the underlying deep learning
classify diseases and update | environmental | model. Promisingly, the model gives an

real-time environmental
parameters such as
temperature, humidity, soil
moisture, and pH in a MySQL
database

parameters via
a Raspberry Pi
3-enabled
ToT-based
device

accuracy of around 98%
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Fig. 2 Sample leaves from the dataset

3.2 Dataset

The original size of the images is 325 x 578 pixels, but it is cropped in the input layer
of models during training to a specific size. Figure 2 shows the sample for each type
of leaf in the dataset. The number of each type of leaf is as follows: Healthy—378,
Downy Mildew—488, Anthracnose—211, and Larvae—70.

3.3 Experimental Setup

The Keras and Tensorflow library is used for implementing the deep learning models.
Each model is trained for 100 epochs with a fixed batch size of 5. The pre-trained
models are imported from the Keras applications package in Python. All experiments
are carried out on Google Collaboratory with standard GPU settings.
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Table 2 The results of tuning the number of filters

Accuracy Filter size

32 64 128 256
Train 0.88 0.68 0.91 0.58
Test 0.67 0.73 0.85 0.67

Table 3 The results of tuning . .
. . Accuracy Activation function
the activation function
Elu ReLLU Tanh
Train 0.91 0.96 0.90
Test 0.83 0.88 0.78

4 Result and Discussion

This section briefly describes the results of all experiments. CNN model hyper param-
eter tuning is done. The final CNN model is compared with the performance of
VGG16, VGG19, ResNet50, and MobileNetV1.

4.1 Tuning the Number of Filters
Table 2 shows the results of tuning the number of filters. The filter sizes 32, 64, 128,
and 256 are compared. The filters with size 128 worked best.

4.2 Tuning the Activation Function

Table 3 shows the results of the tuning activation function. The ELu, ReLU, and
Tanh activation functions are compared. The ReLU outperformed other activation
functions and significantly improved the training and testing accuracy.

4.3 Tuning the Optimizer

Table 4 shows the results of tuning the optimizer. The optimizers such as AdaGrad,
Adam, RMSProp, and SGD are compared. Adam optimizer outperforms other
optimizers and improves the testing accuracy by 2%.
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Table 4 The results of tuning the optimizer

Accuracy Optimizer
AdaGrad Adam RMSProp SGD
Training 0.90 0.97 0.86 0.83
Testing 0.82 0.89 0.75 0.76
0.9
0.88
0.86
0.84
Z 082
£ o8
=)
S 078
< 076
0.74
0.72
0.7
0.68
VGG16 VGG19 ResNet50 MobileNet CNN Model
Vi
m Testing Accuracy 0.76 0.85 0.89 0.88 0.89
Model
. CNN
Model name VGG16 VGG19 ResNet50  MobileNet50 Model
Training time (in mins) 56 186 210 126 45

Fig. 3 Comparison of pre-trained models and the CNN model

The original number of outputs on pre-trained models is 1000. It was changed to
4 during the training process. Along with training and testing accuracy, the training
time in minutes is also indicated. Figure 3 shows the comparison chart of the models.

5 Conclusion

The diseases such as Larvae, Anthracnose, and Downy Mildew adversely affect the
growth of ridge gourd and similar vegetables. The deterioration of plants’ growth
and nutritional values directly affects the production of these vegetables. In this
study, we created a CNN model to classify the diseased leaves of ridge gourd plants
and compared it with the pre-trained models namely VGG16, VGG19, ResNet50,
and MobileNetV1. The CNN model is created by hyper parameter tunings namely
tuning the number of filters, the activation function, and the optimizer function.
Model comparison is based on training and testing accuracy. ResNet50 achieves
training and testing accuracy similar to CNN models, but at the expense of training
time. The training time for ResNet50 is 210 min and the training time for the CNN
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model is 45 min. The CNN model outperforms other pre-trained models by training
and testing accuracy of 97.0% and 89.0% respectively.
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Optimal Sizing and Location )
of Distributed Generators in Distribution | @
System for Loss Reduction

Nishant Thakkar, Khushali Bilare, Mukund Ghole, and Priyanka Paliwal

Abstract The optimal planning process of distributed generation (DG) involves
its sizing and placement and has large potential for power loss decrease and voltage
profile enhancement. Therefore, this present paper, an analysis on IEEE 14 bus system
has been carried out to determine the effect of DG unit sizing and their location
on the power loss in distribution system. The proposed model utilizes backward-
forward sweep (BFS) method for load flow analysis and PSO for finest DG sizing
and placement. In proposed work, two different cases viz. single DG and multiple
DG have been analyses and compared with the no DG based case. The result of case
analysis reveals that the placement of multiple DG at PSO-derived sites in distribution
system can reduce the total power loss by 75.78% and improve the voltage profile
by 18.56% in comparison of base case.

Keywords Backward forward sweep - Distributed generation - Loss reduction *
Optimum placement + Voltage profile

1 Introduction

The growth in load demand has led to tremendous expansion in distribution systems
[1]. This unplanned expansion may growth the system power loss, and degrade the
voltage profile along the feeder. This causes inefficient operation of distribution
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system and may also lead to stability problems [2]. To overcome such problems,
Distributed Generators (DGs) have emerged as a viable solution [3]. DGs are basi-
cally power generation systems which generate power locally unlike central grid
structure. The power produced by DGs is not meant for long distance transmission,
rather they are positioned at the point of usage [4]. The locally available renewable
energy technologies (RET) are the most preferable DGs due to their modularity and
compactness. RETs like solar photovoltaic and solar thermal systems harness the
solar energy of sun and transform it into heat and electricity which are the prime
applicants for distributed energy generation [5]. Some other major RETs in DG
systems are wind turbines, biothermal, small hydropower systems and biomass. The
RETs have ability to reduce harmful effects of fossil fuel use in the environment viz.
greenhouse effect and global warming [6]. However, the finest placement and sizing
of DG in distribution system are very significant components of adequate planning.
When sized and place inappropriately, it may lead to increase in power loss and
voltage issues [7]. In various literature, many approaches have been used for finest
DG sizing and placement comprising of heuristic and meta-heuristic optimization
techniques. In ref. [8], author addressed a dynamic reliability-based model in DG
planning for profit maximization in a distributed network. Reference [9] presents a
time-varying model of load for the demand response analysis of DG-based distribu-
tion network. In ref. [10], authors present optimal sizing of different DGs by using
PSO. In ref. [11] authors discussed the analysis of DG penetration and placement by
using probabilistic model. Inref. [12], authors utilized the Satin bower bird algorithm
for DG sizing. In this paper, the optimal planning problem of DGs wrt. sizing and
location have been addressed using PSO The objectives of planning formulation are
loss reduction and voltage profile improvement. The proposed methodology utilizes
BFS for load flow analysis. In this paper, two different cases comprising of a single
DG unit and second one with multiple DGs have been used for the analysis with the
discrete location and sizing. The case study has been carried out on IEEE 14 bus radial
distribution feeder. The paper organization is as follows: Sect. 2 discusses about the
problem objective and constraints. Section 3 describes the proposed methodology
along with brief description of backward-forward sweep and PSO techniques which
have been used in the methodological framework. Section 4 provides system descrip-
tion. Section 5 presents the results obtained for different cases. The conclusion of
the paper is deliberated in Sect. 6.

2 Problem Design

2.1 Objective Function

The objective function involves two objectives: minimization of power loss and
voltage deviation (VD). In this paper, the objective function has been formulated as
the average of sum of square of VD and power loss.



Optimal Sizing and Location of Distributed Generators in Distribution ... 253

Objective Function = min{(Powerloss)> + VD?}/2 (1)

2.2 Constraints

The objective function is subjected to following constraints:
(i) Voltage magnitude constraints:

To improve the power quality, voltage magnitude at each node must be between
minimum and maximum allowable range as follows:

[Vminl < vp < |Umaxlsn €1,2,3,...,N )

where, vnin: Minimum acceptable value of voltage limit, v, Maximum allowable
value of voltage limit, v,: Voltage at n'" node.

(b) DG constraints:

The active power generation from DGs must be less than the total active power
network demand as follows:

0=< Z Ppg < Z Pload 3)

where, Ppg: Injected active power of DG, Pjo,q: Load active power demand.

3 Methodology

The proposed model can provide a more efficient solution of DG integration. In this
study initially random solutions for DG sizing and location are being generated. The
objective function (Eq. (1)) is evaluated through the load flow analysis of the system
using BFS. The optimal solution is being obtained through PSO. A brief discussion
on BFS and PSO has been discussed in following subsections.
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3.1 Backward-Forward Sweep (BFS)

The BFS method is being widely used for load flow analysis in distribution system
[13, 14]. In each iteration, BFS method comprises of two computational processes.
The forward sweep process involves the calculation of voltage at each node (from
reference to end node), backward process calculates power or current flow solutions
(from end node to reference node) [15]. The process is repeated until convergence is
obtained. The flow chart of BSF method is presented in Fig. 1. This method involves
the following steps:

e Step 1—Calculation of bus injection current using Eq. (4).

. A S
zf = con](—(kjl)) 4)
vj

where i f presents injection current at j® node in k™ iteration, S ; presents power

injection at j™ node and vj.kfl) presents voltage at j" node at (k — 1) iteration.

e Step 2—1In this stage backward sweep is executed using Eq. (5).

Iy =i+ (1 5) o)

where 1 ;{—1, ; presents the current of branch connecting j t node to (j — 1)™ node

and ) I ]k j+1 bresents current of all branch coming from j " node.
e Step 3—In this stage forward sweep is executed using Eq. (6).

vk = vk-_1 —I*

j j jo1Zj-1 (6)

where v’j. presents voltage of j™ node at k" iteration, U]fq presents voltage of
upstream node of j™ node and Z;_; ; presents impedance of branch involving j®
node to its upstream node.

e Step 4—Voltage magnitude obtained by tracking variances of two succeeding

iterations, by using Eq. (7).

max (V! —v*) <« @)
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Fig. 1 Flow chart of
backward forward sweep

3.2 PSO

Input bus data and line date

:

Input V=1 p.u.
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Y

Calculation of real and reactive power
(using backward propagation)

v
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(using forward propagation)

Is termination
criterion reached ?

Calculate and output
the total power loss

PSO is a swarm intelligence-based algorithms, which emulates the social behaviour
of bird flowing [16]. The general procedure of PSO algorithm is presented in Fig. 2.
The algorithm involves following equation for updation of velocity and position-

— .t ot t_ ot
=w-v,, +cirn (zpq qu) + czrz(gpq qu) ()
+1 _ ot 1+1
Xpg = Xpg + Upq ©)
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Fig. 2 Flow chart of PSO [ Initialize particles ]
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where, v, : new velocity of p™ particle in g™ dimension, x ,,: Position of p™ particle
in g™ dimension, w: Inertia weight, i pq - Individual best position of p™ particle in g
iteration, g ,,: Global position of p particle in ¢ iteration, ¢; and c,: Acceleration
co-efficient, r; and r,: Random variables.

4 System Description

As discussed in introduction section that the system analysis is configured on IEEE-
14 bus system. The IEEE- 14 bus test system is a standard IEEE system which involves
several load points, generators and line parameters [17]. IEEE 14 bus system shows
easy data and parameter availability [18, 19]. The used IEEE 14 bus system is illus-
trated in Fig. 3. The results are derived for a complete day considering an average
load pattern of an area. In this study it is expected that load remain constant for each
time segment and each time segment is considered as one hour. The load profile is
present in Fig. 4.
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Fig. 3 IEEE-14 bus system

Fig. 4 Load profile for 24 h
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5 Result and Discussion

The parameter of optimization problem is presented in Table 1.

Table 1 Parameter of PSO

Parameter Value
Population size 15

Cl and C2 2
Number of iterations 25
Inertia weight 0.4-0.9
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This routine of PSO is programmed in MATLAB M-File program on AMD Ryzen-
5,3200U with Radeon-Vega Mobile Gfx 2.10 GHz, 8 GB RAM. The result of optimal
size and location of different cases are as follows:

e (Case I (No DG-Base case)—In this case no additional DG is connected. Here the
result exhibits the system power loss as 25.2367 kW and 0.2586 VD.

e (Case II (Single DG)—The result of single DG placement is presented in Table 2.
As shown from Table 2 that after 120 iterations the algorithm converges. Hence,
we infer that we require at least 120 iterations to get the optimal results.

e (Case III (Multiple DG)—The result of multiple DG placement is presented in
Table 3.

As seen from Table 3 that, the optimal location for installing two DGs in the
system are bus number 3 and 9. The optimal size for both the DGs is 40 kW. The
total loss in the system after placing the two DGs is 6.1124 kW while the voltage
deviation is coming out to be 0.2106. The power loss and voltage deviation result of
all three case is presented in Fig. 5a and b respectively.

As observed from Fig. 5a, the variation in power loss for all three case presents
that single DG based case shows 49.19% lower and multiple DG based case shows

Table 2 Finest location and size of single DG

S. No. No. of iterations Bus no. Size (DG) Power loss (kW) Final VD (p.u.)
1 80 14 7.9022 14.6354 0.2563

2 100 14 8.9554 13.8743 0.24871

3 120 14 10 12.8225 0.2256

4 150 14 10 12.8225 0.2256

Table 3 Optimal location and size of multiple DG

S. No. Location (Bus no.) Size (DG) Final power loss (kW) Final VD (p.u.)
1 3 40 6.1124 0.2106
2 9 40
1 03 02586
2% i = 0.2256 5
L H 02106
& 5 02
g 15 128225 Z
& 10 6.1124 @ 0l
5 =
, m
No DG Single DG Multiple DG No DG Single DG Multiple DG

(a). Power loss of all three case

(b). Voltage deviation of all three case

Fig. 5 a Power loss of all three case, b Voltage deviation of all three case
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75.78% lower power loss in comparison to base case. As observed from Fig. 5b,
the voltage deviation of all case presents that multiple DG based case show lowest
voltage deviation, this case shows 18.56% lower voltage deviation in comparison of
base case and single DG based case shows second lowest voltage deviation.

6 Conclusion

The sizing and placement of DGs in distribution system is very dynamic and involves
different multiple objectives and constraints. In this study, a planning framework, for
size—location planning of DG in distribution systems has been presented. BFS and
PSO have been used for multi and single DG sizing and placement for loss mini-
mization and voltage profile improvement. The analysis presents that, appropriate
DG placement and sizing in a power distribution system plays important role in
total power loss reduction and system voltage profile improvement. The proposed
methodology is verified on 14 bus system by connecting DG at all probable loca-
tions. The results exhibited that the proposed methodology has ability for voltage
profile improvement, power losses reduction and efficient DG planning in distribu-
tion system. The comparative result of single and multiple DG size and placement
presents that the integration of multiple DG on different buses shows more improved
voltage profile with less power loss.
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Sustainable Development Assessment )
of South Asian Countries Using Fuzzy L
Logic

Abhishek Tripathi, Shafaque Shaikh, Elton Noronha, Sagar Kote,
Pratibha Dumane, and Satishkumar Chavan

Abstract The United Nations has given a blueprint for all the countries through
the 17 Sustainability Development Goals for a more sustainable future. Sustainable
Development Group publishes the sustainable development indicators for countries
the world over. These indicators are complex in nature and highly interdependent.
In this paper, the fuzzy inference system is used to assess the sustainable develop-
ment based on economic, ecological, and societal sustainability indicators for South
Asian countries. Fuzzy System, being the best approach to work with ambiguous data,
provides a good degree of flexibility in assessment of SDG indicators for recommen-
dations in achieving sustainable goals by countries under this study. The proposed
work links human expectations about development with measurements of the sustain-
ability indicators. It provides some good insights that can help these countries focus
on their efforts in coming together in creating an inclusive, sustainable and a resilient
future for all the beings and the planet.

Keywords Sustainable development goals + Fuzzy logic - Mamdani fuzzy
inference system - South Asian countries * Sustainable policy decisions

1 Introduction

The Sustainable Development Goals or Global Goals are designed to be a blueprint
to realize a far better and more sustainable future for all. In 2015, the 193-member
states of the United Nations (UN) adopted the Agenda 2030. This is a universal
agenda that contains the 17 goals for sustainable development [1] that integrate the
social, environmental and economic aspects of sustainable development. All nations
need to mobilize their efforts towards ending all forms of poverty, fight inequalities
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and also tackle problems arising due to climate change. It is important for each nation
to be aware of its own issues so that there is optimum utilization and mobilization
of its resources. In this regard, assessment of the sustainability parameters of every
nation becomes a crucial factor.

The members of the South Asian countries comprise India, Nepal, Sri Lanka,
Maldives, Bhutan, Bangladesh, Afghanistan, and Pakistan. These countries suffer
due to poverty, sub-standard life style of people, limited growth in industrial devel-
opment, etc. 21% of the world’s population belongs to these countries [2]. In view
of this, the global SDGs cannot be achieved if these countries do not achieve their
SDGs. Although all South Asian countries consented to sustainable development, it
is necessary to recommend the focus areas that each of these nations must focus on
to achieve the 17 SDGs. This paper recommends various objectives derived using
certain sustainable indicators with the help of fuzzy logic inference for each of the
South Asian countries for a sustainable future. Fuzzy logic comes in handy for assess-
ment of sustainability parameters as these parameters are highly inter-dependent and
sometimes ambiguous.

In fuzzy mathematics, symbolic logic could also be a sort of many-valued logic
in which the reality values of variables may be any real number between 0 and
1. Symbolic logic is employed in uncertain environments. The sustainability goals
which are chosen have not just parameters which are not easily quantifiable but
also time uncertain. The Mamdani Fuzzy Inference System is used to perform the
sustainability assessment. The remaining sections of the paper are organized as:
Section 2 gives various applications of the Fuzzy Inference System. Section 3 briefs
about the Mamdani Fuzzy Inference Model and Sect. 4 provides the analysis of the
results along with recommendations for South Asian countries. Section 5 concludes
the work presented in this paper.

2 Literature Survey

A study of methodological framework for sustainability assessment is presented by
Sala et al. [3] in order to address critical issues like development of novel methodolo-
gies/models, multi-geographical and temporal issues, accounting for assessment of
extreme complexity and non-linearity of data, and achieving the sustainability goals.
It is observed that appropriate methods are not employed by decision-makers due to
the lack of systematic analysis of a problem and understanding of the available data
and methods for sustainability assessment.

Zijp et al. [4] proposed an approach for selection of methods based on ques-
tion articulation. The society is facing severe challenges due to global warming and
climate change. These environmental issues are due to carbon emission through
poorly managed manufacturing processes [5]. Pabuccu presented fuzzy logic-based
approach for measurement of poverty index of households and in turn for countries.
In this approach, the weighted determinants of poverty are estimated to identify the
factors influencing poverty and recommendations are provided for the researchers and
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policy makers [6]. Raman et al. [7] used a fuzzy inference system to estimate water
quality index which was useful to classify the water-quality of rivers for public consid-
eration. Wulf et al. [8] provided an extensive review of Life Cycle Sustainability
Assessment (LCSA) with algorithmic developments and its implementation guide-
lines. Bottani et al. [9] presented sustainability assessment using monotonic fuzzy
inference models for economic, environmental and social perspectives of industrial
case study.

Sustainability assessment using fuzzy logic was proposed by Phillis and Andri-
antiatsaholiniaina [10] and further refined by Andriantiatsaholiniaina et al. [11],
and Kouloumpis et al. [12]. This approach gives assessment of sustainability using
various indicators defined for ecological, environmental and overall sustainability.

Multi-criteria fuzzy based approach was proposed by Raut et al. [13] to improve
the food loss due to third party logistics providers. Permatasari et al. [14] presented
classification of nutritional status for toddlers based on weight and height using
Mamdani fuzzy inference system and the centroid method for defuzzification. To
measure water quality and to advise water treatment for meeting the different
demands, a fuzzy inference model was proposed by Raman et al. [7]. Fuzzy logic-
based assessment of the urban sustainability is useful in the planning of the city’s
future development. Jaderi et al. [15] measured fuzzy sustainability index useful for
Mabhshabhr, an industrialized coastal city in Iran. Dumane et al. [16] gave an overview
of fuzzy based sustainability assessment tool for social, economic, and environmental
parameter assessment.

Based on the literature survey of sustainability parameters and the methods used,
Mamdani Model for the sustainability assessment is preferred in this work.

3 Mamdani Fuzzy Model for Sustainability Assessment
of South Asian Countries

Mamdani Fuzzy Model which was proposed by Mamdani [17] is used in this paper
for the sustainability assessment of south Asian countries. It has linguistic variables
used as inputs to regulate the fuzzy rules based on membership functions defined for
connected Key Perspective Indices (KPIs). The crisp input variables are connected
with the crisp output variables with fuzzy membership functions defined using the
linguistic variables.

The system consists of a fuzzification unit, knowledge domain with its inference
system, and defuzzification unit as shown in Fig. 1. Crisp inputs are fed to the fuzzi-
fication unit. The fuzzification unit is responsible for converting crisp sets into fuzzy
sets. The decision-making unit is responsible for the inference. The inference engine
(decision making unit) makes decisions or infers with the help of a knowledge base.
The knowledge base consists of a data base and a rule base. The data base includes
fuzzy set definitions and parameters of membership functions and the rule base is
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Fig. 1 Mamdani fuzzy inference system

basically a set of ‘if-else’ conditions. Here one or more antecedents eventually imply
a certain number of consequents. The centroid method is used for the defuzzification.
The process is summarized as follows:

1. The Fuzzification process begins with the introduction of input values and their
interpretation as linguistic values which are the determined membership func-
tions of the system variables within the fuzzy sets. Every variable is decided by the
linguistic components like “Bad”, “Very Bad”, “Extremely Bad”, “Manageable”,
“Good”, “Best” and “Excellent” for the inputs and output.

2. The knowledge domain consists of fuzzy rules defined with the assistance of
the experts. Each row of membership functions constitutes an “IF-THEN” rule
along with the “AND” operator. The inference function takes the membership
degrees of the fuzzification, supported within the rule base to get the output of
the fuzzy system. The output from each rule reflects these and obtains a fuzzified
output by superposition of individual outputs.

3. The defuzzification process is employed to get an output from the fuzzy sets.
Generally, the centroid method is commonly used for defuzzification.

4 Results and Analysis

The experimental analysis is obtained by considering four inputs viz. carbon emission
per capita, natural resource depletion, mortality rate due to unsafe water and mortality
rate due to natural disasters. In each case, total seven descriptors are preferred as
presented in Fig. 2. In this paper, the sample set is limited to 8 South Asian countries.
For a given country, there are 2041 possible outcomes. After entering a country’s
name, it’s corresponding descriptors and membership value will be generated as
shown in Fig. 3. Max—min inference method is used for deriving scaled membership



Sustainable Development Assessment of South Asian Countries Using ... 265

1.0 1.0
& 0.8 o 0.8
s 08 5 06
3 -]
% 04 E o4
é 02 é 02
0.0 = 0.0
0 5 10 15 20 25 0 5 10 15 20 25
Mortality rate due to unsafe water (per 100k population) Natural resources depletion (% of GNI)
@ ®)
1.0 10
, 08 , 08
T 06 ERNT:
) b
Z 04 E 04
= =
g 02 3 02
0.0 0.0 =
0 5 10 15 20 25 0 5 10 15 20 25
Mortality rate due to disaster (per 100k population) Carbon emission per capita (% of GNI)
(©) (O]

Fig. 2 Membership Functions, a Mortality rate due to unsafe water, b Natural resources depletion,
¢ Mortality rate due to disaster, d Carbon emission per capita

function. The area obtained is used to generate a crisp value using the centroid
method.

4.1 Data Used for Experimentation

The data for the selected four sustainable parameters from South Asian countries
was taken directly from The UN Development Report published in 2019 [18]. The
details of the used data are presented in Table 1.

4.2 Defuzzification Output

The greater the defuzzified output, the worse is the environmental sustainability.
Table 2 gives the defuzzification output values generated from the proposed system
for the South Asian Countries. Using these crisp values, we have recommended
corrective measures leading to better sustainability of the South Asian Countries.
For example, the outputs with respect to the parameters for a country like Sri Lanka
are ‘good’ Carbon Emission, ‘best’ Natural Resources Depletion, ‘best’” Mortality
rate due to water, and ‘excellent’ Mortality rate due to Natural Disasters. The defuzzi-
fied value in this case comes out to be 1.29 which indicates the environmental
sustainability of Sri Lanka is much better than most of the South Asian Countries.
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Table 1 Data from UNDP report 2019 used for assessment [18]

Countries/ Carbon emission | Natural resources Mortality rate | Mortality rate due
parameter per capita depletion due to unsafe to disasters
water
India 2.0 0.0 18.6 0.8
Nepal 0.3 0.3 19.8 1.9
Afghanistan | 0.3 0.3 13.9 1.2
Bangladesh 0.5 0.6 11.9 0.2
Sri Lanka 1.1 0.0 1.2 0.5
Maldives 3.0 0.0 0.3 0.2
Bhutan 1.6 1.3 39 3.7
Pakistan 1.1 1.0 19.6 0.1
Table 2 Defuzzification output deciding sustainability index of country
Country | Maldives | Sri Bangladesh | Afghanistan | Bhutan | India Pakistan | Nepal
Lanka
Output | 00.6265 |01.2936 | 09.3012 11.0400 13.4250 | 14.2800 | 15.3255 | 15.3235
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Also, using the defuzzified values of various countries, we can quantify the
sustainable development of a country.

4.3 Recommendations to Achieve SDGs in South Asian
Countries

The experiment helped us arrive at certain recommendations for the selected 8 South
Asian Countries. The country-wise recommendations are as follows:

Recommendations for INDIA

Plant more trees and replace 30% of coal and oil usage with natural gas.
Avoid animal farming, encourage use of public transport and reusable water
bottles, use low-cost water filtration units, install water treatment plants and water
wheels.

e Speak to the consumers and raise awareness.

Recommendations for NEPAL

Encourage Rain Water Harvesting.

Install wastewater treatment plants.

Employ advanced techniques in structural engineering.
Maintain vegetation on the slopes for soil retention.

Recommendations for AFGHANISTAN

e The country needs to raise education or awareness among its residents.

e Use rain water harvesting techniques and recycle waste water.

e Employ data analysis tools, develop advanced warning systems and disaster
preparedness and building structures that can sustain earthquakes.

Recommendations for BANGLADESH

e Improved water sectors are needed so that people do not feel the need to directly
access arsenic poisoned ground water by digging wells.
e Installation of Arsenic Removal technologies.

Recommendations for SRI LANKA

e Sri Lanka seems to be doing well in terms of environmental sustainability; it may
work on minimizing its carbon footprint.

Recommendations for MALDIVES

e Maldives seems to be doing wonders in terms of environmental sustainability.
e [t needs to work on its carbon emission as it falls in the ‘bad’ range by employing
use of renewable energies.
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Recommendations for BHUTAN

e Tools and technologies should be introduced for (Glacial Lake Outburst Flood)
GLOF management.
Radar imaging is an extremely valuable tool for GLOF.
Natural Disasters cannot be avoided completely, however, awareness and educa-
tion with respect to natural disaster management, better anti-earthquake architec-
ture can be implemented.

Recommendations for PAKISTAN

e Very few industries in the country have their own water treatment plants to treat
waste-water and many more industries must install them.

e The Government must take stringent action against industrial effluent disposal by
the factories.

e Public awareness campaigns should be started at the college, university, and
community level to increase awareness about the importance of clean water.

e The rural communities must be taught how to adopt safe control methods for
protecting the stored water in houses and techniques on how to disinfect water.

5 Conclusion

The new approach presented in this paper will support decisions regarding sustainable
development and can be very useful for policy makers to decide on the measures to
be taken in the coming years for a sustainable future for life on planet Earth. Some
goals may be more urgent and important for some countries as compared to others and
hence, this approach will help in assessing the sustainable development parameters
using Fuzzy logic. The assessment can also help in analyzing the efforts towards
sustainability and give a direction so there is a structured and focused efforts towards
achieving the SDGs by 2030 as collectively decided by the UN member nations.
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Blockchain Based Supply Chain System: )
A Case Study of Agriculture L

Pranav N. Shinde, Apoorvamegh A. Chechar, and Amol C. Adamuthe

Abstract Effective supply chain is important for all the stake holders. In recent years
use of ICT based solutions have increased rapidly. Cloud based systems improved
the working and are a cost-effective solution. Still, the whole supply chain with
multiple intermediaries being in play is affected by the problem of introducing coun-
terfeit agriculture products which have been of major concern. There is a need for
a technology-based solution to prevent such issues and identify culprits. This paper
proposed a blockchain based agriculture supply chain assimilated with decentralized
application into the various nodes of the supply chain. To perform actions on a product
or raw material, certain conditions associated with these products should be met. The
actions performed on a product will be redirected to smart contracts associated with
these products and transactions of this product will be stored in respective transac-
tion contract. The data consisting of different product details and the backtracking
of ownership records correspond to an improvement in dependability, responsibility,
and better traceability. This improvement is made possible by using a signature-based
event, request-response verification mechanism, and mandatory data updates every
time significant computer in the agriculture supply chain.

Keywords Supply chain - Blockchain - Smart contract + Transaction - Traceability

1 Introduction

In the Indian economy, agriculture plays an important role and it affects us on a
big scale. In previous years there is an increment in GDP to 20.2% and it provides
employment to around 58% of the population [1]. There are many problems related
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to the agriculture sector such as agriculture product quality, weather forecasting,
crop yield improvement, and the gap between farmer and customer. Focusing on
supply chain management as it is a key area with various intermediaries and complex
working where the mode of failure is more and has a lot of grey space which can
be improved upon. To guarantee product safety, it is required to make a system that
monitors the rise of products from the agriculture supply chain.

The emphasis on improved traceability throughout the supply chain has been
refocused in light of the rising worries about contamination hazards and food safety.
The series of procedures used in the manufacture and delivery of a good or service
to a customer is referred to as the supply chain. Important data must be obtained,
exchanged, and managed in order for items to be traceable in the agricultural supply
chain and vital information must be gathered, shared, and managed. This needs
accurate origin identification and multiple information exchanges that use numerous
intermediaries, making them challenging to track and trace. The emergence of coun-
terfeit products into the supply chain and the consequences for public health highlight
the need for traceability as a tool for authorities to use to monitor the quality and
safety of products. The existing traceability approach in the agricultural supply chain
struggles greatly as administrative controls and data fragmentation makes the data
susceptible to management and modification. Immediately identifying the source of
contamination and removing the contaminated product from the agricultural supply
chain, requires extensive cooperation between a number of parties (see Fig. 1).

As we can see, this supply chain is highly convoluted and is made up of a number
of intermediates with poor traceability and no method to pinpoint the company in
charge in the event of significant errors. The current agricultural supply chain is
cloud-based [2]. SaaS and PaaS are used in cloud computing to suit customer needs
and store all relevant data in a central location. Data is obtained by end users from an
inaccessible central authority. Cloud computing’s centralized architecture alienates
the supply chain by reducing product transparency and traceability. Customers or
buyers find it difficult to confirm that the product complies with the standard because
most aspects of the current system lack transparency. Investigating supply chain
tampering when there is a suspicion of illegal or unethical behavior can be difficult,
but this problem can be handled by using blockchain technology.

Blockchain being a revolutionizing solution provides a compelling and viable
solution ensuring the tracing and monitoring of agriculture products with no need
of centralized authority over the system. Each transaction into the blockchain is
immutable, which means there is no way sensitive product information and owner-
ship transfer data can tamper. Blockchain provides complete transparency, which also

e .
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Producer Inspection Processing on Crops Receive product & ship  sells produets in small Consumes end
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Fig. 1 Supply chain in agriculture
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brings trust between the various main entities of the supply chain, such as, producers,
the processing industry, intermediaries like distributors and suppliers, and the end-
users as customers. Each product within the chain can be transferred between the
different authenticated entities of the chain using an event request-response mech-
anism. The “Web 3.0’ based DApp (Decentralized App) provides a sophisticated
medium for the nodes in the supply chain with an ease-of-use system and highly
transparent database. The React Framework is used in the development of the DApp.
The smart contracts are implemented on a publicly accessible local blockchain that
‘Ganache’ offers. The Truffle framework and Web3.js are used to connect the DApp
to the blockchain.
The objectives of the proposed system are

e To enable greater traceability, and safety and prevent the counterfeiting of
agricultural products.

e Design a decentralized and secured system for the agriculture supply chain to
identify culprits.

This paper is organized as follows: In Sect. 2 presents a literature review. Section 3
is about the practical framework for the blockchain-based tracking process. Finally,
Sect. 4 is conclusion.

2 Literature Review

Numerous academics and businesspeople have conducted extensive research and
conversations over the years on how to use distributed ledger technology to enhance
and supervise the existing state of the supply chain.

In [3-5], authors presented a full-fledged blockchain solution, including a design
plan and a common method for integrating it into corporate strategies. The suggested
solution is built on the Ethereum blockchain network.

In [6-9], authors proposed a blockchain-based product monitoring system. Smart
contracts are in charge of storing histories and transactions in a distributed ledger,
which is then converted into a chain of blocks from which product information can
be verified. Traceability is enabled by deploying example use cases on two separate
blockchain systems, namely ‘Ethereum’ and ‘Hyperledger Sawtooth.” The perfor-
mance of both installations was then evaluated and compared in terms of latency,
CPU use, and network utilization, with emphasis placed on their primary benefits
and shortcomings.

In [10], authors developed an application-based permissioned blockchain in which
only legitimate parties can participate and enroll in the blockchain network.

In [11, 12], authors developed a system linking the product deletion decision-
making process with blockchain technology. It boosted communication and collabo-
ration across diverse supply chain actors, as well as information efficiency, efficacy,
and dispute resolution. The proposed Possession of Products mechanism detects if
any entity is unable to demonstrate possession of a certain product.



274 P. N. Shinde et al.

In [13, 14], the author created a double-layer structured permission blockchain
that provides better product monitoring. Introduced the double-layer structure and
detailed its benefits in the efficiency of agricultural supply chain systems.

In [15], authors extended research on the study of utilization and development
situation of RFID (Radio-Frequency Identification) and distributed ledger technology
is being utilized to construct the agri-food supply chain monitoring system.

In [16, 17], authors worked on the analysis of recent trends and applications in
distributed ledger technology. Utilize cases, constraints, and research perspectives
for a translucent agri-food supply chain.

3 Practical Framework for the Blockchain-Based Tracking
Process

Cloud-Based System

Cloud-based supply chain management has less traceability and accountability. The
main issue that exists in an existing system is product counterfeiting. The prevalence
of counterfeit agricultural goods in Indian markets reduces input quality, reducing
agricultural productivity. Poor data accessibility and tamper-proofing are the faults
of the centralized architecture of the current system.

Proposed System

This section mainly focuses on product traceability and system implementation. Any
node can be responsible for both functions such as demand and supply. This system
suggested a request-response event mechanism to guarantee that both parties to the
transaction consent to accepting and delivering the product.

3.1 Smart Contract Design

Certain conditions should be met for the execution of a smart contract. There is no
need for a third party for the execution of the contract.

The smart contracts written below represent roles for each entity associated with
certain conditions. The actions performed directly on a product or raw material will be
redirected to ‘Raw Material Contract’ and ‘Agri Product Contract’. The transaction
associated with these actions will be stored in respective “Transaction Contract’.

Supply chain Contract: All entities are bound by this contract. This contract is
deployed by the supply chain owner. A function in a smart contract can be accessed
by the respective role assigned to it, helping to increase data security and availability.

Raw Material Contract: When a raw material is created, the farmer deploys the
raw material contract and the resource is added to the chain. From the farmer, the
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address of the farmer, date, time, address of the carrier and address of the transaction
contract are required.

Agri Product Contract: This contract is deployed by the processing industry the
address of the product’s raw material, the day and time, the transporter’s address,
and the address of the transaction contract must all be provided by the farmer.

Transaction Contract: The deployment of the transaction contract is done axiomat-
ically when raw material and agricultural products are initialized. The transaction
hash value is 32 bytes.

The smart contract mentioned above works in the same way for use cases with
different raw materials, suppliers, transporter, and distributor. The supply chain
is expanded with the addition of any new entity below it and its corresponding
transaction contract.

3.2 Process Flow

See Fig. 2 for the process flow in agriculture supply chain.

The owner deploys smart contracts on the Ethereum blockchain.
The chain’s entities are authenticated and registered by the owner.
A new raw material is registered by a farmer.

For a new raw material respective raw material contract is deployed.
For a new raw material, transaction contract will be deployed.

The raw material was successfully registered.
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The farmer delivers the raw materials to the transporter.

Farmer changes the status of the product and adds a transaction to the transaction
contract.

The raw material is transported to the manufacturer by a transporter.

The processing industry verifies the raw materials origin.

The processing industry modifies the product status and adds a transaction to
the transaction contract.

A new product is registered by the processing industry.

For a new product, “Agri Product Contract” will be deployed.

For a new product respective transaction contract will be deployed

The product was successfully registered.

The raw material is transferred to the transporter by the processing industry.
The processing industry modifies the product status and adds a transaction to
the transaction contract.

The product is delivered to the supplier by the transporter.

The supplier verifies the product’s origin.

The supplier modifies the product status and adds a transaction to the transaction
contract.

The product is delivered to the transporter by the supplier.

The supplier modifies the product status and adds a transaction to the transaction
contract.

The product is delivered to the distributor by the transporter.

The distributor verifies the product origin.

The distributor modifies the product status and adds a transaction to the
transaction contract.

The product is delivered to the transporter by the distributor.

The distributor modifies the product status and adds a transaction to the
transaction contract.

The product is delivered to the customer by the distributor.

The customer confirms the product’s origin.

The customer updates the product’s status.

3.3 Product Traceability and Source Verification

Step 1: After the buyer initiates a purchase request, the supply chain contract’s buy ()
function is called. This function takes important inputs namely buyer address, seller
address, address of the raw material to be purchased and a signature that is signed
with the private key (Fig. 3).

Step 2: The viability of the signature is verified by the seller. If the verification is
successful, the seller calls the respond () function, which responds to the buyer’s
request along with a signature. The signature must be signed with private key of
seller.
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Step 3: The seller will hand over the goods to the buyer via a transporter. The transfer()
function is called to prove that the raw material/product has been shipped.

Step 4: Finally, after the buyer receives the goods, the received () function is called
to confirm that the goods have been received (Fig. 4).

4 Conclusions

Technology adoption is important to remain competitive and improve the produc-
tivity of any enterprise. Recent IT technologies such as cloud computing and
blockchain have provided efficient supply chain processes. This paper presents
improved blockchain based system for agricultural supply chain. The proposed
system uses an event request-response verification system mechanism that increased



278 P. N. Shinde et al.

the transparency in the system. The proposed system is decentralized, improved data
accessibility, tamer-proofing, and resistance to product counterfeiting.
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Data Sharing and Privacy Preserving )
Access Policy of Cloud Computing Using | @&
Security

Dhanashri Kamble, Rajni Patel, and Prajakta Deshmukh

Abstract People admire the incredible power of cloud computing but cannot fully
trust on cloud providers due to the absence of user-to-cloud controllability. The
Attribute Encryption Standard (AES) is used to share and secure the encrypted file
with different users. On cloud the user stores their sensitive data without direct
control, so there is less security over the data. There are many chances for the hacker to
consume the resources, modify the data or to corrupt the data. So, the proposed system
overcomes all these issues; to keep data secure from hacker (insider/outsiders). We
use a privacy-preserving access policy for secure communication and maintaining
confidentiality for secure data access and transfer. SHA 512 is used for generating the
hash function and authentication in the system. Therefore, providing security for the
data sent over the internet is necessary. The owner and user of the server raise many
issues without direct control. In this work, we take one middleware, the authority that
verifies the user’s request and gives the encryption key directly to the user via mail
to obtain resources from the cloud. No one can modify data without user permission.
This empowers every user and each authority specialist to claim and control their
data associated with the user’s documents inside a protected situation. The proposed
system state that, for secret communication with the cloud. The data is given to the
owner, and the hash is given to the authority. The user gets the encryption key to
access the cipher text.

Keywords Cloud computing - Error localization - Erasure code - AES -
Steganography * Encryption

1 Introduction

Cloud computing is used through the internet, which enables the distribution of
services. Today, cloud computing is the most important concept that people advocate
for the incredible power of cloud computing, but the lack of control from the user to
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the cloud makes it impossible to fully trust the cloud provider. To share encrypted files
with others, you can use Ciphertext-Policy Attribute-Based Encryption (CP-ABE)
to enforce fine-grained, owner-centric access control. However, this is not secure
enough against other attacks [1]. Malicious attackers can download thousands of files
and launch EDoS (Economic Denial of Sustainability) attacks that consume a lot of
cloud resources. Cloud computing concepts also include general terms such as data-
as-a-service and everything-as-a-service [2, 3]. Attribute-based encryption (ABE)
[4] is considered one of the most appropriate techniques for enforcing and managing
data usage rights in public clouds, as it allows data owners to commit to direct control
over their data. increase. Many kinds of his ABE algorithms are currently proposed,
divided into two categories: key policy attribute-based encryption (KP-ABE) [4]
and ciphertext policy attribute-based encryption (CP-ABE). The benefits of cloud
computing are immense, but security and privacy concerns remain major barriers
to widespread adoption. While CSP infrastructure and management capabilities are
far more powerful and reliable than personal computing devices, cloud platforms
are still prone to media failures, software bugs, malware, administrator error, and
malicious insider attacks [5, 6]. The cloud brings many advances in hardware and
software applications for data management, seen in precise accessibility. However,
cloud computing has many issues in terms of data security, which is one of the biggest
problems in adopting data in cloud environment. Therefore, the work proposed here
relinquishes data and security controls and employs several mitigation techniques
against attacks. Focus on cloud data security, storage, protect system and data. We
propose a strict distributed scheme against attacks.

2 Literature Survey

Combining Data Owner-Side and Cloud-Side Access Controls for Encrypted Cloud
Storage [1, 7, 8]. In this paper, People recognize the incredible power of cloud
computing, but the lack of user-to-cloud control prevents them from completely
trusting cloud providers. To ensure confidentiality, data owners should upload data,
not in plain text. To share encrypted files with others, you can use attribute-based
ciphertext policy (CP-ABE) encryption algorithms to enforce fine-grained, owner-
centric access control. However, this is not very secure against attackers. Here, a
malicious attacker attacks the cloud, downloads thousands of files from the cloud, and
launches her EDOS (denial of economic sustainability) attack that heavily consumes
the cloud resources. Cloud server providers are the main players in providing services,
accountants and payees for resource consumption fees and ensuring billing to owners.
This work applied security to cloud storage using the CP-ABE algorithm to mitigate
EDOS attacks [1]. Application of Digital Signatures with User-Authenticated Cryp-
tographic Algorithms for Data Security in Cloud Computing [2, 9]. Cloud computing
is used over the Internet to share software information and resources with the world
[2]. Share resources for all servers and all users independently. This digital signature
uses user authentication of secure data using the cloud computing digital signature
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encryption algorithm. This allows you to keep your information in the cloud, handle
all your sensitive data, and keep all your documents safe with digital signatures, as
all important documents that are signed are not physically secure. You can do this by
using a cryptographic algorithm that shares a key with both the sender and receiver.
We have applied security to your data based on the internet using encryption algo-
rithms RSA, AES, SHA. To protect against attackers, use encryption and encryption
algorithms [2, 10].

TMACS: A Robust and Verifiable Threshold Multi-Authority Access Control
System in Public Cloud Storages [4]. In this work, Attribute-Based Encryption
(ABE) was used as the best algorithm and performed directly by the data owner.
We guarantee the tools to You are promised control over your data in public cloud
storage. TMACS (Training and Management Access Control) is a system that is not
only proven to be secure, but also robust when permissions are active within the
system. It uses the ABE and CP-ABE encryption algorithms to maintain the entire
attribute set, creating a single bottleneck in both security and performance. After that,
several systems with some powers have been proposed. In this system, permissions
manage separate sets of disjoint attributes. TMACS is a system that satisfies attribute
schemas from various agencies and provides robustness at the security and system
level [4]. DDoS/EDoS Attacks in the Cloud: It Affects Everyone [11, 12]—DDoS
attacks have recently become malicious attacks. This is a direct attack on the cloud,
consuming all resources and causing economic loss. Her next DDOS attack is the
EDos (denial of economic sustainability) attack. Direct impacts of these attacks on
other stakeholders include service disruption, web service performance, resource
contention, indirect EDoS, downtime, and business loss [11]. A distributed denial
of service (DDoS) attack is a targeted attack against a victim server being attacked
cooperatively or uncooperatively by a large number of service requests from a group
of distributed clients/bots. This is typically achieved by targeting one or more basic
server resources such as CPU, memory, disk, and bandwidth.

For example, the number of TCP connections. It was used to understand the impact
of DDoS/EDoS attacks in the cloud [11]. E. Public Cloud Security Challenges [5]
Cloud computing is the latest term for the long-awaited vision of computing as a
utility [13]. The cloud offers flexible on-demand access control, policy and security.
Cloud computing has many security issues. Identifying the attacker is very difficult.
The attacker’s location could be an insider, an outsider, or a malicious attacker. It
attacks the cloud, subverts all security and consumes resources without permission.
CSP also grants access without knowledge of existing users. While this is a critical
security challenge, here the authors outline some critical security challenges to moti-
vate further exploration of security solutions for trusted public cloud environments.
There are many problems with cloud computing in data security, one of the biggest
problems in adopting data from the cloud. Since the storage takes place on the cloud
service provider’s servers, it poses security concerns. This means less control over
stored data. Therefore, several applications are used in this document, including
computational outsourcing security, access control, data service outsourcing secu-
rity, multi-tenancy security and privacy, and security overhead. Security and privacy
are fundamental obstacles to the success of cloud computing [5, 14, 15].
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3 Proposed Methodology

3.1 Architecture

Our hypothesis is that huge numbers of these issues are because of an absence of direct
control by owner and user over the innovation that serves them. Using Registration
form user register in a system to login, Select file for uploading into a cloud (Private/
Public) encrypt file using AES Check Authority Permission for uploading a file or
not. If authority given permission to user for uploading then enters the encryption
key which is sent by authority and upload a file on selected cloud data owner can
download his own file without authority permission. If user is not data owner and
he want to download the other user uploaded file then he must be give the authority
permission first. If authority given permission to user for downloading the file, then
user enters the decryption key which is sent by authority and download a file (Here we
use AES Decryption Technique). User also checks the server or cloud is misbehaved
with his uploaded file or not. Every time after logout the user account password will
change using random password generation technique.

User: Want access from cloud for that user need to take permission from owner, if
owner give permission authority generate encryption and decryption key and give
access to user.

Cloud Service Provider (CSP): Provide the resources/data to the user who satisfies
all the policies of cloud.

Authority: View users files encryption request verify that request and send encryption
key to user for upload the file, view users decryption request send encryption key
and OTP to user for download the data/file.

Cloud data storage: User store their data by cloud server provider on public/private
cloud so less control on their data. But we cannot fully trust on CSP for that we apply
strong security and without the authorities and data owner’s permission no one can
modify, download, or upload data on cloud.

Adversary section: Cloud data storage security alerts can come from two different
sources. On the one hand, cloud service providers (CSPs) can be selfish, trustworthy,
and sometimes repugnant. It can also try to cover data loss due to administrative
errors, Byzantine failures, etc. On the one hand, the economic motivation of being
able to compromise multiple cloud data storage servers at different time intervals
and subsequently modify or delete user data There may also be enemies with There
are two types of opponents with special abilities.

(a) Weak

An adversary that destroys a user’s original data stored on individual servers.
Once a server is hijacked, an attacker can modify or insert their own malformed
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Fig. 1 Proposed architecture

(b)

data to corrupt the original file and prevent users from retrieving the original
data.
Strong

Attackers (strong versus weak). An attacker has compromised all storage her
servers and assumes that they can deliberately modify data files as long as they
are internally consistent. This addresses cases where all servers work together
to cover up data loss and fraud incidents (Fig. 1).

3.2 Flow Chart for Login

In Fig. 2 if user want the access from cloud they must be register with server. when
user register on system he gets the access permission from authority. For upload
and download the data authority give the encryption key on users mail, so here we
mitigate the attack and if server get cheated with user we get the message from
system that your file get corrupted or someone modify your documents. and if new
user wants to resister, he gets access. If hacker want to hack data before that authority
check/verify the user and if the user is valid, user get access and connect with server.
If invalid he cannot proceed for the further process.
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Fig. 2 System flow chart

3.3 Equation

We use AES algorithm in that it generate a matrix and round made by parts: s-box,
linear diffusion, sub key addition.

0 = Wy+P+KO0O
0=W; Xi+lie{0,1...0.9}
0= MB- Xi—1+Wi+Ki forie {1,209}

0 = M’g. X;+C+KI1P, C € B be the plaintext and cipher text, W; X; be the state in
round i before inversion, K; be the round key assume each byte inX; is never zero
for each i.
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4 Result and Discussions

In Fig. 3 The user uploads their documents in the form of text, doc or pdf on cloud
three times. Time is shown in milliseconds (ms), and the file size is shown in a
kilobyte(kb). The result shows the comparison of AES and CP-ABE. AES is faster
than the Cp-ABE.

4.1 Download Time

Figure 4 the graph shows the downloading time. In this work, we can upload docu-
ments, files, sensitive data, and private data on the public/private cloud. So, the result
changes the database’s size, shown in (ms). Result changes with document length.
In this proposed system users securely upload their documents in the form of text,
doc or pdf on the cloud. The graph shows file downloaded by user three times. Time
is shown in milliseconds (ms), and the file size is shown in a kilobyte(kb).

4.2 Communication of File Attack

In Fig. 5 we can see the uploaded text file and check the attacks on file. In this graph,
we check the files and whether the file gets modified or not. If the file gets modified,
the server sends the user that your file is not safe.
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5 Conclusion

In this paper, a new secure cloud system is presented. We have used encryption
techniques and applied strong security against the attacker. We have used AES for
encryption and decryption, which generates a random password for system security
and SHAS512 for key generation and authentication. In our attack mitigation, we
check the attack on file and find the location of errors. No one can get access without
the permission of the authority. The proposed system is faster, efficient as compared
to the previous work.
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Applications of Machine Learning )
in Automotive Verification e
and Validation: A Review

Shakti Chavan

Abstract In more aspects of daily life than one may think, the use of machine
learning (ML) is widespread. More decisions are being made using solid evidence as
a result of the use of ML in research, technology, and business. It is one of the tech-
nological sectors that is expanding the fastest right now in a variety of industries, for
example manufacturing, health care, education, financial modelling, policing, and
marketing. Data science, statistics, and computer science all converge in machine
learning (ML) (Jordan and Mitchell in Science 349:255-260, 2015). ML’s potential
to transform Automotive Product Development Process (PDP) cannot be overlooked.
Though ML in the automotive industry typically linked to self-driving or autonomous
cars, there are many other applications behind the scenes. The use of ML techniques
in PDP improves the effectiveness of numerical solutions by fusing them with human
intelligence. The agility needed in the PDP due to ever changing customer expecta-
tions can be achieved with smart deployment of the ML systems. Automotive Veri-
fication and Validation (V&V) is a complex process involving a number of lengthy
tasks requiring expertise. Human inaccuracy at any stage in the development could
lead to flawed engineering decisions. ML tools could assist engineers to make accu-
rate, robust and timely engineering decisions. In this paper the examples of ML
implementation specific to V&V process are discussed. These examples should give
a general though process for enthusiasts in this area. A concise summary of the funda-
mentals of Machine Learning concept and related terms is discussed in the beginning
to make the readers familiar with the basic concept behind ML. The common stages
needed to create a Machine Learning model through DNN beginning with scratch
are listed in a typical ML workflow that is presented.

Keywords Automotive product development - Verification and validation -
Machine learning - Artificial intelligence applications
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1 Brief Overview of Machine Learning (ML)

In this section, pertinent terms and concepts related to machine learning (ML) and
its sub-disciplines are explained for the readers’ familiarity [19]. More details can
be found in [7].

Artificial Intelligence: Al is a sub-discipline belonging under computer science
which emphasizes developing machines that can carry out responsibilities that typi-
cally call for human intellect. According to Jakhar and Kaur [17], it could be inter-
preted broadly like the human intelligence is incorporated into the hardware. Deep
learning (DL), machine learning (ML), and deep neural networks (DNN) are terms
that are frequently used interchangeably. The other two ideas are a subset of Al,
which is typically thought of as a broader term (Fig. 1).

Machine Learning (ML): All methods that enable machines to infer information
from data without explicit programming are referred to as machine learning (ML).
It is a method for putting Al into practice [17]. By using the provided data, ML
aims to give machines the ability to learn and make logical predictions. An output is
produced by a traditional computer program by applying inputs and predetermined
rules. However, the rules in ML are automatically created by the algorithm from the
input data. For instance, using weather data from the previous week, the ML algorithm
can predict the weather for the coming days or weeks with no any further information.
An additional example is image identification program that uses a machine learning
model that has been educated on a database of living thing images and can recog-
nize images of different animals. There are numerous machine learning algorithms,
and the number keeps growing every day. Various ML algorithms are described in
detail in [4].

Deep Learning: DL is the branch of machine learning or method meant for applying
ML. The subsequently stage of ML is DL. The information dispensation patterns
established into human brain serve as the inspiration for DL algorithms. It uses algo-
rithm & computational model with the aim of mimic the structure of the biological
brain neural networks [17]. DL algorithms can be educated to carry out the similar
tasks for machines similar to how our brains categorize various information’s types
and identifying patterns [13]. Since the majority of Deep Learning (DL) techniques
make use of neural network architectures, they are frequently referred to like Deep
Neural Networks. Additionally, they are referred to as Artificial Neural Networks

Fig.1 Al deep learning and
ML scope

Q
)

N\
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(ANN). The number of the network’s hidden layers is indicated by the term “deep.” A
DNN model is made up of a network of artificial neurons that are connected together.
The nodes connected by edges function similarly to the synapses in a biological brain
that transmit signals to other neurons. Layers are collections of nodes. Every node
analyzes signal it receive before sending them to other nodes it is connected to. Each
link between the nodes has a weight attached to it. The significance of the input value
is dictated by this weight. The output signal’s strength is altered by the weight. The
term ““activation function” refers to a threshold that nodes may have that prevents
a signal from being sent unless the aggregate signal crosses it. In order to change
the result, the activation function regulates how far the signal advances through the
network. Different layers may transform their inputs in different ways. Signals move
through the layers, possibly more than once, before moving through the output layer
and into the input layer. Figure 2 depicts DNN architecture with two unseen layers,
each with 5 nodes, plus an input layer, which has three nodes, output layer, and 1
node.

Supervised and Unsupervised Learning: Machine Learning, ML algorithms will
be divided in two categories: supervised learning as well as unsupervised learning.
With a datasets of feature values and corresponding target label, supervised learning
algorithm is educated. Dataset with feature but no linked target label is used to train
algorithms for unsupervised learning. According to Goodfellow et al. [13], such inde-
pendently model the data’s underlying distribution or structure. The unsupervised
learning form, for instance, can be educated using client purchase data to catego-
rize them according to their purchase habits. According to Goodfellow et al. [13],
supervised learning issues will be further divided into Regression and Classification
types. While categorical response values are predicted for classification problems,
continuous reaction values predict for regression-type problems (Fig. 3). The output

IX1Y
00000

Input Layer Hidden Layers Output Layer

Fig. 2 An architecture for deep neural networks
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variable in a regression difficulty is a continuous or real value, for example fore-
casting a person’s age. In contrast, the output variable in a classification problem is
a category or else categories, like guessing whether the picture be of “a dog” or else
“a cat.”

Al Tools and Frameworks: There are several user-friendly, open-source DL frame-
works that are available with the goal of making it easier to implement intricate and
extensive DL models. Popular frameworks include Scikit-Learn, TensorFlow, and
PyTorch, to forename a few. Because TensorFlow is adaptable and will be unaccus-
tomed communicate a broad range of Machine Learning-ML algorithms, with data
processing and investigation algorithms intended for DNN’s model, it is chosen for
this study. It offers a line for express Machine Learning-ML algorithms as well as an
execution accomplishment. In numerous branches of computer science and further
disciplines, such as speech recognition, robotics, geographic information extraction,
information retrieval, computer vision, natural language processing, computational
drug discovery, and TensorFlow have been used for research and for the deployment
of machine learning systems into production [1].

2  Workflow for Machine Learning

Building mathematical models to study from the information and formulate predic-
tions is a core of machine learning. The general steps needed to create a DNN-based
ML model from scratch are listed in this section. A typical ML system outline is
shown in Fig. 4. For further details readers can refer [7].

Gathering and preparing data: The effectiveness of ML systems is governed by
the type and quantity of training data [12]. Data may be in any format, like pictures,
comma-separated values, audio files, and many more, depending on the study’s goals.
To comprehend the relationships between the features, the input information must
be further analyzed. Additionally, it needs to be cleaned to get rid of anomalies and
unidentified entries. To prevent any learning bias, it be a high-quality idea to make
the input data random. Depending on the type of data, additional form of adjusting
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and management, like normalization and rectification of outliers, can moreover be
carried out. Typically, the most of the data used as input are used to instruct a model
(also known as education data) and the remaining data are used to estimate the model.

Selecting a model: The subsequently step is toward choose the suitable DNN archi-
tecture in favor of the difficulty. It is challenging to suggest a single kind of architec-
ture which solves every kind of problem because the selection of a network varies
on the issue at hand. An optimizer, a loss function, layers, and nodes make up the
majority of a DNN model. In the section titled “DNN model setup,” these compo-
nents are described. Usually, the best model for a particular problem requires some
experimentation with various architectures.

Training: A significant component of the ML system is the training procedure. The
model’s capacity for prediction is incrementally enhanced using the input data in this
step. For some randomly initialized features, the model makes a prediction of the
output before comparing it to the genuine values. Weights were afterward adjusted
to reduce the prediction error. The cycle is repeated until the desired number of steps
has been reached or an optimal solution has been found.

Assessment and parameter estimation: To see how the model would perform
in practice, fresh or previously unexplored data can be used to test it. To deter-
mine the model’s performance, an estimate metric called Mean Absolute Errors
were employed. By adjusting model parameters like the number of nodes, number
of layers, loss function, learning rate, activation function, optimizer, and epoch,
the model may be improved even further. These parameters, also known as hyper-
parameters, control a model’s precision and training time. The problem determines
the selection of evaluation metrics and hyper-parameter values.

Prediction: a computer algorithm’s result that has been educated on past data and
then useful to fresh data to estimate the probability of result is referred to as a
“prediction.” In the new dataset, the educated model will create likely values for
target labels that are unknown. The value of the ML model is finally realized at this
stage of the procedure. To produce the predictions, the evaluated model be retained
and can be used again.

3 Automotive Product Development Process (PDP)

The management of the automotive PDP’s product development process is a complex
process that calls for ongoing oversight and interaction based on the exchange of
data and information [9, 26]. The high levels of design and process complexity
leads to challenges within and between technical, organizational and process areas.
The automotive PDP involves multiple simultaneous development phases referred
as specific quality gates. Each phase provides the targets that must be met in order
to enter the next gate. The process of developing a new program typically spans
over three years from concept to launch. The development timeline depends on



296 S. Chavan

scope of the program. For example, a completely new platform needs longer time
over redesigning/refreshing a vehicle or a power train. Most product development
process can be defined with five generic phases [8]. One or maybe more concepts
are created and tested during concept development. The concept describes form,
function, and characteristics of a product. The succeeding phase defines systems
design and the overall automobile product architecture. The detail design phase
complements system-level design phase. The vehicle’s specifications are developed
to production level during this phase. Testing and refinement phase is done in Veri-
fication and Validation (V&V) phase according to the set requirements. The start of
production phase is the official product launch phase. Appendix A shows a generic
development process with milestones and key activities in each phase [5].

4 Challenges of Product Development Process (PDP)

The automotive industry is undergoing the most profound change in its history after
a century of gas-powered vehicle invention. Decarbonization, electrification, digital
connectivity and a shift to sustainable fuels are changing the meaning of mobility
[16]. The customer demands have been shifted to things such as autonomous-driving
features, personalized experience, clean fuel from just fuel economy and luxury. The
goal, according to Herlt and colleagues, is to incorporate digital services into an auto-
motive ecosystem that goes far beyond the typical car and provides an experience
similar to a smartphone. Additionally, Asia is continuing to gain importance in both
global and local markets [20]. Globalization is a strong and undeniable economic
force. It carries several unintended consequences but also benefits. The material
availability, skilled workforces, technological innovation to meet the new trends is
also crucial factors of global economic development. Globalization is must to build
cars at a sustainable cost. It mandates that all market participants establish intri-
cate engineering networks with partnerships and global and regional hubs. Hence,
today the automotive business opportunities remain in creating efficient, sustainable,
connected mobility solutions. Integrating more sustainability into business processes
is becoming increasingly important for companies [27]. The car manufactures must
do significant changes the way they innovate, develop and manufacture the product to
remain competitive. The competence of companies to respond, however, is associated
with adequate investments to research and development. Objective of an automotive
development process is to build up the vehicle as speedily as likely, by utilizing the
invested assets as capably as possible and to match or exceed the customers’ expec-
tations [2]. These objectives are linked to the timing and magnitude of the resulting
cash flows, which are related to the efficiency of the automotive development process.
These goals are neither independent nor inflexible. It is challenging to achieve high
product reliability across the development processes due to the growing product
complexity brought on by more product variants, sophisticated electronic systems,
and complex distribution functionality. All of this could cause downstream disrup-
tions to the development process at almost all the levels. Such unexpected disruptions
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can have a major effect on the budgets and schedules of the PDP. For example, a
disruption to a design and validation process is also one of the common causes for
“Automotive Recalls” that are threatening profitability of the automotive industry.
Tens of millions of vehicles are recalled every year in the U.S. to repair a wide
range of issues, such as faulty headlights, windshield wipers, serious problems that
could cause a fire or crash. The United States (U.S.) National Highway Traffic Safety
Administration (NHTSA) have been issued 300 recalls for major car manufacturers
in 2022, affecting millions of vehicles [10].

To meet the ever-increasing pressure to cut costs while enhancing efficiency,
quality, and compliance with ever-stricter regulations, automakers must develop
innovative new methods for designing and developing cars. Automakers antici-
pate that ML will enable them to overcome some of the new difficulties. ML can
assist automakers in creating, producing, and selling vehicles more successfully and
efficiently. By lowering accidents and enhancing driver safety, ML is becoming
an increasingly significant factor in making cars safer. In order to identify and
avoid potential road hazards, advanced driver assistance systems (ADAS) and fully
autonomous driving systems use deep learning (DL) to process data from sensors
and cameras. Connected cars, which help to increase vehicle performance, efficiency,
and safety, are another example of how Al is being used in the automotive sector.
ML can also lower the cost of creating and maintaining automobiles. For instance,
Volkswagen is utilizing ML to create a system that can detect manufacturing flaws
in auto parts. The objective is to up to 30% lower the cost of repairs [3]. Predic-
tive maintenance can also benefit from the use of ML. Data from sensors is used in
predictive maintenance to foretell when a car will require maintenance. After that,
maintenance can be planned in advance of the issue [3].

Efficient V&V processes are for confirming that a product meets defined speci-
fications and fulfills intended purpose. It is one of the time consuming and expen-
sive phases in PDP. The development time signifies the efficiency, while the robust
performance matrix signifies the effectiveness of V&V. ML technology can assist
the engineers to establishing an efficient and powerful V&V process to meet the
needs of new PDP. There are never-ending opportunities meant for the engineers to
progress the conservative V&V by integrate ML techniques into the process. In the
following examples of ML implementation specific to V&V process are discussed.

5 Machine Learning (ML) Application in V&V

The potential for ML systems to merge human intelligence through numerical solu-
tion could lead to extra reliable answers to a specific difficulty. They may lessen
the need for human labor in a number of engineering development fields. The use
of ML in V&V could reduce the need for human intervention, making simulations
more accurate and quick. The PDP has demonstrated the potential of ML to support
knowledge extraction, particularly in the early stages when important decisions need
to be made. Then objective of this manuscript is to give readers a general overall
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view of application of Al in PDP. More specifically ML implementations related to
V&V are discussed. These examples provide the opportunity to assess the current
state of ML implementation in V&V. They also show a general thought process of
systematic deployment to solve some of the trivial problems in V&V.

For businesses to succeed, new product development (NPD) is essential, and
it requires the right decision-making approach. To ensure that limited resources
are allocated effectively, difficult choices must be made between incremental NPD
strategy and radical NPD strategy, referred to as a binary NPD strategy [29]. An
evaluating indicator system was created by Xie et al. [29] to determine the best
approach for binary NPD forecasting. The empirical findings on actual OEM data
show that the hybrid ensemble machine learning (HEML) method RS-Multi Boosting
has exceptional forecasting performance with the small datasets.

Human imagination continues to be a key component of creative concepts and
solutions. Machine learning-based concept generation research is still in its infancy.
Text mining was used by Zhang et al. [31] to extract design concepts from design
documentations and group them into sets of related designs. A framework that can
design and potentially generate concept attributes based on the specified design objec-
tives was proposed by Hein et al. [15]. The Godel machine, a reinforced machine-
learning framework, was integrated by the authors with a formal computational
creativity framework.

Characterization of the mechanical properties is essential for Finite Element Anal-
ysis (FEM) which is one of the important tools used in V&V. The material prop-
erties are required to design and develop tools as well. Xie et al. [29] developed
a DL model, to predict mechanical properties of industrial steel sheet including
yield strength, ultimate tensile strength, elongation, and impact energy. The tuned
DNN model was deployed in the real-steel plant for online monitoring and control
of steel mechanical properties, and to guide the production of targeted steel plates
with tailored mechanical properties. Convolutional Neural Network (CNN)-based
methods to predict stress fields in solid material elastic deformation were presented
by Nie et al. [22].The precision of the constitutive material models determines how
well forming operations can be simulated using FEM. The accuracy of a constitutive
model is always constrained to its predefined mathematical formulation. ML tech-
niques could be used to overcome FEM limitations. Gaspar & Andrade-Campos [11]
discusses a concept that replaces the classical FEM formulations by ML techniques
for the material behavior definition in forming simulations to improve the accuracy
of a constitutive material model. The proposed model uses Artificial Neural Network
(ANN), trained using virtual material simulations, whose behavior is reproduced by
a classical Chaboche-type ‘elasto-viscoplasticity’ model. The ML model is intro-
duced into a FEM tool as a user subroutine, to solve more complex strain states.
Quan et al., [23] also used an ANN model to predict residual stress and distortion in
the cast aluminum component. A multilayer feed-forward ANN model were trained
and verified using FEA residual stress and distortion predictions together with part
geometry information such as curvature, maximum dihedral angle, topologic features
including node’s neighbors, as well as quench parameters like quench temperature
and quench media.
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To guarantee durable designs and avoid excessive product recalls vehicle dura-
bility testing is an integral part of V&V. Jang et al. [18] discusses feasibility of a
machine-learning algorithm to strain-history prediction and durability evaluation of
automotive components. The paper provides detailed information of the strain-history
extraction process. It was suggested that the data ranges for ML training be larger than
that in real application to minimize discrepancies around peaks. Additive materials
could find applications in future vehicles. They have a unique property prediction
challenge in the form of surface roughness effects on fatigue behavior of structural
components. Hanlon et al. [14] employed a DNN model to predict low cycle fatigue
life in additive materials to overcome computational resource challenges faced by
traditional FEM.

Noise, Vibration, and Harshness (NVH) is the study of the noise and vibration
characteristics of vehicles. NVH characteristics are crucial for a comfortable ride.
Song et al. [25] proposed a process for NVH assessment of a vehicle by using data
analysis and machine learning that utilizes long-term NVH driving data. The authors
claim that proposed technique can accurately identify relationships between vehicle
systems and NVH factors. This technique reflects the nonlinearity of dynamic charac-
teristics using big data, which was not considered in existing methods. The proposed
method claimed to quickly identify areas that need improvement, reduces vehicle
development time, and improve efficiency. Mandal et al., [21] used ML approach to
automate the vibration rating process of the engines equipped with Dynamic Skip
Fire (DSF) calibration process delivering commercial NVH performance. Engines
equipped with DSF technology generate low frequency and high amplitude excita-
tions that could lower vehicles drive quality if not properly calibrated. A machine
learning technique is utilized to accelerate the calibration effort. The automated
vibration rating process can predict vibration rating for specific input power-train
parameters coupled with driving conditions.

Crashworthiness simulations are very important during the development process
to design a safe structure. Conventionally, dynamic nonlinear transient simulations
are done using FEM which obtain an approximate solution to a group of prob-
lems governed by Partial Differential Equations (PDE). Chavan and Hor, [7] imple-
mented an alternative or a supplemental tool to conventional FEA methods to accel-
erate and augment design decision making and briefed an overall process to set up
the Machine Learning (ML) model using TensorFlow and Python libraries. Using
machine learning (ML), a problem involving an elasto-plastic impact was solved. In
order to predict the maximum axial displacement or the axial crush of a tube subject
to impact loading, a DNN model was created using a dataset of 1000 records from
an LS-DYNA-based FEA simulation. The DNN model was trained using 80% of the
data, and the remaining 20% was used to test the model. The prediction accuracy of
the trained model was then evaluated using a dataset that had not yet been seen. The
results of the finite element simulation were contrasted with the output of the DNN
model. The developed model displayed a respectable level of prediction accuracy.

Modern cars have advanced and developed significantly thanks to computational
fluid dynamics (CFD). Engineers can predict and examine fluid flow around a vehicle
or component using this computational technique. Use of ML in CFD enhances the
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process of designing components, assemblies, and vehicles. The non-linear asso-
ciation between different vehicle design, operation, and aerodynamic performance
parameters can be discovered and predicted using DNN [28]. DNN was used to create
the mapping between the adjoint vectors and the local flow variables by Xu et al. [30].
A transonic drag reduction of the NACAO0012 airfoil is used to test the generaliz-
ability of DNN’s ability to predict adjoint vector with efficiency. The authors found
that the proposed DNN-based adjoint vector method can achieve the same opti-
mization results as the traditional adjoint method with insignificant computational
cost. Uddin et al., [28] built a DNN with the back-propagation algorithm to estab-
lish a relationship between tire design parameters (groove depth and groove width),
operational (temperature and velocity), and aerodynamic performance parameters
(coefficient of drag and coefficient of lift). The authors used Reynolds-averaged
Navier—Stokes equations-based Realizable K-¢ model to analyze the variations in
flow patterns around an isolated tire. The study found interaction of the groove depth
and width is significant with respect to both coefficients of lifts and drag.

Prediction of lithium-ion batteries’ State of Charge (SoC) plays a vital role in
the battery management system of electric vehicle’s performance. Forecasting the
SoC is a tedious task as the process of battery degradation is usually non-linear and
extremely time consuming. Chandran et al., [6] used different ML algorithms and
statistical formulations which include ANN, Support Vector Machine (SVM), linear
regression, Gaussian process regression, ensemble bagging and ensemble boosting
algorithms for the non-linear mapping of battery input features (voltage and current)
to SoC. The proposed ANN and GPR-based method uses probability distribution
unlike the traditional point estimation which makes predictions robust and reliable.
Besides, the GPR-linear model with the optimized hyper parameters can be used for
real-time SoC estimations.

The DL models have a significant advantage and great potential in structural design
and topology optimization due to their higher computational efficiency compared
to traditional FEM models [22]. Because FEM performs so many fitness evalua-
tions, topology optimization based on stochastic algorithms, particularly the Genetic
Algorithm (GA), has a high computational cost. Sasaki and Igarashi [24] provided
evidence of the effectiveness of DL in lowering computing complexity for topology
optimization. The authors trained a CNN model that forecasts the motor’s torque
properties using cross-sectional RGB images of an Interior Permanent Magnet (IPM)
motor. Furthermore, the cross-sectional shape of the motor is optimized using the
trained CNN model. The authors provided quantitative evidence to support their claim
that using ML techniques, the computational expenditure of topology optimization
may be decreased with no sacrificing optimization superiority.
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6 Discussion

The engineering development process will soon be significantly impacted by tools
and systems based on machine learning (ML). Automotive V&V entails a number
of labor-intensive tasks that call for knowledge. Any time during the V&V, a human
error could result in poor engineering choices. Predictions would be more accurate
and robust thanks to the strategic application of ML techniques in conjunction with
the established V&V tools. By giving ML the repetitive, time-consuming tasks,
engineers would have more time for innovative thinking. ML implementation in PDP
would undoubtedly be a wise investment. By including ML techniques in the process,
engineers can constantly find ways to enhance the traditional V&V. The examples
discussed in this paper should provide interested parties with a general framework
for the deployment of systematic machine learning. The literatures discussed can be
used as a resource when creating applications for the V&V of future mobility that
are based on ML, statistical methods, and advanced data analytics techniques.

Appendix A

Automotive product development process, the development milestone, and the
measure activities in each phase [5].
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Teaching English Language in Rural )
Indian Classrooms: A Techno-Societal oo
Approach

Santosh Pundalik Rajguru

Abstract Language is a basic pillar of communication, an effective way of
conveying our ideas to one another. In the age of ICT and globalization, English
has a very crucial part in the main area of communication at global level. It has an
exceptional distinctiveness in the area of TLE, especially from the techno-societal
point of view. When a teacher is teaching, he has to keep in mind the goals of the
topic to be taught. Teaching needs some of the proper instructions, after all attain-
ment of teaching relies upon its goals and outcomes. English is a global language and
English is our major window on the world. It is a language of an opportunity. After
the emergence of ICT, Indians have played a pivotal role in the development of ICT
related industry, globally; there are lots of opportunities for the English-speaking
Indians. Teaching English is a second level priority in India. While teaching English,
it should be taught in such a manner that expected objectives should be achieved. So,
the basic familiarity with English language is necessary for teaching it. This paper
considers different approaches in the development of the ESL in the context of Indian
English teaching.

Keywords ESL - ICT - Rural * Implication - Proficiency - Competence

1 Introduction

English language has received a special status in the academic and professional field
of India. English is being used as a means of communication for explanation and
instructions in school and colleges. In every walk of life and for getting success in
the academic and professional examinations elementary level knowledge of English
is required. Enough information of advanced areas of knowledge such as natural and
artificial science and technology is only available in English. The value of English
language can be compared with the passport like getting a good job not only in India
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but also abroad, one should clear the international tests of English like TOEFL and
IELTS. Nowadays, computers are ubiquitous and occupied the fix place in every
sphere of our life and simultaneously the English language has received a boost
from it. According to recommendations of Radhakrishna Commission “English is a
language which is rich in literature—humanistic, scientific and technical. If under
sentimental urges we give up English, we would cut ourselves off from the living
stream of ever-growing knowledge” [1]. The significance of English in competitive
examination is increasing in comparison to the organized educational system. Almost
all the professional entrance tests, job tests have emphasis on the English language.
They are designed in such a way that student’s inclination towards English would be
automatically tested.

1.1 Review of Literature

National Education Policy, 2020 insists on the “functionality and fluency” for
imparting knowledge of English language in all spheres of education especially
in schools [2]. Earlier, in NCERT-2012 survey, enough care was taken to address
the issues of students regarding English communication skill amongst the school
students where an imbalance was found in basic four skills such as reading, writing,
listening and speaking. However, there is an absolute contrast at the ground level.
According to the survey conducted by Clapham and Wall [3] “it has been observed
that it is through this language that one can be refined with of advance knowledge
in all fields of human activity and English can keep in touch with the world without
leaving his own house.”

Endow [4] has drawn our attention towards the fact of how the demand of education
in English language been increased for getting opportunities from the outbreak of
service industry.

Mohan [5] noted that English should not be taught for the sake of good job but
it should serve the purpose of a learner and get the good knowledge from other
sources. It has been a thought that good jobs are only received by the elites but good
knowledge of English can bring equal opportunities to all [5].

1.2 Essence and Objectives

The present study can help students to:

(i) Deliver a modified and systematic learning atmosphere
(ii) Emphasis on appropriate learning
(iii) Shape the learners’ previous knowledge with technology
(iv) Offer continuous review of societal approach

(v) Simplify language in socio-cultural context



Teaching English Language in Rural Indian Classrooms ... 307

(vi) Build other skills while developing English.
This research paper tries to achieve the following objectives:

(a) Study several tendencies of ELT;

(b) Describe importance of English in rural Indian classrooms;

(c) Examine technological developments of ELT in rural classroom;

(d) An efficient beginning in the study of a foreign language can be made only with
satisfactory basic materials and techno-societal approach.

(e) The success of the class is judged by the amount of English which the students
speak.

2 Social Implications of Language Learning

An overall development and to bring the desirable changes among its students is one
of the main objective of every educational. In order to bring about those changes,
the college and schools should implement the bilingual method of communication
by simplifying in vernacular language. We must thank to the globalization in all
the fields, which realized the learning of an English language at international level.
By crossing to the native speakers English has become the world language where
the numbers of the actual people who speak it as their mother tongue. Since, last
two centuries, Indian educational system has been strongly influenced by the use of
English language. Most of the study materials of STEM like subjects is only available
in English.

Taking into consideration the above facts, learning English as a Second Language,
becomes inevitable in Indian education system. The aims of an English language
curriculum must at all times and al all stages be based on and conform with the
principles of education in general. While English is a subject that may not in some
circumstances lend itself too readily to correlation with other subjects, it would
be educationally unsound to consider its aims apart from the aims of education in
general. In English, too, as in the case of other subject, the course must contribute to

(a) Individual competence
(b) Social and civic competence, and
(c) Vocational competence.

And it is only when all these factors are fully taken into consideration that it
becomes possible to draw up a statement of aims that is scientifically sound. My
object in this paper is not to trace the origin and development of the various prin-
ciples and methods which are about to discuss. My main concern is with those
features and problems which are of particular interest to teachers of English, espe-
cially to those engaged in teaching students to whom English is a non-cognate foreign
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language. There are three types of methods to recognize the social circumstances
of the students.

(A) Grammar-Translation Method- This is the method which Palmer [6] calls
‘The Classical Method’. This method considers that all languages are as if they
were dead; as if each contained basically of a group of ancient forms to be
interpreted and studied; thereby categorizing the term linguistics with the term
literary tradition.

(B) Natural Method- Little need be said of this method, which is seldom heard
of these days. It was based on the manner in which a kid acquires its mother
tongue without realizing that a child learning a foreign language is in a different
position.

(C) Psychological Method- It is based on its techniques and the association of
ideas and the habit of mental visualization.

3 Common Factors Influencing English Teaching
and Learning

There are several aspects that influence the teaching—learning process of English
in India. We can categorize it in two parts i.e. one studying in regional language
from primary level and second is having English as the medium of study from
primary level. However, in Indian classrooms the problem of teaching English as
a second language, begins from the pre-schooling. Further domestic background and
surrounding atmosphere plays significant role in the development of learning skills
of the students. In India, majority of the students belong to the agricultural and from
the poor background and the parents are not interested in giving good education to
their children. On the other hand, they think to involve them in some jobs in order
to earn money. This approach is severely affecting the teaching learning of these
students. Further, the basic infrastructural facilities are not adequate in the schools.
Therefore, in order to resolve the issue of learning English, the following strategy
should be framed in the pre-schooling stage itself.

(i) Use of the Mother Tongue
(i1) Well-trained Teachers to teach Grammar
(iii) Unmeasured Curriculum
(iv) Lack of Oral communication
(v) Pronunciation Problems
(vi) Absence of the practice of Communicative Method in Teaching
(vii) Lack of proper usage of Audio-Visual and ICT aids.
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4 Role of a Teacher

The teacher should have complete knowledge of the structure of the language i.e.
English, to be taught and that of the students’ vernacular. Structure is taught through
giving several examples of the same pattern, and by only afterwards calling the
students attention to the specific patterns that have been taught. The role of teacher
working in rural areas is highly appreciative as compared to urban areas because in
an urban situation a student has other models like culture, technology, and peers etc.
to imitate. A teacher is the only option for rural student to imitate and learn from.
The in rural educational campuses are used to be consider as temples of learning or
an ideal place and it is the responsibility of the teachers to keep the places sacred
with devotion towards teaching and educating the students. The classes may be over
crowded, but the teacher should try the level best to attend each and every student
and develop his or her language skills.

5 Teaching English as a Second Language

ELT has extremely transformed in the last few years. Teaching language in the present
era has undergone numerous changes and improvements. The ELT methods has been
laid emphasis on developing learners’ communicative competencies and promoting
learning strategies in language classrooms. A teacher has to develop strategies at
every step. English has become an unnecessary fear. It is treated as elite over other
languages. The teaching material is substandard, basic infrastructure is unavailable
and the socio-cultural factors are hostile. Therefore, the role of teacher becomes more
interesting in rural areas because in such areas it is the teacher who is the model,
to whom a student looks for all learning needs. As far as teaching methodology
is concerned, it is not easy to answer the question, ‘how to teach?’ In the era of
Communicative Language Teaching (CLT), one cannot reject grammar and transla-
tion method. In this context, mother tongue is very useful tools for ELT. In order to
simplify the meaning is translated into the mother tongue which helps a teacher to
clear the concept. But at what extent it should be translated is to be decided by the
teacher.

6 Language Proficiency Tests

According to the survey conducted in America about the aptitude of English language
it has been observed that how student use English to ask questions, to expect the
answer from faculties, and evaluation resources, to check the concepts and to revert
what is being asked in the classroom. Following are the four skills which helps to
bring proficiency of English (Fig. 1).
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Fig. 1 Components of

English teaching -
Listening
Speakin Reading
peaking Components

of ELT

Reading- a skill to understand and read text at appropriate level.

2. Listening- a skill to comprehend the language teacher and students.

3. Writing- a skill to create written text with content by fulfilling classroom
assignments.

4. Speaking- an oral skill which helps to interpret language appropriately and

effectively in learning activities inside the classroom.

—_

Damico et al. [7] presents three schools of thoughts for language proficiency
tests, the first one is, the distinct point method, was based on the hypothesis that
language expertise consists of separate modules of phonology, morphology, lexicon,
syntax, and so on, each of which could be further divided into different categories of
components.

Next to the distinct point method, a trial could not be valid if it mixed numerous
skills or fields of structure. Then, all the outcomes could be collected to form a total
representation of language proficiency. The subject title is “Technical English”, a
routine subject and “Communication Skills Lab”, an applied subject. The previous is
taught at entry level students and the lab course is taken to 2nd and 3rd year students.
The central objective of this course is to assist students to improve listening skills
for professional and academic intentions.

7 Conclusion

As itis already mentioned that more than 70% students are from rural and semi-urban
areas. Their medium of primary school is vernacular or in regional language. On the
basis of such background, it is the duty of policymakers and the educational experts
to design the syllabus and implement such methods to test their English language
proficiency. Therefore, it is mandatory for us to discuss whether the current syllabus
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is satisfying the prerequisites of the time and appropriate to the students in attaining
their objectives, therefore proper feedback from the teaching faculties of the English
language in technical institutions are to be taken.

The division of urban- rural in teaching of English has to be bridged. It is
possible only if a proper approach is developed and methods adopted. In order to
strengthen the rural student in English, a teacher has to develop some advanced
approaches in the classroom. On the spot solution should be developed for action
based research in the classrooms. At govt. level, necessary actions should be taken
while appointing teachers their basic skills of language, integrity, ICT knowledge,
research of English, innovative technological schemes, provision of minimum tech-
nological aids like LCD projectors, Online resources like MOOCs, SWAYAM, well
configured computers, Audio-visual aids, student-friendly fresh ambience in schools
and colleges, etc. should be established to amend the declining standards of teaching/
learning of English in rural areas.
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On Use of Various Leadership Styles )
for Implementation of Management L
Information System

Anil N. Barbole and Suraj B. Ronge

Abstract This paper presents the ways to implement Management Information
System (MIS) successfully for Outcome-based Education (OBE) in an organization
with different leadership styles used for different actions. Successful implementa-
tion of MIS in the organization is a big task for any organization. It includes lots of
organizational changes. In this research, various leadership styles were studied and
implemented in institute for various actions for successful implementation and adop-
tion of MIS for Outcome-based Education. In that, different leadership styles which
are helpful for the successful implementation of MIS were considered. Simply via
instruction or compelled inducements, resistance to unwanted change is exceedingly
difficult to overcome. Instead, creating the institutional and cultural circumstances
that support transformation is essential.

Keywords Outcome-based Education + MIS - Organizational change *
Management information system - Leadership style

1 Introduction

Successful implementation of the Management Information System (MIS) in the
organization is a big task. This successful implementation and adoption of MIS in
an organization depends upon many factors. The main factor affecting the imple-
mentation of the MIS is the management’s leadership style. The efficiency of MIS
implementation for evaluating the Outcome-based Education (OBE) system depends
greatly upon the leadership style used in the organization. In this research work,
the authors suggest different leadership styles which will be helpful during the
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successful implementation of MIS in an organization. A leader is a person who allo-
cates resources or persuades people to perform certain activities. There are different
styles of leadership that we need to apply for various activities while implementing
new things in an institute or organization. So, leadership skills are beneficial for
implementation of strategies for change.

Different styles of leadership exist in the organization, and they will be helpful for
adopting MIS successfully. The management of any organizational change requires
capable leaders who are aware of the complexity of the quickly evolving global
environment. The effectiveness of employees will be high if the task is well-structured
and the leader has a positive relationship with the team. According to the study,
democratic leaders take great care to include every team member in discussions and
work with a motivated workforce and democratic leadership approach also strongly
supports the participation of employees and their unique ideas. Thoha and Avandana
[1] state that affiliative leaders create a comfortable atmosphere and form emotional
bonds with their team members, in contrast to pace-setting leaders who demand
accuracy from their team members by setting high goals and setting examples. Ke
and Wei [2] investigated effect of leadership on ERP implementation by fostering
the desired organizational culture. They also relate the implementation of ERP with
organizational culture along with development and dimension of learning and many
other parameters.

2 Objective

The main objective of the study is to analyze various styles of leadership and identify
the styles that are best for the successful implementation of MIS in organizations for
the evaluation of the OBE system.

3 Methodology

For the implementation of MIS in organizational change, the management principle
was used by Harrison et al. [3]. They found that Kotter’s eight-step model or Lewin’s
three-stage model of change management is used in the majority of the research.
Kavanagh and Ashkanasy [4] suggested that it is crucial to have open lines of commu-
nication and a clear change process since these factors frequently impact not just how
a leader will be viewed, but also who will be recognized as a leader. For the process
of transforming organizations leaders are supposed to be knowledgeable and compe-
tent enough for ensuring that individual within the organization accepts the change.
The performance of organization can be improved by systematic implementation and
adoption of MIS which helps in reducing the errors and required efforts for various
processes. Eastman [5] suggested that simply via instruction or compelled induce-
ments, resistance to unwanted change is exceedingly difficult to overcome. Instead,
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creating the institutional and cultural circumstances that will support transformation
is essential.

Bass [6] suggested that the top management must modify an organizational culture
to become more transformational. The transformative leader motivates and chal-
lenges their thinking, shows them that they value individually, and involves their team
member in making successful changes; this type of leadership is either participative
or directive.

Commanding leadership is also popular in implementing any change in the organi-
zation. This commanding type of leader is demanding, straightforward and forceful.
They will take command of any situation, even those fraught with ambiguity, and they
don’t hesitate to make challenging decisions. This leadership style focuses primarily
on results and goals, and because they are willing to do whatever it takes to succeed,
they roll over people in the process. This leadership style is effective when there is
a corporate crisis, when there are problematic employees and when it is necessary
to shock people out of old habits and into new ways of doing things. Still, it is not a
dominant sustainable style.

Wachira et al. [7] found that affiliative leadership encourages teamwork and
partnerships, boosting productivity, integrity, and commitment. By ensuring that
followers feel connected, affiliative leadership can be utilized to resolve participants’
issues or as a guiding principle to create a positive, inclusive work environment. The
development of teams can benefit greatly from this approach. This kind of leadership
focuses on the dynamics of the group. Their objective is to build capable teams that
get along nicely. This approach focuses on reducing stress and fostering positive
relationships among team members. This leadership style helps meet people’s need
to be understood and respected and is particularly helpful when there have been trust
issues.

Democratic leadership is quite popular in decision-making. It is used when the
leader still determines what direction to take and needs ideas from followers. In this
type of leadership, leaders value their team members’ feelings and suggestions. Due
to democratic leadership, an employee feels involved, trusted, and respected. In this,
less focus is given to results and goals than that of an employee’s emotional needs.
Still, democratic leadership is not used in times of crisis when urgent events demand
a quick decision.

The pacesetting leaders are used to get quality results from a team which is highly
motivated and competent with little direction. It is not used alone; along with it,
visionary or affinitive leadership is used. These types of leaders are obsessive about
doing things better and faster and ask the same of everyone. They quickly pinpoint
poor performers and demand more if they don’t rise to the occasion and rescue the
situation personally. In this type of leadership, Pacesetters may get compliance and
short-term improvements but will not create sustainable, high-performing teams.

Situational leadership is also used now-a-days. In this, leaders must recognize the
need to use differing leadership approaches in different situations; for that, leaders
have to adapt and use different leadership styles as required. In this leadership, there
are four types of leading: telling, selling, participating, and delegating for different
rolls in the organization.



316 A. N. Barbole and S. B. Ronge

4 Results and Discussion

Identifying strategies needed to maximize organizational performance, MIS is
brought to evaluate OBE system. When OBE evaluation using MIS starts getting
implemented, some faculty members in an institute resist to implement MIS system
as they have fear of failure, mistrust and lack of confidence, poor communication,
and unrealistic timelines about MIS. To overcome reluctance to change, top manage-
ment and employees must effectively communicate the advantages and good results
of utilizing MIS for OBE evaluation. For understanding the positive outcomes and
benefits of MIS, Pre-implementation survey about existing outcomes’ assessment
process is carried out by preparing survey form. In this process, course instructor
and academic and administrative leaders like class coordinator and HoD are deputed
to collect the feedback forms. When feedback is collected, the critical points in
improving the outcome assessment process are identified, and forms and processes
are designed in departmental meetings using a democratic leadership style. In this
case, the main emphasis is on group discussion and group meetings to consider
everyone’s thoughts and points.

Not everyone knows how to utilize MIS when itis used to analyses the OBE system
in an organization. As a result, they have been trained for easy and quick handling. To
instruct the faculty on the usage of the software (MIS) for carrying out the assessments
and feeding the data for each assessment instrument, training sessions and user guides
were created. Pacesetting leadership was used in this process because this kind of
leader sets the pace for their teams with high standards and goals. After completing
all the procedures for OBE evaluation, a post-implementation survey about usage
of tools, observations, and time requirements was taken from the course instructor
and various administrative levels like HoD and class coordinator. Positive outcomes
of MIS implementation were discovered through the analysis of this survey. From
this survey, the required time for OBE evaluation using manual and MIS processes
is collected for different processes.

To know the impact of MIS implementation, comparison between manual and MIS
processes is done on different parameters. The results of pre-and post-implementation
of MIS for OBE evaluation were compared, and by identifying difficulties faced
during MIS implementation, corrective actions were taken. For that, affiliative lead-
ership style was preferred. After disciplinary action, the second level of testing with
modification was implemented using pacesetting type leadership in the new semester.
Table 1 shows action and leadership style used in implementation of MIS.

5 Conclusion

In this research paper, the authors have divided the implementation of MIS into
seven actions. They have used a different leadership style and briefed about action
measures and communication methods for implementing MIS in the organization.
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Table 1 Actions and leadership styles used in implementation of MIS

Action Action measure Leadership Communication
style method

Conduct a * Prepare question form Commanding | Survey form
pre-implementation ¢ Conduct survey from
survey about the existing Course Instructors, and
Outcome Assessment Academic Administrators
Process like Class Coordinators and

HoD
Defining outcome * Identify the points to be Democratic Department
Assessment process improved meeting, Focus
improvement * Design the forms and group meeting
requirements processes
Training the processes » Conduct the training for Pacesetting Training sessions
and software faculty members and Booklets
Performing the * Teachers will perform Pacesetting Use of software
Assessment and feeding assessment of their course and access
the data for each using set process
assessment tools * Compare the outcomes with

the target
Conduct ¢ Survey of HOD and CC - Survey form
post-implementation * Survey of teacher about
survey about usage of effectiveness
tools, observations, time | s Survey about time
requirement

Compare improvement of | * Compare the pre and post Affiliative
performance and identify implementation result
best performing members |« Identify and difficulties

Second levels of testing * Corrective methods in Pacesetting Use of software
with modifications process and assessment
¢ Implementation of the tools

process of the new semester

Commanding type leadership was used to conduct a pre-implementation survey about
the existing Outcome Assessment Process by preparing a survey form and collecting
it from Course Instructors and Academic Administrators like Class Coordinators
and HoD. Democratic leadership style was used for defining Outcome Assessment
Process and requirements of improvement were discussed in departmental meetings
by designing the survey forms and processes. The pacesetting leadership style was
used to implement the training process and software, to perform the Assessment
and feed the data for each assessment tool. The second level consists of testing
with modifications to conduct the training for faculty members through training
sessions by preparing booklets also, assessing their course using a set process by
comparing the outcome with the target and taking corrective methods in the process,
and implementing the process for the new semester by using software and assess-
ment tools. The affiliative leadership style was used to compare improvement in
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performance and identify the best-performing members. The pre-implementation
and post-implementation results were compared by identifying the difficulties.
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Evaluating Students Mobile Gaming )
Approach Using Data Mining Technique i

Aniket Muley and Sagar Joshi

Abstract Nowadays, mobile gaming is one of the interesting issues for today’s
generation. It is part of entertainment for many people. Here, we have performed an
online survey and collected 203 responses. The analysis is executed through the SPSS
22.0v software. Both unsupervised exploratory analysis and supervised learning is
used to deal with the dataset. The result of the study gives emphasis on the human
tendency to answer the questions. Here, gender-wise is significant with the sim users,
the variety of features in mobile games, time of the playing games, their likings of
playing the games, time spent on playing games, types of mobile game that they
would like to play. Further, difference between location with types of mobile, mobile
game that they would like to play, timings of playing mobile game, time spent on
playing mobile games, searching features in mobile games, different types of mobile
game that they would like to play, competing with friends to gain the highest score
in a game contributes to playing more is observed. The obtained results are helpful
in the development of the strategies regarding administrative as well as industry
perspective.

Keywords Mobile game - Data mining * Play + Entertainment

1 Introduction

Nowadays, due to the Covid-19 pandemic crises, people were searching for enter-
tainment and wanted to spend time with various activities. Mostly, mobile gaming
is for entertainment and joy. Along with that, there might be some additional hidden
aspects that might be present and one approach to find with the help of the data mining
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techniques. According to this perspective, we are interested to mine the information
from the students pursuing their graduate or postgraduate degree. In this study, our
special interest is to deal with the students’ approach towards mobile gaming. As
playing a game is somewhat refreshing the mind and fatigueness of the student. Some
researchers performed studies with some different dimensions. Initially some review
of the related studies has been taken here:

Hong et al. [6] performed the cross-sectional study on structural questionnaires
focusing on the use of smartphones, behaviors and habitualness of college students.
The structural equation model was adopted to predict behavior association. Fook et al.
[4] studied the trend of mobile smart phones with various parameters. Exploratory
methodology was proposed for the identification parameters. They have collected
data with the help of Google form. The obtained result reveals that a moderate level of
mobile phone addiction was identified among the students. They found gender-wise
significance with mobile addiction, and attitude towards mobile phones.

Almalki et al. [1] investigated the study of medical girl students and observed
that they are negatively associated with their academic score. De los Santos et al. [3]
performed a study to investigate the impact of online mobile gaming comparative
analysis. Random sampling was carried out and descriptive correlation thereafter
correlation methods were applied which reveals that most were playing the games
due to feeling bored. Tsai et al. [8] examined data students’ aspects regarding playing
games and time durations. Baharum et al. [2] investigated the impact of video games
on university student’s education performance with various parameters viz., time in
hours, daily schedule, game type and their obtained grades were considered. Online
survey was performed for data collection. Gandaputra et al. [5] performed a cross-
sectional survey carried out of 315 students with a structured questionnaire. The
demographic variables have been used to achieve their objectives. Tao et al. [7]
examined the use of mobile, physical health activity and their negative mind aspect.
4624 students’ data were considered with the age group of 17-25 years old students.
The statistical tools used to check the significance viz., Chi square and logistic
regression.

In this study, our main aim and objectives are: to perform unsupervised learning
techniques as exploratory analysis of students’ approach towards mobile gaming
during the Covid-19 pandemic crises. Furthermore, supervised learning is to test
gender-wise significant differences among the single or dual sim users, a variety of
features in mobile games, about time of the playing games, their likings of playing
the games, time spent on playing games, types of mobile game that they would
like to play. Also, to test the significance location-wise difference between types
of mobile game that they would like to play, mobile game that they would like to
play, timings of playing mobile game, time spent on playing mobile games, searching
features in mobile games, different types of mobile game that they would like to play,
among respondents believes competing with friends to gain the highest score in a
game contributes to respondents playing more. In the following subsequent sections
methodology, result of study and conclusion is discussed in detail.
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2 Methodology

In this study, we have designed a semi-structured survey questionnaire with the
Google form and distributed it through online mode viz., email address, social media
sites, WhatsApp and telegram. Overall 203 responses were recorded. Further, to
explore the data first of all collected raw data is transformed into frequency data
form. Afterwards, to identify the distribution of data exploratory i.e. unsupervised
learning viz., exploration of data in the form of graphical manner and it is performed
with MS-Excel. Furthermore, supervised learning view is dealt with SPSS 22.0v
software and further analysis is performed.

3 Result and Discussion

In this section, analysis of the data has been performed in terms of unsupervised and
supervised learning techniques.

Figure 1 represents the gender-wise distribution of the respondents. Figure 2 age-
wise distribution of the respondents and it is observed that most of them have an
age-group of 21-25. Figure 3 explores the distribution of responses from the rural
and urban background. Figure 4 represents frequency distribution of the number of
family members of the respondents. It is observed that, most of the respondents are
from 4 to 6 members and range from 2 to 10 members in a family. Figure 5 explores
the recharging plan of the respondents. 76% of the respondents monthly recharging
their mobile phones, 9% of them prefer bi-month option, 8% used to select special
plan, 4% denied to answer the question, 2% prefer daily and rest 1% recharging their
mobile phones weekly basis. Figure 6 reveals that 63% of the respondents like to
play a game, 3% of them do not like to play a game and 1% of them refuse to answer.
Figure 7 explores the choices of the online, offline, free and paid type of the games
preferences of the respondents and data reveals that respondents are not really to deal
with purchasing the games. Figure 8 explores the liking of the games and it is observed
that, most frequent of them are Candy crush, PubG, Ludo king. The interesting fact
is that some of them have played some of the banned mobile games too. Figure 9
explores reasons regarding the playing of mobile phones by respondents. Figure 10
explores that, 42% plays mobile games when they are at home, 36% plays when
they are outdoors and 22% denied to respond. Figure 11 explores the time spent by
respondents on playing mobile phones. It is observed that, 89 of the respondents spent
30-60 min, 54 of them spent 1-2 h and so on. Figure 12 explains the respondents
liking a variety of game type viz. action/adventure/platformer, shooting, racing, and
casual. Most frequent is observed in action/adventure/plat-forming, casual, shooting,
racing respectively. Figure 13 reveals that respondents have the number of games in
their mobile. Figure 14 explains most of the respondents are competing with their
friends (Table 1).
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Fig. 1 Gender-wise
distribution of response
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4 Conclusions

The result of this study explores some interesting results such as, some of the respon-
dents played banned games. Most of the respondents like to play adventure types of
games that are associated with their competing mindset with their friends. It simply
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Prefer not to
answer, 39

Fig. 12 Respondent likes to play types of mobile game

Fig. 13 Games available in
respondents mobile 85

Fig. 14 Responds
competing with friends

Yes No Prefer not
to answer

explains humans’ natural tendency to compare with others. Most of the respon-
dents like to play online, offline, free types of games but they are not interested in
purchasing and playing the games. It is observed that, most frequently Candy crush,
PubG and Ludo king mobiles frequency is more. Ludo king is more frequently used
in rural regions. It is due to there being one traditional ludo game played in the rural
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Table 1 Parameters significance with the type

Parameter | Type Pearson chi square | Asymp. Sig. (2-sided)
Gender Use of single or dual sim 6.942 0.031
Features in mobile games 12.583 0.006
Time when do you like to play mobile | 12.583 0.006
games
Game like to play 76.445 0.000
Time spending on playing mobile 40.209 0.005
games
Kind of mobile game 27.559 0.036
Location | Game like to play 14.771 0.005
Type of game 17.907 0.036
Time when do you like to play mobile | 10.642 0.014
games
Time spending on playing mobile 17.159 0.004
games
Features in mobile games 17.622 0.001
Kind of mobile 20.813 0.000
Competing with your friends 7.949 0.019

part, so respondents might be preferred to deal with it. Also, found that, gender-wise
significant between: the single or dual sim users, variety of features in mobile games,
time of the playing games, their likings of playing the games, time spent on playing
games, types of mobile game that they would like to play. There is location-wise
difference observed for: types of mobile, mobile game that they would like to play,
timings of playing mobile game, time spent on playing mobile games, searching
features in mobile games, different types of mobile game that they would like to
play, among respondents believes competing with friends to gain the highest score
in a game contributes to respondents playing more. The obtained results are helpful
in the development of the strategies for administrative as well as gaming industry.
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Amalgamation of Internet of Things )
(IoT) and Web Services for Advancement <o
in the Tele-Medicine

Rajni Patel and Amarjit P. Kene

Abstract Techniques and Technology have great prospects to address cost-effective,
remote access and high-quality health care services. It gives birth to a rapidly
expanding, diverse, and evolving field of medicine called Telemedicine. Rapidly
growing Communication Technology and information involve fast internet services.
It permits real-time data accessibility with proper authentication. IoT can undoubt-
edly significantly improve medical services, according to a variety of researchers
and experts. In addition to its many advantages, Telemedicine is less widely used in
developing nations because of the perceived high cost and lack of resources associ-
ated with its implementation. In this paper, through the introduction of Telemedicine
and the Internet of Things (IoTs), we discuss the importance of IoT to enhance
telemedicine services and facilities. Further, we will propose an architecture that
provides a deep inside of the whole scenario. Telemedicine cannot exist without IoT
and web services. It can also stretch its valuable benefits to improve the overall health
scenario throughout the world.

Keywords Telemedicine - Internet of Things + Service oriented architecture

1 Introduction

The past era has observed the rapid development of Information and Communication
Technologies (ICT) that enable Telemedicine to provide medical services from a
remote distance. This is a strategic approach to breaking down geographical barriers
and improving access to health services, especially in remote areas of the country.
Very helpful in an emergency, providing emergency supplies.
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Home care has become convenient with the proliferation of technologies such
as smartphones, tablets, video conferencing, and high-speed internet. Telemedicine
services are available outside normal business hours, sometimes 24 h a day. Parents
can avoid or shorten holidays by reducing travel time and increasing telemedicine
availability. Staying indoors also reduces the risk of transmitting infections between
patients. This is true for both mild and severe cases, from respiratory infections to
more worrisome diseases such as Ebola.

However, telemedicine adoption continues to be hampered in developed and devel-
oping countries. There are many factors such as patient safety, quality, start-up, cost
of ownership, payments, multi-state approvals, lack of system integration and tech-
nology [1]. According to the World Health Organization (WHO), it means that “dis-
tance is a key issue, with all health professionals using ICT to exchange correct
information for the diagnosis, treatment and healing of illnesses and injuries. It is
a methodology of providing medical services in case of, for research and evalua-
tion, and continuing education of health care providers” [2]. Telemedicine is catego-
rized into Static and Real-Time based on the transmission of information [3]. Static
includes remote monitoring (also called self-monitoring/testing) and Store-and-
forward telemedicine services (i.e., transmitting digital images like x-rays, MRIs,
etc.). Real-Time includes interactive telemedicine services (i.e., live Videoconfer-
encing, phone conversation, etc.) [4]. Telemedicine system implementations must
consist of custom hardware and software on both the patient and professional sides.
Diagnostic equipment such as ECG, x-ray, and pathology microscope/camera will
be provided to the patient to generate reports.

2 Telemedicine in India

In India, state administration and the government are in charge of healthcare.
According to a report by Assocham, India’s telemedicine sector, which has been
expanding at a compound annual growth rate (CAGR) of over 20%, has the potential
to surpass $32 million by 2020 from its present level of over $15 million [5, 6].

ISRO started the Pilot Project in 2001. It links Apollo Hospital in Chennai with
the Apollo Hospital at Aragonda village (rural region) in the Chittor district of
Andhra Pradesh. Secondly, in March 2002, the Karnataka Telemedicine project
linked the Narayana Hrudayalaya hospital for cardiac care at Bangalore with the
district hospital, Chamarajanagar and the Vivekananda Memorial Trust Hospital at
Saragur in Karnataka, as shown in Fig. 1 [2, 7].

Currently, the ISRO Telemedicine Network protects 384 hospitals, including 18
Mobile Telemedicine Units, 306 Remote/Rural/District/Medical College Hospitals,
and 60 Specialty Hospitals [4]. The creation of “HEALTHSAT,” a high-end satellite
designed to address the demands of the nation in terms of healthcare and medical
education, has also been conceptualized by ISRO [4].
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Fig. 1 Telemedicine healthcare services in India [7]

Indian Space Research Organization has provided satellite links to connect the
telemedicine centres to hospitals in Delhi, Chandigarh, Srinagar, and Pondicherry.
The Telemedicine units shield diverse areas of Ophthalmology, Cardiology, Radi-
ology, Diabetology, General medicine, and Women and Child healthcare.

3 Internet of Things (IOT) in Telemedicine

The IOT concept came around 2008-2009. It is nothing but the integration of
“Things”-oriented visions (i.e., RFID, UID, Smart items wire /wireless sensor and
actuators), “Internet”-oriented Visions (i.e., IP for Smart object, Web of Things
Objects, High-speed internet) and “Semantic”-oriented visions (i.e., Semantic Tech-
nologies Reasoning over data, Semantic execution environments) [8]. IoT provides
sensing, tracking, identification and authentication and data collection of patients
and specialists. It helps to evolve the Smart Telemedicine era, such as a smart city
concept. It connects homes, streets, railways, offices, hospitals, etc. wireless tech-
nology plays a key role. Sensor devices enable continuous nursing and diagnosing, in
particular patient conditions, providing real-time information about patients’ health
indicators with medication regimen prescriptions. In this capacity, sensors can be
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Fig. 2 Architecture of IoT and web services

applied in-patient and out-patient care. Diverse wireless access-based remote patient
monitoring systems can be deployed to reach the patient everywhere, considering
patient mobility [9].

IoT is enabled by technologies such as Real-Time Location Systems (RTLS),
Global Positioning Systems (GPS), and Radio Frequency Identification (RFID). It
supports many input/output devices and sensors, including cameras, microphones,
keyboards, speakers, displays, Near Field Communication (NFC), and medical
devices enabled with RFID tags and sensors.

The proposed architecture in Fig. 2 describes how the IoT combines with web
services. It consists of three components.

3.1 Service Provider

It consists of doctors and hospitals and different types of telemedicine services like
Teleradiology, Tele-dermatology, Telepathology, etc.



Amalgamation of Internet of Things (IoT) and Web Services ... 333

3.2 Service Consumer

It is any patient who requires a medical assistant. On this side, various equipment is
installed glucose meter, pulse oximeter, blood pressure meter, x-rays machine, ECG
machine, and many more.

3.3 Web Services

These are services provided by the Web. The interfaces provided for the registration
of doctors and their authentication. Tele-conferencing and patient data storage at
the database at the server are other services provided by this component. Besides
these components, management of all these services is also required. So, the service
management layer is introduced. The trust, privacy, and security of the patient and
doctor’s side must be maintained. This layer is maintained throughout the three
components.

4 Merits of Telemedicine

The significant advantage of Telemedicine is its cost-effectiveness. Ongoing research
and observation prove that Telemedicine is more cost-effective than traditional face-
to-face testing. As technology advances, the cost of equipment is falling while the
cost of skilled technicians is increasing [10]. An example of screening for diabetic
retinopathy at a community health center, including the cost of his second in-
person examination to confirm the need for treatment, would cost the patient 35%
more Telemedicine than in person [11]. A few other advantages include ubiquitous,
which facilitates specialist doctors anywhere, anytime, improving care efficiency,
Telemedicine during natural disasters and remote monitoring.

5 Challenges and Issues in Telemedicine Hazards

5.1 Trust, Privacy, and Security Management

It could act as a surveillance mechanism that permeates most of our lives. Media-
tors, in turn, should include functionality related to managing the trust, privacy, and
security of all data exchanged.
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5.2 Third-Party Misuse

Nearly two-thirds of hospitals and radiology practices now use the remote interpre-
tation of physician images. One concern is the temptation for insurers to require
less-skilled personnel to review images as long as outsourcing “provides acceptable
results at a significantly lower cost.”

5.3 Licensure and Liability

Physicians are very sensitive to getting licensed in the states where they practice.
Some states require full domestic licenses for out-of-state consultants and interstates
[12].

5.4 Reimbursement

Medicaid payments for Telemedicine are on the way, as is Medicare. Federal guide-
lines now urge states to “develop innovative payment methods” that: B. Reimburse-
ment of interpreter fees for remote doctors and facility fees in their hometowns, and
a uniform law has been enacted [12].

5.5 Implementation Issues

Training is needed at the grass-root level for technicians, IT staff, and local doctors
to apply the Telemedicine concept.

5.6 Acceptance Issues

For village doctors and residents, using high-end technologies seems to be barri-
cading. Still, once the benefits are understood, the agreement would be on the upper
side, as seen with mobile telephony and rural internet services [13].
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6 Future Trends

Remote Ambulance: In future cities, robotic ambulances will swarm together and
travel to deliver services quickly and efficiently wherever needed. Rescue robots
react in real-time.

City traffic regulations are standardized to reduce congestion during city closures
and to serve the most frequently used pickup zones. It drives with or without a human
driver, enters and exits traffic at optimal speed, and avoids accident situations with
proximity sensors. The location of the user is robotically tracked via GPS, allowing
the user to request an ambulance at a specific location at a specific time simply by
pointing it out on a comprehensive map.

Automatized maintenance: On rare occasions when a vehicle not being used, it will
head to a ‘pit stop’, where it automatically stacks into a narrow bay equipped with
sensors, and actuators that trigger battery charging, perform simple maintenance
tasks and clean the car.

Remote monitoring: doctors remotely observe the health conditions of patients via
the internet.

7 Conclusion

The Internet of Things (IoT) technology has enormous potential in Telemedicine. It
developed an intelligent infrastructure that connects far-to-reach areas into reach. In
integration with IoT, Telemedicine has several advantages, including reduced cost,
improved access, efficiency, urgent care, and efficiency. Besides having ethical, legal,
and security concerns, it will be the future trend in the medical field. These challenges
need to be addressed carefully for the continuous evolution of Telemedicine.
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Abstract WHO reports states that nearly lcrore 20 lakhs deaths happens due to
heart diseases. In past years heart disease or cardiovascular disease cause large
impact in medical industries, so they are really very dangerous and have a large
impact worldwide. Although precious prediction of heart diseases or CD and also
the 24 h monitoring on patient is not possible because it requires lots of knowledge
and time. Heart disease treatment or diagnosis are very complicated, mainly in the
poor countries or the countries which are not fully developed. Also, because of not
having proper medical attention or timely cure of disease it can lead to death of the
person. The medical industry has a large amount of data and is continuously used by
researchers to develop new science and technology to minimize the number of deaths
happens due to heart disease. This paper focuses on the various Machine Learning
techniques used to predict heart disease from datasets.

Keywords Cardiovascular diseases - Heart disease - Heart disease prediction -
Machine learning - Classification

1 Introduction

The heart being among our body’s one of the most important parts, is the one that
helps in pumping as well as being one of the most important elements of the cardio-
vascular system. It comprises various blood vessels network which includes arteries,
capillaries and veins, let’s not forget about the lymphatic vessels. With the help of
blood vessels, the blood is delivered through our system. Multiple heart diseases
including heart attacks, strokes, and coronary heart disease are caused by abnormal
blood flow from the heart (CVD). If any kind of abnormalities are present in the
heart, multiple diseases can occur such as Congenital heart disease, Arrhythmia,
heart failure etc. also known as cardiovascular diseases. Over the years many biolog-
ical research-oriented fields have observed that cardiovascular diseases have become
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the primary cause of death globally [1]. Cardiovascular diseases can be troublesome
and bottleful and thus need immediate attention. Cardiovascular diseases of various
types consist of Congenital Heart Disease, Arrhythmia, Coronary Artery Disease,
Heart failure, Heart Muscle Disease and Heart Valve Disease. Such cardiovascular
diseases are discussed below.

A)

(B)

©

D)

(E)

Congenital Heart Disease—It is a genetic defect that interferes with the
structure of the heart since birth (Fig. 1).

Arrhythmia—Arrhythmia is occurring due to the changes in the normal
heartbeat of the people (Fig. 2).

Coronary Artery Disease—Heart arteries are responsible for supplying nutri-
ents and oxygen to the muscle of the heart. A high cholesterol level can damage
or deteriorate the coronary arteries. Having high cholesterol limits the amount
of oxygen and nutrients provided to the body by the coronary arteries (Fig. 3).

Heart failure—An alternative name for heart failure is congestive heart
failure, which occurs when blood does not circulate efficiently and effectively
throughout the human body (Fig. 4).

Heart Muscle Disease (Cardiomyopathy)—Similarly, Cardiomyopathy is the
name given to the disease. Thickening of the human heart’s walls or enlargement
of the human heart leads to heart muscle disease. As a result of this condition,
the body receives less blood supply, which results in the heart failing (Fig. 5).
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Fig. 1 Congenital heart disease [2]
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(F) Heart Valve Disease—There are four valves for the Human heart. These four
valves are responsible for pumping of the blood to the whole human body and
to ensure that the heart keeps the forward flow of the blood in the human heart
(Fig. 6).

Besides personal habits and professional activity, there are a number of other
factors that become responsible for cardiovascular diseases such as heavy drinking,
use of tobacco, intake of caffeine, being physically inactive and sitting for long
periods of time. Not only these but other psychological factors too which include
stress, depression, anxiety, obesity etc. [8]. Therefore, we must take preventive
measures and steps to avoid such habits and also to capture the patients’ symptoms
and his day-to-day habits that lead to cardiovascular diseases. Before a diagnosis
of CVD can be made, patients undergo various tests which include blood as well



340

K. Vayadande et al.

Superior
vena cava

Fight f /¥ . W T
mﬁﬂm _ ) vontricle

Thickened
Myocardium

Inferior
Vena cava

Chordae  Right
lendineae  ventricle

Papillary muscle

Fig. 4 Heart failure [5]

Normal Hypertrophic cardiomyopathy

Aortic valve

Mitral valve

Thicke Thickened laft
Vﬂ'll.l’lﬂ':-::f veantricular wall

seaptum

Fig. 5 Heart muscle disease (Cardiomyopathy) [6]

as blood sugar testing, ECG which records the rhythmic patterns of heart beats,
measuring of blood pressure, checking of cholesterol levels, and auscultation. If a
patient’s condition is critical and medication is required right away, these tests tend
to be long and complicated [3]. Taking preventive measures to avoid the complica-
tions of heart disease is dependent on making an accurate, efficient, and early medical
diagnosis of the disease. Providing quality services and making accurate and efficient
predictions is the chief challenge in the world of medical sciences today. Automation
can be used to solve the last problem and provide opportunity for research within the
healthcare sector, especially in early detection of diseases, such as cancer and CVD,
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Fig. 6 Heart valve disease [7]

to enhance survival rates. We are constantly experimenting and observing the latest
improvements in computing capabilities and programming capabilities and we found
out that with the help of artificial intelligence and machine learning algorithms we
can prove that these massive complications do have a solution [8]. Machine learning
techniques such as classification are popular for predicting outcomes. When trained
using adequate data, classification models are effective in identifying diseases [9].
This article will discuss various techniques that will be used for prediction and
analysis of heart diseases.

2 Machine Learning

As Artificial Intelligence is growing rapidly it has made certain complex things look
very easy with the help of Machine Learning. Machine Learning is one of the family
of Artificial Intelligence which makes a computer machine smarter and gives an
upper hand on taking precise decisions (Fig. 7).

Various Types of Classification Algorithms:

1. Logistic Regression
2. Naive Bayes
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The learning which is carried out by the service of a teacher, tutor or trainer
is nothing but the Supervised Learning. It basically functions depending on
the set of learning patterns based on guessing or predicting an instance and
explaining the data along with input to output algorithms. Supervised learning
is classified into ANN, SVM, Naive Bayes, neural network regression as linear
and polynomials, decision trees, and arbitrary forests.
Unsupervised Learning

The dataset in this learning is not supervised as the supervised learning and thus
it’s called unsupervised learning. Unsupervised learning generally focuses on
grouping the similar type of data and making the dataset more compatible.
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(C) Semi Supervised Learning

Semi Supervised learning was basically introduced to overcome the drawbacks
of Supervised and unsupervised Learning techniques. Supervised learning
needs to have datasets which are already labelled by the Data scientist which
is a very tedious and time-consuming task in case of larger data sets. Whereas
unsupervised learning does not have any prior knowledge about the data sets
and learns from the raw data leading to consume more time.

(D) Reinforcement Learning

Reinforcement learning is all about taking an appropriate action in order to
get the desired reward in a particular situation. So here the reinforcement
agents come into action where they decide the instruction or the path with
least obstacles to gain the reward.

3 Literature Review

Ramalingam and Dandapath [10], authors used three different input dataset that are
Cleveland dataset, People’s Hospital dataset and UCI heart disease dataset, after
evaluation the People’s Hospital dataset was better than the rest two dataset for all
the different algorithm that were used. Based on performance the SVM, RF and
Ensemble model gives better result. SVM gives 98.9%, RF gives 97% and Ensemble
model gives 98% accuracy respectively.

Khourdifi and Bahaj [3], authors used two different dataset that are UCL Data
set, Chennai Research Institute. The performance of K-NN, RF and MLP algorithm
gives better result on both of dataset with Accuracy of KNN with 99.65%, Random
Forest with 99.6% and MLP with 91.65% respectively.

Nashif et al. [1], in this paper two different dataset were used that are Cleveland
dataset, Statlog dataset. The algorithms that are used on the dataset are NB, SVM,
RB, SP and ANN. After the evaluation the result shows that SVM, RB, SP are gives
more better result. Accuracy with SVM gives 97.53%, RB gives 95.76% and SP
gives 95.05% respectively.

Abdeldjouad [11], with other two authors used two dataset that are UCI Repository
Heart Disease Dataset, Cleveland database. The techniques used are MOEFC, LR
and AdaBoostM1. From this AdaBoostM1 has the highest accuracy than MOEFC,
LR. The accuracy of AdaBoostM1 was 80.01%.

Lakshmanarao [12], in this paper Kaggle Heart disease dataset is used. The algo-
rithms Logistic Regression, KNN, AdaBoost, DT, NB, RF, SVM, Extra Tree Classi-
fier and Gradient Boosting are used. Authors have used algorithm on three different
methods. SVM gives best Accuracy with 99%. Random Forest and Extra tree Clas-
sifier give better accuracy with 91.3% and 91%. RF and Extra tree Classifier give
best accuracy with 90.3%, 90.3%.
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;zl():ileinze l(ej;)rr:]lﬁl zi;?eriﬁzglgl?f Method Accuracy Specificity Sensitivity
basis of accuracy, specificity NB 82.78 82.61 86.35
and sensitivity K-NN 81.43 85.17 85.93
SVM 87.39 80.12 91.75
RF 90.73 91.4 92.18
DT 83.83 83.76 89.73
ANN 87.91 63.42 77.40
MLP 83.53 78.21 85.31

Anbuselvan [8], author has used Cleveland heart dataset from the UCI. On this
dataset the Logistic Regression, NB, SVM, K-NN, Decision Tree, RF, XGBoost algo-
rithms are performed. The result after evaluation is RF with 86.89% and XGBoost
with 78.69% give more accuracy (Tables 1 and 2).

4 Scope of Implementation

In this paper we have discussed about various Techniques that can be used for
Predicting Heart Disease by considering various factors, so by performing anal-
ysis of these dataset one can predict possibility of Heart Disease. So, our Task in
future would be Combining multiple Machine Learning algorithms and developing a
robust system which can detect heart disease from the Human Beings and this system
would be very useful for society for detecting heart disease from them.

5 Conclusion

As the mediums causing heart problems are increasing the demand for better health
care is increasing now a days. However, to diagnose the heart disease it should be
detected at early stage in order to ensure the patient’s safety. The death rate could be
reduced if appropriate actions are taken within right period of interval. This model
will surely help the doctors to detect the heart problem at early stage and the treat
the patient with appropriate treatment. Whereas the patients can use this model too.
If the disease is detected at early stage by the patient, he can consult the doctors as
soon as possible and can cure the disease. Furthermore, research can be performed
for the betterment of model and more techniques can be implemented to get a precise
and broader prediction of heart disease.
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Stock Market Prediction Using Machine )
Learning i

Reshma Patil and Swati P. Pawar

Abstract To comprehend market behavior and develop effective investments and
trades, investment organizations, hedge funds, and even individual investors must
study financial models. Investors typically make accurate forecasts by researching
past stock prices, corporate performance patterns, etc. The first round of theories
emerging from the conjecture suggests that stock unit prices are completely arbi-
trary and unpredictable. Quantitative analysts are used to create predictive models
to improve the guesses. The research focuses on improving models for enabling
appropriate recommendations for financial investments by applying machine learning
techniques.

Keywords Machine learning - Regression using a random forest * Stock price
forecasting

1 Introduction

The stock markets around the world reflect huge wealth. Investors looked for ways
to gather information on the companies listed on the market, just like they did during
the extended market. Investors used to rely on their knowledge of market trends
to identify trends, but this is no longer practicable. Simple mathematical study of
financial data yields some insights. However, in recent years, a variety of artificial
intelligence (AI) technologies have been employed by investing firms to search for
patterns in massive volumes of real-time equities and financial information. These
systems assist in the decision-making process for investments, and they have been
in use for long enough that their features and performance will be examined and
evaluated to Find those systems, and enhance prophetic performance in comparison
to other methods. The vendor and stock broker earn greatly if the prediction comes
true. When a prognosis takes an unexpected turn, it is frequently predicted by looking
at the history of many securities markets. Machine learning is cost-effective because
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it can represent these operations. With increasing accuracy, it forecasts a market
price value that is close to the physical weight; the development of machine types of
research is due to its accurate and economical value measurements.

The crucial component of machine learning utilized in education is the dataset.
The data set should be as specific as it is possible to be, as any modification in the
data would support significant changes in the output. The dataset for this project
was collected from Yahoo Finance and used supervised machine learning. The five
variables in this dataset are open, close, low, high, and volume. Airy, compact, soft,
and increased area units indicate different bid costs at other times with nearly identical
names. The basic measure involves the transfer of shares from one owner to another.

The development of a model is then done using the test data. This hypothesis is
tested using an LSTM model and a regression model separately. Regression reduces
errors while LSTM aids in information and result processing during working hours.
Last but not least, graphs for the actual and anticipated price variations are planned
for both the regression-based model and the LSTM-based model.

The goal of Stock Market Prediction is to forecast the price of a company’s money
stocks over the longer period. Machine learning is used in market prediction systems
to create forecasts based on current exchange indices and coaching on prior values.
Machine learning produces more precise and in-depth projections by using several
models. Utilizing regression and LSTM machine learning algorithms and gaining a
comprehensive grasp of stock values are our main goals. The size of the unit, the
high, the low, and the volume of stock values are among the many variables taken into
account. This paper introduces a number of pricing calculation methods, including
the R factor and quantitative analysis.

R factor—The chance/praise ratio, also known as the “R/R ratio,” contrasts a
change’s capability income and loss. It is a calculation that uses the distinction
between the income goal and the access factor to locate praise and the distinction
between the difference between the stop-loss and the access factor to decide chance.

Quantitative Analysis—A technique known as quantitative analysis (QA) in finance
emphasizes mathematical and statistical analysis to help determine the price of a
financial asset, along with an inventory or option. Quantitative buying and selling
analysts, also known as “quanta,” use a variety of data to improve buying and selling
algorithms and computer models, including historical funding and inventory market
data.

2 Problem Statement

Project focuses on development of Real time website—Share market prediction
Investment firms, hedge funds and even individuals have been using financial models
to better understand market behavior and make profitable investments and trades.
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A wealth of information is available in the form of historical stock prices and
company performance data, suitable for machine learning algorithms to process.
Investors make educated guesses by analyzing data. For the purpose of accurate price
prediction, we need a website which will give us correct and accurate prediction.

3 Objectives

The objective of the proposed system is given below.

e To study literature related to proposed system.

Look into Stock Prices.

e Apply a simple linear regression model.

e Implement the LSTM model with the classification report and confusion matrix.

4 Literature Survey

Al and machine learning algorithms in the field of machine learning can be used to
predict stock prices. In order to anticipate stock price, it employs the SVM model.
Support vector machine that uses algorithms for classification. It is employed to
produce a fresh text. Predicting the direction of the stock market using multiple
linear regression with interactions [1].

Beginner’s examines whether there are any abnormalities and whether the markets
are efficient using data from stock markets around the world. Scholars always confirm
any market anomalies they discover before looking for pre-existing models that could
account for the anomaly. Let’s say researchers are unable to estimate, assess, and
predict any model to account for the anomaly. If so, academics will utilise modelling,
quantitative analysis, or even a brand-new information theory to explain the anomaly
that gave rise to behavioural finance. One might be able to take advantage of the
monster to make money in the event of an inexplicable abnormality. This is one
method by which investors can obtain helpful investing guidance [2].

The connection between the stock market and the economic activity of the
five European nations—Germany, France, Italy, the Netherlands, and the United
Kingdom—is reflected in the actual Gross Domestic Product. In addition to the
usual variables employed in such assessments, this approach also takes into account
stock market returns, actual economic activity, and interest rates. The authors have
incorporated the composite leading indicator into the empirical VAR model [3].

The stochastic process behaviour and weak-form potency of the CIVETS stock
markets from 2002 to 2012. We frequently use variance quantitative relation tests,
serial autocorrelation tests, and unit root tests. Our unit root findings suggest that
CIVETS are subject to a stochastic process [4].

The authors employ four-deciliter architectures to forecast the stock value of the
NSE and securities markets, two of the top stock markets in the world. With the stock
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value of TATA MOTORS obtained from the NSE, we frequently train four networks:
MLP, RNN, LSTM, and CNN. The models were used to forecast the stock values
of MARUTI, HCL, and AXIS BANK from the NSE stock exchange and BANK OF
AMERICA (BAC) and CHESAPEAKE ENERGY from the securities market. The
models clearly have the ability to describe the patterns present in each stock market,
as shown by the results [5].

Financial experts are aware of the significance of correctly estimating the price
of a security because they need to know what kind of return they can expect on their
investments. In order to estimate stock costs, specialist experts and intermediaries
typically examine historical prices, volumes, value designs, and fundamental trends.
Since the socio-economic situation of the country, the political climate, and major
events all have an impact on stock prices, stock value predictions now are even more
perplexing than they were in the past [6].

5 System Design

This study developed a stream-lit LSTM (Long Short Term Memory) model that
forecasts values using historical data. High, Low, Open, and Close are the Prediction
values. For those looking to trade who are students or newbies, it is a trustworthy
application. They can immediately spot market trends, whether they are rising or
downward; otherwise, the market would continue sideways. The confusion matrix
for the classification report is generated by the model. The two regression and clas-
sification methods for stock market prediction were introduced in this research. The
closing price of the firm shares is foreseen using the regression method. The classi-
fication approach will forecast whether the closing price of a company’s stocks will
rise or fall in the next days (Fig. 1).

Fig. 1 Diagram of proposed system
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6 Method of Proposed Work

6.1 R Factor

Equity market risks come in two flavors: systematic and non-systematic. Changing
government policies, rising oil costs, and currency fluctuations are all well-known
sources of frequent dangers. However, unsystematic risks are brought on by elements
that are specific to a business or sector. Unsystematic risk is also influenced by factors
like management and labor relations, increased competition, the entry of rival players,
and customer preference for a company’s products.

6.2 Stock Analysis Candle Stick Chart

The price changes of securities, derivatives, and currencies are displayed on candle-
stick charts. Each candle, like a graph, depicts the four key data points for that day:
open and close in the thick body; high and low in the wick. Candlesticks can be used
in two different ways to represent the buying and selling pressure.

6.3 LSTM Model

Long Short-Term Memory styles are incredibly efficient in gathering time. They can
anticipate a random wide range of stages into their destiny. An LSTM module (or
molecule) includes five necessary components that allow it to model both long- and
short-term data. Cell nation (ct) is the term used to describe the molecular’s internal
memory, which stores both short-term and long-term memories.

Hidden nation (ht)—These output nation records are used to predict future stock
market prices by taking into account current input, previous remote country, and
current molecular input. Additionally, the hidden country can choose to only retrieve
the short- or long-term or each type of memory stored inside the molecular country
in order to make the subsequent prediction.

Determines how many records from the present entrance flow to the molecular
nation is the input gate (it).

The number of data from the present that enter and flow into the previous molecular
nation is determined by the forget gate (ft).

In order for the LSTM to easily choose out only long-term memories, or both short-
term and long-term memories, the output gate (ot) determines how many records from
the contemporary molecular nation go into the hidden government.
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Actual vs Predicted Stock Prices
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Fig. 2 Actual and predicted result

7 Expected Result

7.1 New Actual Predicted Result

See Fig. 2.

7.2 R Factor

Figure 3 the graph depicts the close price of the Nike (NKE) company, with the actual
value indicated in green, and is contrasted with the MA (Moving Average), which
has an MA53-day blue marker and an MA30-day red marker. The graph displays the
firm NKE’s (Nike’s) total daily returns. The value is indicated on the y-axis, and the
year is indicated on the x-axis.

7.3 Stock Analysis Candle Stick Chart

In Fig. 4 we can see the candlestick chart, which is contrasted with the Bollinger
Band, which is indicated by the colour red, the RSI, which is indicated by the color
blue, and the volume, which is indicated by the color gray. The stock price is indicated
on the y-axis, and the month and year are indicated on the x-axis.
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Fig. 4 Stock analysis candle stick chart

7.4 Quantitative Analysis

The only person who creates a complex framework for financial institutions to help
them charge and exchange securities on the financial market is a quantitative analyst.

Quants may be of types:
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Fig. 5 Quantitative analysis

7.4.1 Front Workplace Quant

These are the people who offer the dealer the money or the tools for buying and
selling securities right away.

Quants working in the back office—These quants are there to validate the
framework and develop new methods following research.

The quantitative analysis of the NKE (Nike) company’s contents is listed below
(Fig. 5).

1. Mean

2. Median

3. Mode

4. Maximum
5. Minimum
6. Variance.

In Fig. 6 Variance value is shown by the colour blue, maximum value by the colour
red, mean value by the colour green, median value by the colour violet, mode value
by the colour orange, and minimum value by the colour light blue.

7.5 Forecasting of Values

The value of the stock is predicted using forecasting for time series in terms of the
day, such as short term (5-10 days), medium term (20-100 days), and long term
(200 days). NKE stock predictions on the testing set, with a 17.41% testing error.
The predicted value for the prior data is displayed in the graph below.

The graph displays value through April 24, 2022.
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Fig. 7 Forecasting of values

In Fig. 7 Predicted closing price is denoted with a blue color line, CL+ (closing
positive) fee, which is above the predicted price and denoted with orange color and
also, we see CL— (closing negative) price, which is below the expected price and
denoted with orange paint.

Confusion Matrix
See Fig. 8.

7.6 Advantages

e Predict Correct Prices
o Reduce Human Efforts.
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Fig. 8 Confusion matrix

8 Conclusion

This paper is aimed at helping stock brokers and investors to invest their money
wisely and knowingly, in the stock market. The applicability of prediction in stock
market business is immense, which is a very complex process owing to ever-changing
facade of the stock market. This project aims at finding the best prediction model
among a plethora of those existing today, and implementing the one with the highest
empirical and/or real accuracy in order to predict stock prices. The purpose of this
paper is to analyze the shortcomings of the current system and building a time-series
prediction model that would mitigate most of them, by implementing more efficient

algorithms. This would indeed make investment in the stock market, a safer bet.
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Using RStudio to Analyze Big Data )

Check for
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Mohua Biswas, Papiya Biswas Datta, Tejas S. Joshi, and Suvarna D. Pujari

Abstract Online databases have replaced paper-based data sources. A greater
amount of data is produced and used every day. Additionally, more and more data is
being gathered from a wide variety of sources via robots, financial transactions, and
sensors like security cameras. Data analytics, or simply “analytics,” is a burgeoning
field that studies the processing of various data to derive such knowledge. Addition-
ally, this procedure may involve gathering, organizing, pre-processing, transforming,
modelling, and interpreting the data. R is a computer language designed specifically
for data analysis. Additionally, it is a software environment used to examine graphical
displays, reporting, and data modelling. Drawing graphs in R is simple and includes
creating histograms, box plots, scatter plots, and pie charts.

Keywords R - Big data - Data analytics *+ Graphs

1 Introduction

Big data is a body of information that is enormous in volume and is always expanding
exponentially. It is a data set that is so huge and complex that no data management
solution can effectively store or process it. Some of the Big Data instances are as
follows: One terabyte of brand-new transaction data is produced each day by the
New York Stock Exchange, a prime example of big data. Also, through Social media:
According to a statistic, Facebook’s databases receive more than 500 gigabytes of
new data each day. This information is primarily produced by the uploading of
images and videos, messaging, comments, etc. Data analysis is an essential compo-
nent of successful business management. Effective data use helps organizations better
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understand their historical performance and make better decisions about their future
operations. The amount of data generated by the many thousand flights per day can
amount to many Petabytes. The R Development Core Team is presently responsible
for developing R, which was developed by Ross Thaka and Robert Gentleman at
the University of Auckland in New Zealand. The names of both developers were
used to create the name of this programming language. In 1992, the first project was
under consideration. The first project was considered in 1992. The initial version
was released in 1995, and in 2000, a stable beta version was released. Additionally,
it is a software environment used to examine graphical displays, reporting, and data
modelling.

2 Big Data Analytics

2.1 Types of Big Data

Essentially, there are three forms of big data [1] (Fig. 1).

(a) Structured Data: Structured data refers to any data that can be accessed,
processed, and stored in a fixed format. Because it is well-organized, struc-
tured data is the most straightforward to work with. Set parameters determine
its dimensions. Similar to spreadsheets, every piece of data is organized into
rows and columns. Examples of Structured Data: An “Employee” table in a
database is an example of structured data. Structured data has quantitative data,
such as age, contact address, billing, expenses, debit or credit card information,
etc. (Table 1).

(b) Unstructured Data: Unstructured data is any data whose shape is unknown.
Unstructured data is any data that is not organized.

(c) Semi-Structured Data: Both types of data can be found in semi-structured data.
Semi-structured data examples include emails, webpages, graphs, tables, HTML

code, and more.
NG N

Fig. 1 Category of big data
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Table 1 Employee’ table in a database

Employee_ID Employee_Name Gender Department Salary in lacs
2365 Pratibha Kulkarni Female Finance 650,000
2366 Rajesh Joshi Male Admin 650,000
2367 Shubhojit Roy Male Admin 500,000
2368 Shushil Das Male Finance 500,000
2369 Priyanka Sane Female Finance 550,000

2.2 Characteristics of Big Data

The characteristics of big data [2] are explained by the following five Vs (Fig. 2).

(a) Volume: Big Data itself has a size-related concept. Big Data is the term used to
describe the enormous “volumes” of data that are produced daily from numerous
sources, including business, machines, social media, human interactions, etc.

(b) Variety: Big Data, which is gathered from various sources, can be structured,
unstructured, or semi-structured.

(c) Velocity: The speed at which data is generated in real time is determined by
velocity.

(d) Veracity: Veracity refers to how trustworthy the data is. Veracity is the ability
to effectively handle and manage data.

(e) Value: Value is a crucial component of big data. We do not handle or store the
data. We store, process, and also evaluate accurate and valuable data.

Fig. 2 Five V’s of big data

SV's of Big
Data
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2.3 Big Data Analysis

Data analysis is an essential element of effective business management. Effective
data use helps businesses understand their past performance and make better choices
concerning their future business. There are four types of data analytics:

(a) Descriptive Analysis: It is currently the most straightforward and typical use of
data in business. By condensing historical data, descriptive analysis provides an
explanation for “what happened.”

(b) Diagnostic Analysis: Deeper analysis and “why did it happen?” are the
next steps. Here, diagnostic analytic is useful. Descriptive analytics uncovers
insights, and digs further to identify the root causes of those results.

(c) Predictive Analysis: “What is likely to happen?” is a question that predictive
analytics aims to resolve. This kind of analytics uses historical information to
forecast future events.

(d) Prescriptive Analysis: What is the optimum course of action, according to
prescriptive analytics? This approach enables users to suggest numerous
potential courses of action, which ultimately directs them toward a resolution.

3 Introduction to R

At the University of Auckland in New Zealand, Ross Thaka and Robert Gentleman
developed the interpreted programming language R. R is currently being created by
the R Development Core Team. The names of both developers were used to create the
name of this programming language. It is a software environment used to examine
graphical displays, reporting, and data modelling. R and RStudio must be installed
in order to work with the widely used R programming language. R and RStudio
collaborate to build R project.

3.1 Features of R

(a) R is a complete programming language that supports both object-oriented
programming and procedural programming with functions.

(b) The R programming package repository has almost 10,000 items.

(c) R generates code that is portable and independent of any particular machine.

(d) It simplifies the method of debugging coding bugs.

(e) R makes it simple to perform complicated operations on vectors, arrays, data
frames, and other data objects of various sizes.

(f) Other programming languages including C, C++, Python, Java, FORTRAN, and
JavaScript can be integrated with R.

(g) R offers reliable tools for managing and storing data.

(h) R works on various platforms.
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3.2 GUIofR

An integrated development environment (IDE) for R is called R Studio [3, 4]. The
following four windows or panes will be seen when you run RStudio (Fig. 3):

(a)
(b)

(©)

(d)

Source: You write and modify R Scripts—collections of code—in the Source
Pane.

Console: The Console is the heart of R. Normally, it can be found in the bottom
left corner of the window. The window where R executes code is also known
as a command window. After the “>” character, we can also type code in the
console.

Environment/History: Typically, this panel has the following two tabs:

(i) Environment—Shows all the data, variables, and user-defined functions
you have entered.
(i) History—A collection of all of your previous commands.

Files/Plots/Packages/Help: This may be found at the bottom right of the window.
Here, you can browse major pages, install and load packages, examine charts,
open files, and view markdown and other documents in the viewer tab.

(1) Files—A list of every file in the working directory you are currently in.
On your computer, you can also go to several folders.
(ii)) Plots—When your code generates plots, they will be shown here.
(iii)) Packages—A list of the installed packages (or functional groupings) on
your machine.

Source Fang Environment Fane
Edit and run scripts (e.g. Rmarkdown iew of abj d 5, lists,
ternplates), and view datasets I Tip: Run script I wte ) you have imported or created.

\ CI
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Fig. 3 GUIof R
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Fig. 4 A simple line plot plot (1:10, type="1", lwd=5, Ity=3)
using plot () function = o |
’/
i
L
P
’/
e
- ’/
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3.3 Data Visualization Using R

An approach for graphically representing data is data visualization. We make our data
easier to grasp by using components like scatter plots, charts, graphs, histograms,
maps, etc. It helps us to quickly and visually communicate information and results.
Information given in a visual format is simpler for the human brain to compre-
hend and remember. Data visualization enables us to easily evaluate data, look at
various variables to determine how they affect the patterns, and draw conclusions
from our data. The graphics package in the R standard library has various functions
that produce statistical graphs, including:

(a) Line Plots (b) Scatter plots (c) Pie Charts (d) Bar plots (e) Box plots [5].

In order to mark points on a chart, use the plot () function. The function accepts
parameters to indicate diagram points. Points on the x-axis are specified in parameter.
On the y-axis, parameter 2 specifies points. Use the lwd argument to modify the line’s
width (the default value is 1, while 0.5 indicates 50% smaller and 2 means 100%
larger). The line is by default solid. To select the line format, use the Ity option with
a value between 0 and 6. 3 display a dotted line (Fig. 4).

plot (1:10, type = “1”, lwd = 5, Ity = 3)

One dot is plotted for each observation in a “scatter plot,” a type of plot used
to show the relationship between two numerical variables. It requires two identical-
length vectors: one for the horizontal x-axis and one for the vertical y-axis (vertical)
(Fig. 5).

x <-¢(5,7,8,7,2,2,9,4,11,12,9,6)

y <-¢(99,86,87,88,111,103,87,94,78,77,85,86)

plot(x, y)

A circular graphical representation of data is a pie chart. To create pie charts, use

the pie() function. For each value in the vector, a pie is drawn in the pie chart. The
first pie is plotted by default, moving counterclockwise from the x-axis (Fig. 6).
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Fig. 6 Pie chart

X < -¢(10,20,30,40)
mylabel < - c(“Apples”, “Bananas”, “Cherries”, “Dates”)
pie(x, label = mylabel, main = “Fruits”)

Rectangular bars are used in a bar chart to show data (Fig. 7).
X < _ C (AéA??, ‘AB’?, A‘C”’ 64D’7)

y<-c¢(2,4,6,8)
barplot (y, names.arg = x)

12

Data distribution within a data collection is evaluated using boxplots. The data
set is split into three quartiles as a result. The first quartile, third quartile, average,
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Fig. 7 Bar chart

lowest, and maximum of the data set is shown in this graph. To generate a boxplot,
use the boxplot () function that R offers (Fig. 8).

vec<-c(3,2,5,6,4,8,1,2,3,2,4)

summary(vec)

boxplot(vec, xlab = “x-axis”, ylab = “y-axis”, main = “R Boxplot”, varwidth =
TRUE)

R Boxplot

=25
4

X-ANIS

Fig. 8 Box plot
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4 Conclusion

Data processing, comparison of several model possibilities, and result visualisation
are crucial for developing a robust and trustworthy statistical model. The interactive
nature of the R language encourages investigation, explanation, and presentation,
which is why it has become so widely used.
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Abstract Video conferencing is used to conduct sessions during pandemics and
there is a need to maintain logs for assessment and evaluation purposes. In this
work, an add-on tool for attendees data collection is developed. The system helps
to mark session attendance of participants. The HOG and Face landmark estimation
algorithms are used over SSVM, ANN, and CNN classifiers to assess the face recog-
nition in real-time. The system captures faces from the video frames and compares
them with the dataset images. System matches the face registered and marks the
attendance in the datasheet. The system is initially trained and tested with the unique
faces of the attendee, which in turn creates the database. A session log report is
generated. This extension add-on tool is simple and useful for the education system
to create logs without much effort and session time can be utilized for quality content
delivery.
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1 Introduction

Participation recording of an understudy is a significant job in the educational area
which is tedious. Understudy enlistment builds each year and recording every under-
study’s participation assumes an indispensable part. Conventional understudy partici-
pation checking procedures are regularly confronting a great difficult situation partic-
ularly in the internet-based method of training. Accordingly, it is extremely important
to examine the viable framework which records the participation of an understudy
consequently. Such systems help to optimize the attendees’ experience and the system
is useful in other applications for authentication using face recognition.

2 Literature Survey

2.1 Face Recognition Rate Under Poor Illumination

Face Recognition Classifier. In [1] GF is applied (as shown in Table 1) all over
to track down a facial fiducial point for each individual understudy. Subsequent to
applying the GF technique, the PCA, LDA, and LBP calculations were utilized for
face acknowledgment.

Dimensionality Reduction Using PCA and LDA. Patil et al. [2] utilized Voila Jones
strategy for face location and for face acknowledgment, half breed approach of PCA
and LDA as shown in Table 2.

In another review, [3] expressed that Mail Transfer Protocol (SMTP) is utilized
to report the participation to the employees just as to the guardians. This concentrate

Table 1 Accuracy of face recognition rate under poor illumination with processing [1]

Exp. Class Student/Participant Recognition Accuracy (%)
1 A 64 55 85.90
2 A 64 52 81.20
3 B 55 45 81.80
4 B 55 46 83.60

Table 2 Face detection with respect to frame [2]

Frame# # Students recognized Student/Participant
1 9/19 4.36
2 14/20 70.00
3 512 41.67
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likewise utilized the PCA strategy for face acknowledgment. Facial acknowledg-
ment calculation was utilized for facial elements by extricating milestones from the
understudy’s picture. In [4], a review was completed that utilized RFId and IOT for
the participation framework [5].

2.2 Transformed Based Methods

The discrete transform based methods are useful for feature extraction and face
recognition which is reviewed in this section. In Lukas, Mitra [6] concentrated on the
human face acknowledgment method that was utilized for understudy verification
to stamp the participation in the information base. Discrete Wavelet Transforms
(DWT) and Discrete Cosine Transform (DCT) were utilized to include extraction of
the understudy’s face. In another review [7], VIM was utilized for face identification
while LBP and HOG were utilized for face acknowledgment.

In [8] study, foundation deduction was done after face location and afterward face
crop was done and for face acknowledgment, the Eigenface strategy was utilized.
In Sunaryono, Siswantoro [9] observe, JVM has been used for face detection and
LDA and k-nearest neighbor (k-NN) set of rules have been used for face popularity.
This observation discarded the pix that have been now no longer clean because of
the awful mild effect. VIM is turned [10, 11] into used for face detection and LBP
turned into used for face recognition.

The framework utilized RFId [13] and face acknowledgment to check the under-
study’s participation. The RFId peruser is introduced on the entryway and the under-
studies are approached to filter their cards prior to going into the class. The aftereffects
of this review featured that when the framework utilizes RFId [13] and IOT [4], natu-
rally the course of face acknowledgment was worked with as opposed to doing it
physically.

PCA and LDA algorithms [14] have been used for face detection and face reputa-
tion. Face reputation charge became 66% all through illumination the usage of PCA
set of rules. Face reputation charge became 86% because of partial occlusion of the
usage of LDA.

In [12] the single-face popularity technique is used for students’ face popularity
for marking their attendance using face detection. SVM is also used in [14] for facial
expression recognition. A face recognition attendance system with GSM notification
is developed by [15]. Face recognition attendance monitoring system is also devel-
oped for surveillance using deep learning technology and computer vision is used
in [16]. The GUI is user friendly and flexible and achieved a maximum recognition
accuracy of 74% using deep learning. The summary of literature review is shown in
Table 3.
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Table 3 Summary of literature survey

Method PCA |LDA |LBP |KNN |RFID |IoT |SMTP |BJP
Sajid et al. [1] v v v

Patil et al. [2] v v

Nithya et al. [3] v v

Sharma et al. [4] v v

Shah et al. [5] v v

Lukas et al. [6] v

Mehta et al. [7] v

Varadharajan et al. [8]

Sunaryono et al. [9] v v v
Elias et al. [10] v v
Raghuwanshi et al. [11] v v

Varadharajan et al. [12] |V

2.3 Challenges in Face Recognition

The goal is to expand a face reputation primarily based totally computerized pupil
attendance gadget and to in addition use it as an add-directly to paintings with famous
video conferencing packages like Google Meet, Zoom Meetings, etc. Expected
achievements so that it will satisfy the following goals:

e To recognize the face fragment from the video outline.

e To remove the valuable elements from the face.

e To group the highlights to perceive the face recognized.

e To record the participation of the recognized understudy (Table 4).

Table 4 Summary of challenges in face recognition in the previous work done on attendance
systems using face recognition

Method Partial occlusion Pose variance Illumination
PCA, LDA, LBP, GF [1] v
RFID, IOT [4] v
DWT and DCT [5] v
LBP, HOG [6] v
Eigen face [7] v
PCA and LDA [8] v 4
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3 System Methodology

3.1 System Architecture

System architecture face recognition based video conferencing add-on for online
session log using CNN. Each block is described separately in this Section. Under
preprocessing, the face is detected by the use of the OpenCV face detector. Then the
photo is cropped primarily based totally on the bounding field proposed through the
face detector as shown in Fig. 1. In facial landmark detection, the HOG function is
extracted inside a fixed-length area around every landmark.

Image Capturing. Images capture the usage of a virtual digital digicam whose
hyperlink is included to the utility that evolved the usage of the proposed idea.
After a photograph is captured, net offerings switch the photograph to the server for
processing.

Face Detection. Because of the in-depth task of the face detection algorithm, this
device is server-based. Detecting a face is in essence an item detection task, wherein
the item of hobby in this situation is the face. Elements intervene with the face
detection method by including face pose, scale, position, rotation, light, hues, etc.

Face Recognition. Face Recognition manner to perceive a specific face from a
listing of faces on a database. The university, upon enrollment, takes snapshots from
each pupil, and people’s pictures are saved in a database. Algorithms used for face
identification. System uses a server primarily based totally module, programmed in
Python which takes advantage of eigenfaces to perceive a face. The set of rules has
drawbacks: it relies upon scale, poses, and the shade of the as compared pictures.

————————————————————— ‘1: _Report generation
Pre-processing

Marking
l attendance in DB

Fig. 1 Architecture for face
recognition for online
session log using CNN

Input images

Face detection Y

|

Face recognition

If image is
found in stored
images

Database

Image Processing

Image not found
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3.2 Algorithms Used

Histogram of Oriented Gradients (HOG). HOG is used in this project to familiarize
the program with the object we want to recognize. As explained in [11, 16], HOG is
divided into 3 mandatory steps based on vector theory. First, the image of interest is
roughly analyzed by separating the object from the background. This process looks
for differences in size in the image. The size of the image is obtained from Eq. 1.

m(u, v) = 4/ fu(u, v)> + fv(u, v)? (1

According to Eq. 1, we get the magnitude m of a feature vector at the point.
Adapted from [11] Copyright 2009, IEEE is a component in u-direction, and also
fv(u, v) is a component in v-direction. Object position in the image is estimated
and trained to determine the object more precisely. This second process is to take
the direction of the vector into account. This is comparable to the fine adjustment.
Arctangent based on fu(u, v) and fv(u, v) are used to get an attitude as proven in
Eq. 2.

O(u, v) = tan"' (fv(u, v)/fu(u, v)) 2)

Linear Support Vector Machine. Linear Support Vector Machine (SVM) [12, 14]
is the principle assisting set of rules that software builders the world over agree with
that it makes HOG paintings greater efficiently. The human detection software, which
mixes HOG and SVM together, is now broadly time-honored at the moment [14].
wT is weight vector and x; is information vector from HOG.

f(x) = (w'x; +b) 3)

4 System Implementation and Result Analysis

The system is developed using the Face Landmark Estimation algorithm. It is devel-
oped using Python, Dlib, and Django. To deal with lots of image data and the contin-
uous nature of the environment, a system with 8 GB RAM, a web camera is used to
capture the images of the attendees to receive their attendance.
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4.1 Result Analysis

The result analysis is shown in Table 5 FEI_P1 and FEI_P2 of the FEI dataset are
used in the experiment as shown in Fig. 2. FEI_P1 and FEI_P2 contain 700 images
each [16, 13]. The dataset of the attendees i.e. face dataset, is made during the pre-
registration phase. Approximately 30 images per attendee are recorded which are
further used for training and testing purposes as shown in Fig. 3. The generated
attendance log is shown in Fig. 4.

HOG as a facial image feature extractor with Linear SVM as the classifier is
applied in this project to efficiently recognize attendees faces to eventually mark

Table 5 Performance evaluation of face recognition using HOG over different classifiers

Dataset Method Accuracy Processing time GPU utilization

FEI_P1 [15] SVM 94.85 15.90 40.00
CNN 97.64 20.39 48.00
ANN 98.70 10.60 29.30

FEI_P2 [15] SVM 95.63 16.02 35.00
CNN 98.84 20.35 45.00
ANN 99.00 11.19 30.00

Dataset (proposed) SVM 96.45 14.09 31.00
CNN 99.45 18.35 48.00
ANN 94.00 08.00 30.00
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Fig. 3 Performance evaluation a using face dataset, b attendance visualization from the log
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Date Student Present Time in Time out Hours Break Hours

March 3, 2022 kaustubh A - - 0 hrs O mins 0 hrs O mins
March 3, 2022 nevil A - - 0 hes O mins 0 hrs 0 mins
March 3, 2022 rohan P March 3, 2022, 12116 p.m. March 3, 2022, 1217 pm. 0 hrs 2 mins 0 hrs O mins
March 3, 2022 manish P March 3, 2022, 12:21 pm. March 3, 2022, 1221 pm 0 hrs 1 mins 0 hrs 0 mins

Fig. 4 Attendance log generated after the attendance is processed based on face recognition

their attendance. HOG with CNN as classifier was also studied during the project
implementation and it was found that the HOG + Linear SVM face detector is faster
than the HOG + CNN face detector but will also be less accurate as HOG + Linear
SVM does not tolerate changes in the viewing angle rotation as shown in Table 5.

5 Conclusions

The face recognition based video conferencing add-on for online session log using
CNN is developed and implemented using HOG as a facial image feature extractor
and linear SVM as the classifier. The performance of the system is analyzed using
accuracy. The HOG + SVM trained over 50 images per attendee and gave an average
accuracy of 95%. System is useful for the education system to create logs without
much effort and time can be utilized for quality content delivery. The proposed
browser add-on tool is simple and effective for instructors to take attendance for
online sessions.
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The Influence of the Demography )
of Institutes on MIS-Based OBE oo
Implementation

Anil N. Barbole and Suraj B. Ronge

Abstract Now-a-days in India, there is more focus on implementing Outcome-
based Education (OBE). For the evaluation of the OBE system, manual processes
are very tedious and time-consuming. So, implementing a Management Information
System (MIS) in the organization is essential for making the OBE process easy. In an
organization, implementing MIS successfully is a challenging task. Successful imple-
mentation of MIS depends upon factors like the demographic characteristics of users.
In this study, authors have studied different demographic variables such as gender,
age, teaching experience, the highest level of education, knowledge about computer,
and the nature of users’ native places. For that purpose, responses from different
users were collected from various institutes by distributing prepared questionaries
based on a 5-Point Likert Scale, and these collected responses were analyzed using
descriptive statistics and frequency statistics for different demographic variables.

Keywords Outcome-based education - MIS + Demographic variables -
Descriptive statistic + Frequency statistics

1 Introduction

In India, to improve the quality of education, more focus is given on implementing
the OBE system; for this, evaluating the OBE system through a manual process is
complex and time-consuming. To make the OBE system more accessible and time-
saving, implementing MIS in the organization for evaluation of the OBE system is
necessary. This successive implementation of MIS in the organization is complex.
In this study, the authors have studied different demographic variables affecting the
implementation of MIS in the educational organizations. In order to fully understand

A. N. Barbole
Chhatrapati Shivaji Night College of Arts & Commerce, Solapur 413001, India

S. B. Ronge (<)
SVERI’s College of Engineering, Pandharpur 413304, India
e-mail: sbronge @coe.sveri.ac.in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 381
P. M. Pawar et al. (eds.), Techno-societal 2022,
https://doi.org/10.1007/978-3-031-34644-6_41


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34644-6_41&domain=pdf
mailto:sbronge@coe.sveri.ac.in
https://doi.org/10.1007/978-3-031-34644-6_41

382 A. N. Barbole and S. B. Ronge

a user’s population distribution of characteristics, prescribe appropriate policies for
them, and forecast where a user or a group will be in the future, a demographic survey
and analysis have to be done. Demography is helpful for any company and business
as it predicts cultural and social trends related to users or stakeholders. All of us
know that using MIS in organizations for rapid growth in this era is essential. In this
research demographics, MIS users were examined from several perspectives such as
gender, age, teaching experience, computer literacy, location of users, etc. For that,
surveys from various institutions were taken to gather information about the users’
demographics and their expectations from the MIS.

Tella and Mutula [1] conducted a survey at a university in Botswana to examine
the gender gap in computer literacy. They subsequently performed a descriptive
statistics analysis and concluded that students with higher computer literacy were
more likely to access and use library resources. Zin et al. [2] conducted a survey
to investigate the gender differences in computer literacy with 1570 respondents,
compared the mean score of their answers as 2.62 for men and 2.34 for women, and
concluded that men were more skilled in computer programming than women. Joo
and Choi [3] investigated different factors affecting the use of online library resource
as ease-of-use, individual differences, resource quality and usefulness. Teo et al. [4]
discovered, in particular, that the demographic variables relate to PEOU, PU, and
SN in distinct ways, while the constructs of SN, PU and PEOU were found to be
positively significant with regard to intention to adopt m-banking. Majid and Abazova
[5] found positive correlation between their utilization of electronic information and
the age of academics. They also conceded that use of electronic information depends
upon computer knowledge. Those who have more knowledge, use more electronic
information. Furthermore, they also studied different aspects like user’s age, gender
and educational background and their effect on usage.

2 Objectives of the Study

The main objective of the study is to find out the demographic variables influencing
the use of software in different institutes. The specific objectives are to:

1. Find out the easiness in handling MIS for different demographic variables.

2. Find out the minimal management efforts with MIS usage for different demo-
graphic variables.

3. Find out the minimal time required with MIS usage for different demographic
variables.

4. Find out the correctness with MIS usage for different demographic variables.
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3 Methodology

3.1 Data Collection

A survey form was prepared using questions which were further divided into four
parameters: easiness in handling MIS, minimal management efforts with MIS usage,
minimal time required with MIS usage, and correctness with MIS usage. These
questionaries were prepared by using the 5-Point Likert Scale. The forms for this
survey were distributed to different institutes, and a total of 146 responses, along
with their demographic variables, were collected.

3.2 Reliability Analysis

Reliability analysis of the questionnaire was done to measure internal consistency
between questions, that is, the correctness of questions used in the survey. In reli-
ability analysis, Cronbach’s Alpha was tested in SPSS software according to the
standards of Cronbach’s Alpha. If the score is more than 0.7, it is acceptable; if it
comes to be less than 0.7, then we have to revise the questionnaire. Different standard
ranges of Cronbach’s Alpha values have been given in Table 1.

The formula for Cronbach Alpha is:

N.c

- v+ (N—-1.c 1

where

¢ average covariance between item-pairs,
N the number of Items and
v average Variance.

In this research, the reliability analysis of questionnaire has been done using
Cronbach’s Alpha in SPSS and it has been found to be 0.940 for 20 questions which
denote excellent internal consistency of questions. Table 2 shows reliability statics
of questionnaire through the SPSS software.

Table 1 Range for Cronbach’s Alpha

Cronbach’s | 0.5 > a 06>0>05(07>0>06/08>0a>07[09>0>0.8|a>0.9
Alpha

Internal Unacceptable | Poor Questionable | Acceptable | Good Excellent
consistency
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Table 2 Reliability statistics

. . Reliability statistics
of questionnaire

Cronbach’s Alpha No. of items
0.940 20

3.3 Descriptive Statistics

It gives simple summaries of the sample and the observations made. It is quantitative;
it summarizes different statistical results: range, maximum, minimum mean, std.
deviation, variance, and frequencies which is helpful for various types of analysis.
The descriptive statistics of the demographic variable have been shown in Table 3.

Different demographic parameters were studied through survey and analysis of
responses was studied on demographic variables and pie charts of the demographic
variables have been shown in Fig. 1. Some of the demographic factors have also been
explained below.

Table 3 Descriptive statistics of demographic variable

Descriptive statistics

Demographic | N Range |Min. Max. Mean Std. Variance
variable deviation

Statistic | Statistic | Statistic | Statistic | Statistic | Std. Statistic | Statistic

error

Gender 146 1.00 1.00 2.00 1.3973 | 0.0406 |0.4910 0.241
Age 146 3.00 1.00 4.00 1.7329 |0.0624 |0.7546 0.570
Teaching 146 4.00 1.00 5.00 2.6438 | 0.1013 | 1.2246 1.500
experience
Highest level | 146 2.00 1.00 3.00 1.7808 | 0.0429 |0.5185 0.269
of education
Knowledge 146 3.00 1.00 4.00 2.4247 10.0573 |0.6931 0.480
about
computer
Which of this | 146 1.00 1.00 2.00 1.2329 | 0.0351 |0.4241 0.180
best describes
your native
place?
Valid N (list | 146 - - - - - - -
wise)
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The results obtained from the survey of various institutes has been presented in
Fig. 1, which shows that 60.3% of the respondents are male and 39.7% are female.

The results also show that there are more significant numbers of male users.

332 Age

For the current research, respondents were categorized into five different age groups,
with the lowest age of the respondent is less than 29 years and the highest being
above 60 years. In the age group of fewer than 29 years, there is a frequency of 61
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(41.8%) respondents, and in the second age group, which is 30-39 years, there is
a frequency of 68 (46.6%) respondents. The next age group of 40—49 years has the
frequency of 12 (8.2%), while 5 (3.4%) respondents are between 50 and 59 years,
and no respondent has an age greater than 60 years.

3.3.3 Teaching Experience

In this research, respondents were classified into five categories per their years of
teaching experience. From the total number of responses received, 36 (24.7%) had <
2 years of teaching experience, and 28 (19.2%) had 2-5 years of teaching experience.
There are 42 (28.8%) respondents with teaching experience between 6 and 10 years
and 32 (21.9%) respondents with 11-15 years of teaching experience, while only 8
(5.5%) respondents have teaching experience above 16 years.

3.3.4 Highest Level of Education

For this survey, the level of education was subdivided into three types; all the respon-
dents hold the minimum level of education as a bachelor’s degree. Around 39 (26.7%)
respondents have only a bachelor’s degree, 100 (68.5%) respondents have a master’s
degree in their respective field, and 7 (4.8%) respondents have completed a doctorate
as their highest level of education.

3.3.5 Knowledge About Computer/Knowledge About Microsoft Excel

Considering their knowledge of computer and Microsoft excel, the respondents were
classified into four different groups, starting from beginners to experts. Regarding
computer or knowledge of Microsoft excel, 8 (5.5%) of the 146 respondents are at
the beginner level. In the following groups, there are 77 (52.7%) respondents with an
intermediate level of knowledge about computer or Microsoft excel and 52 (35.6%)
respondents are with a professional level of knowledge; only 9 (6.2%) respondents
are experts in computer or Microsoft excel.
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3.3.6 Nature of Native Place

From the collected 146 responses, it can be seen that 112 (76.7%) respondents belong
to the rural areas, while 34 (23.3%) respondents belong to the urban areas.

4 Results

In this research, the data has been analyzed using SPSS software in which different
demographic variables were tested with the mean of defined four parameters that is
easiness in handling MIS, minimal management efforts with MIS usage, minimal
time required with MIS usage, and correctness with MIS usage. The results of this
study have been shown in Tables 4, 5 and 6.

Table 4 Mean comparison of parameters with gender and age
Gender Age
Male | Female | <29 |30-39 |40-49 | 50-59 | > 60

Mean | Mean | Mean | Mean | Mean | Mean | Mean

Easiness in handling MIS 448 |4.48 452 |445 |451 (438 |-
Minimal management efforts with MIS | 4.49 | 4.50 456 |4.46 |4.48 |4.18 |-
Minimal time required with MIS 439 |4.43 443 435 |458 440 |-
Correctness with MIS 445 |4.45 454 |438 |442 |440 |-

Table 5 Mean comparison of parameters with teaching experience and highest level of education,
demographic variable

Teaching experience Highest level of education
<2 2-5 6-10 |[11-15 |[>16 Bachelor’s | Master | Doctorate
degree degree
Mean |Mean |Mean |Mean |Mean |Mean Mean Mean
Easiness in 4.55 4.43 4.53 4.40 4.44 445 4.50 4.47
handling MIS
Minimal 4.53 4.55 4.54 4.36 4.39 4.51 4.48 4.57
management
efforts with
MIS
Minimal time | 4.50 4.29 4.48 4.25 4.62 4.49 4.37 4.43
required with
MIS
Correctness | 4.56 4.43 4.43 4.38 4.50 4.44 4.47 4.29
with MIS
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Table 6 Mean comparison of parameters with knowledge about computer and description of native

place

Knowledge about computer

Which of this
best describes
your native

place?
Beginner | Intermediate | Professional | Expert |Rural | Urban
Mean Mean Mean Mean Mean | Mean
Easiness in handling | 4.40 4.46 4.53 443 4.46 4.56
MIS
Minimal 447 447 4.55 4.39 4.46 4.60
management efforts
with MIS
Minimal time 4.63 4.40 4.37 4.44 4.37 4.50
required with MIS
Correctness with 4.25 4.42 4.54 4.44 4.42 4.56
MIS

5 Conclusion

In this research paper, the demographic analysis of MIS users has been carried out.
The demographic survey was carried out at different institutes, and a total of 146
responses have been collected from different users. In this study, the influence of
institute demography on the implementation of MIS based OBE calculation has
been studied, and it has been found that the users are attracted to MIS based OBE
calculation due to its ease, minimal management efforts, minimal time requirement,
and correctness. According to the findings, there is no significant effect of the insti-
tute’s demographics on the use of MIS for the evaluation of OBE due to its ease of
handling and learning.

References

1. Tella, A., & Mutula, S. M. (2008). Gender differences in computer literacy among undergraduate
students at the University of Botswana: Implications for library use. Malaysian Journal of
Library & Information Science, 13(1), 59-76.

2. Zin, N. A. M., Zaman, H. B., Judi, H. M., Mukti, N. A., Amin, H. M., Sahran, S., Ahmad,
K., Ayob, M., Abdullah, S., & Abdullah, Z. (2000). Gender differences in computer literacy
level among undergraduate students in Universiti Kebangsaan Malaysia (UKM).The Electronic
Journal of Information Systems in Developing Countries, 1(1), 1-8.

3. Joo,S., & Choi, N. (2015). Factors affecting undergraduates’ selection of online library resources
in academic tasks: Usefulness, ease-of-use, resource quality, and individual differences. Library
Hi Tech, 33(2), 272-291.



The Influence of the Demography of Institutes on MIS-Based OBE ... 389

4. Teo, A.C., Tan, G. W. H., Cheah, C. M., Ooi, K. B., & Yew, K. T. (2012). Can the demographic
and subjective norms influence the adoption of mobile banking? International Journal of Mobile
Communications, 10(6), 578-597.

5. Majid, S., & Abazova, A. F. (1999). Computer literacy and use of electronic information sources
by academics: A case study of International Islamic University Malaysia. Asian Libraries.



Optimization of Estimated Routing Paths | m)
in IoT Agriculture Applications L

Shreekant Salotagi and Jayashree D. Mallapur

Abstract IoT application are now gaining high popularity in all walks of life to apply
such as health monitoring, agriculture security system, home appliances etc., but they
are having lot of challenges with respect to heterogeneity in the device connection
environmental situation application requirement etc. The agriculture application is
the most important and essentials application for India, because India depend on
67% on agriculture. In our proposed we have taken agriculture application with
heterogeneous devices connected across. Because of this there are a lot of control
signals exchange require to turn the application. We have proposed an optimistic
estimated path request in IoT agriculture application simulation results shows there
is a control commendable reduction in delay and latency and also overhead.

Keywords QoS - Estimated route - Heterogeneity - EREQLLN

1 Introduction

In India 67% of the people depend on the agriculture but because of underdevelop-
ment technology in agriculture. The agriculture production has not achieved, it goes
now is a time to relook the agriculture application with a new technology such as
IoT automation etc. The IoT application in agriculture will make formers life very
easy and there production to increase Multifood. IoT application such as automatic
water supply, temperature control and humidity control are important issues that
can be managed with an IoT application. IoT application in agriculture is having
multiple challenges such as (1) Protection of electronic circuits of devices used in
IoT agricultural system from natural environmental situations like heavy rain, fire,

S. Salotagi (B<1)
Annasaheb Dange College of Engineering & Technology, Ashta, Sangli, Maharastra, India
e-mail: shreekant2486 @gmail.com

S. Salotagi - J. D. Mallapur
Basaveshwar Engineering College, Bagalkote, Karnataka, India
e-mail: bdmallapur@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 391
P. M. Pawar et al. (eds.), Techno-societal 2022,
https://doi.org/10.1007/978-3-031-34644-6_42


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34644-6_42&domain=pdf
mailto:shreekant2486@gmail.com
mailto:bdmallapur@gmail.com
https://doi.org/10.1007/978-3-031-34644-6_42

392 S. Salotagi and J. D. Mallapur

intolerable winds, extreme humidity, high/low temperature, etc. (2) Reliable energy-
efficient network-based setup for the secure transmission of information to respective
stakeholders in a secured manner. (3) Selection of suitable IoT end devices, tools,
and technologies for implementing smart farming. (4) Design and implementation
of highly scalable and reliable security mechanism for each IoT end devices used in
Smart Agriculture. (5) Resource utilization in an optimized manner is a big challenge
in [oT agriculture. (6) Cost- analysis and mobility are also huge challenges for smart
farming. (7) Maintenance of Quality of Service (QoS) efficiently in IoT based Smart
Agricultural System is also an unfolded issue. (8) A proper decision-making system
to handle the natural disaster with the latest policies is a part of these open challenges
in IoT agriculture. (9) Crop residue for a clean environment is still a major problem.
(10) Software complexity for smart objects work with minimal resources, there is a
need for software infrastructure to support the network.

The issues such as control overhead which intern increases the QoS parameters
such as delay and latency will increase and intern them will increase the cost of
the application. When the cost of application increases intern it becomes difficult to
former to buy the product and utilize for their forms.

2 Literature Survey

In this paper the data’s are analysed with the help of Big Data mining techniques
[1]. The authors used the cloud based big data analytics and the IoT technology
for feasibility study of smart agriculture. Smart agricultural systems are estimated
to play an essential role in improving agriculture activities. Prediction is performed
based on data mining technique which information reaches the farmer via mobile
app. The author’s proposed smart model for the agriculture field is to predict the
crop yield and decide the better crop sequence based on the previous crop sequence
in the same farmland with the soil nutrient current information. In this model also
facilitates the estimate of total production and per crop region wise, total fertilizer
requirements.

In this paper the author’s explained about Smart farming management concept that
use Internet of Things (IoT) to overcome the current challenges of food production
[2]. There work uses the preferred reporting items for systematic review of existing
literature on smart farming with IoT. There aims to identify the main devices, plat-
forms, network protocols, processing data technologies and the applicability of smart
farming with IoT to agriculture. There review shows an evolution in the way data is
processed in recent years and more recent approaches, however, new technological
developments allowed the use of data to prevent crop problems and to improve the
accuracy of crop diagnosis. The author presented a systematic review of the state-
of-the-art of IoT adoption in smart agriculture and identified the main components
and applicability of IoT solutions.
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In this paper they use wireless sensor network (WSN) as a major driver of smart
agriculture to the use of IoT and DA [3]. The IoT integrates several existing tech-
nologies, such as WSN, radio frequency identification, cloud computing, middleware
systems, and end-user applications. In this paper, several benefits and challenges of
IoT have been identified. They present the IoT ecosystem and how the combination
of IoT and DA is enabling smart agriculture. There survey of literature shows that
there are lots of work ongoing in development of IoT technology that can be used to
increase operational efficiency and productivity of plant and livestock. The benefits
of IoT and DA, and open challenges have been identified and discussed in this paper.

In this paper the author explained for Livestock monitoring, conservation moni-
toring and plant and soil monitoring are the challenges where IoT can be a solution
[4]. They also worked on innovative [oT applications address the issues in agriculture
and increase the quality, quantity, sustainability and cost effectiveness of agricultural
production. There project aims at monitoring the soil parameters like soil moisture,
temperature and electrical conductivity and automates the irrigation process. Deci-
sion making is done through microcontroller. There work presents the design of an
IoT based automatic irrigation system. There proposed system reduced the efforts of
farmers and provides high yield. And also conserves water for irrigation by locating
the sensor at the right position above the soil level.

In this paper the author works on Irrigation method to supply water and water
wastage [5]. There proposed used in various sensors like temperature, humidity, soil
moisture sensors which senses the various parameters of the soil and based on soil
moisture value land gets automatically irrigated by ON/OFF of the motor. These
sensed parameters and motor status will be displayed on user android application.
The internet of things to the highly effective and safe agricultural production has a
significant impact on ensuring the efficient use of water resources as well as ensuring
the efficiency and stability of the agricultural production.

In this paper the author presented and discussed at the SpliTech2019 IoT tech-
nologies on societies and their potential effects on sustainability in general [6]. They
have been worked on introductory article contributed to the better understanding of
current technological progress in IoT application areas as well as the environmental
implications linked with the increased application of IoT products.

In this paper the author proposed the future of communication that has transformed
things (objects) of the real-world into smart objects [7]. The functional aspect of
IoT is to unite every object of the world under one common infrastructure in such
a manner that humans not only have the ability to control those objects, but to
provide regular and timely updates on the current status This research article presents
a comprehensive literature survey on the concept of IoT. The term IoT has been
broadly described keeping in view the current standings of 10T, its evolution from
time to time along with various communication technologies used by various objects
for interface and communications purposes. Open Issues, Challenges and Future
Research Directions concerning IoT have also been discussed.
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In this paper the author worked on improving farm productivity is essential for
increasing farm profitability and meeting the rapidly growing demand for food that is
fuelled by rapid population growth across the world [8]. They proposed crop recom-
mendation is currently based on data collected in field-based agricultural studies
that capture crop performance under a variety of conditions. They proposed an
Emerging Internet of Things (IoT) technologies, such as IoT devices (e.g., wireless
sensor networks, network-connected weather stations, cameras, and smart phones)
used to collate vast amount of environmental and crop performance data, ranging
from time series data from sensors, to spatial data from cameras, to human observa-
tions collected and recorded via mobile smart phone applications. In this paper, they
present the design of SmartFarmNet, an IoT-based platform to automate the collec-
tion of environmental, soil, fertilisation, and irrigation data for any particular farm.
The proposed SmartFarmNet uses a unique and novel real-time statistical analysis
approach that enables near real-time responses to user queries.

In this paper worked on the potential of wireless sensors and IoT in agriculture, as
well as the challenges expected to be faced when integrating the technology with the
traditional farming practices [9]. They were analysed IoT devices and communication
techniques associated with wireless sensors encountered in agriculture applications
are in detail. Furthermore, they explained the use of unmanned aerial vehicles for
crop surveillance and other favourable applications such as optimizing crop yield.
The focus on smarter, better, and more efficient crop growing methodologies in order
to meet the growing food demand of the increasing world population in the face of
the ever-shrinking arable land. This paper presented the role of various technologies,
especially IoT, in order to make the agriculture smarter and more efficient to meet
future expectations.

In this paper, the author explained various potential IoT applications, and the
specific issues and challenges associated with IoT deployment for improved farming
[10]. To focus on the specific requirements the devices, and wireless communication
technologies associated with IoT in agricultural and farming applications are anal-
ysed effectively. On smart services towards smart agriculture. Various case studies
are presented to explore the existing IoT based solutions performed by various orga-
nizations and individuals and categories according to their deployment parameters.
Related difficulties in these solutions, while identifying the factors for improvement
and future road map of work using the IoT are also highlighted. They present the
difficulties of the existing applications. For future research specifically, low cost,
autonomous, energy efficient, interoperable, standardized, heterogeneous and robust
solutions with features like artificial intelligence.

In this paper the author presented IOT modernization of get together data on
conditions like atmosphere, protection, temperature and productivity of soil, Harvest
online assessment enables disclosure of wild plant, level of water, cultivation area
etc. [11]. They worked on IOT improvement to decrease the expense and update the
efficiency of standard creating for farmers. To control the agriculture monitoring in
fields where the human being not capable to provide security such system they are
developing in the field where the crops are costly.
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In this paper the author presented IoT is furnishing people with smart and remote
approach, the remote applications such as smart agriculture, smart environment,
smart security, and smart cities etc. [12]. They used main components of IoT are
sensors, actuators, embedded system, and internet connection IoT application for
smart agriculture. The paper proposed a remote sensing of agriculture parameters
and control system to the greenhouse agriculture. They worked on to control CO5,
soil moisture, temperature, and light, based on the soil moisture the controlling action
for the for the greenhouse agriculture. They designed system to remotely monitor
the greenhouse parameters such as CO,, soil moisture, temperature, and light.

In this paper the author presented emerging system increases the quantity and
quality of agricultural products [13]. In this paper, an [oT based advanced solution for
monitoring the soil conditions and atmosphere for efficient crop growth is presented
and the developed system is capable of monitoring temperature, humidity, soil mois-
ture level using NodeMCU and several sensors connected to it. In this paper, [oT
technology is used to sense and analyse the temperature, humidity level, soil mois-
ture level and the rain condition and DC motor is controlled using NodeMCU. In
this system, adequate water is pumped and rain is also utilized efficiently.

In this paper the author presented about automatic irrigation system using the
Arduino microcontroller with moisture sensor and water flow management [ 14]. They
also used humidity sensor unit consists of an Arduino board, Wi-Fi unit, Humidity
sensor and water flow control mechanism to collect data from Humidity sensor will
be sending to data monitoring system by Arduino boards over a wireless network
using WiFi. In their Monitoring system, the humidity levels are monitored and any
decrease in humidity level below a limit is reported as requirement for water and
signal is raised to the entire humidity sensor unit to open the water flow management.
There developed system is beneficial and works in cost effective manner. That reduces
the water consumption to a greater extent and it needs minimal maintenance with
less power. The crop productivity increases and the wastage of crops is very much
reduced in this irrigation system.

In this paper the author introduces the Internet-of-Things (IoT) and describes
its evolution from a concept where IoT devices are available as off-the-shelf prod-
ucts from major manufacturers [15]. In this paper author have been reviewed the
Internet-of-Things concept and its evolution since 1999 taking a smart device and
user-centric perspective. They discussed some of the issues and ideas in the area of
smart agriculture and user centred design and acceptance for the Internet-of-Things
agriculture application.
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3 Proposed work

See Fig. 1.

3.1 PREQ Processing

The receive PREQ is processed as follows:

S. Salotagi and J. D. Mallapur

Step I: PREQ is validated using the immutable fields. If PREQ is not valid then

it is dropped else it is further processed.
Step 2: The mutable fields update as follows:

Hop.cout = hop.count + 1

Validate the path.metric

Update the PREQ.sentlist

PREQ. Hop-limit = PREQ.hop-limit -1
Next.Hop-addr = Pre.Hop-addr

Step 3: PREQ.sending-list is computed as explained in Sect. 3.1.

Step 4: The PREQ is forwarded to the neighbouring
are present in the PREQ.sending-list.

3.2 Working Procedure of EREQLLN

nodes (routing tuples) that

Step I: The neighbour nodes are identified using HELLO packet broadcast and
this process is referred as network topology identification.
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Step 2: Source node initiates the Path Request (PREQ) to find the optimum path
from source to destination. The PREQ construction is as follows:

PREQ.addr-size set to the size of the address.

PREQ.route-metric = 0

PREQ.identifier = RREQ.identifier + 1

PREQ.hop-count = 0

PREQ.sending-limit = MAX_sending_LIMIT;

PREQ-destination = the address of the receiving device or address of the device
to which the receiving host attached.

e PREQ-sender = address of the source that generates the PREQ. If the device
is generating PREQ on behalf of a host then the source address for the data
packet will be generated by the host.

Step 3: The PREQ sent list is updated in PREQ.sentlist and multicasted to all the
nodes.

Step 4: Whenever a node receives a PREQ, it will be validated and processed.
Step 5: Each node in topology maintains two tables, one contains its neighbour
information and the other contains information about the nodes which receive
PREQ.

Step 6: When the destination receives the PREQ, it constructs the PREP and
forwards to the nodes if and only if the nodes are present in both neighboring
table and PREQ table.

Step 7: The intermediate nodes which receive the RREP also forward it like the
destination node.

Step 8: The source node receives the RREP from different paths. It finds the
optimum path and establishes the path to the destination.

Step 9: The data is transferred in the established path.

Step 10: The path maintenance is initiated till the data transmission complete.

Algorithm: PREQ Processing Pseudo Code (Rout Discovery Algorithm)
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Begin PREQ processing
if <source node> holds active path to
Destination then Initiate data transfer
else
For (i = 1 to n) // for all neighbournodes
if Node_Address != Destination _Address
if PREQ Lifetime < PREQ max lifetime
if there is no reverse path
available then Drop PREQ
else

insert the address of eligible nodes in
PREQ sent list and forward PREQ
if Routing Type != Node Routing-Type then \\ Metric matching
if Control Msg-Type = PREP_TYPE and next-hop is blacklisted then \\ Invalid
node
Drop PREP
else
Jor (i = 1 to n) \\ for all node in neighbour list
for (j = 1to m) \\ for all node in PREQ _received - list
if (i_address = =j address) then
PREQ sent _listi Neighbour listi —
PREQ sent_listj return PREQ processing false to node i
else
RREP processing

End

3.3 Simulation Results

EREQLLN is simulated using Cooja simulator with Contiki OS. Unit Disk Graph
(UDG) Model with Distance Loss Communication is used as wireless channel model.
In MAC layer, IEEE 802.11 protocol with 55 m transmission range and 80 m inter-
ference range are used for the simulation of route discovery process of EREQLLN
as shown in Fig. 3. The sky motes (nodes) are deployed in simulation area of 1000
x 1000 m with 25 motes in linear distribution. The parameters that are used for this
simulation is tabulated in Table 1. The average value is obtained from numerous
simulations to reduce the estimation error. Two parameters viz. Node density and
number of nodes are varied to measure the performance of EREQLLN and LOADng
(Fig. 2).

Figure 3 shows 100 sky motes deployed in random distribution for simulation.
The minimum distance between the motes is assigned as 40 m. The transmission
range is 55 m and the interference range is 85 m. Performance of EREQLLN and
LOADng are analyzed in varied node density. The node density has been varied as 25,
50, 100 and 150 nodes over fixed simulation area 1000 x 1000 m. The simulation
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Table 1 Simulation

parameters Simulator

Cooja

(0N

Contiki

Simulation area

1000 x 1000 and 1500 x
15,000 m

Number of nodes

25, 50, 100 and 150

Time to live 200 ms

Wireless channel model UDG model with distance loss
communication

Max-hop count 8

Transmission range 55m
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399




400 S. Salotagi and J. D. Mallapur

12000

LOADNna

10000 = — EREQLL e
o 8000 L
Z &
=4
Gt
© 6000 o
S
o
=]
E]
:2 25 Nodes 50 Nodes 100 Nodes 150 Nodes

Number of Nodes

Fig. 4 Number of RREQs forwarded in 1500 x 1500 m simulation area

is carried out for 900 s with 10 different source and destination nodes (randomly
selected). The maximum hop count is fixed as 8 and the minimum hop count is 4. It
is observed that EREQLLN performs better when the node density decreases. When
the distance between the nodes is reduced from D = 40 to 6.6 m?, the RREQ packet
forwarding is increased from 4.5 to 59.5%

The performance of LOADng and EREQLLN is observed in 1500 x 1500 m
(22.5 x 10* m?) simulation area for 25, 50, 100 and 150 nodes with maximum
possible distance between the nodes as 9000 m?, 4500 m?, 2250 m? and 1500 m?
respectively. It is observed that in 900 s simulation, 578 times the route discovery
initiated by 10 different source and destination nodes. The number of control packets
is high when the simulation area is 1000 x 1000 m and it is low in 1500 x 1500 m
as shown in Fig. 4. This is because the node density is high in 1000 x 1000 m. When
the neighbour degree is high then the number of RREQ forwarding is also high.

The impact of number of RREQ and probability of RREQ forwarding is shown
in Fig. 5. Initially the forwarding probability is 0.25 and increased to 0.5, 0.75 and 1
for 50 nodes and 100 nodes respectively. It has been observed that there is increase in
number of RREQ when the RREQ forwarding probability increases. The neighbour
degree is high when the density is high. The simulation results show that the number
of RREQ is decreased in EREQLLN while compared to LOADng.

The impact of control packet size is analyzed as shown in Fig. 6. The RREQ
overhead is measured in terms of kilobits (kb) with different number of nodes. Though
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Fig. 5 Impact of RREQ forwarding probability
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Fig. 6 RREQ forwarded in 16
route discovery in 1000 x 0 === 10ADng
1000 m simulation area 14 |
o | == EREQLLN 4
- 10 4
g 0
T
&
E 8 U
2 0
2
6
0
25 50 100 150
Nodes Nodes Nodes Nodes
Number of Nodes

the number of RREQ is less in EREQLLN, the size of RREQ is high. This is because
of the additional field added in the PREQ.

4 Conclusions

In this research work, an enhanced routing algorithm based on route request is
proposed. The proposed algorithm enhances the reactive routing protocol LOADng
with respect to route discovery delay and routing overhead. Forward chaining is
an expert system used for RREQ processing to enhance the route discovery. The
PREQ_sent-list is the new field added to the existing control packet. This algorithm
reduces the number of RREQ by removing the identical from the RREQ sending list.
The mathematical model is used to estimate the number of RREQ forwarded in the
network. It is established that the EREQLLN provides better results than LOADng
from the mathematical model.

The simulation is carried out using cooja simulator and Contiki OS. The impact
of node density is analysed by increasing and decreasing the node distance. The
RREQ control overhead is observed in terms of total number of RREQ forwarded
and total size of forwarded RREQ. The results show that the number of RREQ
in EREQLLN is reduced. Therefore, this algorithm improves the QoS in terms of
route discovery control overhead. However, to achieve this enhancement, a new
field RREQ sending list is added to the RREQ packets which introduces additional
communication overhead. To overcome this problem EREQLLN algorithm has been
proposed.
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Transformation of Project Management )
Process: An Influence of Industry 4.0 L

Vijay Anant Athavale and Samprit Tanuj Patel

Abstract Management has gone through many stages until it reaches its modern
scientific understanding and has always existed in practice. The necessity for indus-
trialisation has grown as a result of rising global population and urbanisation for
economic, social, and environmental activities. Due to the uniqueness of each project
in various industries, the significance of project management has increased day after
day. An important research area in this field is the effect of Industry 4.0 on project
management, which reflects an era full of ground-breaking technological applica-
tions in many industries. In this study, first of all, literature research was conducted on
the transformations brought by Industry 4.0. The effects of these transformations on
the project management elements were then revealed by elaborating on the manage-
ment factors, and an analysis of the benefits of industry 4.0 was conducted. With the
use of Industry 4.0 technologies, it is predicted that successful project management
will be achieved by bringing real-time solutions to problems. It is aimed that the
obtained data will guide the project stakeholders and contributes to the field.

Keywords Project management factors - Industry 4.0 - Big data - Project
management *+ Cloud computing - IoT

1 Introduction

In the history of the economy, it is mentioned that the agricultural and industrial revo-
lution provided the development and growth worldwide. The industrial revolution led
to the development by changing the life of societies and increasing their economic
standard (Fig. 1). The Fourth Industrial Revolution (Industry 4.0) began with the
advent of the internet and automated systems at the beginning of the twenty-first
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century with the goal of reducing complexity in the various industries. It is possible
with project management to complete the projects within the desired time, quality
and cost. Project management uses digital technical principles to gather and analyze
data in real-time, providing the production system with important information [1].
The actions and factors involved in project 4.0 includes “Big Data, Autonomous
Robots, Simulation, management are related to each other, building production,
System Integration, Industrial Internet of Things, Cyber” [2].

Hannover fair experts say that Industry 4.0 has introduced a new level of effi-
ciency to production processes in the information age. Klaus Schwab, the founder
and chairman of the World Economic Forum, stated that Industry 4.0 is not a prolon-
gation of Industry 3.0. Industry 4.0 can be defined as the replacement of human
power with machine power and the ability of machines to manage their production
processes. By introducing standardized interfaces and compatible business processes
to a product’s production, logistics, engineering, and planning processes, Industry 4.0
will positively impact the quality, adaptability, and robustness of products (Fig. 2).

i. Big data:
Itis a system that includes high speed, large volume, complex and variable data,
advanced techniques and technology to enable big data storage, distribution and
management, and information analysis. Big data offers innovations in terms
of volume, speed and diversity, unlike traditional data processes. With the use
of big data system in Industry 4.0, real-time decision making will become
stand