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Preface

We are delighted to introduce to the scientific community the proceedings of the 16th
European Alliance for Innovation (EAI) International Conference on Pervasive Com-
puting Technologies for Healthcare (PervasiveHealth 2022), which was held on 12–13
December 2022 in Thessaloniki, Greece. The conference brought together researchers,
engineers and practitioners around the world focusing on the design, implementation
and evaluation of ubiquitous computing tools and services for healthcare and wellbeing.
The PervasiveHealth conference this year focused on telemedicine, new technologies
designed and developed to face the challenges of COVID-19, and theway healthcare sys-
tems should be re-designed building on close collaboration between different stakehold-
ers including partners from industry, academia and decision-makers to create advanced
healthcare systems.

The technical program of PervasiveHealth 2022 consisted of 45 full papers care-
fully selected following rigorous double-blind peer review out of 120 submitted papers
that were sent for comments by expert reviewers. There were additional submissions
which did not fit into the remit of the conference or fell short of the initial editorial
screening and hence were not peer-reviewed; this highlights that PervasiveHealth 2022
was a highly selective forum with a less than 35% acceptance rate. We organized the
conference in 9 broad thematic sessions, which were: Session 1: Personal Informatics
and Wearable Devices; Session 2: Computer Vision; Session 3: Pervasive Health for
COVID-19; Session 4: Machine Learning, Human Activity Recognition and Speech
Recognition; Session 5: Software Frameworks and Interoperability; Session 6: Facial
Recognition, Gesture Recognition and Object Detection; Session 7: Machine Learning,
Predictive Models and Personalized Healthcare; Session 8: Human-Centred Design of
Pervasive Health Solutions; Session 9: Personalized Healthcare. In addition to the high-
quality technical paper presentations, the technical program also featured one keynote
speech, one technical workshop and one tutorial. The keynote speaker was Leontios
Hadjileontiadis from the Aristotle University of Thessaloniki, Greece, and Khalifa Uni-
versity, United Arab Emirates, presenting his latest research with the title “Towards
Digital Phenotyping: New AI-based Digital Biomarkers”. The workshop organized was
entitled “IoT-HR: Workshop on Internet of Things in Health Research”, and was chaired
byDario Salvi fromMalmöUniversity, Sweden, and Francesco Potortì from theNational
Research Council of Italy. The workshop aimed to explore the challenges of solutions
based on the Internet of Things for healthcare together with researchers and practition-
ers from academia and industry. Finally, the tutorial entitled “Wearable Intelligence for
Parkinson Disease Diagnosis in Free-living Environment: A Huawei Smartwatch Sys-
tem Case Study”, focused on wearable intelligence and was organized by XulongWang,
Peng Yue, and Po Yang, from the University of Sheffield, UK.

We sincerely appreciate the strong support and guidance from EAI and the steering
committee of the conference. It was also a great pleasure to work with such an excellent
organizing committee team. We would like to thank in this regard (in no particular
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order): Konstantinos Votis, Pedro Gomez-Vilda, Dimitrios Fotiadis, Manolis Tsiknakis,
HaridimosKondylakis, Sofia Segkouli, Siddharth Arora, Dario Salvi, NicosMaglaveras,
and Kathrin Cresswell, for their support and hard work in organizing the conference.
We would like also to thank the Chairman of the Centre for Research and Technology
Hellas (CERTH), Dimitrios Tzovaras, for his unwavering support during the conference,
and all personnel at CERTH, who demonstrated the utmost commitment towards all
organizational aspects. We are also grateful to the reviewers, who provided timely and
constructive feedback to our authors. Last but not least, we would like to express our
gratitude to all the enthusiastic presenters and participants in the conference for their
thought-provoking contributions and engagement at the event.

Athanasios Tsanas
Andreas Triantafyllidis
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Robust Respiration Sensing Based
on Wi-Fi Beamforming

Wenchao Song1 , Zhu Wang1(B) , Zhuo Sun1, Hualei Zhang1, Bin Guo1,
Zhiwen Yu1, Chih-Chun Ho2, and Liming Chen3

1 Northwestern Polytechnical University, Xi’an, China
wangzhu@nwpu.edu.cn

2 Beijing Jizhi Digital Technology Co., Ltd., Beijing, China
3 Ulster University, Newtownabbey, UK

Abstract. Currently, the robustness of most Wi-Fi sensing systems is
very limited due to that the target’s reflection signal is quite weak and
can be easily submerged by the ambient noise. To address this issue, we
take advantage of the fact that Wi-Fi devices are commonly equipped
with multiple antennas and introduce the beamforming technology to
enhance the reflected signal as well as reduce the time-varying noise. We
adopt the dynamic signal energy ratio for sub-carrier selection to solve
the location dependency problem, based on which a robust respiration
sensing system is designed and implemented. Experimental results show
that when the distance between the target and the transceiver is 7 m,
the mean absolute error of the respiration sensing system is less than
0.729 bpm and the corresponding accuracy reaches 94.79%, which out-
performs the baseline methods.

Keywords: Beamforming · Respiration Sensing · Robustness · Wi-Fi

1 Introduction

Internet of Things (IoT) technologies are increasingly used in smart homes,
smart cities, etc. Among these technologies, wireless sensing has attracted much
attention from both the academic and industrial fields, due to its advantages of
non-intrusive and privacy-preserving.

There are a variety of wireless signals in our daily life, among which Wi-Fi
is the most common one in indoor environments. Cisco Annual Internet Report
(2018–2023) shows that the number of public Wi-Fi hotspots will be nearly 628
millions by 2023, 4 times more than that in 2018. Therefore, wireless sensing
based on the Wi-Fi signal is promising to achieve truly seamless access, attracting
a great deal of research and leading to lots of breakthroughs. In 2000, Bahl et al.
[1] proposed to use RSS for indoor localization and implemented Radar based on
Wi-Fi for the first time. Youssef et al. [21] designed a high-precision positioning
system named Horus, whose average positioning error reached 0.6 m. However,
RSS is inaccurate and susceptible to multi-path effects, and thus cannot be used

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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for fine-grained sensing. In 2011, Halperin et al. [3] released the CSI Tool, which
enables the extraction of CSI (i.e., Channel State Information) from commercial
Wi-Fi devices (e.g., the Intel 5300 NIC). Compared with RSS, CSI is more fine-
grained and sensitive to the environment, and has been widely used for human
behavior sensing, such as trajectory tracking [4,8,18,20,23], respiration sensing
[7,9–12,17,23–28], gait detection [13,15,19,22], gesture recognition [2,5–7,16].

However, most existing Wi-Fi sensing systems are still in the lab stage and
there are some major issues preventing their practical deployment. One of the
issues is that the sensing range of Wi-Fi based systems is very limited, not even
effectively cover a room, as the target’s reflection signal is quite weak. Another
issue is location dependency, i.e. the sensing performance degrades greatly once
the target’s location varies. Thereby, how to effectively overcome the above prob-
lems and implement a robust Wi-Fi sensing system is a prominent challenge.
To this end, we take advantage of the fact that Wi-Fi devices are commonly
equipped with multiple antennas and introduce beamforming to enhance the
target’s reflection signal, which help improve the system’s sensing ability in
long-range scenario. Meanwhile, to address the location dependency problem, we
propose an sub-carrier selection algorithm based on the dynamic signal energy
ratio.

The main contributions of this paper are as follows:

– We built a beamforming-based Wi-Fi sensing platform using commercial Wi-
Fi devices, based on which both delay and sum beamforming algorithms were
implemented.

– To address the location dependency problem, we proposed an optimal sub-
carrier selection algorithm based on the dynamic signal energy ratio.

– Based on the built Wi-Fi sensing platform, we implemented a robust respira-
tion sensing system, which outperforms the state-of-the-art baseline methods.

The rest of the paper is organized as follows. In Sect. 2, we discuss the relevant
work briefly. Then the beamforming algorithm and the respiration sensing system
are presented in Sect. 3 and Sect. 4, respectively. In Sect. 5, we evaluate the
performance of the proposed system. Finally, the paper is concluded in Sect. 6.

2 Related Work

This section presents recent advances in the field of respiration detection based
on wireless sensing.

Sensing Range: Generally, the solutions to the limited sensing range can be
divided into two categories according to the processing stage [14]. One is to
strength the signal at the source. For example, LoRa, a signal used for long-
range communication in the IoT, was used for sensing in [27]. The other is to
enhance the received signal with proper processing. For instance, FarSense [26]
assumed that the time-varying random phase shifts are similar at different anten-
nas on the same receiver, and eliminate the noise by dividing the CSI readings.
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However, the CSI obtained from either receiving antenna contains target motion
information, leading to the destruction of phase information after dividing. EMA
[23] proposed the sensing signal-to-noise ratio (SSNR) to measure the sensing
ability of received signal, and combined the CSIs on multiple antennas by the
optimal weight vector that maximize SSNR to enhance them.

Robustness: FullBreath [24] analyzed the widely existing location dependency
problem using only magnitude or phase information, and proposed to use the
complementary of magnitude and phase to solve the problem. Zhang et al. pre-
sented a new idea of using the curvature curve of target reflection signal to solve
the location dependency problem in [27], which also alleviated the problem of
insufficient spatial resolution due to the limited number of antennas. MultiSense
[25] took the difference of sensing ability of sub-carriers into account, and per-
formed a sub-carrier filtering and merging algorithm based on respiration energy
to improve the robustness.

3 Beamforming

Beamforming, also known as spacial filtering, is to adjust the amplitude and
phase of multiple signals so that the signals interfere with each other in the
desired direction to be enhanced or weakened. There are many ways to implement
beamforming, the most common of which is based on the antenna array.

3.1 Preliminary

Antenna array is a set of antennas arranged according to certain rules. The
simplest of them is the equally spaced line array (hereafter referred to as line
array) in which the array elements are arranged at equal intervals on a straight
line, as shown in Fig. 1.

Fig. 1. Application scenario and structure of equally spaced linear array.

Let the antenna interval of the n-element line array be d, the wavelength of
the signal be λ, and the angle of arrival be θ. In the far field, the received signals
can be expressed as
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y1 = δ(t)ejφ(t)(hs,1 + se−j
2π(1−1)d sin θ

λ + ε1)

y2 = δ(t)ejφ(t)(hs,2 + se−j
2π(2−1)d sin θ

λ + ε2)
...

yn = δ(t)ejφ(t)(hs,n + se−j
2π(n−1)d sin θ

λ + εn)

(1)

where hs,k is the static path signal, s and e−j
2π(k−1)d sin θ

λ are the complex coef-
ficient including amplitude and common phase, and the phase difference of the
target reflected signals, respectively, εk is the additive Gaussian white noise
(AWGN), δ(t) is the automatic gain noise (AGN), and φ(t) is the random phase
offset.

To facilitate the description, we have the following equation

Y = δ(t)ejφ(t)(Hs + As + N) (2)

where Y = [y1, y2, · · · , yn]T, Hs = [hs,1, hs,2, · · · , hs,n]T, N = [ε1, ε2, · · · , εn]T,
A = [1, e−j 2πd sin θ

λ , · · · , e−j
2(n−1)πd sin θ

λ ]T.

3.2 Delay and Sum Beamforming (DSB)

In order to enhance the signals, what we need to do is to find a proper weight
vector W = [w1, w2, · · · , wn]T to combine the CSIs. The most comprehensible
one is Delay and Sum Beamforming, which is based on the vector addition
principle i.e. | a + b |≤| a | + | b |, and the equal sign holds when and only
when a and b are in same direction. Therefore, in order to enhance the signal,
we need to perform the following steps: 1) align the signal; 2) sum them up.

Note that it is the target reflection signal that we want to enhance. As can
be seen from Eq. 2, the phase differences of the target reflection signals are
determined by A, so the simplest way to align them is to multiply them by AH.
Then all we need to do is sum them up. In general, we can take the weight vector
as

WDSB = e−jα · AH = e−jα · [1, ej 2πd sin θ
λ , · · · , ej

2(n−1)πd sin θ
λ ] (3)

The following is a simple example to illustrate the effect of the beamforming
algorithm. As shown in Fig. 2, two original CSIs are shown on the left and the
beamformed one is on the right, where green arrows are the static path signals,
red ones are the target reflection signals, and purple ones are the ambient noises.
The two CSIs on the left side are y1 = hs,1 + hd,1 + ε1 = (6 + 3i) + (−1 +
4i) + (−1.41 − 1.41i) and y2 = hs,2 + hd,2 + ε2 = (−4 − 8i) + (5 + i) + (2i),
where hd,2 and hd,1 has a phase difference of δφ = 92.7◦ = 1.61rad. According
to Eq. 2, we have the weight vector WDSB = [1, ej 2πd sin θ

λ ] = [1, ej 2πd sin 1.61
λ ],

which rotates the second CSI counterclockwise by 1.61 rad in the complex plane,
thus aligning the dynamic vectors of CSIs. Then we sum the vectors and get
ycomb = hs,comb+hd,bomb+εcomb = (14−0.61i)+(−2.24+8.95i)+(−3.41−1.51i),
where hd,comb is 2.24 times as large as hd,1, hs,comb is 2.08 times as large as hs,1
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Fig. 2. A simple example of Delay and Sum Beamforming. (Color figure online)

and εcomb is 1.87 times as large as ε1, respectively. Obviously, the dynamic
vector increases most significantly, which means that the dynamic path signal is
enhanced and our approach works.

3.3 Beam Nulling

As shown in Eq. 2, the actual CSI also contains time-varying random phase shifts
such as Carrier Frequency Offset (CFO), Sampling Frequency Offset (SFO), and
automatic gain noise, components that invalidate the sensing methods based
on CSI timing. FarSense [26] in which the CSI of the two antennas are divided
effectively eliminate these noises, but related studies [25,27] demonstrated that
the phase of the sensed signal is corrupted due to the dynamic information
contained in the denominator. In the following, we present a beamforming-based
method (hereinafter referred to as Beam Nulling) to eliminate the above noise
without destroying the phase information.

In the previous subsection, we used a weight vector to enhance the target
reflection signal by the DSB algorithm. Here, we can also use another weight
vector to achieve our goal, but note that here we are tring to nulling it instead
of enhancing. Therefore, we can describe the Beam Nulling problem as follows.

ynull = δ(t)ej(φc+φs)(WnullHs + WnullAs + WnullN)
s.t. WnullA = 0

(4)

Analytical solution of the above problem cannot be found because the
unknown dynamic path signal is only a part of the CSI and is unknown. However,
we can find an approximate solution instead. To obtain an approximate solution,
we introduce a metric named dynamic signal energy ratio as an indicator to solve
the problem using a stochastic optimization algorithm.
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Definition 1. Dynamic signal energy ratio (DSER) is the ratio of the energy
of the dynamic path signal to the total energy in the spectrum. The calculation
consists of two steps:

1. Perform Fast Fourier Transform (FFT) within a time window to obtain the
spectrum of different signal components;

2. Calculate the ratio of the energy of the dynamic components to the total
energy.

According to the above definition, the Beam Nulling problem can be trans-
formed into a dynamic signal energy minimization problem. The algorithm is
described as follows

Algorithm 1. Beam Nulling Algorithm
Input: CSI: CSIs of multiple antennas in one time window; fs: Sampling frequency;

fl: Dynamic component frequency lower bounds; fh: Dynamic component frequency
upper bounds;

Output: optimal Wnull
∗;

1: random initial W 0
nu ll ;

2: repeat
3: combine signals with weights Wk

nu ll , i.e. Y k = Wk
nu ll · CSI;

4: apply fast fourier transform to Y k to obtain the energies Ek of each component
and corresponding frequencies F ;

5: calculate dynamic signal energy ratio DSERk =

∑

fl≤Fi≤fh

Ek
i

∑
Ek

i

;

6: calculate the value of Wk+1
nu ll ;

7: until (
∣
∣
∣W

k+1
nu ll −Wk

nu ll

∣
∣
∣ < 10−5)

After obtaining the approximate most weight matrix Wnull
∗, a reference

signal without contain dynamic information and applied to eliminate random
phase shift and automatic gain noise, that is

y∗ =
ybeam

ŷref
=

�����δ(t)ejφ(t)(WHHs + WHAs + WHN)
�����δ(t)ejφ(t)(W ∗

nullHs + W ∗
nullN)

≈ WHHs

W ∗
nullHs

+
WHA

W ∗
nullHs

s +
WHN

W ∗
nullHs

(5)

3.4 Verification of Beamforming

After the above processing, we enhance the target reflection signal and eliminate
the random phase shift and auto gain noise to obtain a signal with higher sensing
ability. In this subsection, we verify the effectiveness of the beamforming and
beam nulling algorithms by a sliding experiment.
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Figure 3(a) and Fig. 3(b) are the experimental scenario and setting for slide
experiment, respectively. In this experiment, we put the slide with a length of
1 m on the vertical bisector of the transceiver at 5–6 m, and let the slider with
the thick metal plate move slowly and uniformly from 5 m to 6 m and collect CSI
packets. The change of the length of the reflection path Δx = 2× (

√
62 + 1.52 −√

62 + 1.52) = 1.929 m. According to the Fresnel zone model, it is known that
the metal plate theoretically crosses Δx

λ
2

= 74.4 boundaries of the Fresnel zone
and corresponding to a waveform with 37.2 periods, where the wavelength of the
5785 MHz signal is λ = 3×108

5785×106 = 0.0519 m. Then we take 1000 of the 5990 CSI
packets collected, which corresponding to a signal with 1000

5990 ×37.2 = 6.2 periods
theoretically, and process them with our proposed approach. Below we give the
experimental results.

Fig. 3. Experimental scenario (a) and setting (b) for slide experiment.

As shown in Fig. 4, it is obvious that the amplitude increases significantly
in Fig. 4(b) and Fig. 4(c), which indicates that the beamforming enhances the
intensity of the target reflected signal. In addition, the patterns of the signals in
Fig. 4(b) and Fig. 4(c) are identical to those in Fig. 4(a) and have 6 full periods
included, which is consistent with the theoretical value.

Fig. 4. Effect of beamforming on signal amplitude, (a), (b), (c) are the waveforms of
the amplitude of the original CSI, beamformed CSI and beam-nulled CSI, respectively.
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We also analyze the effect of beamforming on phase, as shown in Fig. 5. Unlike
the amplitude results, the phase waveforms of both the original and beamformed
signals are quite heterogeneous and do not reflect any motion pattern, but the
beam-nulled signal in Fig. 5(c) shows an obvious periodicity as amplitude wave-
form in Fig. 4(a).

Fig. 5. Effect of beamforming on signal phase, (a), (b), (c) are the waveforms of the
amplitude of the original CSI, beamformed CSI and beam-nulled CSI, respectively.

The above analysis leads us to the following conclusions. Our proposed beam-
forming algorithm can effectively enhance the target reflection signal while main-
taining the pattern and periodicity of the original signal. What’s more, the beam
nulling algorithm in this paper can recover the phase information of the signal
from the noisy original signal.

4 Respiration Sensing System

This section first introduces the mechanism and solution of position dependency,
and then introduces the respiration sensing system proposed in this paper.

4.1 Location Dependency

Currently, most of the respiration sensing algorithms are based on the amplitude.
Considering the original signal phase information in the previous section, this
phenomenon is not difficult to understand. However, this approach suffers from
a serious location dependency problem, i.e., the sensing ability of the signal
declines severely when the target is only at different locations which causes the
same signal change.

Figure 6 uncovers the reason for position dependency problem. Although both
the static path signal (green arrow) and target reflected signal (red or yellow
arrow) changes are the same in the above figure, but the amplitude of the fluc-
tuations of the synthesized signal (blue arrow) varies greatly. The amplitude
fluctuation of the synthesized signal is the smallest when the change range of
the target reflection signal is symmetric about the static path signal while the
amplitude fluctuation of the synthesized signal is the largest when the change
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Fig. 6. The mechanism underlying the location dependence problem. (Color figure
online)

range of the target reflection signal is symmetric about the vertical line of the
static path signal.

The fundamental reason is that the synthetic signal used for sensing is influ-
enced by the static path signal in addition to the target reflected one. Therefore,
a possible way to solve this problem is to remove the static path signal from
the synthesized signal. To remove the static component, we do band-pass fil-
tering in frequency domain, retaining only the frequency components in the
respiration band, thus solving the location dependency problem by using the
location-independent target reflected signal features.

4.2 Respiration Sensing

We depict the respiration sensing process in Fig. 7, which is divided into three
main steps, i.e. pre-processing, respiration feature extraction and target detec-
tion.

Fig. 7. The process of respiration sensing algorithm.

Pre-processing The purpose of pre-processing is to enhance the target reflec-
tion signal, reduce noise and select the optimal sub-carrier.

For each sub-carrier of the original CSI, a angle range from −80◦ to 80◦ is
scanned in steps of 1◦. At each scanning step, a weight vector of DSB algorithm is
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computed, and then the CSIs are weighted and summed to obtain the synthetic
signal. After that, we take 30 s as the time window, 0.1 ˜0.5 Hz as the respiration
belt, using Algorithm 1 to approximate the optimal weights and constructing a
reference vector to eliminate time-varying errors.

Breathing Feature Extraction. We found that the sensing ability of dif-
ferent sub-carriers are quite different through a large number of experiments.
Thus DSER is used as an indicator to select the sub-carrier with the strongest
respiration energy for the following steps to ensure the quality of respiration
features.

In order to extract the respiration features, we perform band-filtering on
the optimal sub-carrier, and only retain the energy of the components in the
respiration frequency band, so as to obtain the frequency-direction spectrum as
in Fig. 8(a) and the filtered signals. As Fig. 8(a) shown, there is a target in the
5◦ direction with a respiration frequency of 0.3 Hz.

Fig. 8. An spectrum example of respiration sensing. (Color figure online)

Target Detection. To avoid the effect of side lobes, our target detection algo-
rithm is divided into three steps, namely frequency scanning, direction scanning
and timing detection, which means that we simultaneously utilize the informa-
tion of three dimensions of frequency, space and time.

When scanning the frequency, we extract the maximum energy of a certain
frequency in all directions within the respiration range as the energy of the
frequency. Then a reasonable threshold that is calculated with the maximum and
minimum energies is set to filter out the energy peaks greater than it to obtain
candidate frequencies. For example, we get a candidate frequency of 0.3Hz in
Fig. 8(b), where the green line is the threshold.

For each candidate frequency, the next step is to scan each direction. We
extract the energy-direction curve from the direction-frequency spectrum and
perform the same way as frequency scanning to obtain candidate directions. We
get a candidate direction of 5◦ in Fig. 8(c).

For each candidate direction of each candidate frequency, we take out the
filtered signal and use the short-term auto-correlation function to obtain the
corresponding respiration rate.
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After performing the above steps, our system will output the target’s respi-
ration rate.

5 Evaluation

5.1 Experiment Setup

Our system uses a TP-Link wireless router as the transmitter, whose frequency
is set to 5785 MHz, the receiver is a PC equipped with an Intel 5300 NIC and
three omnidirectional antennas, and CSI Tool in [3] is used to collect CSI. During
the experiment, both the transmitter and receiver are at a height of 85cm, and
subject breathes naturally with a metronome.

The experimental parameters were set as follows unless otherwise specified.
The sampling frequency is set 100 Hz, the distance between transceiver is 3 m,
and the subject is located at 4 m on the vertical bisector of the transceiver. We
collect 150 s of CSI at each sampling point and process it in segments.

In order to evaluate the system, the indicators used are described here. Target
distance is half of the sum of the distance between the target and the transceiver,

i.e. x =
√

d2 + LoS
2

2
. The mean absolute error (MAE) is the average of the

absolute errors of the predicted respiratory rate for all segments, and accuracy
is (1 − MAE

BPMtruth
) × 100%.

5.2 Comprehensive Experiment

As Fig. 9 shown, in this set of experiments, let the target located at a distance
d, where d is taken as 3 m, 4 m, 5 m, 6 m, and 7 m. To evaluate our method, we
use the raw CSI, CSI quotient and beamformed CSI as inputs, respectively, and
calculate the subject’s respiration rate with the same period detection algorithm.
Finally, we have the following results.

Fig. 9. Experimental scenario and experimental setup for comprehensive experiment.
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From the Fig. 10, it can be seen that the MAE of both beamformed CSI and
CSI ratio is much lower (or the accuracy is much higher than that of original
CSI), indicating that our method is as effective as CSI ratio in enhancing signal
sending ability. The MAE of beamforming is 0.445 BPM (breath per minute)
when the target is located at 3 m on the vertical bisector of the transceiver,
Though, when the distance increases to 7 m, the MAE of the original CSI exceeds
1 BPM while that of beamforming in this paper is still far less than 1 BPM ans is
0.729 BPM, which well meet the accuracy requirements in application scenarios.

Fig. 10. Experimental results of comprehensive experiment

5.3 Other Experiments

We also set up experiments to investigate the effect of transceiver distance and
target orientation on sensing performance, and the experimental setup is shown
in Fig. 11(a) and Fig. 11(b).

Fig. 11. Experiment setup of different transceiver distances and target orientations

Effect of Transceiver Distance. In this set of experiments, we explore the
impact of LoS path signals on system performance by changing the transceiver
distance from 1.2 m to 3.6 m in steps of 0.6 m, as shown in Fig. 11(a).
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Fig. 12. Experimental results with different transceiver distances

As shown in Fig. 12, it can be seen that both MAE and accuracy tend to be
a random distribution, which means that the LoS signal strength does not affect
the performance of the sensing system. Such experimental results is consistent
with the analysis in [23].

Effect of Target Orientation. As shown in Fig. 13, the system has the small-
est average absolute error and the highest accuracy when the front of the body
faces the transceiver, while the MAE is relatively large (or the accuracy is slightly
lower) when the side and back face the transceiver. This result is expected
because the displacement of the front side of a human chest is the largest when
breathing, which leads to a more obvious variation on the signal, making the
accuracy higher; in contrast, the displacement of the back and side of the chest
is smaller, making the accuracy lower.

Fig. 13. Experimental results of target orientation

6 Conclusion

In this paper, to achieve robust respiration detection, we introduced the beam-
forming technology as well as a metric named dynamic signal energy ratio into
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the field of Wi-Fi sensing. Specifically, the commonly used delay and sum beam-
forming algorithm is implemented and its practical effects is verified, based on
which a Wi-Fi beamforming-based sensing system is developed. The performance
of the proposed system is evaluated with a number of experiments, and results
show that the system achieves high accuracy and robustness, compared with
baseline methods.
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Abstract. Wearable heart rate (HR) sensing devices are increasingly
used to monitor human health. The availability and the quality of the
HR measurements may however be affected by the body location at which
the device is worn. The goal of this paper is to compare HR data col-
lected from different devices and body locations and to investigate their
interchangeability at different stages of the data analysis pipeline. To
this goal, we conduct a data collection campaign and collect HR data
from three devices worn at different body positions (finger, wrist, chest):
The Oura ring, the Empatica E4 wristband and the Polar chestbelt. We
recruit five participants for 30 nights and gather HR data along with
self-reports about sleep behavior. We compare the raw data, the features
extracted from this data over different window sizes, and the performance
of models that use these features in recognizing sleep quality. Raw HR
data from the three devices show a high positive correlation. When fea-
tures are extracted from the raw data, though, both small and significant
differences can be observed. Ultimately, the accuracy of a sleep quality
recognition classifier does not show significant differences when the input
data is derived from the Oura ring or the E4 wristband. Taken together,
our results indicate that the HR measurements collected from the consid-
ered devices and body locations are interchangeable. These findings open
up new opportunities for sleep monitoring systems to leverage multiple
devices for continuous sleep tracking.

Keywords: Heart Rate · Wearable Devices · Ring · Wristband ·
Chestbelt · Statistical Analysis · Sleep Monitoring · Sleep Quality
Recognition

1 Introduction

Personal health monitoring systems have recently received significant attention.
They are capable of providing continuous and real time feedback to users about
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their health and daily behaviour [42]. Such systems rely on different physiological
signals, such as, e.g., heart rate, to assess users’ health state.

Improvements in sensors, battery and storage of wearable devices make them
more powerful, affordable and pervasive. These improvements increase their abil-
ity to capture various physiological signals which help in return the develop-
ment of personal health monitoring systems [44]. Such evolution encourages their
employment in many health domains. Most wearables are capable of capturing
heart rate (HR) traces, which can be employed in many health related applica-
tions like monitoring human stress [30,43], recovery after exercise [17] and sleep
behaviour [32,44]. Changes in HR and heart rate variability (HRV) reflect auto-
nomic nervous system patterns [44] and have been correlated with sleep stages
[45,46], stress [31,52] and affect [47].

The availability of several health monitoring devices makes finding the most
convenient device very challenging both for researchers and end users. The
rapid development of wearables created a gap between the available devices
and their evaluation studies [15,50]. Therefore, a comparison is needed to deter-
mine whether the sensor readings are interchangeable between devices, placed
on different body positions. While there exist a few studies that investigated the
measurements of wearable devices [37,50], it is not clear whether the raw phys-
iological data are exchangeable and how such sensor measurements perform in
downstream tasks. This understanding would allow researchers to make informed
decisions regarding the use of such devices in data collection studies and users
to choose the device that matches their needs without hampering the quality of
the measurements.

In this paper, we investigate the interchangeability of HR signals obtained
from three body positions, namely, finger, wrist and chest during sleep, since
one of the wearables used (Oura ring) is dedicated and provides data continu-
ously only during dormancy. To this goal, we run a data collection campaign in
the wild, to gather physiological HR data – along with self reports about sleep
behavior – using three well known devices: Oura ring (generation 3), Empat-
ica E4 wristband and Polar chestbelt. We make the dataset available to other
researchers upon request and signature of a data sharing agreement. Then, we
assess the interchangeability of HR collected from wearables worn at different
body locations. We extensively analyze the collected data using statistical mea-
sures as well as a sleep quality recognition task, to explore the interchangeability
of HR measures at the level of raw data, time-domain features and classification
capability. The main contributions of this paper are as follows:

– We collect and provide to the research community a dataset1, named HeartS2

collected from five participants over 30 days in their natural environments.
The dataset contains heart rate data collected using three wearable devices
– Oura ring (third generation), Empatica E4 wristband and Polar chestbelt
– and self-reports regarding sleep and wake up times as well as sleep quality.

1 Please contact the corresponding author of the paper to make a request regarding
the dataset.

2 Heart Rate from multiple devices and body positions for Sleep measurement.
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– We perform extensive statistical analysis on the raw HR data and show a
high correlation between the data of the three devices, suggesting their inter-
changeability.

– We extract common HR features from the three devices and show that the
majority of the features have statistically negligible differences in small win-
dow sizes and small differences in large window size, which may impact
machine learning tasks that use such features.

– We develop a machine learning pipeline and investigate the effect of the
extracted features in sleep quality recognition. Our results confirm the inter-
changeability of the considered devices for this task.

This paper is structured as follows. Section 2 presents an overview of the similar
studies in the literature; Sect. 3 describes the data collection procedure, while
Sect. 4 shows the comparison between HR signals from wearable devices. Follows
Sect. 5, which presents the analysis of HR features and the machine learning
task adopted for the comparison between wearable devices, and Sect. 6, which
describes the limitations and future work that can be addressed. Finally, Sect. 7
presents the conclusion.

2 Related Work

Several researchers evaluate the performance of wearable devices by analyzing
the provided sleep parameters, e.g., Total Sleep Time (TST), Total Wake Time
(TWT), Sleep Efficiency (SE), Wake After Sleep Onset (WASO) [37,50]. Such
studies are either conducted in controlled settings [44,48], or in unrestricted ones
[15,37,50].

Roberts et al. [44], for instance, conduct a comparison study between con-
sumer wearables (Oura ring, Apple watch)3, two actigraphy wristbands and
Polysomnography (PSG), used as ground truth. They report that data from
commercial multi-sensor wearables are highly correlated and can be adopted in
sleep-wake classification problem, competing with research-grade devices. Scott
et al. [48] perform a comparison study between a new commercial smart ring
(THIM) (See Footnote 3), two popular wearables (Fitbit and Actiwatch) (See
Footnote 3) versus PSG. Their results show no significant differences between
PSG and THIM. Other researchers evaluate the sleep-wake recognition capabil-
ities, but do not compare neither the features nor the raw physiological signals
[44,48].

Stone et al. [50] compare nine sleep tracking consumer devices positioned
on wrist, finger or mattress-affixed monitors, using as ground truth Electroen-
cephalography (ECG). Using sleep parameters, they show that Fitbit Ionic and
Oura ring have the highest accuracy and minimum bias in calculating the TST,

3 Oura Ring: https://ouraring.com; Apple watch: https://www.apple.com/watch/;
THIM ring: https://thim.io; Fitbit: https://www.fitbit.com/; Actiwatch:
https://www.usa.philips.com/healthcare/sites/actigraphy; Samsung Gear Sport
watch: https://www.samsung.com/us/watches/galaxy-watch4/.

https://ouraring.com
https://www.apple.com/watch/
https://thim.io
https://www.fitbit.com/
https://www.usa.philips.com/healthcare/sites/actigraphy
https://www.samsung.com/us/watches/galaxy-watch4/
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TWT and SE; while with sleep staging metrics they find no accurate result from
commercial devices. Mehrabadi et al. [37] compare sleep parameters (e.g., TST,
SE and WASO) from the Oura ring and the Samsung Gear Sport watch (See
Footnote 3) versus a medically approved actigraphy device. They found signif-
icant correlation of both devices with actigraphy. However, neither of [37,50]
applied comparisons over physiological data.

Table 1 provides a overview of the recently conducted studies that compare
different wearable devices, where we can observe that only two are publicly avail-
able. The previously mentioned studies focus on specific sleep parameters, show-
ing their interchangeability between different devices [37,48]. However, there is
a gap with regards to the analysis of physiological signals, collected from various
devices, and how these differences can impact sleep quality recognition task.

Table 1. Description of existing studies that compare different wearable devices

Study Study Settings Number of Participants Study Duration Publicly Available

[15] Home 21 7 nights No

[38] Laboratory 6 9 nights Yes

[48] Laboratory 25 1 night No

[44] Laboratory 8 4 nights No

[37] Home 45 7 nights Yes

[50] Home 5 98 nights No

3 Data Collection Campaign

We conduct a data collection campaign using two commercial devices and one
research-grade device, for the HeartS dataset. In this section, we describe the
study participants, the adopted devices, the collected data and the data collec-
tion procedure. The study is reviewed and approved by our Faculty’s delegate
for Ethics.

3.1 Participants

We recruit five participants (three females and two males) of age from 24 to 29
years (avg: 26.2, std: 2.3). Participants wear, for 30 consecutive nights, three
wearable devices: (1) The Oura ring (Generation 3) (See Footnote 3), which
measures sleep with a Photoplethysmography (PPG) sensor, from which HR and
HRV are extracted [3,14]; (2) The Empatica E4 wristband4, which is a research-
grade wristband that extracts HR via PPG sensor [49]; (3) The Polar chestbelt,
equipped with an Electrocardiogram (ECG) sensor [28]. Both the Polar H075 and
4 https://www.empatica.com/en-gb/research/e4/.
5 https://support.polar.com/e manuals/H7 Heart Rate Sensor/Polar H7 Heart Rate
\ Sensor\ accessory\ manual\ English.pdf.

https://www.empatica.com/en-gb/research/e4/
https://support.polar.com/e_manuals/H7_Heart_Rate_Sensor/Polar_H7_Heart_Rate\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore Sensor\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore accessory\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore manual\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore English.pdf
https://support.polar.com/e_manuals/H7_Heart_Rate_Sensor/Polar_H7_Heart_Rate\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}Sensor\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}accessory\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}manual\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}English.pdf
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H106 releases are included in the study, since we have only two Polar chestbelt.
E4 wristband and Polar chestbelt, along with previous generations of Oura ring,
are adopted in several studies in the literature, e.g., in [3,5,6,11,12,14,26,27,50].
The devices contain also other sensors, for instance, the E4 is equipped with
electrodermal activity, accelerometer and skin temperature sensors. In this study,
we use only the HR measurements because it is the only common sensor in all
the devices, which allows us to compare them.

3.2 Data Collection Procedure

To design the study and collect the data, we follow similar procedures to the
literature (e.g., [26,45,50]). At the beginning of the data collection procedure,
all participants sign an informed consent form. We provide the devices, pen-
and-paper diaries, and the instructions needed to set up the designated syn-
chronization applications for obtaining the raw data from devices. We instruct
participants to wear the devices on their left hand, since small lateral differences
might be present if choosing difference sides [1]. Every night all participants wear
the Oura ring and the E4 wristband, whereas only two wear the Polar chestbelt
(since we have only two Polar chestbelts available). The participants wear the
devices one hour before sleep and log the bed-time. The next day, the partici-
pants complete the self report about the sleep quality of the previous night and
the wake up time then take off the devices one hour after waking up. During the
day, the participants synchronize the collected data during the previous night
from each device and charge the devices. To make sure of the quality and quan-
tity of the collected data, we systematically monitor the compliance with the
data collection.

3.3 Collected Data

We collect two types of data, physiological data using three wearable devices and
self-reports using pen-and-paper diaries described as follows.

Physiological Data. The Oura ring provides one HR data point every five
minutes during sleep as well as the bed-time start and the bed-time end. Partic-
ipants use the Oura mobile application to synchronize the collected data to the
Oura cloud dashboard. The Empatica E4 wristband provides HR values every
second. Participants use the E4 manager desktop application7 to synchronize the
collected data to the pre-created study on the E4 website. The Polar chestbelt
integrates with a third party mobile application named Polar Sensor Logger8 to
provide an HR value per second. The application stores the collected data on
the device.
6 https://www.polar.com/en/sensors/h10-heart-rate-sensor.
7 https://support.empatica.com/hc/en-us/articles/206373545-Download-and-install-

the-E4-manager-on-your-Windows-computer.
8 https://play.google.com/store/apps/details?id=com.j ware.polarsensorlogger&hl=en
\&gl=US.

https://www.polar.com/en/sensors/h10-heart-rate-sensor
https://support.empatica.com/hc/en-us/articles/206373545-Download-and-install-the-E4-manager-on -your-Windows-computer
https://support.empatica.com/hc/en-us/articles/206373545-Download-and-install-the-E4-manager-on -your-Windows-computer
https://play.google.com/store/apps/details?id=com.j_ware.polarsensorlogger&hl=en\&gl=US
https://play.google.com/store/apps/details?id=com.j_ware.polarsensorlogger&hl=en\&gl=US
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We collect data of 105 sleep sessions. One participant did not wear the E4
wristband on the left hand so we discard the corresponding sessions to be consis-
tent among the participants. In total we have 98 sessions. We collect 9,038 HR
data points from the Oura ring which are equivalent to about 753 h of data. For
the E4 wristband, we collect 3,192,319 points (about 886 h), with mean (± stan-
dard deviation) 56.09± 14.58 bpm and 61.81± 12.42 bpm respectively. From the
Polar chestbelt, we collect 656,038 HR data points, equivalent to approximately
182 h with mean 59.26 ± 12.23 bpm.

Self Reports. Participants use the pen-and-paper diaries to provide daily self
reports about: their bed and wake up time, latency (i.e., the estimated time until
the participant fall asleep), number of awakenings and sleep quality level every
night, similar to [26,45]. They report sleep quality on a five level Likert scale [33]:
very poor, poor, normal, good, excellent following [10]. One of the participants
stopped logging self reports after the first week of the study. The dataset thus
contains 80 sleep sessions labelled with the sleep behaviour.

4 Comparison of 5-Minutes Averaged HR Signals

In this section we report the analysis performed using the HR signals collected
as described in Subsect. 3.3. In particular, we describe the pre-processing steps,
correlation and bias analysis.

4.1 Data Pre-processing

Since the Oura ring provides an average HR value every five minutes, for the
current signal analysis, we down-sample the HR measurements to the same sam-
pling frequency to obtain the same data granularity. In particular, we average
the HR data of the E4 and Polar devices over five-minutes window. Given that
Oura only provides the HR data during sleep, we use the bed-time start and
end provided by Oura to define the sleep period and to segment the data of the
E4 wristband and Polar chestbelt. We refer to the obtained traces as averaged
HR.

4.2 Correlation Analysis

We use Shapiro-Wilk normality test to evaluate the parametric characteristic
of the averaged HR [21]. We observe that the HR data, from all devices, is not
normally distributed (p-value < 0.05). Based on that, we use Spearman’s ρ rank
correlation coefficient [35] to quantify the association between the HR signals.
We conduct the analysis in two steps: first, we compute the correlation between
each pair of devices using the averaged HR from all participants stacked together;
then we compute the correlation using averaged HR, for each pair of device,
per participant. Figure 1a shows the obtained correlation coefficients between
averaged HR from every pair of devices. We find a high positive correlation
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(a) Per devices Spearman’s ρ correlation (b) Per participant Spearman’s ρ correlation

Fig. 1. Spearman’s ρ correlation results between raw HR

between the averaged HR data from the three devices (>0.7), with the highest
correlation between the Oura ring and the Polar chestbelt (0.86). All reported
results are statistically significant, tested using an initial threshold of α = 0.05
and Bonferroni [4] corrected to αn = 0.01, n = 3, as suggested in [25]. We also
observe in Fig. 1b that correlation results by participant and device are similar to
those by device (Fig. 1a), since they are all positive (>0.2). From this experiment,
we conclude that there is a high positive correlation between averaged HR data
from the three devices and the results are statistically significant (α = 0.05,
αn = 0.003, n = 15). The correlation analysis suggests interchangeability of the
HR data across the three devices.

4.3 Bias Analysis

To assess the average difference between the devices, i.e., bias [15], we use a
modified version of the Bland Altman Plot [7]. This plot measures the absolute
difference between two distributions against the pair-wise averages. From the plot
in Fig. 2, we observe that the data from Oura ring and the Polar chestbelt have
the least average absolute difference (2.17), while the data from E4 wristband
and the Polar chestbelt have the highest (5.01). These results confirm the higher
correlation found between Oura’s and Polar’s HR data, as shown in Subsect. 4.2.
In general, these results confirm the findings of the correlation analysis presented
above.
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Oura vs E4 Polar vs Oura Polar vs E4

Fig. 2. Bias analysis results between every pair of devices. We report the average
absolute differences and standard deviations.

5 Comparison of Features Extracted from Raw HR
Signals

Many human activity recognition tasks rely on features extracted from the HR
signals. This is in particular the case for sleep monitoring applications [32].
Thus, we extract time-domain HR features from each device using different win-
dow sizes and compare them. We execute the analysis in two steps. First, we
analyze statistical differences in the extracted features. Then, we compare the
performance obtained by machine learning (ML) classifiers for a sleep quality
recognition task that use these features as input.

5.1 Data Pre-processing and Cleaning

In this part of data analysis, we rely on raw HR data collected from Oura ring
and E4 wristband only. This is because we obtained only 18 sleep sessions for
the Polar chestbelt, as opposed to approximately 80 for the other devices. We
define sleep sessions, based on the bed-time start and end provided by Oura. We
extract time-domain HR features, specifically mean, standard deviation, range,
median, variance, minimum, maximum, difference, slope, over different window
sizes, similarly to [26,39,46]. We employ three non-overlapping window sizes of
5, 10 and 60 min, and a window corresponding to the whole sleep session, similar
to [25,39].

5.2 Effect Size Quantification of HR Features

To assess the difference between features extracted over each window from these
devices, we employ Cliff’s δ effect size [16], which allows us to determine the
degree of difference between two samples. Cliff’s δ values range between [−1, 1],
where 0 means that the two distributions are not different, while −1 and 1 indi-
cate no distribution overlap [36]. We show the results in Fig. 3. We observe that
for small window sizes, i.e., 5 and 10 min, most of the features show negligible
or small differences. Also, it is noticeable that large differences are present with
some Oura features due to its limited sampling rate in the designated windows.
Such features rely on the data variability, e.g., the standard deviation is always
0 in a 5 min window for all Oura’s data. By increasing the window size, we can



26 N. Abdalazim et al.

Fig. 3. Cliff’s δ effect size or HR features over different window sizes

observe that the majority of the features have small differences and the differ-
ences in the features that require data variability decrease. Such observations
motivate the next experiment, where we evaluate the impact of the features’
differences on a sleep recognition task. These results, similarly to the correlation
experiment results in Sect. 4, suggest limited differences and interchangeability
between the devices.

5.3 Sleep Quality Recognition Task

In this part of the analysis, we detail the comparison between devices in a
machine learning task, with the aim of assessing the impact of the observed differ-
ences in the HR features from the devices. We employ a sleep quality recognition
task, given that Oura ring is indeed dedicated to sleep behavior monitoring. As
ground truth, we used the subjective sleep quality scores from the self reports,
described in Subsect. 3.3.

Classification Procedure. We define this problem as a binary classification
task, using normalised sleep quality labels (range [0,1]), with a threshold of 0.5 to
discriminate between positive (high) and negative (low) class, similar to [26,54].
From this we obtain the following distribution: 61% of the data on the positive
class and 39% on the negative class. Since the data is not completely balanced,
we employ, only during training, synthetic minority over-sampling technique
(SMOTE) [13]. Since the collected data provides one score per sleep session, when
using 5, 10 and 60 min windows we train by assigning the label to each window.
However, at validation time, we evaluate only one score per sleep sessions: to
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obtain this, we apply majority voting over the window-level predictions. When
training using the whole sleep session, majority voting is not used.

Classification Models. We adopt 10 classification models in our experiments:
Decision Tree (DT) [51], Gaussian Näıve Bayes (NB) [20], Support Vector
Machine (SVM) [19], Multilayer Perceptron (MLP) [24], k-nearest neighbour
(KNN) [41], Random Forest (RF) [8], XGBoost [23], AdaBoost [22], Quadratic
Discriminant Analysis (QDA) [29] and Gaussian Process (GP) [53]. We use the
implementation of such algorithms from the Scikit-Learn Python library [40].

Evaluation Methodology. We perform evaluation of the chosen models using
two cross validation paradigms. We first evaluate the models’ capability to gen-
eralize to a new participant, this is achieved with Leave One Participant Out
cross validation, in which we train each model using all but one user’s data,
and use the remaining user’s data as test set. Second, we evaluate the ability of
the models to recognize the sleep quality score for an already existing partici-
pant using the Leave One Session Out cross validation. This procedure allows
to train on all sleep sessions but one, and test on the remaining one. We use
two baseline classifiers, to identify if our models are capable of learning patterns
from the input data [34]. The first baseline is the Random Guess classifier (RG),
which makes sleep quality predictions by extracting randomly the positive and
negative labels from a uniform distribution. The second baseline, denominated
“a-priori”, always predict a constant value, chosen as the majority class, which in
this case is the positive class. We adopt the balanced accuracy as the evaluation
metric for the experiments, given the imbalance in the class distributions when
testing [9]. We compare the performance of these baseline classifiers with the
other models using the Wilcoxon signed-rank statistical significance test [18,21]
with a threshold of 0.05.

Classification Results. For the Leave One Participant Out cross validation,
we show results in Table 2. While small variations in performance are present
across window size and device, all classifiers do not achieve accuracies higher
than 0.65, with most models not higher then the baselines (0.5 RG and 0.6 a-
priori). Indeed, only one model (AdaBoost, whole night, E4) achieves a balanced
accuracy higher than 0.6. However, all models are not statistically different (p-
value threshold α = 0.05) from the a-priori baseline. The results suggest that
both interpersonal variability and the limited number of participants do not
allow to achieve significant performance, with respect to the baselines, when
testing on an unseen participant [2].

For the Leave Out Session Out cross validation paradigm, we report results
in Table 3. From these, we see that models trained on the whole night achieve a
lower performance than models trained over smaller windows. The results show
that for the 5 min window most of the models are able to recognize the sleep
quality for an already existing participant, surpassing the baselines (>0.62).
A model trained on the 60 min window, using Oura features, has the highest
overall average accuracy (0.76). For the whole night, one of the models can
reach a performance of 0.66 using the E4 features. Accordingly, the performance
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Table 2. Average balanced accuracy, with standard errors, for three devices in sleep
quality recognition task using different window size and Leave One Participant Out
cross validation. The a-priori baseline always predicts the positive class, while the
Random Guess (RG) uses a uniform distribution to make predictions

Window size
Device/
Model

5 mins 10 mins 60 mins whole night

Oura E4 Oura E4 Oura E4 Oura E4

DT 0.53 ± 0.13 0.45 ± 0.05 0.46 ± 0.03 0.50 ± 0.09 0.44 ± 0.05 0.43 ± 0.09 0.42 ± 0.07 0.48 ± 0.03

NB 0.49 ± 0.01 0.50 ± 0.00 0.47 ± 0.03 0.49 ± 0.01 0.42 ± 0.05 0.47 ± 0.03 0.45 ± 0.02 0.47 ± 0.03

SVM 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.51 ± 0.01 0.45 ± 0.05 0.50 ± 0.00 0.5 ± 0.03 0.50 ± 0.00

MLP 0.50 ± 0.00 0.47 ± 0.03 0.50 ± 0.00 0.49 ± 0.02 0.55± 0.05 0.52± 0.02 0.42 ± 0.06 0.54 ± 0.07

RF 0.46 ± 0.04 0.49 ± 0.01 0.52 ± 0.03 0.55± 0.07 0.42 ± 0.06 0.41 ± 0.06 0.36 ± 0.06 0.43 ± 0.05

XGBoost 0.55± 0.02 0.48 ± 0.02 0.52 ± 0.03 0.50 ± 0.04 0.52 ± 0.02 0.52 ± 0.03 0.38 ± 0.07 0.5 ± 0.05

AdaBoost 0.48 ± 0.06 0.49 ± 0.04 0.53± 0.05 0.50 ± 0.03 0.53 ± 0.06 0.51 ± 0.05 0.43 ± 0.05 0.64± 0.05

QDA 0.54 ± 0.06 0.5 ± 0.00 0.49 ± 0.01 0.45 ± 0.06 0.49 ± 0.01 0.51 ± 0.04 0.51± 0.07 0.55 ± 0.04

KNN 0.53 ± 0.04 0.53± 0.05 0.44 ± 0.04 0.51 ± 0.03 0.50 ± 0.07 0.45 ± 0.03 0.41 ± 0.1 0.45 ± 0.03

GP 0.48 ± 0.02 0.49 ± 0.01 0.5 ± 0.01 0.45 ± 0.04 0.50 ± 0.04 0.49 ± 0.11 0.45 ± 0.1 0.47 ± 0.1

RG 0.39 ± 0.10 0.62 ± 0.04 0.44 ± 0.09 0.62 ± 0.06

a-priori 0.50 ± 0.0 0.50 ± 0.0 0.50 ± 0.0 0.5 ± 0.0

of the models diminishes when using the whole sleep session, compared to smaller
window sizes. The results also suggest that there is no real advantage between
models trained with data from Oura ring or E4 wristband, with all window
experiments achieving accuracies higher then 0.7 with at least one model (best
baseline 0.61). From the experiments, we can conclude that both devices achieve
comparable performance in the sleep quality recognition task. With our results
in Sect. 4 and Subsect. 5.2, these classification task supports that the devices
used are interchangeable with respect to heart rate data. We also find that it is
better to adopt a windowed data, as opposed to using the whole night session,
when performing sleep quality recognition. However, it is worth noting how,
given the limited amount of data, the standard errors evaluated are quite large.
This means that no result is statistically significant with respect to the a-priori
baseline, increasing the available data would allow to mitigate this problem.

6 Limitations and Future Work

The main limitation of our work is the small number of participants in the
dataset (five). We also only collected an average of 16 nights per participants.
In future work, performing a data collection with more participants and for
more nights could lead to further insights. This is especially true for the Polar
chestbelt, since we do not use in the subjective sleep recognition task given the
limited number (18) of sleep sessions collected with this device. The use of more
HR tracking wearable devices could be explored. As suggested by [2], the use of
a subjective sleep quality score can also hinder a machine learning task, as such
we are considering exploring the devices performance compared to an additional
objective measure.
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Table 3. Average balanced accuracy, with standard errors, for three devices in sleep
quality recognition task using different window size and Leave One Session Out cross
validation. The a-priori baseline always predicts the positive class, while the Random
Guess (RG) uses a uniform distribution to make predictions.

Window size
Device/
Model

5 mins 10 mins 60 mins whole night

Oura E4 Oura E4 Oura E4 Oura E4

DT 0.62 ± 0.05 0.71 ± 0.05 0.71 ± 0.05 0.71 ± .05 0.74 ± 0.05 0.68 ± 0.05 0.53 ± 0.05 0.60 ± 0.05

NB 0.71 ± 0.05 0.68 ± 0.05 0.71 ± 0.05 0.68 ± 0.05 0.60 ± 0.06 0.66 ± 0.05 0.54 ± 0.05 0.63 ± 0.05

SVM 0.50 ± 0.06 0.53 ± 0.06 0.42 ± 0.06 0.53 ± 0.06 0.51 ± 0.06 0.44 ± 0.06 0.52 ± 0.05 0.55 ± 0.05

MLP 0.57 ± 0.06 0.64 ± 0.05 0.56 ± 0.06 0.59 ± 0.06 0.59 ± 0.06 0.72± 0.05 0.55 ± 0.05 0.65 ± 0.05

RF 0.69 ± 0.05 0.72± 0.05 0.72± 0.05 0.74± 0.05 0.74 ± 0.05 0.65 ± 0.05 0.61 ± 0.05 0.66± 0.05

XGBoost 0.66 ± 0.05 0.72± 0.05 0.72± 0.05 0.72 ± 0.05 0.76± 0.05 0.65 ± 0.05 0.60 ± 0.05 0.63 ± 0.05

AdaBoost 0.72± 0.05 0.72± 0.05 0.72± 0.05 0.72 ± 0.05 0.64 ± 0.05 0.72± 0.05 0.51 ± 0.05 0.63 ± 0.05

QDA 0.64 ± 0.05 0.64 ± 0.05 0.59 ± 0.06 0.62 ± 0.05 0.50 ± 0.06 0.64 ± 0.05 0.50 ± 0.05 0.52 ± 0.05

KNN 0.66 ± 0.05 0.70 ± 0.05 0.71 ± 0.05 0.68 ± 0.05 0.66 ± 0.05 0.65 ± 0.05 0.52 ± 0.05 0.59 ± 0.05

GP 0.70 ± 0.05 0.72 ± 0.05 0.71 ± 0.05 0.71 ± 0.05 0.70 ± 0.05 0.55 ± 0.06 0.64± 0.05 0.59 ± 0.05

RG 0.61 ± 0.05 0.57 ± 0.06 0.39 ± 0.05 0.41 ± 0.05

a-priori 0.61 ± 0.05 0.61 ± 0.06 0.61 ± 0.05 0.59 ± 0.05

7 Conclusion

We run a data collection campaign for 30 nights to collect HR data during
sleep using Oura ring, Empatica E4 wristband and Polar chestbelt, in the wild,
along with self reports about sleep behaviour. We provide the dataset to other
researchers upon request to extend our data analysis. Then, we investigate the
interchangeability of HR data collected from these wearables. To this goal, we
run an extensive data analysis. We find that there is a high positive correlation
between the HR data from the three devices based on Spearman’s correlation
coefficient. Using bias analysis, we also estimate that the Oura ring’s HR signal
has less variations with respect to the ECG-based Polar chestbelt, compared to
data from the E4 wristband. We also assess the difference between time-domain
features extracted from the three devices for different windows sizes, finding
them negligible or small in most cases. Finally in order to evaluate the impact
of such small differences, we employ these features in a machine learning task
to predict subjective sleep quality. We find that, when testing on a new sleep
session, there is not appreciable difference between models trained on features
extracted from Oura ring’s or E4 wristband’s HR signals. We also find that
a higher performance is achieved when separating the sleep session into non-
overlapping windows, as opposed to using the whole night’s data. In conclusion,
our results suggest interchangeability among the devices. Even with the outlined
limitations of our study, we believe that the three devices can be used in broader
settings, e.g., health tracking, with similar outcomes.
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Abstract. There is a lack of professional rehabilitation therapists and facilities in
low-resource settings such as Bangladesh. In particular, the restrictively high costs
of rehabilitative therapy have prompted a search for alternatives to traditional in-
patient/out-patient hospital rehabilitation moving therapy outside healthcare set-
tings. Considering the potential for home-based rehabilitation, we implemented a
low-cost wearable system for 5 basic exercises namely, hand raised, wrist flexion,
wrist extension, wrist pronation, and wrist supination, of upper limb (UL) reha-
bilitation through the incorporation of physiotherapists’ perspectives. As a proof
of concept, we collected data through our system from 10 Bangladeshi partici-
pants: 9 researchers and 1 undergoing physical therapy. Leveraging the system’s
sensed data, we developed a diverse set of machine learning models. And selected
important features through three feature selection approaches: filter, wrapper, and
embedded. We find that the Multilayer Perceptron classification model, which
was developed by the embedded method Random Forest selected features, can
identify the five exercises with a ROC-AUC score of 98.2% and sensitivity of
98%. Our system has the potential for providing real-time insights regarding the
precision of the exercises which can facilitate home-based UL rehabilitation in
resource-constrained settings.
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1 Introduction

Upper limb impairment, a reduction or loss of limb function, is one of the most common
consequences of acquired brain injury (ABI) [3]. In Bangladesh, ABI due to stroke and
trauma is the leading cause of death and disability, representing an immense economic
cost to the nation [20]. Over 97% of people with an ABI are diagnosed with some form
of limb weakness that affects their ability to independently perform daily activities [3,
20]. In addition, there are very few care facilities and professionals [16, 20] limiting
access to rehabilitation services, which increases the risk of long-term disability [20].
The high costs associated with hospital-based therapy continue to be a major barrier
[20]. For example, in 2016, the typical Bangladeshi household income per month was
15,988 BDT ($189.76) [2] while the monthly cost for hospital-based rehabilitation in
2017 was 27,852 BDT ($328) [20]. High costs force one to choose between poverty and
lifelong disability.

These challenges have created an opportunity for the use of technology to support
home-based rehabilitation, especially in remote areas of Bangladesh. Technology-based
rehabilitation in the home offers greater accessibility and convenience in relation to the
time spent attending face-to-face appointments, thus reducing the overall costs of reha-
bilitation [17, 19]. Several technologies have been deployed for use in upper limb (UL)
rehabilitation, including rehabilitation robots which actively assist patients to perform
rehabilitation exercises [7], electrical stimulation which uses an electrical current to
stimulate muscles in the affected limb [24], and wearable sensor devices which capture
the patient’s movements during rehabilitation exercises [17]. However, the robots are
often large and expensive [19], and the electrical stimulation hardware requires expert
knowledge and dexterous manipulation to set up [24]. Though there are several low-cost
rehabilitation systems, there is a lack of computational models (e.g., [1, 11]) that could
enable the systems to automatically identify the exercises and provide feedback to the
patients and caregivers in real-time.

Therefore, we present a low-costwearable system that incorporatesmachine learning
models to support UL rehabilitation. Our contribution is twofold:

• We present a low-cost (around $16) system for recording and monitoring exercises
to support UL rehabilitation.

• We develop machine learning (ML) models based on 14 algorithms and three feature
selection (FS) approaches and show that the Multilayer Perceptron (MLP) model
performed best with a ROC-AUC and precision score of 98.2%.

Overall, our system can facilitate home-based UL rehabilitation and real-time
monitoring of the patients in low-resource settings.
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2 Related Work

2.1 Approaches to Upper Limb Rehabilitation

Conventional rehabilitation is typically conducted in a controlled hospital environment.
The methods for UL rehabilitation include mental imagery and action observation [12],
constraint-induced movement therapy [14], and task-specific training [10]. Hospital-
based task-specific training can lead to improved rehabilitation outcomes when adminis-
tered frequently over an extendedperiod [4, 10].However, trained competencies acquired
in the hospital environment, such as grasping and reaching, often fail to transfer to home
and work environments, since trained movements may not correspond to activities in
daily life [9].

Compared to hospital-based rehabilitation, home-based rehabilitation focused on
everyday actions has been shown to achieve significantly better outcomes with regard to
training transfer. This is because the training exercises are carried out within the relevant
context where they would occur daily [21]. In addition, since home-based rehabilitation
reduces the need for frequent hospital visits, and does not require expensive facilities,
the cost of rehabilitation can be greatly lowered.

2.2 Technologies to Support Upper Limb Rehabilitation

In response to the demand for technological interventions for rehabilitation, several tech-
nologies have been deployed to support UL rehabilitation. These technologies include
rehabilitation robots [7], electrical stimulation [24], and wearable sensor devices [17].
Rehabilitation robots, such as exoskeletons and soft wearable robots [7, 19], allow for
precise movement control while providing assistance to weakened or paralyzed limbs
during rehabilitation. But they are very expensive, not easily portable, and hard to wear
and undress. Also, they often pose a safety risk when there is amisalignment between the
robot and the human anatomy [19]. Consequently, rehabilitation robots are deployed in
controlled hospital environments where the expertise is available to support clinical and
rehabilitation practices. Thus, these technologies are often unsuitable for home-based
rehabilitation.

Electrical stimulation (ES) for rehabilitation is focusedonproducingmotor responses
in muscles that are weakened or paralyzed due to an upper motor neuron injury, as is
the case in people with ABI [24]. Its major setback in rehabilitation is the possibility of
fatigue due to neurotransmitter depletion or propagation failure. When such fatigue sets
in, the muscle fibers are not sufficiently stimulated and hence do not gain strength [24].
Therefore, expert knowledge is required to control the parameters of the stimulation
provided. The need for expert monitoring and expensive specialized equipment restricts
the deployment of ES in home-based rehabilitation settings.

Wearable devices are a widely explored system for UL rehabilitation [25]. They are
lightweight, easy to put on and take off, cost-effective, and easy to operate [1, 17]. In
addition, it is feasible to deploy them in the home as an alternative and/or complement
to hospital-based rehabilitation [5]. Due to their low cost, they are also suitable for low-
income settings. As such, researchers developed systems for the Global South focusing
on exercises such as flexion, extension, abduction, horizontal abduction [1], supine [11],
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etc. However, they rely on visualization techniques which may not be precise enough to
account for subtle differences to accurately identify UL exercises.

3 System Development

3.1 Understanding Physiotherapists’ Perspectives

The developed system was informed by interviews with four Bangladeshi (3 men, 1
woman) physiotherapists, who helped us to identify basic exercises that were important
for UL rehabilitation. To provide context, we summarize the key points that informed
the design of our system; detailed interview results are reported elsewhere.

In Bangladesh, physiotherapy focuses on basic movements aiming to strengthen
the muscles. However, the limited access to treatment was further worsened during the
pandemic, as many centers closed down and physiotherapy sessions were discontinued:

“All patients’ treatments do not complete at-home services. Sometimes there are
requiredmachines. So, that is not possible at home rather than in centers. In Bangladesh,
good physio centers do not have many branches, so that people can’t get support during
COVID-19.”- Physiotherapist 1.

This situation highlights the need for home-based physiotherapy. However, physio-
therapists mentioned issues with the accuracy of movements when practicing at home,
which can have a negative impact on patients:

“For hand movements, patients sometimes lift the wrong shoulder. Here movement
is done but wrong. Detecting accurate movement is necessary” - Physiotherapist 4.

Maintaining accuracy at home requires a system that can monitor the patients’
exercises. They have suggested key 5 exercises necessary for UL progress:

• Hand raised: It is an exercise where the hands are kept up 90° and the shoulders are
kept straight.

• Wrist flexion: It is the bending of the hand down at the wrist where the palm faces
toward the arm.

• Wrist extension: It is the opposite of flexion where the movement of the hand is
backward, towards the forearm’s posterior side.

• Wrist pronation: In pronation, the forearm or palm faces down.
• Wrist supination: In this exercise, the forearm or palm faces up.

3.2 System Design

To develop a low-cost system that can facilitate the identification of the aforementioned
exercises unobtrusively,weusedArduinoNano (price~$7) and inertialmeasurement unit
(IMU) sensor MPU-9250 9-DOF (price ~$9) where the IMU consists of an accelerom-
eter, gyroscope, and magnetometer. Firstly, a basic prototype (Fig. 1(a)) was developed
to ensure the component level accuracy, which was followed by a working prototype
(Fig. 1(b)) on a glove that had a flex sensor placed on each finger. However, the sen-
sors’ placement added extra noise which was finally modified (Fig. 1(c)) by keeping the
sensors further from the finger.

Data Recording Application: A data recorder was developed to prompt the user to
record the data of each exercise. The user could control the beginning of the recording
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(a) Basic prototype (b) Working prototype (c) Final design 

Fig. 1. Development of the system.

of each exercise. In the data recorder, the delay between each movement of the same
exercise can be modified as the users may have different preferences.

Fig. 2. (a) Uncalibrated and (b) calibrated data of the accelerometer.

Initialization and Stabilization: The sampling rate of the system was 90 Hz. The raw
data of the accelerometer, as an example, portrayed in Fig. 2(a), is taken before any hand
gesture takes place to get a sense of the IMU sensor’s data. As seen in Fig. 2(a), the
starting amplitudewithout any hand gestures is non-zero. The uncalibrated values are due
to gravity, the earth’s magnetic flux coupledwith the sensor’s offset values which implies
that the sensors’ starting valuewill be different in different starting positions of the sensor.
To ensure amplitude values are stabilized, a calibration routine was implemented where
during the initialization of the wearable at a flat surface, 3000 readings are taken and
averaged. This averaged value is subtracted from all subsequent sensor data to remove
the offset. The data after the calibration is illustrated in Fig. 2(b). Due to the calibration
routine, the amplitude of all 3 axes of data points is always set to zero at the initiation
of the device for rest position.

Precision Adjustment: Initially, there was low precision as the data recorder registered
integer values to reduce processing time. Due to the absence of decimal points, the data
plots were not continuous (Fig. 3). To get the decimal points, we multiplied the sensor
data by 100,000 and divided the integer data by that value, thereby incorporating the lost
decimal values and increasing the precision. E.g., for the low precision gyroscope data,
there is a staircase effect, but for the high precision data, the plot line is continuous as
decimal points are incorporated (Fig. 3).
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Fig. 3. Improved data precision of the gyroscope.

3.3 Validation of the Developed System

For validation, our system’s retrieved data was compared with a Samsung Galaxy S6
smartphone (Table 1) which has been found as a promising device to sense data [18].
To get the sensors’ data from Galaxy S6, we used the Physics Toolbox Sensor Suite
Pro app which is available in the Play Store. We recruited 2 participants and each
participant performed each exercise through our system and also through Galaxy S6.
During validation, both the prototype and the smartphone were connected to the user
at the same time and the data was captured in both devices simultaneously. Therefore,
both sets of data captured the same exercise movement data.

Table 1. Comparison of our system’s retrieved data with the Galaxy S6.

Axis Accelerometer Gyroscope Magnetometer

Peak diff Noise variance Peak diff Noise variance Peak diff. Noise variance

Our system Galaxy S6 Our system Galaxy S6 Our system Galaxy S6

X 8.98% 5.7 * 10–7 0.0942 1.14% 4.58 * 10–5 9.42 * 10–5 1.14% 4.58 * 10–5 9.42 * 10–5

Y 5.98% 3.76 * 10–7 2.07 * 10–4 0.58% 6.11 * 10–8 1.05 * 10–4 0.58% 6.12 * 10–8 1.05 * 10–4

Z 1.22% 8.12 * 10–5 8.19 * 10–4 16.17% 2.47 * 10–7 1.24 * 10–5 16.17% 2.47 * 10–7 1.24 * 10–5

For comparison, we calculated the noise variance using the MATLAB function evar
[8] which estimates the variance of additive noise. Peak difference was calculated using

the formula peak_dif = |(peak_valueour_syetm−peak_valueS6)|
peak_valueS6

. In the Z-axis of the accelerom-
eter and the X-axis of the gyroscope and magnetometer, the peak difference between
our system and S6 retrieved data was less than 1.5% (Table 1). Though in some cases
the peak difference was around 16%, our system had much lower noise variance. Thus,
our system’s data was comparable to the S6 phone with better noise performance.

4 Methodology

4.1 Participants and Research Ethics

As a proof of concept, we conducted a study in Bangladesh with 10 participants, nine
researchers, and one undergoing physiotherapy. On average, each participant provided
data on 10.8 different days (SD= 7.20, Minimum= 3, Maximum= 30, Median= 10),
and on each day, each participant did each exercise 5 times. While collecting data, we
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labeled the 5 exercises (e.g., wrist flexion) so that the ML models’ prediction could be
evaluated.

The study was approved by the North South University IRB/ERC committee
(2020/OR-NSU/IRB-No.0501). We received the participants’ signed consent forms.

4.2 ML Model Development

4.2.1 Feature Extraction and Selection

For each participant, we calculated 6 types of data, namely, mean, standard deviation
(SD), interquartile range (IQR), skewness, kurtosis, and entropy over the time periods
based on the accelerometer, magnetometer, and gyroscope sensed data from each of the
3 axes (X, Y, Z) separately. In total, we extracted 54 features (6 types of data * 3 sensors
* 3 axes) from each participant. But 36 (67%) of the features’ data were not normally
distributed, and thus, we normalized the data instead of standardization.

In general, feature selection (FS) methods can be grouped into 3 categories [15]:
wrapper, filter, and embedded method. As a wrapper method, we used the Boruta algo-
rithmwhich is an all-relevant FS approach [23].We tuned themaximumdepth ofBoruta’s
base estimator Random Forest (RF) algorithm and the range was 3 to 7 which is sug-
gested to use [6]. We used the Information Gain (IG) and RF algorithms as the filter
and embedded methods respectively. IG and RF algorithms work by a minimal-optimal
method whereas, unlike the all-relevant FS approach, it does not inform a fixed set of
features to be used. Therefore, for the IG and RFmethods, we used the maximum length
of the Boruta selected features set as the upper boundary and 1 as the lower boundary
of the number of features to be selected.

4.2.2 Model Development and Validation

Based on the “No Free Lunch” theorem, there is no algorithm that can perform best for
all problems. Hence, we developed models (Fig. 4) by exploring a diverse set of ML
algorithms: Logistic Regression (Logit), K-Nearest Neighbor (KNN), Support Vector
Classifier (SVC), Gaussian Naïve Bayes (GNB), Decision Trees, Random Forest (RF),
Gradient Boosting (GB), Light GBM, AdaBoost, Extra Tree, CatBoost, Extreme Gra-
dient Boosting, and Multilayer Perceptron (MLP). In addition, a Dummy classifier was
used as the baseline which predicts regardless of the input features. Inspired by Vabalas
et al. [22], we used the nested cross-validation approach which shows generalizable
performance. In the outer loop, there was Leave One Out Cross Validation (LOOCV)
where we divided the dataset into n equal portions where each portion presenting a par-
ticipant’s data. Then, we used n− 1 participants’ data to select the best set of features,
and in the inner loop, to tune the hyper-parameters, we used a 5-fold CV maximizing
the macro-F1 score. For tuning, we used the Bayesian search technique. After finding
the best estimator, we predicted the class of the left participant’s exercises who was not
involved in FS and hyper-parameter tuning stages. We repeated this process to predict
the exercise class of each of the 10 participants.

We evaluated the models’ performance by comparing the labeled class with the
models’ predicted exercise and calculated the precision, sensitivity, F1, and ROC-AUC
(Area Under the Receiver Operating Characteristic Curve). Each evaluation metric’s
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Fig. 4. ML pipeline to identify each exercise.

score was macro-averaged by calculating the simple arithmetic mean of all the 5 class
scores of the evaluation metric (e.g., precision). It should be noted that in our study, each
participant performed each of the 5 exercises, whichmeans there is no class imbalance. In
addition, to make the models unbiased, none of the 5 exercise data of the test participants
were used in the training phase.

5 Results

5.1 Predicting the Exercises

Maximum depth of the base estimator Maximum depth of the base estimator

(a) Number of selected features (b) Best models’ performance

Fig. 5. (a) Number of selected features and (b) performance of the best model while selecting the
features by tuning the maximum depth of the base estimator of Boruta.

To identify each exercise from the sensor retrieved data, we tuned the maximum
depth of the base estimator Random Forest (RF) in the all-relevant FS approach Boruta.
The number of selected features was lower with the increase in the maximum depth
(Fig. 5(a)). It is apparent that at maximum depths 4, 5, and 6, the best performing model
SVC has almost identical performance (Precision = 94.4%, F1 = 94.1%, Sensitivity
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= 94%) where SVC can identify 94% of exercises accurately (Fig. 5(b)). However, the
mean number of selected features in each iteration of LOOCV is 24.1 (SD = 1.0) at
depth 4 whereas it is 23.1 at depths 5 and 6 (Fig. 5(a)). As the ROC-AUC score is 97.6%
and 97.8% at depths 5 and 6 respectively, we consider SVC at depth 6 as the best model
due to having relatively higher predictability.

In the Boruta FS approach, on average, the maximum number of selected features
was 25.1 which is at depth 3 (Fig. 5(a)). Therefore, as discussed in Sect. 4.2.1, we set 25
as the upper boundary of the number of features to be selected in the filter and embedded
FS methods. In the filter method Information Gain (IG), when there is only 1 feature
selected, the Logit model performed best with an F1 score of around 80% (Fig. 6(a)).
However, the MLP model based on 9 important features in each iteration of LOOCV
had a maximum F1 of 96% and a ROC-AUC score of 98%. Though at features 9, 20,
21, 22, and 25 the performance of the best model is almost similar, the model based on
9 features were selected as best due to having lower features.

Number of selected features Number of selected features

(a) IG (b) RF

Fig. 6. Best models’ performance when a number of important features are selected through the
(a) filter method IG and (b) embedded method RF algorithm.

In the embedded method RF selected 9 important features, the best model SVC had
a precision of 94.7%, an F1 score of 94%, and a ROC-AUC score of 96% (Fig. 6(b))
which was lower than the performance of the best model based on IG selected 9 features.
However, the MLP model based on the RF selected 16 features in each iteration of
LOOCV has a ROC-AUC score of 98.2%, precision of 98.2%, and F1 score of 98%.
This MLP model had higher performance than any other models based on the Boruta
(Fig. 5) and IG selected features (Fig. 6(a)).

Though we developed models based on 14 algorithms, we found conventional ML
models’ (e.g., SVC, GN) superior performance. In the Boruta selected features, the best
model in each depth was either SVC or the GNB (Fig. 5(b)). Also, in IG (Fig. 6 (a))
and RF (Fig. 6(b)) selected feature-based models, the best performing model in most
cases was KNN and SVC. Apart from these, though there was a single tree-based model
among the top-5 models in the case of each FS method’s best set of features, we found 3
conventional algorithm-based models (Table 2) which shows their robustness to identify
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Table 2. Performance of the top-5 classifiers and baseline Dummy classifier, based on the best
(in terms of ML models’ performance) set of features of each FS method. “# of features” present
the number of features used in each iteration of LOPOCV. E: Extra.

Filter method IG (# of features= 9) Wrapper method Boruta (average # of features= 23.1

(SD: 1.8))

Embedded method RF (# of features= 16)

Model

Name

Precision Sensitivity F1 ROC

AUC

Model

Name

Precision Sensitivity F1 ROC

AUC

Model

Name

Precision Sensitivity F1 ROC

AUC

MLP 96.2 96 96 98 SVC 94.4 94 94.1 97.8 MLP 98.2 98 98 98.2

SVC 93.2 92 92 96.8 GNB 92.8 92 92.2 97.8 GNB 94.4 94 94.1 97.8

Logit 90 90 90 96 MLP 91 90 90.1 95.9 SVC 94 94 93.9 98

E. Tree 90 90 90 95.9 E. Tree 90.4 90 90.1 98.3 KNN 92.3 90 89.7 93.8

GNB 90.1 90 90 96.8 Logit 89.9 90 89.9 97.1 RF 88.6 88 88 95.6

Dummy 0 0 0 50 Dummy 0 0 0 0 Dummy 0 0 0 50

the exercises. We also found in each FS method, the models had higher scores compared
to the baseline dummy classifier (Table 2).

While exploringmore the performance of the best classifier regardless of FSmethod,
we found that the MLP model identified hand raised, wrist pronation, and supination
100% accurately (Table 3). However, in wrist flexion, though the predicted class was
100% accurate, it correctly identified 90% of exercises among 10 flexion exercises of
10 participants (precision = 100%, sensitivity = 90%, support = 10).

Table 3. Best model’s (MLP based on 16 features selected by RF) prediction for each exercise.

Exercise Precision Sensitivity F1 Support Exercise Precision Sensitivity F1 Support

Hand
raised

100 100 100 10 Wrist
pronation

100 100 100 10

Wrist
flexion

100 90 95 10 Wrist
supination

100 100 100 10

Wrist
extension

91 100 95 10

5.2 Feature Importance

We found 29 features (Fig. 7) that were used in the top-5 classifiers on the basis of the
best set of features of each FS method (Table 2). Among them, 14 features (48.28%)
were based on the gyroscope sensed data, which reflects that this sensor’s features are
more important for identifying the exercises (Fig. 7).

In the Boruta and RF FS methods, we found the stability of 6 features such as the
mean and skewness of the gyroscope sensed data in the Z-axis, which appeared in all
iterations of the LOOCV (Fig. 7). This may explain the fact of having relatively identical
performance in RF and Boruta selected feature-basedMLmodels. For example, the best
model based on the RF selected features from 11 to 14 and also from 20 to 25, had
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identical performance (Fig. 6(b)). Also, at depths 4, 5, and 6 of the base estimator of
Boruta FS, the performance was almost identical (Fig. 5(b)).

Fig. 7. Features used to develop the top-5 classifiers. Here, each value presents each feature’s
percentage of appearance in all 10 iterations of LOOCV. A: Accelerometer, M: Magnetometer,
G: Gyroscope. X, Y, and Z denote the axes.

6 Discussion

We presented a low-cost system (~$16) to support UL rehabilitation in resource-
constrained settings. Based on our system’s sensed data, we developed ML models
which can identify the 5 exercises with a ROC-AUC score of over 95%. This extends
the existing systems, particularly the low-cost systems focusing on a few other exercises
[1] where there is no automated process for accurate identification of exercises [1, 11].
Therefore, our system could identify and inform patients and caregivers whether the par-
ticular exercise is conducted precisely. This could facilitate home-based rehabilitation
and support physiotherapists in remote monitoring, especially when there are inadequate
rehabilitation facilities [16].

We foundMLP as the best-performing model where its predicted exercise was accu-
rate in 98.2% of cases. A plausible reason for the higher performance ofMLP can be due
to the neural networks’ ability to capture complex patterns. But recent systematic reviews
in medical informatics found researchers’ preference for tree-basedML algorithms [13].
Though we developed models based on 8 tree-based algorithms, in the top-5 classifiers
of each FS method, we found a single tree-based model. However, there were 3 models
based on conventional ML algorithms such as the SVC and Logit where evaluation met-
rics’ scores were over 90%. Conventional ML algorithms have fewer parameters that
do not get overfitted easily. Also, considering the smaller sample size, we used nested
cross-validation to build the models, which are found to prevent overfitting and show
unbiased performance [22]. Hence, our findings suggest incorporating conventional ML
algorithms alongwith complex algorithmswhile developingmodels to identify exercises
for UL rehabilitation.
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7 Limitations

The main limitations of our study are the low number of participants, especially with
impairments in the upper extremities or undergoing physical rehabilitation. As the aim
of this study was to evaluate the feasibility of our proof of concept system, future work
should focus on applying more robust evaluation methods.

8 Conclusion

We presented an affordable system that was designed by integrating physiotherapists’
perspectives. We presented the applicability of our system in accurately identifying 5
exercises with 10 participants to show its feasibility. Our system can play a role in
home-based UL rehabilitation in low-resource settings such as Bangladesh.
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Abstract. With the continuous increase of artificial intelligence applications in
modern life, the segmentation of images is one of the fundamental tasks in com-
puter vision. Image segmentation is the key formany applications and is backed by
a large amount of research, including medical image analysis, healthcare services
and autonomous vehicles. In this study we present a semantic segmentation model
for food images, suitable for healthcare systems and applications as major part
of the dietary monitoring pipeline, trained on an annotation dataset of Mediter-
ranean cuisine food images. To segment the images, we use for feature extraction
the ResNet-101 CNN model pre-trained on the ImageNet LSVRC-2012 dataset
as a backbone network and the Pyramid Scene Parsing Network - PSPNet archi-
tecture for food image segmentation. For the evaluation metric we use the Inter-
section over Union, where the proposed model achieves a meanIoU score 0.758
in 50 classes of the Mediterranean Greek Food image dataset and 0.933 IoU score
in food/non-food segmentation. To evaluate the proposed segmentation model,
we train and evaluate a U-Net segmentation model on the same dataset, which
achieves meanIoU 0.654 and IoU score 0.901 in multiclass and food/non-food
segmentation, respectively.

Keywords: Computer Vision · Image Segmentation · Semantic Segmentation ·
Deep Learning · Food Image Dataset · Dietary Assessment Systems

1 Introduction

In healthcare systems, image segmentation is used to segment biomedical images into
different regions to assist physicians in diagnosing diseases [1]. Also, image segmenta-
tion can be used to dietary assessment applications, as part of the nutritional composition
system, to assist individuals to follow a healthy diet, preventing chronic diseases such as
obesity, diabetes, cardiovascular diseases (CVDs) and cancer [2]. Every year, millions
of people are died from chronic diseases. For example, in 2021, diabetes was responsible
for 6.7 million deaths worldwide [3]. A common factor that can affect the treatment of
the above diseases is the management of the daily diet. Healthy habits are essential for
the management of these diseases and, in some cases, changing the daily diet may be
enough to control the disease.
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The image dataset is the key to creating a high-accurate model for a food image
segmentation system. However, image datasets for deep learning segmentation models
are hard to collect, because a lot of professional expertise is needed to label them.
Moreover, the need for highly performance deep learning models requires the collection
of large numbers of images. In dietary assessment systems there are a few datasets
suitable for the training and evaluation of deep learning segmentation models. A food
image dataset can be characterized by the total number of images they include, the
number of food classes, the source of the food images, the type of cuisine and by the task
they can be used (e.g., food segmentation, food classification or food volume estimation
task). For example; Food524DB [4] represents a generic type of cuisine and consists
of 247,636 food images with 524 food classes acquired from previous datasets; Vireo
Food-172 [5] represents the Japanese cuisine and consists of 110,241 food images with
172 food classes downloaded from the web; while Food201-segmented [6] can be used
for food image segmentation tasks.

The food image segmentation task plays an important role in AI applications for the
daily management of nutrition [7]. These systems are divided in two main categories: (i)
traditional machine learning segmentation approaches with handcrafted feature extrac-
tion [8], and (ii) deep learning segmentation approacheswith automatic feature extraction
[9]. Traditional machine learning approaches, use feature extraction algorithms, such as
Gabor features and Speed-up robust features (SURF), to find and extract the features of
the food image and then, the features are fed to a classifier, such as random forests, to
segment the food [10]. In [11], an interactive food image segmentation algorithm has
been proposed, where food parts are extracted based on user’s inputs in the first step
and then, a boundary detection and filling and the Gappy principal component analysis
methods are applied to restore the missing information.

Fig. 1. An instance segmentation model for food items pixel classification.

Today, Convolutional Neural Networks (CNNs) a class of deep neural networks
(DNN), are the state of the art methodology in food image segmentation systems. CNN
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models are extremely accurate for computer vision tasks and surpass the traditional
machine learning models in image segmentation Intersection over Union (IoU) metric.
The deep learning techniques that are used for image segmentation are divided into
semantic and instance segmentation techniques (Fig. 1). Semantic segmentation models
provide segment maps as outputs that correspond only to the inputs they are fed, while
instance segmentation models detect and delineate each distinct object of interest that
appears in the image. In food image segmentation, semantic segmentation techniques
are mainly used, which aim either to segment the food from the background, or to
segment the different types of food contained in the image. For example, in [12] they
proposed a semantic segmentation deep learning model which achieved 0.931 IoU score
in food/no-food segmentation task using a DeepLab-V2 model in the UNIMIB-2016
[13] food image dataset, while in [9] they achieved 0.439 meanIoU for the segmentation
of 103 food labels, by combining the proposed Recipe Learning Module (ReLe) and the
Segmentation Transformer (SeTR) [14].

In this study, we propose a semantic segmentation network to segment images con-
taining Mediterranean foods. Using a new food image annotated dataset, we present the
architecture of the proposed segmentation model and its training pipeline. Our network
is suitable for detecting specific food items as well as for separating food from the back-
ground using a semantic segmentation model. Although the segmentation step is not
necessary in several dietary assessment systems, we observe that the studies using the
segmentation step, result in better performance [15]. Relative to similar approaches, the
innovation of this study is that it proposes a state of the art pre-trained DCNNmodel for
food image segmentation using a novel annotated dataset of Mediterranean cuisine food
images. While most related approaches focus on either handcrafted feature extraction
or using existing annotated datasets [15], we propose a deep learning model for feature
extraction and a new annotated food image dataset, which can be used in classification
and volume estimation stages in dietary assessment systems. The proposed model can
be part of dietary assessment systems and applications, by improving the accuracy of
image classification and food volume estimation stages. In addition, it is suitable for
healthcare systems that monitor patient malnutrition in hospitals, offering the ability to
track the different food items served with the tray to the patient. Finally, to prove the
dominance of the proposed segmentation model, we compare the performance of an
additional segmentation model using a different architecture.
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2 Methods

2.1 Food Image Dataset

In the present study, for the training and the evaluation of the segmentation model, we
use two image datasets: (i) the ImageNet LSVRC-2012, and (ii) the MedGRFood1 [16].
ImageNet is a large image dataset, that contains 1,431,167 images belonging to 1,000
object classes, such as bus, dog, puzzle etc. The MedGRFood is a new food image
dataset, which contains 51,840 Mediterranean food images belonging to 160 classes
appropriate for classification tasks and an additional 20,000 Mediterranean food images
belonging to 190 classes appropriate for volume estimation tasks. All the images have
been collected from the web and under a controlled environment along with their weight.
For the proposed segmentation model, we annotated 5,000 food images of 50 classes
from the MedGRFood dataset, with respect to the food category, the exact food name,
the cuisine and the weight of food. Figure 2 shows images from the datasets ImageNet
and MedGRFood.

Fig. 2. Images from ImageNet LSVR and MedGRFood datasets. The first row shows images
from the ImageNet dataset and the others rows show images from the MedGRFood dataset.

2.2 Segmentation Network Architecture

Knowing that most semantic segmentation models contain two main parts (i) an encoder
and (ii) a decoder, for feature map extraction and pixel prediction, respectively, we
choose the Pyramid Scene Parsing Network (PSPNet) [17] architecture for food image
segmentation. Specifically, the proposed PSPNet encoder contains the ResNet-101 [18]
model as backbone network with dilated convolutions along with the pyramid pooling
module for feature extraction. ResNet-101 is a 101-layer deep CNN that democratizes
the concepts of residual learning and skip the connections between some of the blocks.

1 MedGRFood dataset is available for research purposes via the website: http://glucoseml.gr/.

http://glucoseml.gr/
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We use a pretrained version of ResNet-101, trained on the ImageNet dataset. Knowing
that the early layers on CNNs extract and learn general features (such as edges and
simple textures) while the later layers extract and learn detailed or high-level features
(such asmore complex textures and patterns), we take advantage of the ImageNet dataset
by transferring knowledge to our own task. In PSPNet architecture, the last layers of the
backbone network replace the convolutional layers with dilated convolutional layers,
which help the receptive field to grow. The dilated convolution layers are placed in the
last two blocks of the backbone network with dilation values two and four, respectively,
so that the features obtained at the end of the backbone contain richer features. The
dilation value determines the sparsity when performing the convolution. The pyramid
pooling module is the main part of the PSPNet architecture, which acts as an efficient
global contextual prior, helping the model to classify the pixels based on the global
information present in the image. Using a multi-level pyramid with four different scales
(1 × 1, 2 × 2, 3 × 3 and 6 × 6), the pooling kernels cover different size portions of
the image. After each pyramid level, we used a 1 × 1 convolutional layer to reduce
the dimension of context to maintain the weight of global feature. Then, the upsampled
maps are concatenated with the original feature map to pass to the decoder. The decoder
takes the features of the encoder and turns them into predictions, by passing them into
its layers. Finally, we use a convolutional layer followed by an 8x bilinear upasampling,
as decoder for our segmentation network to recover the original size. The architecture
of the proposed classification model is shown in Fig. 3.

Fig. 3. The architecture of the proposed semantic segmentation model
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2.3 Training and Testing

For the training phase, all images are resized to 240 × 240 × 3 resolution and the total
number of the models’ trainable parameters are 4,052,219. The MedGRFood dataset
is partitioned into the training and validation set, using a ratio of 90:10 (90% is used
for model training and 10% is used for model validation). In total, we used 4,500 food
images and their masks for training, and 677 images and their masks for the validation
set. Moreover, we chose a scaled learning rate with initial value 0.0001 and final value
0.0000001. The learning rate decreases by a factor 0.9 when the validation loss stops
improving for three epochs. Themodel is trained for 50 epochs using theAdamoptimizer
[19], with an early stopping function if the validation accuracy stops improving for five
epochs.

In several studies [20], pixel accuracy is chosen as the evaluation metric for the
segmentation task. This metric can sometimes provide misleading results, when there
are classes in the image with few pixel representations, as the measure will be biased in
reporting howwell you recognize the negative case. Here, we used the mean Intersection
over Union score (meanIoU) to compute the accuracy of the proposed segmentation
model. The IoU measures the similarity between finite sample sets, and is defined as the
size of the intersection divided by the size of the union of the sample sets (Eq. 1). Then,
to calculate the meanIoU of the 50 food classes we used Eq. 2:

IoU = Ytrue ∩ Ypred
Ytrue ∪ Ypred

, (1)

meanIoU = 1

50

∑50

i=1
IoU i, (2)

where Ytrue is the ground truth of the food image and Ypred is the prediction mask.
We used the IoU loss function for our segmentation problem. The Eq. 3 shows the

computation of IoUloss:

IoU loss = 1 − IoU . (3)
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2.4 Implementation

We used the python programming language to implement the semantic segmentation
model in the Anaconda environment. Knowing the increased computing power require-
ments of CNNmodels, we also used the cuda toolkit, the cudnn and tensorflow libraries,
formodel training andvalidationof classification subsystem, through theNvidiaGeForce
RTX 3080 graphic processing unit. Also, we used the opencv and the segmentation
models libraries for the implementation of the proposed food segmentation models.

3 Results

To evaluate the proposed food semantic segmentation model, we further constructed and
trained an additional segmentation model using the U-net architecture [21]. We trained
the U-net model with exactly the same parametrization that we applied to the proposed
modelwith thePSPNet architecture.Moreover,webuilt and trained two additional binary
segmentation models for food and non-food segmentation. At these models we aimed
to segment food regions from the background. Table 1 presents the segmentation results
of the four models. We observe that the proposed model achieves a higher meanIoU
score from the U-net model. The PSPNet architecture considers the global context of
the image to predict the local level prediction and, therefore, gives better performance
on the MedGRFood dataset. In addition, the difference in the total number of generated
parameters between the two models is very large, which requires more training time for
the U-net model.

Table 1. Segmentation Results Between the Four Models.

Model MeanIoU Loss Training time (ms/step) Number of parameters
(x106)

Multiclass PSPNet 0.758 0.242 320 4.052

Multiclass U-net 0.654 0.346 370 51.512

Binary PSPNet 0.933 0.076 140 4.052

Binary U-net 0.901 0.099 201 51.512

In Fig. 4 we present the multiclass and binary segmentation results of the proposed
model. We observe that the predicted mask is very close to the real mask of the test
image in multiclass segmentation. We also notice that there is no wrong result in the
class estimation, despite the fact that the number of 50 classes is quite large. We see that
there is a slight deviation in the food mask prediction from its ground truth. Regarding
the food segmentation from the image background, i.e., the binary segmentation, the
extracted food mask is almost identical to its actual mask. This is a very crucial step in
dietary assessment systems, because having the mask of the food we can use a classifi-
cation model to predict its class very accurately. In Fig. 5 we present the multiclass and
binary segmentation results of the U-net model. In multiclass semantic segmentation,
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Fig. 4. Multiclass and binary semantic segmentation results of the proposed model.

we observe that the predicted mask has differences from the food ground truth. More-
over, we see that the U-net model incorrectly recognizes the food class in the second
row. Comparing the results of the two semantic segmentation architectures, we can say
that U-net does not perform as well as PSPNet, as it is not able to capture the context
of the whole image. In predicted masks with differences with their ground truths, the
application of morphological operations, such as erosion and dilation, could lead to the
improvement of the results.
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Fig. 5. Multiclass and binary semantic segmentation results of the U-net model.

4 Discussion and Conclusions

In food image databases, the use of deep learning techniques for food segmentation tends
to create annotated databases with the largest possible number of images for each food
class. However, the existing annotated databases are few and limited to the number of
food classes they contain. Thus, there is a necessity to create a generic annotated food
image database which covers as many food categories as possible and represents the
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types of food from all cuisines. The collection of food images and the creation of food
image databases is an easier task nowadays, due to the habit of capturing and posting
images on social media. However, creating an annotated database of food images using
their weight in addition to the type of food, remains a challenging task and will help
build better and more accurate models for the segmentation and volume estimation steps
in dietary assessment systems.

In automated food segmentation, the use of deep learning techniques has resulted in
better performance compared to image processing techniques. Semantic segmentation
and instance segmentation are techniques that have been used on a small scale in food
image segmentation and could further improve the segmentation performance of dietary
assessment systems. This presupposes the use of annotated food image databases, as it
is a prerequisite to build segmentation models based on deep learning. In recent studies
[22], the step of food image segmentation is omitted and in some others the performance
of this step is not reported. In other studies, although the performance of the methods
used to segment food images is high and improves the classification accuracy, there are
still open issues related to cases where there are mixed foods. In these cases, the use of
state of the art segmentation techniques, such as semantic and instance segmentation,
can be used to improve the performance of this step and improve the efficiency to the
classification step.

In this study, we presented a semantic segmentation model for multiclass and binary
segmentation, using the pre-trained ResNet-101 as backbone network to the PSPNet
architecture, applying the transfer learning technique from the ImageNet dataset. Com-
paring our results with related studies, we notice that the meanIoU score for multiclass
segmentation has an excellent value, while the IoU score for food/non-food segmenta-
tion is one of the best results in the related literature [15]. To demonstrate the superiority
of the proposed methodology, we built and trained an additional segmentation model
based on the U-net architecture. The proposed model performs better and provides more
accurate food segments in both multiclass and binary segmentation. This is due to the
PSPNet ability to render the context of the whole image and to locate the objects of inter-
est with higher accuracy. Open issues of this study are: (i) the ability of the segmentation
model to separate complex foods, (ii) the segmentation of dishes containing two or more
food items, (iii) the segmentation of dishes with overlaps between food items and, (iv)
to calculate a good accuracy score of semantic segmentation models on an image with
two or more food classes.
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ACIIDS 2018. LNCS (LNAI), vol. 10752, pp. 519–528. Springer, Cham (2018). https://doi.
org/10.1007/978-3-319-75420-8_49

12. Aslan, S., Ciocca, G., Schettini, R.: Semantic food segmentation for automatic dietary
monitoring, pp. 1–6. IEEE (2018)

13. Ciocca, G., Napoletano, P., Schettini, R.: Food recognition: a new dataset, experiments, and
results. IEEE J. Biomed. Health Inform. 21(3), 588–598 (2016)

14. Zheng, S., et al.: Rethinking semantic segmentation from a sequence-to-sequence perspective
with transformers, pp. 6881–6890 (2021)

15. Wang, W., et al.: A review on vision-based analysis for automatic dietary assessment. Trends
Food Sci. (2022)

16. Konstantakopoulos, F., Georga, E.I., Fotiadis, D.I.: 3D reconstruction and volume estimation
of food using stereo vision techniques, pp. 1–4. IEEE (2021)

17. Zhao, H., Shi, J., Qi, X., Wang, X., Jia, J.: Pyramid scene parsing network, pp. 2881–2890
(2017)

18. Wu, Z., Shen, C., Van Den Hengel, A.: Wider or deeper: revisiting the ResNet model for
visual recognition. J. Pattern Recogn. 90, 119–133 (2019)

19. Zhang, Z.: Improved Adam optimizer for deep neural networks, pp. 1–2. IEEE (2018)
20. Subhi,M.A.,Ali, S.H.,Mohammed,M.A.:Vision-based approaches for automatic food recog-

nition and dietary assessment: a survey. IEEE Access 7, 35370–35381 (2019). https://doi.org/
10.1109/ACCESS.2019.2904519

21. Ronneberger, O., Fischer, P., Brox, T.: U-net: Convolutional networks for biomedical image
segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F. (eds.) MICCAI 2015.
LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24574-4_28

22. Yunus, R., et al.: A framework to estimate the nutritional value of food in real time using deep
learning techniques. J. IEEE Access 7, 2643–2652 (2018)

https://www.idf.org/aboutdiabetes/what-is-diabetes/facts-figures.html
https://doi.org/10.1007/978-3-319-70742-6_41
https://doi.org/10.1007/978-3-319-75420-8_49
https://doi.org/10.1109/ACCESS.2019.2904519
https://doi.org/10.1007/978-3-319-24574-4_28


Comparative Study of Machine Learning
Methods on Spectroscopy Images
for Blood Glucose Estimation

Tahsin Kazi1 , Kiran Ponakaladinne1 , Maria Valero1(B) , Liang Zhao1 ,
Hossain Shahriar1 , and Katherine H. Ingram2

1 Department of Information Technology, Kennesaw State University,
Kennesaw, GA 30060, USA
mvalero2@kennesaw.edu

2 Department of Exercise Science and Sport Management,

Kennesaw State University, Kennesaw, GA 30060, USA

Abstract. Diabetes and metabolic diseases are considered a silent epi-
demic in the United States. Monitoring blood glucose, the lead indica-
tor of these diseases, involves either a cumbersome process of extract-
ing blood several times per day or implanting needles under the skin.
However, new technologies have emerged for non-invasive blood glucose
monitoring, including light absorption and spectroscopy methods. In this
paper, we performed a comparative study of diverse Machine Learning
(ML) methods on spectroscopy images to estimate blood glucose concen-
tration. We used a database of fingertip images from 45 human subjects
and trained several ML methods based on image tensors, color intensity,
and statistical image information. We determined that for spectroscopy
images, AdaBoost trained with KNeigbors is the best model to estimate
blood glucose with a percentage of 90.78% of results in zone “A” (accu-
rate) and 9.22% in zone “B” (clinically acceptable) according to the
Clarke Error Grid metric.

Keywords: Non-invasive monitoring · spectroscopy · machine
learning · blood glucose concentration

1 Introduction

The USA is facing an epidemic of diabetes [26], with more than 11.33% of
the population affected by diabetes alone [7] and another 30% by metabolic
syndrome [16]. The lead indicator of these diseases is the blood glucose (BG)
concentration. Measuring blood glucose typically involves either painful blood
extraction multiple times per day or implanting needles under the skin for con-
tinuous monitoring.

Supported by College of Computing and Software Engineering and Office of Research
at Kennesaw State University.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023

Published by Springer Nature Switzerland AG 2023. All Rights Reserved

A. Tsanas and A. Triantafyllidis (Eds.): PH 2022, LNICST 488, pp. 60–74, 2023.

https://doi.org/10.1007/978-3-031-34586-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34586-9_5&domain=pdf
http://orcid.org/0000-0003-1947-8509
http://orcid.org/0000-0003-1105-7072
http://orcid.org/0000-0001-8913-9604
http://orcid.org/0000-0003-3910-3536
http://orcid.org/0000-0003-1021-7986
http://orcid.org/0000-0002-3052-9461
https://doi.org/10.1007/978-3-031-34586-9_5


ML Methods on Spectroscopy Images for Blood Glucose 61

Non-invasive estimation of blood glucose levels has emerged as an excit-
ing alternative for the monitoring and management of metabolic diseases [33].
Among those, technologies that use optical approaches are both practical and
inexpensive [2,13,23,31]. Optical methods function by directing a light beam
through human tissue, and the energy absorption, reflection, or scattering is used
to estimate blood glucose concentration [20]. Optical methods are portable and
can be easily applied to fingers and other extremities such as earlobes. Several
optical methods for detecting blood glucose have been developed, though most
of these have limitations that restrict their utility. They include: (1) fluorescence
spectroscopy [19], which may result in harmful exposure to fluorophore [12];
(2) Raman spectroscopy [10] criticized for its lengthy spectral acquisition time
and poor signal-to-noise ratio [32]; (3) photoacoustic spectroscopy [18], which
introduces noise from its sensitivity to environmental factors [32]; (4) optical
coherence tomography [11], which is overly sensitive to skin temperature; and
(5) occlusion spectroscopy [4], known to result in signal drift [27]. An alter-
native optical method (6) near-infrared absorption spectroscopy, avoids these
limitations and is both more practical and cost-efficient than those described
above [2,13,15,21,23,31]. In addition, near-infrared absorption spectroscopy is
fundamentally simple to use in the creation of a powerful sensor prototype. Just
a laser light and camera are needed.

In our previous work [31], we designed and tested a non-invasive sensor
prototype for estimating blood glucose based on near-infrared absorption spec-
troscopy. A device composed of laser light, a raspberry Pi, and a camera was
used to collect fingertip images, as shown in Fig. 1. These images were used to
estimate blood glucose by applying a Machine Learning (ML) model, specifi-
cally a Convolutional Neural Network (CNN). The model used light absorption
data from the images to approximate a function for estimating blood glucose
concentration. However, the initial accuracy only reached 72% with the limited
dataset and that particular CNN model. Therefore, more studies were needed to
determine a suitable ML method that provides higher accuracy for blood glucose
estimation.

Fig. 1. Demonstration of the Blood Glucose Measuring System
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This paper presents a comparative study of diverse ML methods trained
with spectroscopy image data to identify the best model for estimating blood
glucose. Metrics including mean absolute error (MAE), root mean square error
(RMSE), and Clark error grids were used to determine accuracy. We further
discuss the data preprocessing methods used to feed diverse ML models with
the same dataset.

2 Background

In this section, we provide a background of the neural networks and linear sta-
tistical models applied to the spectroscopy image data obtained by our pro-
totype [31], the CNN models VGG16 [30] and MobileNetV2 [28] were used to
determine blood glucose concentration. On the other side, several linear mod-
els were employed, including Random Forest [9], Support Vector Machine [22],
Bayesian Ridge [24], XGBoost [6], AdaBoost Ensemble [1], Histogram Gradi-
ent Boosting [5], Elastic Net [34], and KNeighbors. To apply these methods to
the spectroscopy images, we used data transformation techniques to create new
suitable databases for each method (Sect. 3). CNN models can only be used on
tensor data because the algorithms are based on Linear Algebra that are suit-
able only for use with multi-dimensional matrices (tensors). Linear models are
suitable for all scalar data and use a wide variety of statistical techniques to
approximate the function of the data.

2.1 CNN Models

CNN models work by passing filters through images (represented as tensors)
to extract features such as edges, shapes, and colors. These two-dimensional
features are then flattened and mapped as scalar data which is then processed
through normal neural network layers [3]. CNN models can use different types
of filters through images of varying sizes, providing a wide range of applica-
tions. Since spectroscopy images were used, we applied CNN to determine blood
glucose concentration using VGG16 and MobileNetV2.

VGG16 Neural Network: VGG-16 is a 16 layered deep CNN. A pretrained
version of the network can be loaded which is trained on more than a million
images from the ImageNet database [25]. The pretrained network can classify
images into 1000 object categories. As a result, the network has learned rich
feature representations for a wide range of images. However, the model was
changed to output a single numeric value (blood glucose) instead of the 1000
categories it was trained on. The network has an image input size of 224-by-
224, however the model’s input size was changed to fit 160-by-120. VGG16 is
well-suited for this project due to its ability to detect many different features
and patterns as well as its performance when compared to other models [30]. An
example of the VGG-16 architecture can be found in Fig. 2 (Taken from [29]).
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Fig. 2. Demonstration of VGG-16 Model Architecture, from [29].

MobileNetV2: MobileNetV2 is a mobile architecture that enhances the state-
of-the-art performance of mobile models across various model sizes, tasks, and
benchmarks. In contrast to conventional residual models, which use expanded
representations for the input, the MobileNetV2 architecture is based on an
inverted residual structure, where the input and output of the residual block
are thin bottleneck layers. Although the architecture of this model is more com-
plex than most other CNN models, it performs well considering its computational
power. Therefore, it was possible to train MobileNetV2 normally instead of using
a pre-trained model version. MobileNetV2 was chosen for this study because of
its low computational power usage, fast training times, and high-performance
[28].

2.2 Linear Statistical Models

Linear models are a staple of machine learning and statistical modeling due to
the countless algorithms available for function approximation, decision making,
regression, classification, clustering, and prediction. Like CNNs, linear models
were also chosen due to their wide range of applications and their superior
performance. They are significantly faster and less computationally intensive
than neural networks, but they can provide similar or better results in many
instances. Many of the linear models used in this study applied bagging, boost-
ing, or ensemble learning techniques, which allow for higher performance, lower
error, and more optimized training. We propose a mix of models using these
techniques to determine the most effective for estimating blood glucose.

Random Forest Regressor (RFR). Random Forest is a supervised learning
algorithm built on Decision Trees and the Ensemble Learning Approach [35].
Decision Trees are tree-diagrams of statistical decisions that lead users to a spe-
cific outcome, result, or prediction. Random Forest uses an optimized approach
to ensemble learning called bagging (bootstrap-aggregating), which works like
this: the model creates multiple decision trees that train on random segments of
the training data, these trees are then used in unison to predict unknown values.
Random Forest was chosen for this study for its novel combination of Decision
Trees and bagging, and its high performance in many domains [9].

Support Vector Regressor (SVR). Support Vector Regression [22] works on
the principle of the Support Vector Machine (SVM) [17]. This model is based on
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simple regression algorithms, to fit a line/curve/plane through the data to create
an approximate function. In simple regression, the goal is to minimize the error
rate while in SVR it is to fit the error inside a certain threshold. The flexibility
of SVR allows to decide how much error is acceptable in the model, and it will
find an appropriate line (or curve or plane) to fit the data accordingly. This
technique was included for its ability to reduce overfitting and handle outliers
in data. It is a well-performing and versatile model.

Bayesian Ridge Regressor (BRR). Ridge Regression is a classical regu-
larization technique widely used in Statistics and ML [24]. Bayesian regression
allows a natural mechanism to survive insufficient or poorly distributed data by
generalizing the data, which significantly reduces overfitting and handles outliers.
In addition, this model outputs with a probability distribution, which means
that it outputs multiple predicted values and chooses the most likely value. This
method was used in this study because it performs well regardless of data quality.

XGBoost Regressor (XGB). XGBoost uses gradient boosting, an ensemble
learning using boosting. It trains multiple decision trees to create an ensemble
learner and it relies on the intuition that the best possible next model, combined
with previous models, minimizes the overall prediction error. Through combining
multiple models training, the model achieves high performance, even in cases
where insufficient data and outliers exist. Extreme Gradient Boosting (XGBoost)
is an efficient open-source implementation of this gradient boosting algorithm [6].
The two benefits of using XGBoost are training speed and model performance,
which is why it is chosen for this study.

Histogram Gradient Boosting Regressor (HGB). Histogram-based gradi-
ent boosting is an algorithm that uses the same gradient boosting as XGBoost,
but instead of outputting a single value for blood glucose, it employs binning.
Binning is a technique that converts continuous values into categories, similar
to those used in classification scenarios [5]. By converting regression values to
classification values, it can dramatically increase training speed and reduce the
amount of memory used. Due to this, it is a much faster and lighter alternative
to the XGBoost algorithm, which is why it is chosen for this study.

AdaBoost Ensemble Regressor (ABR). An AdaBoost regressor is a meta-
estimator that begins by fitting another model on the original dataset and then
fits additional copies of that model on the same dataset, but where the weights
of instances are adjusted according to the error of the current prediction [1]. It
creates more versions of the same model to tackle different sections of the training
data, reducing error overall. Due to the large number of varying estimators that
AdaBoost creates, the model is much less prone to overfitting than other models.
The model we chose to train AdaBoost with is KNeighbors, which is described
below.

KNeighbors Regressor (KNN). K-Nearest Neighbors (KNN) classifies a
data point based on its nearest neighbors in the graph [14]. This algorithm is a
non-parametric supervised learning method used for classification and regression.
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In regression cases, the model takes the output value from a specific number of its
nearest neighbors in the data, averages those values, and outputs that average.
This algorithm does not make assumptions, so it handles outliers and minimizes
error much better than decision trees and linear regression in many cases. This
model was chosen for this study due to its novel approach to ensemble learning,
high training speed, and high performance.

Elastic Net Regressor (ENR). Elastic Net is a regularized regression model
that combines l1 and l2 penalties, i.e., lasso and ridge regression [34]. By com-
bining both penalties, this model dramatically reduces overfitting. However, this
model also performs feature selection, removing unnecessary features from the
data. It was selected for this study because of its novel use of penalties and
feature selection.

3 Datasets

3.1 Dataset of Spectroscopy Images

For this study, we used the non-invasive blood glucose monitor prototype (“Glu-
cocheck”) presented in our previous work [31]. Images were chosen instead of
other forms of spectroscopy measurement, such as light intensity and PPG sig-
nals, because image capture is more replicable, accessible, and faster than other
methods of spectroscopy data collection. Spectroscopy images were collected
from the fingers of 43 participants between 18–65 years old. Two sets of 15
images were collected per participant. The first set was collected in a low-glucose
fasting state, while the second set was collected one hour following a meal. Blood
glucose was determined via finger prick using a commercial glucometer (FORA
6 Connect BG50) per manufacturer instructions. A set of 4 images is presented
in Fig. 3. The images were taken after the finger prick at seconds 8 (top left),
16 (top right), 24 (bottom left), and 32 (bottom right). All images were col-
lected from fingertips in the same format. A 640 × 480 resolution was chosen
to preserve small details without sacrificing computing time and resources. The
standard RGB color format was used. After removing any unclear images, the
final dataset consisted of 1128 samples, each with two features, the image, and
the corresponding blood glucose value.

3.2 Data Collection Ethics

The study was approved by the Institutional Review Board at Kennesaw State
University (IRB-FY22-318). All participants provided written consent before
participating.

3.3 Modified Datasets for CNN and Linear Models

Data transformation techniques were applied to the original data to generate
three datasets, as described below.
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Fig. 3. Example of finger spectroscopy images collected from one individual.

Image Tensor Dataset. The “Tensor Dataset” was created in order to train
the CNN models (VGG16 and MobileNetV2). Tensors are multi-dimensional
matrices of numbers used in linear algebra; however, their application extends
to images since images are multi-dimensional matrices of numbers as well. An
image matrix consists of three dimensions: height, width, and color (red, green,
and blue).

To convert an image into a tensor, a three-dimensional matrix (tensor) is
created with the resolution of the image and the color format. Since images used
in this study were 640 × 480 using the RGB color format, the image tensor was
640 pixels by 480 pixels by three colors. Then each color value for each pixel was
entered into each value in the tensor, obtaining a tensor of 921,600 values. The
resulting image tensor dataset was maintained at 160×120×3 pixels to decrease
computational time and necessary resources, when compared to a 640 × 480
dataset. The final dataset included the tensors with their corresponding blood
glucose value. A visual demonstration of the image-tensor conversion can be seen
in Fig. 4.

Fig. 4. Demonstration of Image Tensor Conversion (Color figure online)

CNN models are the only ones that can be trained with tensors because they
use filtering techniques to analyze and process them. These filtering techniques
are not available in other machine learning algorithms, which is why we used
the two CNN models MobileNetV2 and VGG16.

Color Intensity Datasets. We have created four datasets based on extracting
color intensity from the original images. For each possible value of red, green,
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and blue (0–255), the number of pixels with that same value in an image can
be counted and recorded in a histogram [2]. Through this process, a histogram
with RGB values on the x-axis (256 possible values for red, green, and blue)
and the number of pixels on the y-axis can be created, as shown by Fig. 5. This
process of counting pixel-intensity values for each color was used to create three
datasets: “Red Intensity”, “Blue Intensity”, and “Green Intensity”. Each dataset
consists of 257 features: 256 features for each possible value of that color and
one feature for the blood glucose value of that image. Lastly, a final dataset,
named “RGB-Intensity”, was created by combining the intensity values for all
three-color channels. The RGB-Intensity dataset consisted of 769 features: 256
values of red, 256 values of green, 256 values of blue, and one value for blood
glucose [2].

Fig. 5. Histogram of RGB Intensity Values in an Image. (Color figure online)

Image Measurement Datasets. The last five datasets were created by
extracting measurement data from the images. To create the dataset, each image
in the dataset was split into four channels: red, green, blue, and grayscale (the
image with color removed). Then, for each color channel, the channel’s pixel cen-
ter of mass, minimum, maximum, mean, median, standard deviation, and vari-
ance were calculated. To calculate these values: the images are first converted
into numerical tensors, then their tensors (3-dimensional matrix) are converted
into an array for each channel, and then each channel array (1-dimensional list) is
used for calculations such as mean, median, minimum, maximum, etc. A demon-
stration of this process can be seen in Fig. 6.

Values for each channel were compiled into the same dataset with the cor-
rect blood glucose value and repeated for every image. The resulting “Measure-
ment Dataset”, consisted of 29 features: seven measurements for each of the
four channels and one feature for the blood glucose. After the creation of this
dataset, four new datasets were created by merging the measurement features
of each image with the intensity values of the same image created in the previ-
ously mentioned intensity datasets. This process resulted in four new datasets:
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Fig. 6. Demonstration of Measurement Dataset Creation (Color figure online)

“Red-Measurement”, “Green-Measurement”, “Blue-Measurement”, and “RGB-
Measurement”. The first three new datasets contained 285 features: 256 for the
pixel intensities, 28 for the measurement features, and one for the blood glucose
value. The last new dataset contained 797 features: 256 for each color channel,
28 measurement features, and one for the blood glucose value.

4 Experiment

After creating the datasets, each model was trained, tuned, and tested to each
dataset to compare results, with only two exceptions. Since they can only be
trained on tensor data, VGG16 and MobileNetV2 were only trained on the Ten-
sor Dataset. Furthermore, the other linear models can only be trained on scalar
data, so they were trained on every dataset except for the Tensor Dataset. The
CNN models were trained using image data generators, which come with the
TensorFlow library for Python that was used for training models. Moreover,
before the training process, the image data generators were used to scale down
the pixel values from 0–255 to 0–1 to reduce error and GPU usage. Besides these
changes during training, the testing of CNN models was the same as the other
models. On another note, since the AdaBoost Ensemble Learning algorithm uses
another algorithm as a base estimator, for each dataset, the AdaBoost model
was trained with the model that had the highest accuracy for that dataset. A
summary of the models trained with each dataset can be seen in Table 1.

Table 1. Models Trained on Each Dataset

Tensor Dataset Intensity Dataset Measurement Dataset Intensity-Measurement Dataset

VGG16 Random Forest Random Forest Random Forest

MobileNetV2 Support Vector Support Vector Support Vector

Bayesian Ridge Bayesian Ridge Bayesian Ridge

XGBoost XGBoost XGBoost

HGB HGB HGB

AdaBoost AdaBoost AdaBoost

KNeighbors KNeighbors KNeighbors

Elastic Net Elastic Net Elastic Net
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4.1 Training and Hyperparameter Tuning of Models

To train the models, all of the datasets were split into training/testing splits
where the training data was used to fit the model, and the testing data was used
to measure the model’s performance. The training/testing split ratio was 75:25
to ensure sufficient data to train the models and ensure that they would not
overfit. After creating training/testing splits, each model in the set was fitted to
training data and then tested. However, to ensure that the models were compared
effectively, each model’s hyperparameters were tuned to each specific dataset to
minimize error and overfitting. After the models were finished with training and
tuning, they were tested, and the results were recorded in a table.

4.2 Testing Models

Three distinct metrics were considered for testing/tuning the models: MAE,
RMSE, and the Clarke Error Grid. The MAE is the mean of all errors between
the blood glucose values that a model predicts and the actual blood glucose value
tied to an image. The RMSE is the root of the mean of each error squared. MAE
is a more direct metric for calculating error as it is unbiased towards all errors and
treated as an average. However, because it squares the errors, RMSE is biased
against large prediction errors, making it weighted against outliers. RMSE is
usually used in scenarios when an increase in error is disproportionate to the
effect, for example, if the error increases from 5 to 10 and the effect is four times
as bad. Since RMSE is always higher or equal to MAE, the difference between
the two values is critical for evaluating outliers. If RMSE is significantly higher
than MAE, then there are outliers in the predictions. For this reason, RMSE
was used to tune the models to reduce overfitting but not recorded in the results
or evaluation. Lastly, Clarke Error Grids were used to evaluate models since
they have been widely used for several decades to evaluate the performance of
blood glucose meters. Clarke Error Grids are scatterplots with predicted blood
glucose values on the y-axis and actual blood glucose values on the x-axis. The

Fig. 7. Clarke Error Grid
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grid is split into several zones, and each zone signifies a level of risk of a negative
outcome due to the measurement error in blood glucose values which can be
seen in Fig. 7.

There are 5 zones: A - Accurate, B - Clinically Acceptable, C - Overcorrec-
tion, D - Failure to Detect/Treat, and E - Erroneous Treatment [8]. These three
metrics were all used when measuring the performance of the models during
training and testing.

5 Evaluation

For comparing the performance of the models we used MAE and Clarke Error
Grid (Zone A Percentage) metrics. The percentage of data points that fall into
each zone of the clinical outcome can be determined by analyzing the grid. To get
Zone A Percentage, the number of predictions in Zone A (Clinically Accurate)
is recorded as a percentage of the total number of predictions made. After the
models were trained and tuned, they were tested with the testing data, and the
results were recorded in Table 2 and Table 3 respectively.

Table 2. Model Testing Results from Tensor and Intensity Datasets - MAE and Zone
A percentages from clarke error grid analysis

Image Tensor (IT) Red-Intensity (RI) Green-Intensity (GI) Blue-Intensity (BI) RGB-Intensity (RGBI)

VGG16 16.58–87.59% – – – –

MobileNetV2 15.68–87.23% – – – –

Random Forest – 13.17–86.17% 13.31–85.11% 14.04–86.17% 12.46–88.65%

Elastic Net – 15.59–85.46% 16.23–82.27% 15.53–84.4% 14.42–84.4%

KNeighbors – 9.88–90.78% 14.06–88.3% 14.35–85.46% 10.84–88.65%

Support Vector – 14.43–89.36% 15.71–89.36% 14.3–89.36% 13.14–88.65%

Bayesian Ridge – 15.43–85.11% 16.01–83.33% 15.34–83.33% 14.28–84.4%

XGBoost – 12.93–87.94% 14.1–84.75% 13.97–84.75% 12.26–89.72%

HGB – 13.12–86.88% 14.99–84.04% 14.37–83.69% 12.53–87.59%

AdaBoost – 9.66–90.78% 13.31–87.94% 14.08–85.46% 10.95–88.65%

Table 3. Model Testing Results from Measurement Datasets - MAE and Zone A
percentages from clarke error grid analysis

Measurement (ME) Red-Measurement (RM) Green-Measurement (GM) Blue-Measurement (BM) RGB-Measurement (RGBM)

Random Forest 14.27–83.33% 12.85–87.23% 12.63–86.52% 13.91–85.82% 12.74–88.65%

Elastic Net 16.38–81.56% 15.68–84.04% 16.89–85.11% 15.55–81.56% 14.41–83.69%

KNeighbors 15.02–81.91% 9.55–90.78% 14.3–86.17% 15.81–84.4% 12.43–87.59%

Support Vector 16.13–89.72% 14.3–87.94% 15.02–89.01% 14.58–87.23% 13.28–87.94%

Bayesian Ridge 16.37–81.56% 15.52–84.04% 17.43–85.46% 15.52–82.62% 14.3–83.33%

XGBoost 14.51–83.69% 13.03–86.88% 12.86–88.3% 13.6–86.52% 12.89–87.59%

HGB 14.78–81.21% 13.71–85.11% 13.17–86.17% 13.7–85.11% 12.58–87.94%

AdaBoost 15.13–80.5% 9.4–90.78% 12.74–86.88% 13.41–87.59% 13.18–86.52%
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6 Discussion

AdaBoost with KNeighbors trained on the Red-Measurement dataset provided
the most accurate estimates of blood glucose among all of the dataset-models
tested. This dataset-model combination had an MAE of 9.4 mg/dl, an RMSE of
16.72 mg/dl, and a Clarke Error Grid Zone A Percentage of 90.78% illustrated
in Fig. 8.

Fig. 8. Clarke Error Grid of AdaBoost model with KNeighbors Trained on Red-
Intensity Dataset

From best to worst, the models ranked AdaBoost, KNeighbors, Random For-
est, XGBoost, HGB, Support Vector, Bayesian Ridge, Elastic Net, MobileNetV2,
and VGG16 as displayed in Fig. 9. From best to worst, the datasets ranked RGB
Intensity, Red Measurement, Red Intensity, RGB Measurement, Green Measure-
ment, Blue Intensity, Blue Measurement, Green Intensity, Measurement, and
Image Tensor as shown in Fig. 10. The datasets containing Red and RGB data
outperformed the other datasets by a large margin. However, combining mea-
surement and intensity values did not seem to improve performance for the red
dataset, but instead hindered it. Datasets with Blue and Green data appeared to
perform equally, but their performance was inferior to the Red and the combined
RGB overall. Furthermore, the Green data, but not the blue, seemed to perform
better after combining intensity and measurement data. The intensity datasets
performed better than the measurement datasets, and the dataset with only
measurement values performed significantly worse. The image tensor dataset
performed the worst of all datasets, while the CNN models performed the worst
among the group of models. AdaBoost and KNeighbors performed the best with
every dataset they were trained on, while XGBoost, Random Forest, and HGB
generally outperformed the other models. These results suggest that the best
data for blood glucose estimation by spectroscopy is color intensity data focused
on either the red channel or all three channels. The results further suggest that
the KNeighbors algorithm is well-suited for blood glucose estimation with scalar
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data, and using AdaBoost as an ensemble learner can boost performance. Models
that use boosting and bagging (XGBoost, AdaBoost, HGB, etc.) outperformed
models that do not (Elastic Net, Bayesian Ridge, Support Vector). Furthermore,
the penalties and feature selection in Elastic Net and the binning in Histogram-
Based Gradient Boosting did not seem to increase performance compared to
bagging and boosting. Finally, both the dataset and model results suggest that
Convolutional Neural Networks and Tensor datasets perform worse than Linear
Models, Ensemble Learners, and Scalar Data.

Fig. 9. Model Average MAE

Fig. 10. Dataset Average MAE

7 Conclusion

From training, tuning, and testing ten machine learning models on ten different
datasets, we have determined that the best model for estimating blood glucose
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through spectroscopy images is AdaBoost trained with KNeighbors. Further-
more, the best image data to train the model is color intensity data collected
from the red channel. Our highest performing dataset and model recorded a
final Mean Absolute Error of 9.4, a Root Mean Squared Error of 16.72, and
a Clark Error Grid Zone A Percentage of 90.78%. We also showed that inten-
sity data outperformed measurement and tensor data, while the red and RGB
channels outperformed all other color channels. Furthermore, models that uti-
lize bagging and boosting outperformed those which did not, while linear models
outperformed CNN models, regardless of their support for bagging or boosting.
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Abstract. Deep learning (DL) has proven itself as a powerful tool to
capture patterns that human eyes may not be able to perceive when
looking at high-dimensional data such as radiological data (volumetric
data). For example, the classification or grading of kidney tumors in
computed tomography (CT) volumes based on distinguishable patterns
is a challenging task. Kidney tumor classification or grading is clinically
useful information for patient management and better informing treat-
ment decisions. In this paper, we propose a novel DL-based framework to
automate the classification of kidney tumors based on the International
Society of Urological Pathology (ISUP) renal tumor grading system in
CT volumes. The framework comprises several pre-processing techniques
and a three-dimensional (3D) DL-based classifier model. The classifier
model is forced to pay particular attention to the tumor regions in the
CT volumes so that it can better interpret the surface patterns of the
tumor regions to attain performance improvement. The proposed frame-
work achieves the following results on a public dataset of CT volumes of
kidney cancer: sensitivity 85%, precision 84%. Code used in this publica-
tion is freely available at: https://github.com/Balasingham-AI-Group/
Classification-Kidney-Tumor-ISUP-Grade.

Keywords: Kidney cancer · Renal cancer · Deep neural networks ·
Tumor grading · Classification · CT scan

1 Introduction

Kidney cancer (or renal cancer) is among the most commonly diagnosed visceral
malignancies, with a significant annual increase in the incidence- and mortality-
rate accounting for 431,288 new cases and 179,368 new deaths in both genders
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in 2020 [1]. Surgical removal is still the most common treatment option for local-
ized kidney tumors. Recently, several other targeted therapies for the treatment
of kidney cancer have been introduced to improve patient outcomes and avoid
surgical intervention [2,3]. Accurate grading and classification of renal cell neo-
plasia are essential to provide the optimal treatment option and play a major
role in the estimation of patient prognosis. There are several grading systems,
with Fuhrman grading being the most widely used one. Recently, there have
been doubts about the applicability and prognostic value of Fuhrman grading
[4]. In 2012, the International Society of Urological Pathology (ISUP) held a
conference to address these issues and proposed a novel grading system known
as ISUP grading classification, categorizing renal cell carcinoma (RCC) into four
grades namely grades 1, 2, 3, and 4 [5]. It has been shown that a tumor’s specific
information can be observed pre-operatively from the tumor’s appearance on
cross-sectional imaging such as computed tomography (CT) scan or magnetic
resonance imaging (MRI) [6]. Manual interpretation and quantitative evaluation
of radiological data is a laborious and noisy process. In addition, there can be
hidden information that the human brain can not perceive from this type of
data. For example, microscopic morphological changes associated with histolog-
ical patterns are crucial in establishing the ISUP grading system.

Over the last decade, several computational methods have been proposed to
automate renal cancer classification and staging [7–10]. Deep learning (DL) has
been the dominant method because of its advances in finding complex hidden
patterns from training data and transforming the input images into abstract
features. In most of the studies [7–10], renal whole-slide histology images have
been the major source of information about microscopic morphological patterns
which are associated to different RCC subtypes such as clear cell RCC, pap-
illary RCC, chromophobe RCC, renal oncocytoma, etc. In contrast, there are
several attempts to utilize radiological data for the development of automatic
kidney cancer classification [11–15] and staging [16,17]. Many DL-based mod-
els were proposed for binary classification differentiating benign and malignant
renal tumors from either CT scans [13,15] or MRI [12,14]. S. Han [11] modified
GoogleNet [16] for discriminating three major subtypes of RCCs using CT image
analysis. N. Hadjiyski et al. [16] adapted the 3D variant of the inception model
to predict cancer staging, while M. A. Hussian et al. [17] proposed an automatic
low stage (I-II) and high stage (III-IV) RCC classification both from CT scans.

In this paper, we propose a novel DL-based framework to computationally clas-
sify kidney tumors into ISUP grades from pre-operative CT scans available for
each patient. To the best of our knowledge, our work is the first study to investi-
gate DL in 3D images for renal tumor ISUP grading indicating the histopathologi-
cal patterns and associated with risk score [5,18], which is the basis of the survival
analysis. We do not intend to detect and segment the kidneys and the tumors in
CT volumes; instead, we assume that the kidneys and tumors are already local-
ized and segmented. We first extract the kidneys from a 3D CT volume using
the provided manual ground truth of kidneys. We concatenate the extracted kid-
neys and the corresponding ground truth of the tumors into a single tensor on the
channel dimension. This concatenation step aims to force the DL-based classifier
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model to pay particular attention to the surface patterns of the tumor regions.
The concatenated tensor is then fed into a three-dimensional (3D) convolutional
neural network (CNN) to classify the kidney image(s) into 4 ISUP grades in every
CT volume. We adapt EfficientNet [19] as our classifier model. More specifically,
we transform the 2D EfficientNet-B7 to its 3D variant so that it can handle 3D
volumetric data. We apply various data augmentations to overcome the class
imbalance issue and feed the training model with more samples and several pre-
processing methods to standardize the inputs and improve their quality. We show
that our proposed framework can provide promising results on unseen CT vol-
umes. This initial result can further be developed into a prognosis model, survival
analysis, and treatment management plan.

2 Related Work

Recent studies have focused on the automated grading of clear cell renal cancer
carcinoma (ccRCC). Some of them employed histopathology images, while others
used CT or MRI for this prediction.

For histopathology images, Tian et al. [20], and Yeh et al. [21] employed
Fuhrman’s grading system to identify ccRCC as low or high grade. In both
studies, the authors, in collaboration with pathologists, examined whole-slide
images, identified regions of interest (ROIs), and assigned a grade to each ROI.
Then, features of histopathology images were retrieved from ROIs for the model
training. Tian et al. tried to find an optimal way between a neural net, random
forest, and support vector machine for the model training, while Yeh et al. tried
to use a support vector machine to train the classifier model. Both Tian et al.
and Yeh et al. could get high sensitivity, specificity, and AUC for their models,
and they recommended predicting ISUP grades in future work.

For radiological imaging, Sun et al. [22] developed the support vector
machine-based method to determine the ISUP grade of kidney cancer with clear
cells. In this research, CT images were divided into two categories: low and
high grade. Resampling and a Gaussian filter were utilized for denoising at the
preprocessing level. Then, the greatest cross-section picked by radiologists was
utilized as the ROI. Sun et al. used a feature extraction mechanism to generate
three distinct predictive models, each of which was based on a distinct selec-
tion of features. The AUC for the third model was the highest at 0.91. Another
research study led by Cui [23] graded ccRCC using CT and MR based on the
decision tree. Normalization and pixel resampling were utilized for preprocessing
level in this research. The classification was determined by low and high ISUP
grades. The RoI was determined based on the tumor-containing slices. Cui et
al. next attempted to extract the texture of the slices and create features from
them; they employed a decision tree to predict a low or high ISUP grade and
attempted to test the model using ACC. For Cui et al. model, an ACC greater
than 0.70 was achievable. In a different study, Zhao et al. [24] classified MRI
images based on ISUP and Fuhrman grading as low or high grade using CNN.
This study was a binary classification: low and high grade. Data augmentation
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was utilized prior to the model training. The model with the highest AUC was
selected as the ultimate model. The model was developed using ResNet50 and
2D CNN. Zhao et al. combined t1 and t2 sequences for the model and included
clinical variables such as age, gender, and tumor size in the network design. For
low and high ISUP classification, they could gain 0.92 in sensitivity and 0.78
in specificity. These studies [22–24] agree that CT texture analysis can predict
ccRCC pathologic nuclear grade noninvasively.

Multiple factors make our methodology superior to that of previous research
studies. First, it is based on CT images, which is a non-invasive method; second,
it uses deep learning and does not require feature extraction; third, it uses 3D
images and 3D models for predicting, so we do not lose any information by
changing it to a 2D based model; fourth, we attempted to have four output
classifications rather than a binary classification; and finally, we do not employ
clinical data in addition to the CT images, therefore our prediction is solely
based on the CT scans and does not require any further information.

3 Methods and Materials

Figure 1 illustrates our proposed DL-based framework developed for kidney
tumor grading classification based on the ISUP grading system. Every step will
be explained in detail in the following sections.
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Fig. 1. Overview of the framework proposed for kidney image classification based on
the ISUP grading system. We separate the left and right kidneys from the whole image
slices during image preparation. We enlarge the number of samples in the training
dataset by applying various forms of data augmentation strategies. We enhance the
data quality by improving image quality, resizing, and re-orienting the volumes in the
image pre-processing phase. To force the model to focus on the tumor surface patterns,
we concatenate the image and manual segmentation of the tumors, and finally, we train
the classification model with concatenated volumes. The model produces probability
values for the four different ISUP grades as the output decision.

3.1 Classifier Architecture

The state-of-the-art convolutional neural network (CNN)architecture for image
classification is called Efficient-Net [19]. In a quick but efficient way, Efficient-
Net scales up models using the compound coefficient method. The authors of
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EfficientNet proposed seven models of various dimensions, which exceeded the
state-of-the-art accuracy of most CNNs and had a far higher degree of efficiency.
The largest Efficient-Net model, Efficient-Net B7, obtained the best performance
on the ImageNet and the CIFAR-100 datasets. The number of parameters in
Efficient-Net B7 is higher than the other variants (e.g., B0, B1, B2, B3, B4, B5,
and B6). In this study, we adapt the exact structure of Efficient-Net B7 and
transform it to a three dimensional (3D) CNN model so that it can handle 3D
image data such as CT volumes.

3.2 Dataset

In this paper, we use KiTS21 dataset [25] for training and testing our proposed
method. This dataset consists of 300 different patients, each with clinical data
and a CT scan with manually annotated kidneys and tumors (ground-truth
labels). Patients receiving a partial or complete nephrectomy for suspected kid-
ney cancer between 2010 and 2020 at either the M Health Fairview or Cleve-
land Clinic medical facility have been included in this dataset. Before surgery,
all patients underwent a contrast-enhanced CT scan showing both kidneys. The
primary purpose of gathering this dataset was to apply segmentation algorithms.

We attempt to use this dataset since it has a detailed clinical dataset, precise
annotation, and adequate subjects. The dataset contains three files as follows:
CT scan volumes, annotation volumes, and clinical data. All of the images are
in NIFTI format. Each annotation volume contains manual segmentation of the
kidneys, tumor(s), and cyst(s). Clinical data is in a JSON file format with 63
fields of clinical parameters for every patient. All essential clinical information,
like pathology results, is stored in this file [26]. Originally this data came from
the Cancer Imaging Archive, where the imaging and segmentation were stored
in DICOM format, and the clinical data was a single CSV file1.

3.3 Data Preparation

Data preparation is a pre-processing mechanism to structure, manipulate, and
organize raw data to the data format that the training model can analyze more
efficiently. In this study, we apply data preparation on the CT scan volumes and
their corresponding annotation volumes.

Image Preparation. The 3D image data from the KiTS21 dataset depict the
whole abdomen. The kidneys with tumors cover only a small percentage of the
entire image slices. In this study, we aim to train our proposed framework to view
only the imaging information related to the kidneys and the tumors. Therefore,
we extract the left and right kidneys from the image volumes using the provided
ground-truth annotation. Figure 2 shows the steps used to prepare the training
samples by removing other organs and extracting the two kidneys from whole
image volumes.
1 https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=61081171.

https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=61081171
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The image and segmentation volumes are stored as 3D arrays. The numbers
in the image arrays are between 0 and 255, where 0 is the darkest part and 255
is the brightest part. The numbers in the segmentation arrays are 0, 1, 2 and
3 (1 = kidney, 2 = tumor, and 3 = cyst). For image preparation, we have 3
phases. In phase 1, we keep the numbers in image arrays that the corresponding
segmentation is one and change the other numbers in image arrays to zero. This
step will change all image space except two kidneys to black. Then in phase 2, we
keep two kidneys and delete the black background. In phase 3, the black space
between two kidneys should also be eliminated, as our first purpose was not to
enter the black space into the training model. So we extract the left and right
kidneys and merge them again in the width dimension in phase 3.

Fig. 2. Image preparation process

Label Preparation. From the clinical dataset file that comes with the KiT21
dataset, we use the tumor isup grade field as the label for image classification.
This clinical parameter has four values: 1, 2, 3, and 4. ISUP grade of the tumors
was indicated in the post-operative surgical pathology report. We notice that in
56 cases, the value of Null is used where ISUP grade does not apply, such as
benign tumors or Chromophobes. We remove those 56 patients from our training
and testing dataset, leaving us with 244 samples in our final dataset.

3.4 Data Augmentation

The deep learning models frequently need a large amount of training data, which
is not always available, in order to make accurate predictions. We apply data
augmentation to increase the number of samples in the training dataset. After
eliminating those patients without ISPU values, we are left with 244 samples.
Patients with the ISUP1 class make 13% of the total, the ISUP2 class 48%, the
ISUP3 class 27%, and those with the ISUP4 class 12%. This class imbalance leads
to biasing impact on the model training and the final results—the trained model
will be more biased toward the dominant class in the training dataset and show
poor performance on the minor class. Another challenge that we encounter is
that we have to train our classifier model from scratch as we are unable to apply
transfer learning or fine-tune a pre-trained 3D EfficientNet-B7 transformed from
the original 2D EfficientNet-B7 in this study. Two hundred forty-four samples
might not be enough for training a deep neural network for an image classification
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model from scratch. A huge quantity of labeled training images is needed for deep
learning models to be trained from scratch. We try to partially overcome these
two problems with data augmentation.

When strategies like undersampling, oversampling, and data augmentation
are used to fix the class balance issue, the model’s efficacy increases [27,28]. We
don’t use oversampling as this method can lead to the model being overfitted
to the minority class [28]. Additionally, we avoid using undersampling since we
lack sufficient samples in the dataset and don’t want to lose any data. As we can
see in the literature, performance progress slowed down after 150 images in each
class, and after 500 images in each class, there was no noticeable improvement
[29]. We found that 500 images per class are enough to attain a reasonable
classification accuracy. We increase the number of samples to 2000, 500 in each
class. We calculate the number of subjects in each class and realize that class 1
would need to be augmented eleven times, class 2 twice, class 3 five times, and
class 4 fourteen times.

For data augmentation, we do not employ generative adversarial networks
and would rather use traditional approaches. The critical point is that if we
want to do the augmentation for class4 fourteen times, we must make fourteen
different augmented versions of the original data. We use MONAI transformers
for data augmentation because the MONAI module is a comprehensive python
library for manipulating 3D data such as volumetric images. MONAI library
contains all recommended image augmentation techniques to enlarge the number
of training samples. Table 1 shows the various transformations we use for data
augmentation. We utilize the various combinations of transformers from Table 1
for data augmentation. Figure 3 displays one slice of the original patient’s data
along with three augmented versions of that slice.

Table 1. MONAI transformers used for data augmentation

Position Augmentation Noise Augmentation

Affine GaussianNoise

Rotate90 GaussianSmooth

Flip GaussianSharpen

GibbsNoise

SpaceSpikeNoise

3.5 Data Splitting

Our augmented dataset consists of various copies of the original samples. To
prevent unfair performance evaluation of our proposed framework, we split the
dataset based on the patient ID into training and testing subsets. In this way, we
avoid having the same patient with all its augmented versions in both the training
and testing subsets. We use the K-fold cross-validation technique to split out the
dataset. We use 3-fold cross-validation. We split our dataset randomly into three
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Fig. 3. Comparison between one axial slice of original image with 3 different augmented
versions

different subsets: 162 samples in the training subset; 82 samples in the testing
subset. We choose 10% (16 samples) of the training subset as our validation
subset in every fold. As we intend to have the same ISUP class distribution in
the validation subset, we select four samples from each ISUP grade class.

3.6 Image Pre-processing

Image pre-processing is an essential step before image classification. The purpose
of pre-processing is to enhance the image’s quality and modify a few of its fea-
tures so that the training model can better interpret the input [30,31]. We resize
all the volumes to 128 × 128 × 128 to have the same size volumes for training
the model. We follow the recommended size by the MIT challenge2 to make the
data more manageable. We do not select a bigger size like 256 because a larger
image resolution is expensive both in terms of computational power and memory
[30]. One millimeter isotropic voxel size is chosen for every volume. This is the
standard voxel size recommended by previous studies [32,33]. We re-orient all
volumes to the RAS (Right, Anterior and Superior). This is the most common
orientation used in medical images [32–34]. We use intensity normalization based
on the Z-score in medical imaging [30,35]. We use the image contrast part in ITK
snap software3 for this normalization. We showed the images to the clinicians
to identify which contrast range between the kidney and the tumor was more
noticeable. So we can figure out the minimum and the maximum contrast num-
ber in which the tumor is more distinctive from the kidney. We change intensity
values in the image arrays based on this image contrast range.

For kidney image and tumor segmentation, we utilize identical image pre-
processing transformers; however, we do not apply intensity normalization for
tumor segmentation because the contrast of the segmentation image is not impor-
tant for training the model.

3.7 Kidney and Tumor Concatenation

In this study, our goal is to classify kidney tumors based on distinguishable
surface patterns. To force our 3D EfficientNet-B7 to pay particular attention to
2 http://6.869.csail.mit.edu/fa17/miniplaces.html.
3 http://www.itksnap.org/pmwiki/pmwiki.php.

http://6.869.csail.mit.edu/fa17/miniplaces.html
http://www.itksnap.org/pmwiki/pmwiki.php
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the surface patterns on the tumors, we concatenate the extracted kidneys with
their corresponding provided manual segmentation of the tumors. In addition,
this image concatenation enriches the input volume with the location and size
of the tumors. If we train our 3D EfficientNet-B7 on the kidneys only without
providing the location of the tumors, the model may look at other parts of the
input volumes and find other patterns and associate them to the classes. This
leads to poor performance on unseen data.

3.8 Training Details

We use the Pytorch library for training our model. The experiments are executed
in the Linux Ubuntu Operating system on a machine with AMD Ryzen 7 5800X
8-Core Processor, NVIDIA GeForce RTX 3090 GPU and 32 GB RAM. Based
on the three folds we previously acquired, we train our model three times but
with the same hyperparameters. Each time validation set contains around 10%
of the training set. During training, none of the samples from the validation sets
are utilized to determine the loss function or back-propagate gradients across
the network.

After every training epoch, the model is evaluated on the complete validation
set, and the mean AUC4 is calculated. Model parameters are stored, overwriting
the previous model, each time a new best mean validation AUC is obtained.
In this regard, compared to all training epochs, the final model that is created
during training has the greatest mean validation AUC. We decide on 50 as the
number of epochs since we see that the training losses stop decreasing after about
50 epochs. Each model is trained with the help of the Cross-Entropy loss, which
is given by:

L = −
n∑

i=1

ti × log(pi), (1)

where ti is the true label and pi is the softmax probability for the ith class and
n is the number of classes.

The ADAM optimizer [36] is used to train the models, and a learning rate
of 1 × 10−4 is used since it is empirically proven to produce the best results on
clean data [37]. Ten batches are selected to train the model based on the image
sizes and computing memory.

4 Results and Discussion

After training the model on the three folds, we evaluated the model’s perfor-
mance. Precision, Recall, and F-score metrics were used to quantitatively eval-
uate the performance of the proposed framework. The performance metrics are
computed from the following formulas:

4 Area under the curve is a performance measurement for the classification problems.
It tells how much the model is capable of distinguishing between classes.
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Precision =
TP

TP + FP
, (2)

Recall =
TP

TP + FN
, (3)

F-score = 2×Precision × Recall
Precision + Recall

, (4)

TP is the number of samples that are truly classified, FP is the number of
samples that should be in an ISUP class except for the ISUP class-x, but they
belong to ISUP class-x; and FN is the number of samples that should be in ISUP
class-x, but they are in the other ISUP classes.

Precision, Recall, and F-score was computed for each ISUP class. We cal-
culated the average of four Precision, Recall, and F-scores we gained for each
ISUP class. We repeated this process three times for each of the three folds we
had, giving us three average Precision, Recall, and F-scores. For our model, we
obtained a total Precision of 0.74, Recall of 0.71, and F-score of 0.72 by calcu-
lating the mean three average Precision, Recall, and F-scores. Table 2 shows the
performance metrics in fold two in which the best performance was obtained.

Table 2. Fold 2 performance evaluation of the proposed framework

Precision Recall F-score

ISUP1 class 0.86 0.91 0.88

ISUP2 class 0.79 0.78 0.78

ISUP3 class 0.87 0.77 0.81

ISUP4 class 0.86 0.94 0.89

Average 0.84 0.85 0.84

According to Table 2, the F-scores are high in the following order: ISUP4
class, ISUP1 class, ISUP3 class, and ISUP2 class. If we look back at how many
times we augmented the classes, they are high in this order: fourteen times for
the ISUP4 class, eleven times for the ISUP1 class, five times for the ISUP3 class,
and twice for the ISUP2 class. We can assert that higher accuracy metrics are
obtained from a class when there is more augmentation in that class. It arises
because the predicted classes for augmented images are frequently the same
as those for the original patient image. Most of the time, if the ISUP class of
the original image could be accurately recognized, it could also be accurately
detected for the augmented version.

It may be beneficial since it demonstrates how the model can recognize that
the augmented image is another version of the original image and forecast the
same ISUP class for it. If we look at the accuracy metrics for the ISUP2 class,
they are at their lowest, where data augmentation was used the least compared
to the other ISUP classes.
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Figure 4 illustrates four images from different ISUP classes that are truly
classified, and Fig. 5 illustrates four images that are falsely classified. In Fig. 5,
we wrote the true ISUP classes as the caption, and the predicted ISUP classes
from left to right are ISUP2, ISUP4, ISUP4, and ISUP2. The green parts of the
images are the tumor parts. In Fig. 5b, despite the large tumor size, the true
ISUP grade was two, and the model identified ISUP 4 in this image. In Fig. 5d,
the tumor size was small; the true ISUP class for this image was four, but the
model predicted ISUP 2. It demonstrates the model’s attempt to concentrate on
tumor sizes in its prediction.

Fig. 4. Correctly classified images

Fig. 5. Misclassified images

Based on a few tumor features, the ISUP grade is determined. When you
ask a physician to determine the ISUP class based only on observing CT scan
images, they are unable to do so with high certainty [5,18]. We attempted to
create a model that could look at patients’ CT scans and forecast their ISUP
classes. We can conclude that our model was able to extract hidden features
relevant to ISPU classes that might not be seen by human eyes.

It is worth motioning that this study has some limitations: 1) to predict ISUP
grade, our model needs to get information as input from both the two kidneys
and manually segmented tumor(s) indicating the location of the kidney tumors.
There is an extract pre-processing stage that extracts the kidneys from the
input volume using the manual segmentations of the two kidneys. Our proposed
framework might not be able to produce highly accurate classification results
from the whole abdominal volumes, and 2) we noticed that sometimes our trained
model tries to predict ISUP classes by looking at the tumor size. This impurity
leads to ISUP misclassification, so small tumors with grade 4 surface patterns
might be classified as grade 1 or 2.
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5 Future Work

We can apply transfer learning to improve the performance results [38,39] by
getting more three-dimensional images from the cancer imaging archive. Any
3D medical imaging, such as an MRI of the brain or liver, can be used, but for
better outcomes, kidney images should be included [40].

Furthermore, we can utilize our image classification layers before fully con-
nected layers as feature extractors since we can use convolutional neural networks
for feature extraction [41]. We can link these features to the survival features
since the outputs of our image classification are related to the risk score. Thus,
we would provide the survival features as the input to the DL-based survival
functions, and we can estimate the time of the patient’s death by using the
patient’s medical images.

6 Conclusion

In this study, we proposed a classification framework for kidney tumors based
on the International Society of Urological Pathology (ISUP) grading system.
We transformed 2D EfficientNet-B7 into a 3D variant that can handle 3D data
volumes. To enhance the classification performance, we applied various data
augmentation and pre-processing methods. We eliminated other organs in the
volumes and kept only the kidneys. The extracted kidneys were concatenated
with the provided manual ground-truth annotations of the tumors. This image
concatenation is shown to be an important step to force our 3D EfficientNet-B7
to look particularly at the tumors’ surface patterns and associate them with the
ISUP classes. The data augmentation was applied to first increase the number of
samples in the training set and second to partially solve the class imbalance issue.
Several image pre-processing methods were applied to enhance the input image
quality. The proposed framework demonstrated good classification accuracy of
(84%) on the test set. This study shows how crucial it is to properly prepare the
dataset through actions like cropping, augmentation, and pre-processing. It is
worth mentioning that we tried to show how the results of this work can be gen-
eralized to other datasets as well. However, we could not find any similar dataset
in which we could get the required information, such as MRI or CT images of the
organs, organ segmentation, tumor ground truth, and, most importantly, ISUP
grades.
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30. Pérez-Garćıa, F., Sparks, R., Ourselin, S.: TorchIO: a python library for efficient
loading, pre-processing, augmentation and patch-based sampling of medical images
in deep learning. Comput. Methods Programs Biomed. 208, 106236 (2021)
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Abstract. Neuropathic pain is a difficult condition to treat and would
require reliable biomarkers to personalise and optimise treatments. To
date, pain levels are mostly measured with subjective scales, but research
has shown that electroencephalography (EEG) and heart rate variability
(HRV) can be linked to those levels. Internet of Things technology could
allow embedding EEG and HRV in easy-to-use systems that patients
can use at home in their daily life. We have developed a system for home
monitoring that includes a portable EEG device, a tablet application
to guide patients through imaginary motor tasks while recording EEG,
a wearable HRV sensor and a mobile phone app to report pain levels.
We are using this system in a clinical study involving 15 spinal cord
injury patients for one month. Preliminary results show that relevant
data are being collected, with inter and intra-patients variability for both
HRV and pain levels, and that the mobile phone app is perceived as
usable, of good quality and useful. However, because of its complexity,
the system requires some effort from patients, is sometimes unreliable
and the collected EEG signals are not always of the desired quality.

Keywords: IoT · EEG · HRV · Neuropathic pain · mobile health

1 Introduction

Neuropathic Pain (NP) is defined by the International Association for the Study
of Pain as “pain caused by a lesion or disease of the somatosensory nervous sys-
tem” [1] and is considered one of the most difficult painful conditions to treat
[3]. NP is present, for example, in Spinal Cord Injury (SCI), with a prevalence
ranging between 40% [27] and 60% [32]. Unfortunately, pharmaceutical treat-
ments for NP have limited efficacy (<50%) [8], hence an objective and robust
biomarker for NP is desirable to personalise and optimise treatments.
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The measurement of the intensity of NP is based on psychometric scales
and quality of life questionnaires [6,10]. This introduces subjectivity and only a
partial/static view of the wide circumstances of the patients, which also affects
the estimation of the effectiveness of treatments both in clinics and trials. To
avoid bias, daily records of the level of pain become a tool to complement the
proper evaluation of the patient.

Given that pain causes autonomic responses, physiological variables can be
measured as biomarkers for NP, such as blood pressure, skin conductance, respi-
ration heart rate, and electroencephalography (EEG) [14,18]. Particularly heart
rate variability (HRV) shows a clear link with pain [13], due to the decrease
in parasympathetic activation, which causes decreased high-frequency HRV [31]
and has been even associated with the subjective experience of pain [9]. In addi-
tion to HRV, a recent systematic review on biomarkers for chronic NP [19]
identified EEG as a candidate method for measuring NP objectively. These find-
ings suggest that the combined use of EEG and HRV could provide a reliable,
objective quantification of NP, as proven, for example, in placebo analgesia [7].

Internet of Things technologies could provide a means to measure these quan-
tities with high frequency and at patients’ homes. HRV can nowadays be acquired
continuously by inexpensive wrist-worn fitness trackers and smartwatches [20],
which can share data through their companion smartphone apps. HRV, however,
can be affected by several factors in addition to pain [36], and should therefore
be completed with EEG, which can be delivered with modern portable EEG
devices [37], and used during scheduled measurement sessions guided through a
personal computer or smartphone [2].

In terms of mobile and IoT-based systems for pain measurement and manage-
ment, the literature review shows a scarcity of proven solutions, notwithstanding
the growing interest in the matter [21]. Typical applications include electroni-
cally delivered surveys and scales, training programs for treatment and self-
management, remote consultations, rehabilitation, psychological support and
therapies, medication management and adherence [16,29,30]. Similarly, systems
using objective sensor data are scarce in extant research. The aim of this study is
therefore to develop an IoT-based system for the study of pain in home settings
using EEG and HRV as objective measurements of pain.

This paper is structured as follows: Sect. 2 describes previous work, Sect. 3
describes the developed system while Sect. 4 provides preliminary statistics col-
lected from our running clinical study. Finally, Sect. 5 concludes the findings so
far and outlines opportunities for future development.

2 Previous Work

Machine learning has been used to identify spinal cord injured participants at risk
of developing central NP from multichannel EEG [35]. Three classifiers (artifi-
cial neural networks ANN, support vector machine SVM and linear discriminant
analysis LDA) were shown to obtain similar results with higher than 85% clas-
sification accuracy on a full set of features. Similarly, using a Support Vector
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Machine algorithm has been proven to allow differentiation between patients
with chronic pain and healthy controls [34]. This showed an accuracy of >85%
solely based on the brain activity of three regions of interest: somatosensory
cortex and pregenual and dorsal anterior cingulate cortices.

HRV has been studied on electrocardiogram collected from healthy subjects
and patients with and without NP at rest [12]. Results show that participants
with NP exhibit a lower HRV, as determined by the standard deviation in R-R
length. Studies of electronic systems and IoT have used wearable accelerometers
to quantify daily activity in patients with pain [4,28,33]. These highlight that
there are differences in activity and behaviour between patients and healthy
controls, thus outlining the direction as promising.

In order to detect and quantify pain, one approach has been to measure
heart rate, skin conductance, skin temperature and respiratory rate [22]. The
data were then combined using an Artificial Neural Network (ANN) and a Fuzzy
expert system. Additionally, this research employed a mobile phone app to collect
data and provide first-hand assistance. Another example of combining multiple
sensors to recognise pain level in healthy volunteers subjected to painful heat
stimuli include taking signals from 3 cameras, a Kinect, facial electromyography
(EMG), skin conductance level and electrocardiogram [11]. These data were used
to train machine learning algorithms where ECG was used to extract features
from RR intervals, similarly to how HRV is computed.

Finally, facial EMG has also been used to implement a novel sensor based
on a flexible printed circuit board which naturally fits a human’s face [38]. This
system includes a mobile phone app to receive the sensor data through WiFi,
and a cloud-based architecture where to store, review and process patients’ data
in almost-real time. The proposed solution is, however, impractical in the long
term.

While the literature review shows a supportive stance on the idea of com-
bining several sensors’ data to measure pain, the majority of proposed systems
are prototypes tested with healthy individuals subject to induced pain. Very few
have been clinically validated with patients with NP and no studies were found
where EEG and HRV are combined in those patients.

3 Methods

We have developed an IoT-based system for the collection of HRV, EEG data,
and self-assessment of pain level, which is being used in a clinical study with
SCI patients.

3.1 Study Protocol

We are recruiting 15 SCI patients for one month each. Subjects are recruited at
the National Hospital for Paraplegics, Toledo, Spain. To include a representative
and ample sample of the SCI population, the inclusion criteria are age between
18 and 75 years, any aetiology, any level of injury, minimum time post-SCI of 6



96 D. Salvi et al.

weeks, presence of pain for more than 4 weeks, and a pain level between 2 and 8.
The exclusion criteria are severe psychiatric disorders, regular drug use, and the
impossibility of using the app. This experimental protocol was approved by the
ethics committee of the University Hospital Complex of Toledo (No. CEIC-621)
and conducted according to the Declaration of Helsinki.

Patients are asked to record their pain level 3 times a day using a mobile-
phone-based Visual Analogue Scale (VAS) [5]. The VAS scale is filled in at least 3
times a day (reminders are sent at 8:00, at 14:00, and at 20:00), but patients are
also asked to fill in pain levels when they recognise that the pain is increasing,
in accordance with a momentary assessment method [23]. Additionally, patients
are asked to wear a smartwatch to measure heart rate variability continuously.
Patients record their EEG activity once per day (30 days) guided by a tablet
application that defines when to rest or perform an imaginary motor task. Fifteen
days after starting the study, patients are asked to answer a usability [15] and
technology acceptance [17] questionnaire, delivered through the app.

3.2 IoT System

Fig. 1. IoT-base system architecture including sensors (Sony mSafety and BitBrain
Hero), user applications (Mobistudy app and tablet app) and server.

We developed an IoT system with four modules (see Fig. 1). First, we use the
Mobistudy app [25] to allow patients to record their pain levels. Through the
app, patients can create a profile and join the PainApp study using an invitation
code. The app sends reminders to ask patients to fill in the VAS scale when a
task is due, but patients are also able to report their pain level at any time. The
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VAS scale was implemented using a horizontal slider with values from 0 to 100.
To allow patients to focus on the visual scale rather than the numerical value,
the actual chosen value is not shown on the interface. Usability and acceptance
questionnaires are also delivered through the app, using its configurable “forms”
feature [24].

Second, we use a smartwatch used for collecting HRV data. We use the Sony
mSafety wearable device, which is able to measure steps, heart rate, heart rate
variability and activity type. We configured the device to measure HRV every
15 min. The data is sent by the watch to data storage using an embedded LTE
CAT-M1 radio communication module. Messages are encrypted when sent and
unencrypted when downloaded from the mSafety infrastructure.

Third, a tablet application allows patients to perform imaginary motor tasks
while measuring brain activity through EEG. As EEG device, we use the wear-
able and mobile BitBrain Hero EEG headset, with 9 dry electrodes. The tablet
application connects to the Hero through a USB or Bluetooth connection, col-
lects the raw EEG data, and guides the user through the tasks defined according
to the protocol [26].

Fourth, a backend server collects all data from applications and devices,
using the Mobistudy REST API. The mobile phone and tablet applications are
integrated with the server, and the data from smartwatches are downloaded from
the mSafety infrastructure through a webhook.

4 Preliminary Results and Discussion

The clinical study is still running at the time of writing. As more than half of the
patients have completed the study, we present preliminary statistics about usage
and information useful to evaluate the reliability and usability of the system,
based on the data collected.

Eighteen patients have been involved so far, with 12 having concluded the
study and 3 having dropped out for technical reasons: two users could not register
EEG data with enough quality and 1 patient did not receive notifications on the
phone. Five patients are female and 13 are male. The average age is 46.5 with
an 8.7 standard deviation.

Ten patients have contributed with 218 EEG sessions in total. Thirteen
patients have contributed with 653 pain level reports using the app and 8 patients
have contributed with 5673 HRV measurements since the start of the study.

During the execution of the study, a bug was identified in the Mobistudy
app that prevented scheduled notifications to be sent after the first 3 days of
participation. The bug has not been completely fixed yet, but, 3 months after
the beginning of the study, patients were made aware of it and instructed about
how to temporarily circumvent it. This issue had an impact on the number of
responses received (which is difficult to quantify) and led to one patient ceasing
to report pain levels completely.

A box plot of the received VAS pain levels recorded through the app is shown
in Fig. 2. It can be observed that pain levels vary considerably among patients
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(inter-patient variation) with some patients having wider variations than others
(intra-patient variation). The inter-patient variation is promising for associating
EEG and HRV features with pain levels as greater variability will facilitate the
development and validation of algorithms able to associate features on a wider
scale. These results suggest that patients with a high level of pain are indicative
of ineffective treatment and that intra-patient variation can indicate the need
for a more adjusted treatment regime, for example, to contrast the effect of
the medication gradually fading during the day. This exemplifies the potential
usefulness of telemonitoring systems in clinical practice for NP.

Fig. 2. Distribution (box plots) of the pain levels as reported on the mobile phone app
for each patient.

The distribution of HRV measurements is shown in Fig. 3 for those 8 patients
who have provided the data so far. Here, the main observation is that most
values are within reasonable limits (between 20 and 80 ms) and both inter and
intra-patients variability are present. No clear relationship can be derived from
the charts between HRV and pain levels, therefore a more detailed analysis will
be required in the future, for example by extracting low and high-frequency
components of the HRV signals [13,31].

In terms of EEG sessions, we found that maintaining the connection between
the tablet, the portable EEG device and the Mobistudy server was not sufficiently
reliable. For this reason, we decided to avoid sending the data to the server when
patients were recruited and opted to extract the EEG files from the tablet when
returned.

Aside from some technical issues such as this, most patients have been able
to record their EEG using this new technology. However, patients with a higher
degree of motor impairment required assistance in the use of the system. Thus
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Fig. 3. Distribution (box plots) of the heart rate variability (in ms) measured by the
wearable device, per patient.

far, four patients have brought the tablet and the EEG device at home while oth-
ers were in-patients and therefore helped by a lab technician during the record-
ings if needed.

EEG sessions are currently being analysed in greater depth by discarding
sections of the signal corrupted by noise and by computing spectral density
characteristics that will be fed into machine learning algorithms. This is done as
we are noticing that several sections of the collected EEG signals have spurious
frequencies which we believe are due to poor cabling. This is supported by having
used both models of the Hero device with USB and Bluetooth connections, and
noticing that the wireless model produces cleaner recordings. Of the 198 sessions
from 9 patients analysed so far, 91 sessions (46%) have been discarded because
of bad signal quality.

Results from the usability and technology acceptance questionnaires are pro-
vided in Tables 1 and 2 respectively. Descriptive statistics about the answers
provided to each section show that the app was well received among patients.
In terms of quality (uMARS questionnaire [15]), the app was considered engag-
ing, and functional, with a good degree of information, appealing aesthetics and
of good quality. Even if positive, engagement scored the lowest among the cate-
gories, which shows that filling in the VAS scale 3 times per day may be perceived
as tedious.

In terms of long-term acceptance (MOHTAM questionnaire [17]), both
usability and perceived usefulness were evaluated high, which indicates that,
notwithstanding the repetitiveness of the task, patients find it useful and would
be happy to perform it in the long term. This is also confirmed by the answers
related to the perceived impact of the uMARS questionnaire, as patients per-
ceive that the app facilitates both the reporting of their pain levels and the
participation in clinical studies.
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Table 1. Mean and standard deviation of the answers provided to the uMARS ques-
tionnaire, by category, on a Likert scale from 1 (negative evaluation) to 5 (positive
evaluation). N of patients = 7.

Category Mean Standard
deviation

Engagement (q1–q5) 3.33 1.22

Functionality (q6–q9) 4.56 0.58

Aesthetics (q10–q12) 4.33 0.58

Information (q13–q16) 4.40 0.71

Subjective quality (q17–q20) 3.39 1.42

Perceived impact in monitoring pain levels
(q21–q26)

3.37 1.33

Perceived impact in participating in clinical
studies (q27–q32)

4.07 1.45

Table 2. Mean and standard deviation of the answers provided to the technology
acceptance questionnaire, by category, on a Likert scale from 1 (negative evaluation)
to 5 (positive evaluation). N of patients = 7.

Category Mean Standard deviation

Perceived ease of use (q1–q7) 3.55 0.98

Perceived usefulness (q8–q12) 3.31 0.79

5 Conclusions and Future Work

This work presents an IoT-based system for recording EEG and HRV as biomark-
ers for pain levels in spinal cord injury, used as part of a clinical study. The
system uses a complex setup consisting of a portable EEG device, a smartwatch,
a tablet application and a mobile phone application. So far, fifteen patients have
been using the system successfully, showing that data can be collected and that
the app is usable. While collection and analysis of the data is ongoing work,
our preliminary results show that the data can be used to profile patients in a
clinically meaningful way.

Nonetheless, the complexity of setting up the devices, connections, and over-
all usability of this novel technology is still a challenge that needs to be addressed.
Over time, such work needs to ensure ease of use for the intended patient group
as well as to improve and validate the reliability of devices included in the system
to minimize the risk of corrupted signals.
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Abstract. Recent advances in sensing, processing, and learning of physiological
parameters, make the development of non-invasive health monitoring systems
increasingly effective, especially in those situations that need particular attention
to the usability of devices and software solutions due to the frailty of the target
population. In this context, we developed a sensorized shoe that detects significant
features in subjects’ gait andmonitors variations related to an intervention protocol
in people affected by Neuromuscular Disorders (NMDs).

This paper outlines the challenges in the field and summarizes the approach
used to overcome the technological barriers related to connectivity, deployment,
and usability that are typical in a medical setting. The proposed solution adopts
the new paradigm offered by Web Bluetooth based on Bluetooth WebSocket.

We show the architectural and deployment choices and how this solution can
be easily adapted to different devices and scenarios.

Keywords: Web Bluetooth · Smart Shoe · IoT Health Device

1 Introduction

Neuromuscular Disorders (NMDs) include a wide range of health conditions affecting
the function of muscular structures. They are related to the changes in the muscle or in
the peripheral nerves sending signals to the muscles. Their diagnosis and clinical repre-
sentation are often difficult even for skilled, experienced physicians. This is mainly due
to the hundreds of specific NMDs present in the clinical experience, which are classified
according to various principles. One of the most widely accepted ones distinguishes
between: i) muscular dystrophies; ii) myopathies; iii) neuromuscular junction disorders;
iv) motor/sensory neuropathies [1]. However, clinical hallmarks of such disorders are
often similar, making their differential diagnosis troublesome. Also, the development of
non-intrusive methods for their diagnosis and monitoring is an open challenge, making
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the need for easy-to-use and affordable devices and evaluation tests a key aspect of such
a scenario.

To this end, we tried to merge the outcomes of two main projects, namely InGene
2.0 and Ki-Foot, both from the clinical and sensing perspective to offer a technological
solution that, using a set of a few state-of-the-art short exercises wearing a sensorized
shoe, can detect and monitor the evolution of one of the most widely studied conditions
in people affected by NMDs, the Facioscapulohumeral muscular dystrophy (FSHD).

From a technological point of view, the shoe can detect significant features from
the gait of the user primarily related to the FSHD condition. In this medical context,
one of the main barriers to the adoption of technological solutions like this is the lack
of connectivity and the reliability of the data collection. To this end, we developed a
novel paradigm offered by the Bluetooth standard, namely Web Bluetooth1, that allows
us to connect to the smart shoe (or the data collection Bluetooth device) directly from
the browser without any configuration by the medical personnel that can exploit the
functionalities of the smart shoe in real-time while performing the exercises.

The chosen protocol is a specification for Bluetooth APIs to allow websites to com-
municate with devices in a secure and privacy-preserving way, it is still in a beta version
and not completely adopted by all the browsers in their current versions, but its promising
capabilities are worth the investigation in the eHealth context. For this reason, we show
the chosen architectural and deployment solution in order to give a reference develop-
ment guide to those interested in the implementation of this paradigm in their monitoring
solutions.

1.1 The InGene 2.0 Project

Several attempts have been made to relate the clinical diagnosis of an individual, or
a group of subjects, with NMD, to their genotype (i.e., their genetic background), to
retrieve similarities, clustering, and differences, which might be a useful add-on to the
current clinical practice. This is the main basis for the InGene 2.0 project, funded by
Tuscany Region, Italy, under the Bando Salute 2018 call for grants, attempting at making
use of technological (both hardware and software) tools to support the clinician in the
diagnosis of NMD and the relationship retrieval between genotype and phenotype. The
project, involving four clinical centers and two research institutions in the Region, aims
at proposing this new paradigm of diagnosis and treatment, fruitfully supported by
technology, to the regional and national decision-making, with likely positive outcomes
in termsof a correct diagnosis andwith a truly person-tailored treatment in suchdisorders.

Considering the most widely studied conditions in this field, Facioscapulohumeral
muscular dystrophy (FSHD) attracts a lot of attention from clinicians for its relative
incidencewith respect to otherNMDs, and for their clinical characteristics. In fact, FSHD
is a disorder characterized by muscle weakness and wasting (atrophy). The disorder
gets its name from muscles that are affected, namely those in the face ( facio), around
the shoulder blades (scapulo), and in the upper arms (humeral)2. What is particularly
intriguing in FSHD is the presence of a peculiar muscular involvement, represented by

1 https://www.w3.org/community/web-bluetooth/.
2 https://rarediseases.org/rare-diseases/facioscapulohumeral-muscular-dystrophy/.

https://www.w3.org/community/web-bluetooth/
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a relative weakness of the anterior muscles of the leg, mainly the tibialis anterior, which
is of relevance according to the clinicians, also due to their somewhat relationship with
the relative clinical severity of the disorder [2, 3]. Sometimes, such a muscular structure
reflects minor changes related to the disease course even years before the onset of clear,
related clinical signs, making it a useful target for tailored investigations. However,
although efforts have been made to develop proper methods for the analysis of muscular
involvement, which are usable, informative, and affordable, most studies still rely on
the use of Magnetic Resonance Imaging (MRI) tools, which are expensive, somewhat
obtrusive and not always well accepted by the patients [4, 5].

To this extent, new methodologies combining a fast, user-compliant, cost-affordable
approach to study the tibialis anterior involvement in FSHD are desirable, making one of
them the core of the investigation presented here. In particular, we chose a set of specific
short exercises performed while wearing the smart shoes in order to detect and monitor
such a condition: six minute walk test, ten meters walk, timed up and go, and four steps
climbing.

1.2 A Smart Shoe for Gait Analysis

The core sensing device of the overall system is the smart shoes, which are sensorized
footwear. Even if smart shoes, from an aesthetic point of view, they are not different from
a normal pair of shoes, the upper side is made of leather while the sole belongs to the
“Gommus” line, which is a rubber sole line for high performances, high quality, and high
design products3. Inside the sole, different sensors and communication components4 are
present that allow an accurate analysis of different gait parameters. TheKi-Foot [6] shoe,
based on the Motus prototype developed Carlos s.r.l., Fucecchio, Italy, has five pressure
sensors integrated under the insole to monitor the mechanical interaction of the foot with
the ground: three sensors under the forefoot, and the remaining two under the heel. In
this way, almost complete coverage of the entire surface of the sole of the foot is ensured.
The pressure sensors are custom-made piezo-resistive transducers produced by using a
conductive material on a flexible substrate. These force sensors are sampled at 50 Hz.
This kind of sensor has already been tested in different scenarios like sleep monitoring
with smart bed slats [7]. A digital Inertial Measurement Unit (IMU) is integrated into the
frontal part of the shoe. It consists of a 9-axis inertial platform with a 3D accelerometer,
a 3D gyroscope, and a 3D magnetometer. Each value of the accelerometer represents
the measure of acceleration of the corresponding axis, and it is measured in mg (milli-
gravity). The gyroscope measures the angular speed for each corresponding axis and is
expressed in dps (degrees per second). The magnetometer indicates the measurement of
the earth’smagnetic field for each axis and is expressed inmG (milli-Gauss). ABluetooth
Low Energy (BLE) transmission module is integrated with the rest of the electronic unit
in the heel of the shoe to enable low-energy data transmission to a BLE device. The
rechargeable battery type LIPO allows the complete operation of the system for 48 h.
Being completely wireless controlled, the subject is not conditioned during movement
and can move freely and independently for several days. Thanks to these sensors and to

3 http://www.gommus.it.
4 http://www.adatec.it.

http://www.gommus.it
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these measures, there is a realistic analysis of the step and the characteristics of the two
feet independently. We extract different features (Fig. 1) from the raw data collected to
be used by clinicians in their gait analysis while performing the prescribed exercises.
In the Temporal space, we extract step time, stride time, stance time, single limb stance
time, double-limb stance time, swing time, swing-stance ratio, and cadence. The Spatial
characteristics extracted are stride length, step length, and speed. The Control features
are gait speed and stride regularity, while in the Pressure category falls the parameters
related to Center of Pressure (CoP), mean pressure value, peak pressure value, and speed
of CoP shift.

Fig. 1. From raw data to gait’s temporal, spatial, control, and pressure related features

2 The Web Bluetooth Solution

Nowadays, browsers are evolving, bringing new APIs and ways to connect to other
devices and allowing access to more functionality than they ever did before. One such
API is theWeb Bluetooth API5. ThisWeb Bluetooth API is still in beta as of this writing,
but once this gets released to the public, it will open a whole lot of opportunities for
researchers and developers who want to use Bluetooth but don’t have the possibility to
create a native application for each platform.

The Web Bluetooth API is a low-level API allowing Web applications to pair with
the nearby Bluetooth Low Energy-enabled peripheral devices and access their services
exposed. Subsets of the Web Bluetooth API are available in some browsers as in Fig. 2.
This means it is possible to request and connect to nearby Bluetooth Low Energy
devices, read/write Bluetooth characteristics, receive GATT Notifications, know when
a Bluetooth device gets disconnected, and even read and write to Bluetooth descriptors.

5 https://www.chromestatus.com/feature/5264933985976320.

https://www.chromestatus.com/feature/5264933985976320
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Fig. 2. Compatibility table of theWebBluetooth functionalities onvarious browsers andplatforms

TheGenericAttributeProfile (GATT) establishes in detail how to exchange all profile
and user data over a BLE connection. In contrast with Generic Access Profile (GAP),
which defines the low-level interactions with devices, GATT deals only with actual
data transfer procedures and formats. GATT also provides the reference framework
for all GATT-based profiles, which cover precise use cases and ensure interoperability
between devices from different vendors. All standard BLE profiles are therefore based
on GATT and must comply with it to operate correctly. This makes GATT a key section
of the BLE specification because every single item of data relevant to applications
and users must be formatted, packed, and sent according to its rules. GATT uses the
Attribute Protocol as its transport protocol to exchange data between devices. This data
is organized hierarchically in sections called services, which group conceptually related
pieces of user data called Characteristics.

The GATT Profile Hierarchy describes how a GATT Server contains a hierarchy of
Profiles, Primary Services, Included Services, Characteristics, and Descriptors.

Profiles are purely logical: the specification of a Profile describes the expected inter-
actions between the other GATT entities the Profile contains, but it’s impossible to query
which Profiles a device supports.

GATT Clients can discover and interact with the Services, Characteristics, and
Descriptors on a device using a set of GATT procedures. The specification refers to
Services, Characteristics, and Descriptors collectively as Attributes. All Attributes have
a type that’s identified by a UUID. Each Attribute also has a 16-bit Attribute Handle
that distinguishes it from other Attributes of the same type on the same GATT Server.
Attributes are notionally ordered within their GATT Server by their Attribute Handle,
but while platform interfaces provide attributes in some order, they do not guarantee that
it’s consistent with the Attribute Handle order.

A Service contains a collection of Included Services and Characteristics. The
Included Services are references to other Services, and a single Service can be included
by more than one other Service. Services are known as Primary Services if they appear
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directly under the GATT Server, and Secondary Services if they’re only included by
other Services, but Primary Services can also be included. A Characteristic contains
a value, which is an array of bytes, and a collection of Descriptors. Depending on the
properties of the Characteristic, a GATT Client can read or write its value, or register
to be notified when the value changes. Finally, a Descriptor contains a value (again an
array of bytes) that describes or configures its Characteristic.

As with any other protocol or profile in the Bluetooth specification, GATT starts
by defining the roles that interacting devices can adopt: Client or Server. The GATT
Client corresponds to the ATT client using Attribute Protocol. It sends requests to a
server and receives responses (and server-initiated updates) from it. The GATT client
does not know anything in advance about the server’s attributes, so it must first inquire
about the presence and nature of those attributes by performing service discovery. After
completing service discovery, it can then start reading and writing attributes found in the
server, as well as receiving server-initiated updates. TheGATT Server corresponds to the
ATT server, which uses Attribute Protocol for the connection. It receives requests from
a client and sends responses back. It also sends server-initiated updates when configured
to do so, and it is the role responsible for storing and making the user data available to
the client, organized in attributes. Every BLE device sold must include at least a basic
GATT server that can respond to client requests, even if only to return an error response.

The Web Bluetooth API is exposed in the most updated browsers as a Javascript
API:

navigator.bluetooth.requestDevice(serviceFilters)
Scans for the device in range supporting the requested services. Returns a Promise.
device.gatt.connect()
Returns a Promise resolved with the server object providing access to the services

available on the device.
server.getPrimaryService(name)
Returns a Promise resolved with the particular Bluetooth service on the device.
service.getCharacteristic(name)
Returns a Promise resolved with the GATT characteristic object.
characteristic.readValue()
Returns a Promise resolved with a raw value from the GATT characteristic.
characteristic.writeValue(value)
Writes a new value for the GATT characteristic.

2.1 Web Bluetooth on the Field

Web Bluetooth is not yet a W3C standard but, besides the available implementations
in Chrome platforms, roadmaps are available in Mozilla Firefox, Microsoft Edge, and
WebKit (Safari)6. TheAPI has gained attention in literature, and it has been implemented
in various contexts. In [8], a push notification-based login method has been proposed,
while in [9], authors present amethod for rapid development of applications in distributed
BLE IoT systems for eHealth and sports. In that work, a throughput comparison between
a native and a Web Bluetooth solution has been presented and the conclusion was that,

6 https://www.bluetooth.com/blog/the-web-bluetooth-series/.

https://www.bluetooth.com/blog/the-web-bluetooth-series/
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despite the fact that at a higher transmission rate a native application outperforms the
HTML5 Web Bluetooth application, the developed Web Bluetooth framework enables
software and service operators to iteratively create, tune and deploy filter algorithms
in distributed BLE IoT systems, without rebooting nodes or restarting programs using
dynamic software updating. Also, a human centered Web-based dataset creation and
annotation tool for real time motion detection has been developed [10] in which the user
can effectively collect gestures from a nearby device that supports the BLE protocol,
assign tags to the collected data, and store them remotely. A particular example of Web
Bluetooth implementation in eHealth applications is presented in [11] that present the
opportunities for Brain Computer Interaction (BCI) developers to stream data directly
to a web browser.

3 The Proposed IoT Solution

Designing an IoT solution that can be used in clinical settings requires a careful eval-
uation of the technological aspects involved in such a context in terms of connection
availability, easiness of deployment and maintenance, and usability by the medical staff
or the caregivers. To analyze the possible scenarios and their implications, we considered
three main entities that come into play:

• Web App: the application running within a browser on a mobile device, used by the
clinicians to record the patients’ data as well as handling the execution of the exercises
proposed to the users

• BLE shoes: sensorized devices worn by the patients, able both to collect inertial
and pressure readings and to transmit the data to a receiving device via a Bluetooth
Low-Energy connection

• Logger: service in charge of recording the raw data generated by the sensorized shoes
during an exercise and associating the recorded data to a specific user identifier for
the subsequent processing phases

Through the Web Bluetooth API, any web application can interact with nearby
Bluetooth devices in a secure and privacy-preserving way, without the need to deploy
additional platform-specific apps. Depending on the environmental conditions and the
features of the involved devices, we identified two reference scenarios in which the
designed architecture can provide a feasible and effective solution.

3.1 Scenario 1: Web App as a Proxy

In this scenario, theWebApp runs in a browser and acts as a bridge between theBluetooth
shoes and the remote logger service (Fig. 3). The shoes are directly pairedwith themobile
device and the Web App exploits the Web Bluetooth API provided by the browser to be
able to connect to the shoes and receive the generated data in real-time. Subsequently,
by employing a web socket connection to a backend device, the app sends the raw data
collected from the patient exercise to the remote logger service.

The main interactions among the three involved entities are shown in the sequence
diagram of Fig. 4. The Web App, as soon as the clinician has selected the patient and
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Fig. 3. The Web App collects data from BLE shoes and sends it to the remote logger

started the exercise, requests the available devices to the browser, which in turn trig-
gers a discovery process to find the Bluetooth shoes by name. Whenever the shoes are
detected, the Web App queries for both the available services and characteristics. Once
the characteristic containing the sensors data is matched, the associated notification is
enabled and, since then, the Web App starts to receive and locally store the data stream
acquired from the shoes. This loop continues until the clinician stops the exercise from
the Web App; then the connection to the shoes is closed and the locally cached recorded
exercise is transferred to the remote logger service.

In this scenario the logger can be deployed on a remote backend, thus keeping the
number of devices that needs to be deployed on-site at a minimum. This aspect is very
important when the technical staff supporting the clinicians could not provide continuous
or immediate assistance during the operational phase. On the contrary, we should note
that theBluetooth connection between the sensing devices and the smartphones or tablets
can be impaired by potential technical limitations. In our case, adopting a pair of shoes
transmitting at a data rate of 50 Hz each in environments where other transmitting
devices are present, reduces the reliability of the communication, causing irregular data
transmission and occasional connection losses. To improve the situation, we rearranged
the system architecture to increase the performance of the Bluetooth data transmission,
hence conceiving scenario 2 illustrated in the next section.

3.2 Scenario 2: Single-Board PC as a BLE Device

To overcome the technical limitations of the specific devices we used in our experimental
settings,we decided to use two receivingBluetooth antennas, one for each shoe, to collect
data. We used two antennas on a small single-board PC, like for instance the Raspberry
Pi, able to host the logger service as well. In this scenario, shown in Fig. 5, the shoes
are directly paired with the logger device and the Web App acts as a controller to start
and stop the data recording task. The logger device exposes itself as a Bluetooth device
to be detected by the browser via the Web Bluetooth API.
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Fig. 4. Sequence diagram of the interaction among the devices in scenario 1

Fig. 5. TheWeb App connects to the logger service which, in turn, collects the data directly from
the BLE shoes
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Fig. 6. Sequence diagram of the interaction among the devices in the scenario 2
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The main components interactions taking place in this scenario are shown in Fig. 6.
Once the clinician selects the user and starts the exercise, the Web App requests the
discovery of the Bluetooth devices looking for a logger with a predefined name. If the
logger is found, the Web App connects to it and searches for a specific characteristic
used as a Boolean value to communicate whenever the logger must start or to stop
the recording from the shoes. Writing the value ‘1’ to this characteristic, triggers the
logger into discovering the shoe devices, connecting to them, searching for the services
and characteristics, and starting the notification to receive the sensors data. During the
exercise, the acquired data is locally stored on the logger device. As soon as the clinician
stops the exercise from the web interface, the Web App writes the value ‘0’ to the logger
characteristic causing its disconnection from the shoes and the transmission of the cached
exercise data to the Web App. Eventually, when the data transfer in completed, the Web
App disconnects from the logger device.

This configuration allows us to obtain themaximumperformance in terms of connec-
tion reliability and transfer rate even in environments where several Bluetooth devices
are present. Abstracting from the specific use case, this architecture is valuable whenever
due to technical limitations or particular Bluetooth requirements, the connection between
the Bluetooth equipment and the mobile device doesn’t perform well and can indeed be
improved by employing external or multiple antennas. On the downside, with respect to
the scenario 1, the on-site installation of an additional device increases the deployment
complexity and might require protracted technical support during the system operation.
Adopting a local Bluetooth connection between the mobile device on which the Web
App is running and the logger device, avoids the need to set up a communication chan-
nel based on the Wi-Fi connection. Since in clinical environments it might be difficult
to obtain access to existing Wi-Fi networks for security reasons, this would require to
either deploy a local access point or a hotspot. Instead, using the Bluetooth connectivity,
the user experience of the healthcare staff operating the Web App is not burdened with
troublesome configuration operations.

4 Conclusions

In this paper, we presented an IoT solution to help in the clinical diagnosis of subjects
with NMD by using gait information from a BLE sensorized shoe. Although we focused
on collecting the data from the sensorized shoes to analyze the human gait characteristics,
the IoT technological solutions we envisaged can be applied to any kind of BLE device
that exposes an accessible data interface. This is possible thanks to the capabilities offered
by the novel Web Bluetooth API that is a candidate to become the standard de facto for
connectivity between smart devices and web applications. The presented architectural
choices can be easily modified and adopted by any developer in need for a seamless
integrated solution for their reference domain.
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Abstract. Asthmamonitoring is an important aspect of patient self-management.
However, due to its repetitive nature, patients can find long-term monitoring
tedious. Mobile health can provide an avenue to monitor asthma without needing
high levels of active engagement, and instead rely on passive monitoring. In our
recent AAMOS-00 study, we collected mobile health data over six months from
22 asthma patients using passive and active monitoring technology, including
smartwatch, peak flow measurements, and daily asthma diaries.

Compliance to smartwatch monitoring was found to lie between the compli-
ance to complete daily asthma diaries and measuring daily peak flow. However,
some study participants faced technical issues with the devices which could have
affected the relative compliance of the monitoring tasks.

Moreover, as evidenced by standard usability questionnaires, we found that
the AAMOS-00 study’s data collection system was similar in quality to other
studies and published apps.

Keywords: Asthma · Mobile Health · mHealth · Home Monitoring ·
Compliance · Passive Monitoring

1 Introduction

Asthma is a variable long-term condition affecting 339 million people worldwide [1].
There are often diurnal, seasonal, and life-time variations in the symptoms experienced
by a patient. Common symptoms include shortness of breath, wheezing, and cough.
Asthma attacks, if not treated promptly, can lead to hospitalization or even death [2, 3].
Currently, there is no cure for asthma, so the focus is on patients’ self-management of
their condition [4]. This involves monitoring asthma status to inform the best course of
action.

Regular monitoring of asthma symptomsmay identify worsening asthma status early
and action can be taken to avoid further deterioration. However, patients may consider
long-term monitoring as tedious, especially during extended periods when they do not
experience symptoms, which may lead to a loss of engagement [5].
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Mobile health (mHealth) can support asthma home monitoring and asthma self-
management through the use of devices such as smartwatches which require much lower
levels of active engagement from patients [6]. This ‘passive’ approach has the potential
to support many more patients in monitoring and making decisions about their health.

We are currently working towards building a system to monitor asthma without
requiring high levels of active engagement, the Asthma Attack Management Online
System (AAMOS). It is currently unclear whether passive monitoring would be ben-
eficial or indeed provide higher levels of engagement and compliance in long-term
monitoring. As a starting point, we conducted the AAMOS-00 study “Predicting asthma
attacks using connected mobile devices and machine learning”, a pilot study focused on
collecting novel monitoring data (see [7] for additional details on the study design). The
novel data collected during the AAMOS-00 study provides an opportunity to explore
compliance with passive monitoring, the focus of this paper.

The primary aim of this study is to test whether passive monitoring would lead to
higher compliance over an extended time when compared to active monitoring. The
secondary aim is to investigate the usability of the system.

2 Methods

2.1 Study Design

We recruited 32 asthma patients across theUnitedKingdomwho had experienced at least
one severe asthma attack (as defined by the American Thoracic Society and European
Respiratory Society [2]) during the past year. We undertook the observational study
from April 2021 to June 2022 in two phases. During phase one, monitoring was by
daily questionnaire over one month to select patients with at least 50% compliance.
These patients (n = 22) were then invited to participate in phase two that consisted of
device and daily questionnaire monitoring over six months. In addition to using their
own smartphone, participants were provided with three smart monitoring devices: a
smartwatch (MiBand3 by Xiaomi [8]), a smart peak flowmeter (Smart Peak FlowMeter
by Smart Asthma [9]), and a smart inhaler (FindAir ONE by FindAir [10]) [7]. Figure 1
provides an overview of the whole research data collection system.

In phase two, participants answered questionnaires at home using theMobistudy app
(a mobile-based research platform for data collection [11]). Participants uploaded data
from the smartwatch weekly via a Bluetooth connection, and conducted two sets of peak
flow measurements with the smart peak flow meter, once in the morning and once at
night; the maximum of three measurements was reported per set. Moreover, participants
used the FindAir app to upload data from the smart inhaler. At the end of the AAMOS-00
study, participants were asked to digitally complete an exit questionnaire at home about
the acceptability and usability of the study’s data collection system.

Our analysis used data collected from the 22 participants during phase two of the
AAMOS-00 study and the end-of-study questionnaire. In particular, the focus was on
investigating passive and activemonitoring using the daily asthma diary, smart peak flow
meter, and smartwatch usage data. The daily asthma diary and smart peak flow meter
monitoring tasks reflected current practice of asthma monitoring, while smartwatch use
represented a promising technology for passive monitoring.
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Fig. 1. AAMOS-00 system overview (adapted from our previous publication [7]).

2.2 Measure of Compliance

Compliance with each monitoring task was defined as their completion on a daily basis.
Specifically, daily compliance with active monitoring meant completion of the asthma
diary (a seven-item questionnaire) daily task and completion of at least one set of peak
flow readings (three readings per set) per day. Daily compliance for the passive mon-
itoring task meant wearing the smartwatch for at least 12 h between 00:00 and 23:59.
The mobile app provided daily notification reminders to complete the monitoring tasks.

The day 0 compliance was the daily compliance on the first day of data collection.
The average compliance over each month was calculated across the study population,
which was the total tasks completed over 30 days by all participants divided by the total
engagement requested. For example, the average compliance of the asthma diary in the
first 30 days for 22 participants was

Total asthma diaries completed in 30 days by 22 participants

30× 22
(1)

Change in compliance over time was investigated using linear regression using R,
which gave an intercept and gradient per monitoring task. This intercept represented the
initial level of compliance, and the gradient represented the average increase or decrease
in compliance over 30 days.

Participant retention was defined to be the total number of days between the first and
last day of engagement with the study. Participants in phase two of AAMOS-00 each
had a potential maximum of 184 days of participation.

2.3 Usability Questionnaires

The AAMOS-00 study exit questionnaire about the acceptability and usability of the
system incorporated three validated questionnaires. Usability was assessed with the
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System Usability Scale (SUS) [12], personal motivation to use technology for self-
management used the mHealth Technology Engagement Index (mTEI) [13], and app
quality and perceived impact used the User version of Mobile Application Rating Scale
(uMARS) [14]. Some uMARS questions were adapted to reflect the AAMOS-00 study’s
aims and system.

System Usability Scale (SUS). The SUS [12] questionnaire is a widely-used 10-item
validated questionnaire [15] assessing system usability. It is answered on a five or seven
point Likert scale. The questions are simple and effective [15], and alternate between
positively and negatively worded text, to reduce response bias [12].

mHealth Technology Engagement Index (mTEI). The mTEI [13] is a 16-item vali-
dated questionnaire which measures a person’s motivation to use telehealth systems by
asking about five main areas: autonomy, competence, relatedness, goal attainment, and
goal setting. Assessing the correlation to other related measures, the mTEI developers
found significant positive correlations [13] with the Psychosocial Impact of Assistive
Devices (PIADS) [16], but low correlations to the TechnologyAcceptanceModel (TAM)
[17], and SUS [12], suggesting they were distinct measures [13]. We considered all the
questions to be helpful in assessing a person’s self-management status and preferences.

User Version of Mobile Application Rating Scale (uMARS). The uMARS [14] vali-
dated questionnaire builds upon the MARS [18] which measures app quality. The ques-
tionnaire includes 16 questions in four domains: engagement, functionality, aesthet-
ics, and information, and two sections on subjective quality and perceived impact. The
answers include five statements along a scale of “1. Inadequate” to “5. Excellent”. To
be consistent with the other two questionnaires (SUS and mTEI), the uMARS questions
were reworded to a five-point Likert scale format in the AAMOS-00 exit questionnaire.

3 Results

3.1 Study Population

Most participants in phase two of the AAMOS-00 study were female (77%), white
(95%), and had uncontrolled asthma in the month before joining the study (see Table 1).
The average age was 40 years, and all the participants in phase two of the AAMOS-
00 study had at least 50% compliance in phase one (one month of daily questionnaire
completion).

3.2 Compliance

The compliance to monitoring did not show significant difference between the ‘passive’
smartwatch and ‘active’ monitoring tasks – all were equally low at<50% by the end of
the second month. The highest compliance was to the asthma diary task, which started
with 82% compliance on day 0 and continued to have the highest compliance throughout
the sixmonths. Compliance to peak flowmonitoringwas the lowest, beginning at 46%on
day 0 and dropping to 16% after six months. The compliance to smartwatch monitoring
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Table 1. Population Characteristics. Twenty-two patients participated in phase two of the
AAMOS-00 study, where participants conducted six months of monitoring using smart devices
and answered daily questionnaires about asthma. RCP3 score ranges from 0 to 3, 0 indicating
good control, 3 indicating poor control [19].

Characteristics AAMOS-00 Phase Two (n = 22)

Sex, n (%)

Female 17 (77%)

Male 5 (23%)

Age, median (IQR) 40.2 years old (15.7 years old)

Royal College of Physicians’ “3 Questions” about
asthma control (RCP3) [19] in past month, mean

2.4

was in-between the compliance levels of asthma diary and peak flow monitoring in all
six months (see Fig. 2).

Furthermore, by investigating the linear fit of the change in compliance over six
months, we observed the level of compliance to smartwatch monitoring was between
the two active monitoring tasks. Although the asthma diary started with the highest level
of compliance, it also had the largest drop in compliance per month (−7.6% compliance
per 30 days). In contrast, the peak flow task started with the lowest compliance but also
had the lowest drop in compliance per month (−4.9% compliance per 30 days). See
Table 2.

Table 2. Linear fit of compliance over 6 months.

Monitoring Task Intercept Average change in compliance per 30 days
(gradient)

Asthma Diary 62%, 95% CI [55%, 69%],
t = 17, p = 6.7e−05

−7.5%, 95% CI [−9.6%, −5.5%],
t = −7.2, p = 0.0019

Smartwatch 51%, 95% CI [46%, 57%],
t = 18, p = 6.1e−05

−6.3%, 95% CI [−7.9%, −4.6%],
t = −7.4, p = 0.0018

Peak Flow 42%, 95% CI [38%, 46%],
t = 22, p = 2.5e−05

−4.9%, 95% CI [−5.9%, −3.8%],
t = −8.9, p = 0.00088

3.3 Questionnaire Feedback

More than half of the phase two participants (14 out of 22) filled in the end of study ques-
tionnaire. However, this small sample of respondents was skewed towards participants
who were very adherent to monitoring, even when compared to the study population
(in themselves motivated individuals). Respondents to the final questionnaire had aver-
aged 154 days of participation which was higher than the overall average in phase two
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Fig. 2. Compliance to monitoring in the AAMOS-00 study. Twenty-two asthma patients were
asked to complete daily monitoring tasks. Compliance was measured by completion of daily
asthma diary, wearing the smartwatch at least 12 h per day, and conducting a set of peak flow
measurements per day.

(123 days). The two respondents with the lowest retention had five and 38 days of par-
ticipation. The respondent with five days of participation formally withdrew from the
study citing frustration with the technology. Median age of respondents was 47 years old
(slightly older than the overall phase two study population) with 71% females (slightly
smaller proportion of females compared to the overall phase two study population).

3.4 Questionnaire Score

Median SUS score in the AAMOS-00 study was 61.25, which is slightly below the
average SUS score of 68 as measured across 500 studies [20]. The median overall
uMARS score was 3.44, which is slightly higher than the average score of 3.26 as
measured across 50 mental health and well-being apps on the iTunes store [18].

Investigating the uMARS score further, we could see the lowest scored aspects were
engagement (AAMOS-00 median score of 3.20, which is still higher than the iTunes
average of 2.68 [18]) and functionality (AAMOS-00median score of 3.5, which is lower
than the iTunes average of 4.01 [18]) (see Fig. 3). The two highest scored aspects of
aesthetics (median score of 3.67) and information (median score of 3.75) were higher
than the iTunes average of 3.49 and 2.88 respectively [18].

The number of asthma diaries completed gives an approximate measure for the
engagement with the study. There was a strong correlation (Pearson’s correlation =
0.56) between SUS score and total asthma diaries completed, which suggests that the
usability of the system was a major factor influencing engagement with the study.

In general, there was a weak correlation (Pearson’s correlation = 0.28) between the
mTEI score and the total asthma diaries completed, suggesting that motivation to use
technology was mostly independent of engagement. However, the autonomy subfactor
of the mTEI questionnaire had a moderate correlation (Pearson’s correlation = 0.34)
with engagement, indicating users who are motivated by a need to be in control of their
own health were more likely to complete asthma diaries.
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Fig. 3. uMARS score of the AAMOS-00 study’s data collection system. The median uMARS
overall score was 3.44.

There was moderate correlation (Pearson’s correlation= 0.32) between the number
of asthma diaries completed and the uMARS questionnaire score. In particular, there
was a moderate correlation (Pearson’s correlation= 0.43) with the functionality section,
and a low correlation (Pearson’s correlation= 0.24) with the information section of the
uMARS questionnaire. This suggests that participants who found the research data col-
lection system easy to use and considered that it provided useful and reliable information
were more likely to engage with the study.

3.5 Study Feedback

The devices (smartwatch, smart peak flow meter, and smart inhaler) were generally
reliable, but some participants encountered issueswith different devices during the study.
One participant pointed out that the readings of the smart peak flow meter did not match
with their mechanical counterpart, a recognized discrepancy that could hinder clinical
adoption of the device. Although the hardware designers of the smart inhaler device
had tackled some problems with false positives and false negatives, there were still
comments about the smart inhaler’s reliability. Additionally, some people encountered
missed actuations (false negatives). Some smartwatches also had to be replaced after
around five months of use, when the device stopped holding charge or failed to connect
to the app via Bluetooth.

“The FindAir app was the most useful tracking inhaler usage but needs to be more
reliable. It kept missing uses.”

– participant (female, 38 years old, 183 days of participation)

“The smart peak flow meter was not recording at the same reading as the regular
more traditional widely used peak flow tube issued by GP’s and the pharmacy.”

– participant (female, 47 years old, 184 days of participation)

“The peak flow meter did not always work and it became frustrating to use”

– participant (female, 37 years old, 184 days of participation)

“The FindAir app never worked for me; the peak flow meter occasionally didn’t
work and the [smartwatch] had to be replaced.”
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– participant (female, 46 years old, 184 days of participation)

“I have a iPhone 11 [and Apple] watch 3. Both are far more advanced and could
do a better job more accurately and reliably”

– participant (male, 52 years old, 5 days of participation)

Although the smart peak flow meter worked well in controlled environments, it had
trouble calibrating with some LED lights when used in a real-world setting in this study.
The flickering lights would sometimes drastically inflate the peak expiratory flow (PEF)
rates to impossible values. A few participants who could not use the smart peak flow
meter reliably used other peak flow measurement methods and manually shared their
PEF recordings via email.

“[The peak flow meter] doesn’t work in normal indoor light settings which made
it harder to use in autumn and winter when day light hours are limited. … Gave
drastically inaccurate readings occasionally.”

– participant (female, 47 years old, 184 days of participation)

“Downside is that the peak flow doesn’t work with LED lighting (lightbulbs we
have in UK)”

– participant (female, 48 years old, 184 days of participation)

The AAMOS-00 study was an observational study and did not actively provide any
medical advice, but some participants found the monitoring alone to be useful. This
included, for example, seeing the disparity between the measured relief inhaler usage
and their own answers to the question about daily relief inhaler usage.

“I was surprised by how out I was when guessing how many times I’d used my
inhaler.”

– participant (female, 54 years old, 184 days of participation)

“Thank you for sending me [the FindAir] device as it has opened my eyes up to
how much stress affects my asthma and is a big trigger for me. It made me realize
that I need to be more aware of this and take more action.”

– participant (female, 47 years old, 184 days of participation)

In contrast, some respondents did not think the study and monitoring had changed
their attitudes toward improving their asthma.

“I was very happy to record the data, but did not find it helped me to manage my
asthma.”

– participant (female, 46 years old, 184 days of participation)

During the study, some participants encountered multiple issues with the technology
(e.g. setting up the Bluetooth connection between Mobistudy and the smartwatch). We
resolved most software problems via emails and video calls with participants, but some
issues were escalated to theMobistudy (provider of the main system for data collection),
Smart Asthma (provider of the smart peak flow meter), and FindAir (provider of the
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smart inhaler) technical team. Hardware issues were resolved sometimes by detailed
instructions or by sending replacements.

“I would like thank Kevin Tsang for his rapid and patient help when devices didn’t
work.”

– participant (female, 46 years old, 184 days of participation)

“Thank you for the support when issues did arise.”

– participant (female, 37 years old, 184 days of participation)

4 Discussion

We have found no evidence that a passive monitoring task (wearing the smartwatch)
provided a higher level of engagement when compared to active monitoring tasks (com-
pleting asthma diaries and taking peak flow measurements) used in current practice
of asthma self-management. The compliance to monitoring with the smartwatch was
between compliance level to monitoring with the asthma diary and the smart peak flow
meter – and both fell off rapidly so that by the end of six months only a quarter of people
were still monitoring. This result could be confounded by the technical issues with the
devices, because the asthma diary task had minimal technical issues, whereas several
participants encountered issues when using the smart monitoring devices.

Feedback from users revealed the challenges with the three monitoring devices,
especially with taking peak flow measurements. Although the mobile asthma diary task
had fewer technical issues, therewas a relatively similar levels of compliance (10%–20%
difference) between the daily diary and the daily smart peak flow meter measurements
suggesting that the participantswere highlymotivated to handle technical issues.Overall,
the technology would need to be more reliable before it could be widely adopted.

Furthermore, due to the technical implementation of the smartwatch data collection,
it required some active engagement from users to upload the smartwatch data weekly
to their smartphone which may have been a significant disincentive. This limited our
exploration of the potential for fully ‘passive’ monitoring requiring no effort on the part
of the user once it has been set up. Technical issues and smartwatch implementation may
have led to lower compliance than expected [21, 22]. Moreover, some patients already
owned and regularly used a smartwatch, which may have affected their willingness to
use a secondary (likely less sophisticated) device for the study.

When compared to other studies and published apps, the AAMOS-00 study’s data
collection system was similar in quality, evidenced by standard questionnaires SUS and
uMARS. However, the small number of respondents were likely to have been skewed
toward highly motivated participants who found the system more usable as they had a
higher average retention compared to the overall study population. The usability scores
should be interpreted considering this possible bias.

Another limitation was the narrow selection criteria, which selected asthma patients
who had an interest in monitoring and had experienced a severe asthma attack in the past
12 months, yielding a small sample size of the AAMOS-00 study. The average retention
in phase two (which included daily tasks) was 123 days. This is similar to the average of
122 days patients have been willing to engage in previous studies [7, 22–24]. However,
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it is plausible to expect a substantially lower level of retention in the wider population.
During a patient and public involvement focus group session that we undertook, some
patients suggested that the retention amongst the wider population could be as low as
one week.

There are still areas of unexplored questions within the AAMOS-00 dataset. Our
future work includes deeper analysis to investigate each device through correlating
themes in user feedback with compliance data. Future studies could consider inves-
tigating the effect of reminders and other interventions (e.g. improved feedback and
gamification strategies) to increase compliance over an extended time and explore the
nuanced barriers of each monitoring task. Additionally, future studies may consider
extracting data from the devices patients may already be using.

5 Conclusions

In the AAMOS-00 study, a small-scale study conducted with highly motivated patients,
the compliance to passive (smartwatch) and active (daily asthma diary and peak flow
measurement that are currently used in asthma self-management)monitoringwas similar.
Although the AAMOS-00 study faced some technical issues, the quality of the data
collection systemwas comparable to other studies and published apps and is a promising
option for future mHealth studies.
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Abstract. We present the preliminary results of a validity and reliabil-
ity study of two different state-of-the-art algorithms to estimate the gait
speed of older adults in free-living conditions from the data collected by
the ActiveUP wearable device. We described the ActiveUP wearable sen-
sor together with its integration in a smart environment for frail and pre-
frail older adults via an edge-computing architecture. A cross-sectional
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results in broad confidence intervals for the estimators. The agreement
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applicable under free-living conditions.
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1 Introduction

The World Health Organization defines healthy aging as “the process of develop-
ing and maintaining functional ability that enables well-being in older age” [1]
(p. 28). This definition emphasizes that healthy aging is more than the sim-
ple absence of disease. It is now widely recognized that functional impairment,
rather than disease, is the main risk factor for disability and death [2] and that
it is the main factor that explains the increase in cost for social and health
systems. Older adults with functional impairment and their families make an
intensive use of health and social services [3]; and this presents a major chal-
lenge in providing the health services that older people need while maintaining
the sustainability of the system. The path to disability is a gradual process of
functional loss [4]. During this process, even years before developing a disability,
older adults show characteristic signs of a syndrome known as frailty [4]. Frailty
is a state of increased vulnerability to adverse outcomes due to a reduction in
the ability to respond to stressors, even if they are of low intensity [5]. However,
frailty can be prevented and also reversed [6]. In fact, there are validated tools to
detect frailty and effective interventions to manage it [5]. Frailty is evaluated by
trained geriatricians or geriatric nurses in specialized care. However, specialized
care does not have enough resources to screen the entire older population; the
identification of new and more efficient forms of detection and screening remains
a challenge [7].

The use of wearable automatic sensors has been proposed as a way to assess
the functional status of older people without involving specifically trained per-
sonnel [8]. Gait analysis is one of the most studied applications of wearable
sensors; and gait speed is one of the five markers of frailty in the most widely
used frailty model, the Linda Fried phenotypic model [4]. Gait sensors have been
used to implement instrumented versions of standard clinical tests. For exam-
ple, they have been used to estimate the value of gait speed and some other
kinematic variables in walking tests of different lengths [9,10]. The usability
of wearable sensors for instrumented walking tests has not been tested in older
adults in unsupervised home settings. However, the favorable experience of Cobo
et al. with their body sensor for instrumented sit-to-stand tests [11] suggests that
instrumented walking tests with wearables could be suitable for this scenario.

Gait sensors have also been used to go a step further and estimate gait speed
without interfering with people’s daily activities. Recent studies using wearable
accelerometers to collect gait signals under free-living conditions can be found in
the scientific literature [12–14]. The wearable sensors described in these studies
were located on the waists of the participants or on their lower backs through
elastic or adjustable belts. Their algorithms processed the acceleration signals
to identify sustained walking bouts and then provided an estimate of gait speed
for each bout. They report good results. However, there are still some challenges
to overcome. On the one hand, although a relationship between daily gait speed
measurements and functional impairment has already been observed [10,15],
more studies are still needed to find out which estimation methods best capture
the onset of functional changes and which quantitative thresholds best quan-
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tify their intensity. On the other hand, sensor measurements must be readily
available to older adults’ physicians to assess their functional status and make
therapeutic decisions when appropriate. Smart environments can connect these
gait speed sensors to third-party services via the Internet of Things (IoT) to
provide personalized, anticipatory and adaptive services in many areas, such as
energy management, health care, quality of life (independent and assisted liv-
ing), or social isolation [16,17]. However, sensors in a smart environment require
connectivity, which adds a load to the computation and energy constraints of
the devices.

In the present paper, we describe the ActiveUP wearable sensor as an IoT
device integrated in an edge-computing architecture; and present the prelimi-
nary results of a validity and reliability study of three different state-of-the-art
algorithms to estimate gait speed in free-living conditions from the data collected
by the ActiveUP wearable device.

2 Methodology

We conducted a prospective cross-sectional observational study to assess the
validity and reliability of three different state-of-the-art algorithms for the esti-
mation of gait speed under free-living conditions. A sample of older adults was
recruited and their movement signals were recorded during short and long walk-
ing bouts 2.4 m and 6 m long, respectively. The study was carried out according
to the Declaration of Helsinki and the protocol was approved by the Ethics
Committee of the University Hospital of Getafe (CEIm21/41).

2.1 Participants

Subjects were eligible for the present study if they:

– met ALL the following INCLUSION CRITERIA:
• subjects 70 years or older,
• subjects able to walk, with or without mobility aids (such as canes or

walkers).
– did not meet ANY of the following EXCLUSION CRITERIA:

• subjects unwilling or unable to give their consent,
• subjects unable to understand the researchers’ commands or the question-

naires. This criterion was tested asking subjects to point to the device
on/off button and to describe the meaning of the light that turned on
after pressing it.

• Clinically unstable subjects in the judgment of the investigator.

2.2 Apparatus

The ActiveUP Wearable Sensor. This sensor is a device of 10 × 7 cm that
includes a 6 degree-of-freedom inertial measurement unit (IMU). Figure 1 shows
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three pictures of the sensor. The device comprises an ESP32 microcontroller
with WiFi and BT interfaces onboard, an MPU-6050 GY-521 IMU with an I2C
interface, a DS3231 Real Time Clock, a Micro-SD card module with an SPI
interface, a TP4056 Lipo charger with a USB type-C interface, an RGB LED,
and a commutator. The microcontroller samples linear acceleration and angular
velocity 18 Hz in each of the three spatial directions and stores the data on an
SD card for subsequent transmission.

Fig. 1. The ActiveUP wearable sensor. View of the prototype PCB (left). View of the
operative device (center). Subject wearing the device (right).

The ActiveUP wearable sensor has been integrated into an edge computing
architecture as shown in Fig. 2. The architecture is a wireless network that com-
prises sensors, an edge node, and a gateway with an Internet connection. The
edge node has been implemented on a Raspberry Pi and includes a message
broker, local storage, and some data processing modules. The message broker
redirects sensor data to authorized interested parties (in-home and external) via
a publish/subscribe mechanism. Data processing modules transform raw data
into clinically relevant information, thus reducing the amount of information
that must be transmitted over the Internet.

Fig. 2. Edge-computing architecture for the ActiveUP home system.
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The Gait Speed Algorithms. We processed the signals collected with the
ActiveUP sensor with three state-of-the-art algorithms to estimate the gait speed
of older adults.

Mueller’s Algorithm. Mueller et al. described an algorithm specifically designed
for older adults who walk at a slow speed [13]. The algorithm uses a Short-Time
Fourier Transform (STFT) to divide the acceleration signal on each axis into
2.5-s-long overlapped windows. Then, windows are kept or discarded based on
the plausibility of their dominant frequency and trunk inclination. Finally, the
algorithm applies a Hilbert transform on each axis and estimates gait speed by
entering the amplitude values into a previously fitted linear regression model.
They do not provide a precise description of some of the steps of the algorithm.
Thus, we implemented our own adaptation by applying the following criteria:

1. we computed the STFT step by splitting the signal into 2.5-s windows with
a 50% overlap (empirical value).

2. We used the highest frequency in a window as the dominant frequency, regard-
less of the axis.

3. We removed windows with a dominant frequency below 0.5 Hz (empirical
value).

4. We did not use the angle of the trunk to remove any windows because it
resulted in a decreased performance.

5. We did not apply the Butterworth filter in the sixth step because the filter
parameters were not described.

GaitPy. GaitPy uses a pre-trained binary classifier to detect bouts. Then, it
enhances the patterns in the vertical axis with a wavelet-based method to detect
heel strikes and toe off events. Finally, the acceleration in the vertical axis is
integrated to derive a vertical displacement and an inverted pendulum model
is applied to estimate gait speed on a stride-to-stride basis [12]. It is publicly
available as an open source Python package [18] at https://github.com/matt002/
GaitPy. GaitPy requires sampling frequencies 50 Hz for the input signals. Since
the sampling frequency in our device 18 Hz, we had to up-sample the signals
with an interpolation filter before applying GaitPy. We used the interp function
in Matlab R2022a with a multiplication factor of 3.

Urbanek’s Algorithm. Urbanek et al. divide the acceleration signal of each axis
with an STFT and rely on the harmonic nature of sustained walking to quantify
the local periodicity of the signal within each window. Then, they estimate the
fundamental frequency of the observed signals and identify bouts of sustained
walking by grouping together windows with low variability of step frequency.
Finally, they provide an estimate of cadence (that is, step frequency) for each
bout [10]. They thoroughly described their algorithm; therefore, we were able to
code our own implementation in Matlab. However, the algorithm has a couple
of drawbacks. They report optimal results for a minimum bout duration of 10 s;
therefore, performance is expected to degrade for short bouts (2.4 m) and long

https://github.com/matt002/GaitPy
https://github.com/matt002/GaitPy
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bouts (6 m) at home. In addition, their algorithm provides estimations of cadence
rather than estimations of gait speed. Thus, we only tested Urbanek’s algorithm’s
ability to identify bouts (which is out of the scope of this paper), but did not
test its validity and reliability as a gait-speed estimator.

Reference Measurements. The reference measurement of gait speed in short
bouts was measured with our previously validated device for 2.4 m walking tests
(2.4 mWT) [19]. This device comprises a foldable tape equipped with ultrasound
sensors (Fig. 3) and measures the time it takes for a subject to walk along the
tape (from the ultrasound sensor at the beginning to the ultrasound sensor at
the end). Finally, it reports the average speed of the subject.

Fig. 3. Gait speed sensor for the 2.4 mWT.

In the case of long bouts, we obtained the reference measurements from a
standard 6m walking test (6mWT) with a manual stopwatch.

2.3 Procedure

Participants were recruited from the Day Hospital and outpatient clinics of the
Getafe University Hospital geriatric service and among relatives and acquain-
tances of the members of the research team. The day hospital health care person-
nel and those of external consultations asked patients, after their usual appoint-
ment, if they wanted to be informed about a study. Those who accepted went
to a separate consultation in which a member of the research team individually
explained the study and answered all the questions and doubts they had. In
the case of relatives and acquaintances, the different members of the research
team contacted them and asked them if they wanted to be informed about a
study. They were individually contacted in person or by phone and received an
explanation of the study and answers to all their questions and doubts. All of
them, regardless of the entry mechanism, received enough time to assess their
participation. The possibility of postponing the decision for several days was
considered, which is why a contact phone number was provided to clarify doubts
or arrange a later appointment for the study. The information related to the
study was provided by the physician, nurse, or any other qualified member of
the research team. When appropriate, the caregivers of the patients or their
family members also received the information.

Subjects willing to participate were screened according to the eligibility cri-
teria. The selected subjects signed an informed consent and were included in the
study. Participants included in the study were asked for their consent to video
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record the data collection session. Those who accepted received an additional
authorization sheet to sign. Those who did not accept continued to partici-
pate in the study without being recorded. Then the training session and the
experimental data collection session took place. If the participant authorized
the recording of the session, the recorded timespan was limited to the moments
when the participant used the wearable sensor and only captured the image of
the participant from the waist down.

During the training session, the participants learned how to operate the
device to perform its function.

Data collection involved:

– a questionnaire for demographic and anthropometric data,
– wearing the sensor while taking two gait speed tests (2.4 mWT and 6 mWT),
– a short simulation of daily activities, out of the scope of the present paper,
– an interview about the participants’ experience in the use of the technology

and their impressions about the sensor,
– and, finally, wearing the sensor while taking two gait speed tests (2.4 mWT

and 6 mWT) once again.

During the experiment, a member of the research team took note of the
output of the reference measurements. After the data collection session, the
collected signals were processed with the algorithms described above and the
values of their output were added to the data set.

2.4 Analysis

To characterize the reliability of the measurements, the test-retest reliability was
studied. Since gait speed is a continuous variable, the test-retest reliability was
estimated by calculating intra-class correlation coefficients (ICC). An ICC (A,1)
model was calculated with the icc function in the irr package in the statistical
software R, version 4.2.1 [20].

The degree to which two measurements are identical (agreement) was esti-
mated by calculating the standard error of the measurement (SEM). We used
SEM estimations to estimate the minimum detectable difference (MDD) and
compared it to the minimum difference with clinical significance. SEM and MDD
were calculated as described by [21] after performing a repeated measurement
ANOVA with the aov function in R. Due to the size of the sample (less than 50),
normality was assessed with a Shapiro-Wilk test with the shapiro.test function
in R. Homoscedasticity was assessed with a Levene test with the leveneTest func-
tion of the car package in R. Upper and lower limits of agreement (uLOA and
lLOA) were calculated by conducting a Bland-Altman analysis with the blandr
package in R.

To verify the validity of the algorithms, we calculated the correlation between
their reported speed values and those obtained with the reference methods.

When appropriate, 95% CI are reported. The level of statistical significance
was established at 0.05.
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3 Results

A total of 18 people were recruited: 77.89 (6.47) y.o., 11 women. Valid signals
were obtained for 15 of them: 78.53 (6.71) y.o, 9 women. GaitPy was able to
detect walking activity at 2.4 m for 11 subjects only and for 14 of them at 6 m.

Table 1 and Table 2 show the results of the validity, agreement, and reliability
analyses for short and long bouts, respectively.

Table 1. Results of validity, agreement, and reliability analyses for short bouts (2.4 m).

Mueller’s GaitPy

Validity r = 0.837 r = 0.724

95% CI = (0.711, 1.000) 95% CI = (0.492, 1.000)

Agreement SEM = 0.082m/s SEM = 0.079m/s

MDD = 0.228m/s MDD = 0.218m/s

95% CI(uLOA) = (0.094, 0.319) 95% CI(uLOA) = (0.066, 0.330)

95% CI(lLOA) = (−0.362, -0.137) 95% CI(lLOA) = (−0.370, -0.106)

Reliability ICC(A, 1) = 0.812 ICC(A, 1) = 0.669

95% CI = (0.532, 0.932) 95% CI = (0.148, 0.899)

Table 2. Results of validity, agreement, and reliability analyses for long bouts (6m).

Mueller’s GaitPy

Validity r = 0.799 r = 0.812

95% CI = (0.649, 1.000) 95% CI = (0.669, 1.000)

Agreement SEM = 0.039m/s SEM = 0.072m/s

MDD = 0.109m/s MDD = 0.199m/s

95% CI(uLOA) = (0.042, 0.154) 95% CI(uLOA) = (0.046, 0.251)

95% CI(lLOA) = (−0.176, −0.064) 95% CI(lLOA) = (−0.352, −0.147)

Reliability ICC(A, 1) = 0.935 ICC(A, 1) = 0.799

95% CI = (0.814, 0.978) 95% CI = (0.476, 0.931)

4 Discussion

Validity assesses the ability of an algorithm’s output to represent the target
variable (in this case, gait speed). The point estimates for both Mueller’s and
GaitPy algorithms suggest that their validity values are good for both short and
long bouts. However, their 95% CIs are too broad to support this conclusion. We
cannot conclude that their validity is better than moderate; in fact, the lower
end of GaitPy’s CI for short bouts suggests that its validity could even be poor.
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Agreement assesses the ability of an algorithm to provide the same value for
multiple measurements on a stable subject. A difference of 0.1 m/s between two
clinical walking tests taken two weeks apart is enough to trigger a geriatician’s
therapeutic response. Only Mueller’s algorithm in long bout scenarios is a candi-
date to comply with such a requirement. It resulted in an SEM of 0.04 m/s and
an MDD as low as 0.1 m/s, while the other three cases show an MDD twice as
much. However, the widths of the 95% CIs of Bland-Altman’s LOAs do not let us
conclude that the agreement for Mueller’s in long bouts scenarios is good enough
to comply. Anyway, the 0.1 m/s threshold has been tested on measurement values
from clinical tests. More studies are needed to test whether the same threshold
applies to gait speed values estimated from free-living conditions. In fact, dif-
ferences have already been observed between these two scenarios. For example,
the values of gait speed, acceleration, and cadence in free-living conditions have
been observed to be lower than those measured with clinical tests [10,13].

Reliability assesses the ability of an algorithm to provide different values
for different subjects with different speeds. The point estimates for Mueller’s
algorithm suggest that its reliability is good for both short and long bouts. In
particular, the 95% CI for long bouts let us conclude that reliability is, in fact,
good or excellent. On the other hand, the 95% CI for short bouts does not let
us conclude that its reliability is better than moderate. The point estimates for
GaitPy suggest that its reliability is good for long bouts and moderate for short
bouts. However, their 95% CIs suggest that its reliability could even be poor in
both cases.

As expected, the overall performance of the algorithms is better for longer
bouts than for shorter ones.

The main limitation of this preliminary study comes from its small sample
size; which results in broad confidence intervals for the validity, agreement, and
reliability estimators. We estimated that subsequent studies require sample sizes
from 100 subjects on to be conclusive by running a simulation with synthetic
data. We sequentially increased the sample size by adding duplicates of the data
until the resulting 95% CIs were narrow enough.

5 Conclusion

Validity and reliability of state-of-the-art algorithms to estimate the gait speed
of older adults in free-living conditions seem to be good. However, the results
should be taken with caution because the small size of our sample results in
broad confidence intervals for the estimators. The agreement seems not to be
good enough to trigger therapeutic responses according to the current threshold
for clinical tests. However, more studies are necessary to test whether the same
threshold applies to gait speed estimations under free-living conditions.
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Abstract. The term “fatigue” refers to a change in task performance over time due
to both psychological and physiological factors. No universal fatigue definition
has been reached due to the strong subjective component attached to it. Fatigue
assessment techniques vary from subjective scales to objective assessment tests
such as isometric and finger tapping tasks performance. A low-cost, portable, and
simple equipment is the most suitable option for the implementation of fatigue
evaluation tasks during clinical visits.

Themain goal of this work is to design and implement a biomedical device for
muscle fatigue evaluation characterized by being portable, simple, and affordable.
Additionally, correct functioning should be provided, and signal registration must
be ensured.

For its development, an Arduino programmable board, a strain gauge sensor
and a gyroscope and accelerometer sensor have been employed. The most appro-
priate sensors were selected: FSR-174 strain gauge and MPU6050 accelerometer
and gyroscope sensor. Additionally, circuit design, assembly have been carefully
implemented for the proposed goal.

Different fatigue measurements have been obtained and fatigue presence on
the different recordings attributed by the new biomedical device have been demon-
strated. As a conclusion, the design and implementation of an objective fatigue
assessment equipment has been finalized and its correct functioning and signal reg-
istration capability have been proven. Near future daily clinic visits may provide
the performance of fatigue assessment tasks with the biomedical electronic device
created in this project after further investigations on register analysis, fatigue
measurement computation and the device Internet connection.
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1 Introduction

Fatigue is a condition commonly suffered among the general population. It can be defined
as the maximal force decrease or difficulties in sustaining or initializing voluntary activi-
ties, however, there is no universal definition for fatigue since it is a subjective perception
[1, 2].

Fatigue’s high prevalence growth has given rise to a significant interest in the impact
of fatigue on neurological disorders and neurorehabilitation [2]. When it comes to eval-
uating fatigue, there are no clear guidelines or a universal established standard leading
to a wide variety of results. As a result, any posterior results comparison can be hardly
carried out.

The measurement of fatigue by means of fatigue scales is a widespread technique.
The scales that are usually used to evaluate the perceived fatigue are the Fatigue Severity
Scale (FSS), the Modified Impact Fatigue Scale (MFIS) and the Borg scale [3, 4]. These
scales rely on a strong subjective component which has given rise to the appearance of
new different evaluation methods. This is the case of the Isometric (ISO) [5] and the
Finger Tapping (FT) [6] performance tasks for fatigue assessment: two specific tasks
that rely on an objective basis enhancing the posterior analysis of results. The ISO task
entails sustained maximum voluntary contraction (MVC) over the time it is performed.
Central fatigue is developed and motor units firing rate is diminished during maximal
voluntary ISO tasks, leading to a decrease of voluntary activation [7]. Furthermore, liter-
ature reports high evidence of excitability reduction in the spinal cord and motor cortex
produced by ISO tasks [8–10]. A smaller number of studies demonstrating the relation-
ship between fatigue induced by means of repetitive movements have been reported [8,
10].

The FT test is a valid task to assess pathological and physiological mechanisms [11].
It is based on performing repetitive movements at the fastest possible rate leading to a
frequency decrease in very few seconds from the beginning of the test. Frequency drop
suggests fatigue induction.

ISO and FT tasks require a specific fatigue evaluation equipment which is usu-
ally expensive, bulky, and difficult to use [11, 12]. For these reasons, the following
consequences are arisen:

– Expensive equipment: a reduced number of clinical health care groups and centers
are provided with this particular equipment. It can be stated that it is an exclusive
equipment.

– Bulky equipment: ISO and FT tasks can only be carried out to a limited number of
subjectswho canmove to healthcare facilities equippedwith the necessary biomedical
devices for fatigue assessment. The possibility of carrying out fatigue evaluation tasks
at subjects’ homes is ruled out.

– Difficult to use: health professionals need training to be able to use this equipment
and in most of the occasions it takes a long time to become familiar with it.

This is the case, for example, of the device we used in our previous studies [13, 14]: a
general-purpose programmable data acquisition device (Biometrics DataLink DLK900
[15]) used with a goniometer and a dynamometer to perform ISO and FT tasks for
fatigue assessment. There are other devices in the literature can use to FT and ISO, but
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the data obtain from these apparatuses cannot be used to measure the decrease in the
motor performance [16, 17].

Due to the previous considerations, the main goal of this project is to develop a
biomedical device for muscle fatigue assessment with the following characteristics:

– Valid and reliable: it should provide accurate fatiguemeasurements and be as effective
as commercially available devices.

– Affordable: equipment cost should be reduced by means of low-cost devices (for
example: open-source platforms, low-cost sensors…) making it possible to expand
the use of fatigue assessment tasks to healthcare centers, outpatients, primary and
secondary health care centers. In this way, fatigue assessment can be generalized.

– Portable: ISO and FT tasks will be carried out on a large scale, and it will be possible
to perform fatigue evaluation tasks at subjects’ homes.

– Simple: easy-to-use equipment should be developed to ensure no long learning
procedures are required to healthcare operators.

Themain goal of this study is to design and implement a biomedical device formuscle
fatigue evaluation characterized by being reliable, affordable, portable and simple. Its
correct functioning and valid signal registration must be ensured. Due to the presence of
numerous studies that have demonstrated a strong relationship between both tasks (ISO
task and FT task) and fatigue measurements these two tests are the basis of this project.

2 Device Design

In order to design and implement a low-cost equipment to assess fatigue, different
devices and sensors have been chosen and evaluated. The device consists of an Arduino
module and two sensors: a resistive strain gauge, for measuring the applied force, and a
gyroscope and accelerometer module, for finger angle measurements.

2.1 Arduino

A commercially available microcontroller is used as the core of the device: Arduino
UNO [18]. Arduino UNO is an open-source microcontroller-based board. It exposes
6 analog pins (input and output) and 14 digital pins (input and output). The Arduino
Integrated Development Environment (IDE) can be used to develop and run the required
software for muscle fatigue assessment test. Arduino UNO has been selected because
of its portability, affordable price and flexibility in terms of input/output connections, of
which only 5 will be used.

2.2 Sensors

A sensor to measure the force applied is required: it must have enough diameter to fit the
indexfinger as this fingerwill be used to exert the force in the fatigue tests. For this reason,
a resistive strain gauge, the Force Sensing Resistor FSR-174 from IEE Sensing, is used.
For the detection of the index finger tilt angles, an Inertial Measurement Unit (IMU),
consisting of a gyroscope and accelerometer module (TDK Invensense, MPU6050) is
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used. It is placed on top of the index finger during the fatigue test, taking advantage of
its small size and light weight.

Strain Gauge: FSR-174
Strain is the deformation of a material when a stress is applied over it. A strain gauge
is defined as an element with variable resistance which changes by means of tensile
and compressive stresses. On the other hand, stress can be defined as the force exerted
on a material divided by its cross-sectional area. In order to measure strain, the strain
gauge must be connected to an electrical circuit capable of accurately detecting small
resistance changes.

For the project development, a unique strain gauge connected to an electrical circuit
has been used: the FSR-174. Its characteristics include: length, 63.7 mm; width, 27.8
mm; strain gauge resistance, higher than 1 M�; maximum electrical current, 1 mA;
minimum and maximum operating temperature, −30 ºC, 170 ºC; force measurement,
tension and compression stresses [19]. These characteristics have made it possible to
measure resistance variations after surface pressure exertion thanks to a voltage divider.

Inertial Measurement Unit
The IMU combines an accelerometer and a gyroscope for the measurement of linear and
angular accelerations, respectively.

The MPU6050 sensor is an IMU formed by 6 Degrees of Freedom (DoF): 3 axes
to detect inertial forces (accelerometer) and 3 axes to detect rotations (gyroscope) to
determine its instantaneous position. Its small size (21.2 mm× 16.4 mm× 3.3 mm) and
weight (2.1 g) allows its use as a wearable sensor.

The accelerometer is responsible for detecting inertial forces applied to the sensor
and projecting them onto three axes. The force direction decomposition into three axes
of MPU6050 sensor is based in piezoelectric effect. The gyroscope is able to detect
centrifugal forces and convert them into spin’s velocity taking into account the three
main reference axes: x, y, z. Combining the accelerometer and gyroscopemeasurements,
it is possible to obtain the sensor’s tilt angles and find its orientation [20].

3 Device Implementation

3.1 Hardware Connections

The circuit design, assembly and Arduino connections are described below. Circuit
design is formed by 3 different main elements:

– Arduino UNO: a programmable microcontroller board made up of 6 analog inputs
and 14 digital input/output pins.

– Strain gauge: it is formed by 2 pins, one of them connected to a 5 V source, the other
one should be in series with A0 (analog pin) and a 10 k� resistance. The resistance
should also be connected to the ground.
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– IMU: 4 different connections are established between Arduino UNO and the sensor
following the scheme below (see Fig. 1) [21], where A4 and A5 correspond to the
analog ports 4 and 5 from Arduino UNO.

The complete circuit including all the aforementioned components and its positions
can be identified (see Fig. 2).

Fig. 1. Arduino UNO-MPU6050 connections.

Fig. 2. Circuit design: components and connections.

3.2 Software Programming

The code running on the Arduino board was firstly divided in two different “sketches”:
strain gauge programming sketch and accelerometer and gyroscope sketch. After the
completion of both sketches, they were unified in a single code.

A voltage divider is used to obtain the value of the resistance of the strain gauge,
for converting the resistance reading into a voltage reading. To do this, the sensor is
connected to an analogue pin that reads values between 0 and 1023. These values are
converted to voltage (0–5 V) to obtain the strain gauge variable resistance.

In first place, it is necessary to add two libraries to control MPU6050 sensor,
MPU6050.h and Wire.h. Subsequently the sensor initializes. In the next step, three
variables storing raw values of inertial forces range from −2 g to 2 g (ax, ay, az) and
three variables storing raw values of angular velocities range from −250º/second to
250º/second (gx, gy, gz). Moreover, the tilt angles of the sensor in the x and y axes are
calculated.
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3.3 Calibration Procedure

The IMU needs to be calibrated following a standard procedure [22]: The IMU is kept
still on a flat surface and no movement should be performed. In this way, the expected
or correct values should be ax = 0, ay = 0, az = 1 g for the acceleration among the 3
axes and gx = 0, gy = 0, gz = 0 for the rotation rates of the gyroscope. Offsets reading
is continuously performed, and the values are corrected every 100 readings with the
average offset. Finally, the corrected values are scaled to international units (m/s: ax =
0, ay = 0, az = 9.81; º/s: gx = 0, gy = 0, gz = 0).

Strain gauge calibration is defined as the procedure in which a weight value in
kilograms (measured by the dynamometer of Biometrics Datalink) has been assigned to
each voltage value (produced by FSR-174 strain gauge). It is carried out by means of 8
recordings in which the strain gauge has been superimposed on top of the dynamometer
from Biometrics DataLink during data registration process for the voltage-weight value
assignment. Each recording is composed of 25 s with the following structure: 5 s without
applying force over the strain gauge, 15 s applying force continuously over the strain
gauge at a specific voltage and 5 s without exerting force over the strain gauge.

4 Results

4.1 Data Acquisition Process and Fatigue Measurements

For the data acquisition process, ten different task recordings have been acquired: 5
FT task recordings and 5 ISO task recordings. All measurements have been acquired
using the right index finger of the same and one-and-only subject, in order to obtain
task recordings to compare the results provided from the electronic biomedical device
that has been developed in this project and the current biomedical equipment Biometrics
DataLink.

The IMU, comprising the accelerometer and gyroscope, is placed on the middle
phalanx of the index finger. The strain gauge is placed just below the index finger in
order to measure the pressure exerted by the index finger on it.

Furthermore, FSR-174 strain gauge is located on top of the dynamometer from Bio-
metrics DataLink during data acquisition process for the posterior fatigue measurements
comparison (see Fig. 3). Each FT recording and ISO recording stores five different data
variables:

– Timestamp (ms): is the time in milliseconds from the starting point of the program
to the end. Each data acquired during the recording is assigned a timestamp.

– Voltage (V): is the strain gauge voltage value that varies depending on the force
applied towards it.

– Resistance (k�): is the resistance exerted by the strain gauge depending on the force
applied towards it. The higher the force exertion, the lower the resistance value.

– X-angle (º): indicates the MPU6050’s sensor tilt in the reference to the x-axis.
– Y-angle (º): indicates the MPU6050’s sensor tilt in the reference to the y-axis. Data

registration process involves different sampling rates for each biomedical device.

The sampling rate of the Arduino equipment is 85 Hz, approximately. On the other
hand, Biometrics DataLink equipment sampling rate is 100 Hz. Once the data was
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Fig. 3. Superposition of electronic equipment during data recordings for strain gauge calibration.

acquired with the biomedical device designed in this project, it was exported to.csv files
by means of an Arduino plug-in named ‘ArduSpreadsheet’ for further analysis [22].

A unique fatigue measure for each task (ISO, FT) was evaluated and compared
between the systems, the decay over the 2min as amarker of the fatigability by computing
the ratio of the motor output in the last 20 s compared with the first 20 s in both tasks
[11, 13]. In the case of the ISO task, motor performance was measured as the ratio of
the area of the curve between the initial and final 20-s blocks, while in the FT task it
was measured as the ratio of the tapping frequencies. Areas were calculated using the
so-called Q = trapz(Y) from MATLAB and the number of finger taps was calculated
using the so-called [pks,locs] = findpeaks (data) function from MATLAB.

Strong differences in the acquired signal during the same registration process can
be seen during ISO task and FT task (see Fig. 4 and Fig. 5). With respect to similarities
during the ISO task, in all the recordings regardless of the equipment, the area obtained
in the first 20 s is higher than the area obtained in the last 20 s. As a consequence, muscle
fatigue is present in all the recordings: force exertion declines over time due to muscle
fatigue in the index finger which performs the MVC.

Regarding FT task, as it can be observed in Fig. 5, the measurement of the tapping
frequency obtained by means of peak detection is more correct with the Arduino device.
The algorithm is not capable of marking the peak extreme of some finger taps recorded
with Biometrics DataLink equipment. Moreover, it should be noted that the ratio of the
tapping frequency between the first 20 s and the last 20 s of the task, as measured by the
Arduino board, is greater than 1, which indicates fatigue.

5 Discussion

There is a need to design and implement a new biomedical device for muscle fatigue
assessment because the currently available commercial equipment do not meet the needs
for portability and low costs of healthcare.
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Fig. 4. (A) Area of the signal acquired with Arduino (B) Area of the signal acquired with
Biometrics DataLink device during ISO task.

Fig. 5. (A) Zoom in of FT task signal with local maxima for Arduino equipment (B) Zoom in of
FT task signal with local maxima marks for Biometrics equipment.

Different features take part in fatigue assessment equipment: complexity, static
devices, non-portable equipment and high-cost. Each of these characteristics have been
challenged thanks to the design and development of the biomedical device carried out
in this project for muscle fatigue evaluation.

The following attributes characterize this new equipment with the same purpose,
fatigue assessment:

– Simplicity: it has been accomplishedbymeans of open-source platforms for electronic
projects like Arduino. Moreover, plain sensors, which have been previously used by
a large number of users worldwide, have been manipulated: strain gauge sensor and
accelerometer and gyroscope sensor.

– Portable: Arduino-computer connection is established by means of a USB cable. In
this way, the biomedical equipment and a computer are the two necessary elements
for the development of fatigue evaluation tasks. As a consequence, ISO and FT tasks
could be carried out in subjects’ homes for populations who cannot attend healthcare
facilities.
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– Low-cost: the biomedical device equipment cost is established at 40e, approximately.
For this reason, fatigue assessment equipment is characterized by being affordable
falling within the healthcare budget.

Apart from the design and implementation of the new biomedical device, reliable
recordings derived from its correct functioning have been achieved, capable ofmeasuring
fatigue induced in two 2-min fatigue tasks performed with the index finger, an isometric
task and afinger tapping task. In thisway, themain goal of the project has been completed:
the creation of a biomedical device characterized by its simplicity, portability and low-
cost that ensures solid and valid fatigue registrations thanks to its correct functioning.

In relation to fatigue measurements calculations, further analysis should be per-
formed. The acquisition method for ISO and FT signals, in which equipment overlap-
ping has taken place, has given rise to imprecise signal acquisitions with Biometrics
DataLink equipment. The equipment of Biometrics DataLink is designed for direct sig-
nal acquisition. As a consequence, erroneous fatigue measurements have been obtained:
frequency ratio and area ratio for FT and ISO tasks, respectively.

A frequency analysis (for example, Fourier transform analysis) for signal recordings
may provide a more valid and reliable fatigue measurement than the peak detection
algorithm implemented in this project.

A higher number of registrations should be acquired for solid fatigue measurements.
An average of all of them should be performed in order to establish a valid and reliable
equipment comparison.

5.1 Limitations

Different limitations have arisen in the course of this project which have affected its
development and the outcomes of the new biomedical device:

– Strain gauge diameter has constrained calibration procedure by means of heavy and
smallweights. As a result, only fewvoltage-weight estimations accomplished through
force exertion recordings have been obtained. The low number of registrations used
for strain gauge calibration constrained these approximations.

– The superimposition of both equipment for posterior fatigue measurements analysis
have given rise to imprecise Biometrics DataLink fatigue signals due to the essence
of this equipment: nothing but the index finger should be on top of it during signal
acquisition.

– Peak detection algorithm for FT tasks have demonstrated imprecise results for Bio-
metrics DataLink acquisition. In this way, erroneous ratios have been obtained for an
already tested and valid fatigue assessment equipment.

– A greater number of registrations entails more accurate and therefore, well-founded
fatigue measurements attainment.

– We tested the device only on one subject, more tests should be done with real patients.

6 Conclusions

The result of this project shows how a complex, static and high-cost equipment the
use of which is restricted to a small group of population due to its characteristics; can
inspire the design of a simple, portable, and low-cost equipment the use of which can
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be extrapolated to daily clinical visits. Its correct functioning and solid data acquisition
can provide healthcare professionals objective tests for fatigue assessment that can be
standardized in the near future.

Further research should follow analysis of the recorded data and strain gauge cal-
ibration. Potential improvements for this electronic device include transmission of the
data will to a server and the possibility of wireless connection to the Internet.

Funding. This research was funded by the Fundación Ramón Areces, XX Concurso Nacional
para la adjudicación de Ayudas a la Investigación en Ciencias de la Vida y de la Materia.
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Abstract. Smartphone-based IoT systems have the potential to predict and keep
control of Quality of Life measurements with the adequate design. This work aims
to provide a comprehensive strategy for the development of a disease-specific
application to monitor Quality of Life in Head and Neck Cancer survivors. This
research first presents the results from a literature review focused on mHealth
services for cancer patients. Second, we provide a complete overview of a clini-
cal trial protocol where patients are encouraged to (1) perform self-management
by actively reporting symptoms, (2) keep healthy lifestyles, (3) interact with an
embedded artificial intelligence that serves as an additional patient-physician com-
munication channel, and (4) fill in Quality of Life standard questionnaires from a
web platform from home. The challenges addressed, the unobtrusive data collec-
tion procedures chosen, and the quality data obtained from physical, social, and
behavioral measures, provide a resourceful set of guidelines and requirements for
future research works aimed at after-treatment cancer patients monitoring through
IoT portable devices.

Keywords: IoT systems · IoT-based monitoring systems · cancer research · head
and neck cancer · quality of life

1 Introduction

The advances in digital technologies for data gathering, analysis and monitoring of
patients has allowed the incorporation and standardization of novel healthcare services,
such as Internet of Things (IoT) systems, that constitute portable cloud-connected tools
able to record personal metrics unobtrusively, through sensors and custom applications.
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The most prominent IoT devices are smartphones, mobile devices integrated in daily
life routines. Their huge potential for health monitoring and disease management is
being widely explored by researchers and physicians. In particular, eHealth smartphone
applications are currently being used for patient self-management, continuous symptom
monitoring in chronic diseases, and as an additional communication bridge between
patients and physicians [1, 2]. The engagement of individuals with smartphone appli-
cations that promote healthier and stress-free lifestyles have shown general positive
outcomes and, precisely, cancer patients showed high technology acceptance [3], which
is a major reason why the use of IoT in cancer research is growing. In terms of diag-
nosis, for instance, work has been done to use IoT (i.e., tactile neuron devices) with
Artificial Intelligence (AI) technology for more accurate cancer diagnosis [4]. Other
IoT devices are commonly embedded or synchronized with smartphones (e.g., sensors
and wearables), gathering a broader diversity of patient data. The continuously updat-
ing of technologies has led to the integration also of 5G for faster communication, and
blockchain services to ensure the security of the data gathered [5].

Current data-driven strategies aid clinicians on continuous monitoring the quality
of life of patients and serve to raise public awareness of the importance of prevention
measures in modifiable risk factors for cancer. Physical and psychological problems can
be derived because of treatment causing long-term consequences. Therefore, preventing
long-termeffects, and anticipating the early deteriorationof quality of life is of paramount
importance to minimize the effect of these problems in their daily routines [6]. Apart
from collecting patient self-reported outcomes, through standard questionnaires or other
analyzed surveys, multiple domains of well-being using big data can offer valuable
information for monitoring health status after cancer treatment. Information collected
from traditional sources of health data (e.g., electronic health records (EHR) or clinical
registries) being complementedwith new sources of data (i.e., IoT such asmobile health)
could support this continuous monitoring and therefore prevent Quality of Life (QoL)
deterioration [7].

Head andNeckCancers (HNC) are amalignant neoplasmgroup thatmainly develops
in the squamous cells that line themucosal surfaces inside the head and neck [8]. In 2020,
this cancermayhave affected approximately 151,000newpatients inEurope and833,000
new patients worldwide [9], being the seventh most common cancer worldwide. In the
last five years, the cancer survival rate has increased due to a better knowledge of the
scientific advances on the origin of cancer and the existence of new treatments that are
improving day by day [10]. This rise of cancer survival rates has led to a higher number
of survivors, increasing the need to emphasize health-related quality of life (HRQoL).
As a result, the study of HRQoL has grown significantly and has become an essential
component in cancer care in the last years [11]. Among all the HNC survivors, their
QoL is mainly affected by the pain perceived in the cervical and shoulder regions, the
perception of their physical fitness, and the long-term fatigue reported after completion
of medical treatment. Therefore, an adequate treatment strategy is needed so that the
quality of life of these survivors is not diminished. For this reason, the use of IoT can
facilitate and obtain a better treatment strategy and help maintain and improve the QoL
of HNC survivors, through the use of health-related data and patient monitoring [12].
To ultimately improve the QoL of Head and Neck Cancer (HNC) survivors, IoT tools
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can help on controlling adverse effects, signs and symptoms, physical activity routines,
and sleep patterns [13].

The use of a mobile application for patient monitoring, as well as the use of their
data, entails several challenges, such as data quality, transparency, data protection and
trustability. Current personal data behavior monitoring based on smartphones used by
patients, include two main categories of data collected: a) raw data from smartphone
sensors, or b) calculated, more advanced level of data from third party applications (e.g.,
Samsung, Google). The decision on which of these two types of data should be col-
lected is based on privacy, unobstructiveness, and clean (or low energy) computing on
the edge. Regarding the data protection, privacy issues emergewhen collecting data from
third parties’ data hubs, which need to be addressed through encryption and/or pseu-
doanonymisation techniques. If only raw data collected and if data analysis processes
are implemented only at the edge node, then privacy can be ensured at highest level.
Although raw and some calculated data can be collected unobstructively, there are types
of personal IoT based data (such as sleep behavior or skin temperature) that can be cur-
rently only collected through the user’s specific action. Finally, major challenge remains
the ability to enable as low and clean computing energy at the edge (the smartphone
device), to allow resources (battery, memory) to remain at an adequate level for both
data collection and analysis, without blocking the rest of the smartphone operations.

There are also other types of challenges when developing healthmonitoring services,
these are the difficulties related to patients. The receptiveness of patients to use digital
technology after-treatment is closely related to their motivation. The degree of willing-
ness to use tools or technologies to monitor physical activity depends on the patient’s
attitude towards physical activity, and the patient’s attitude toward technology-assisted
physical activity. These two characteristics reflect the motivation of cancer survivors
to exercise and use technology, since not all patients are receptive to and able to use
digital technologies to improve their physical activity [14, 15]. Another difficulty is the
level of technology literacy of cancer survivors, a high level of use of technologies (e.g.,
computers, smartphones, internet etc.), has a positive impact in the level of physical
activity and QoL of the participants [16]. In addition, another of the great barriers is the
possibility to have internet access, especially in people over 65 years of age. The cancer
survivors that lack digital services that work and suit individual needs, are more likely
to have a decrease in motivation and use of eHealth technology, which can lead to a
decrease in their physical activity and a worsening of their QoL [15].

To solve these challenges, the BD4QoL project aroused, whose main objective is
to improve HNC survivor’s Quality of Life through person-centered monitoring and
follow-up planning by contribution of artificial intelligence (AI) and big data (multi-
disciplinary medical, environmental, personal feelings, socioeconomic and behavioral
data) unobtrusively collected from commonly used mobile devices, in combination with
multi-source clinical, socioeconomic data and patients reported outcomes, to profile
HNC survivors for improving personalized monitoring and support. The analysis of
newly QoL indicators will allow anticipating risks, inform patients and caregivers for
personalized interventions to timely intercept and prevent long-term treatment effects.
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2 Materials and Methods

This project is based on a multidisciplinary collaboration. The BD4QoL Consortium is
a strong and balanced partnership composed of 16 organizations, located in 7 different
European countries, including: 3 outstanding cancer reference centers, 6 research insti-
tutions, 2 large corporation and 1 industrial partner, 2 SMEs and 2 Government/Public
bodies [17]. With this work modality, the aim is to take the maximum advantage of
individual expertise form each team of experts to monitor the clinical research and the
technology challenges which the project brings about. Figure 1 represents the steps that
have been followed to carry out this study: a literature review, analysis of the possible
scenarios, implementation of the mobile app and services, and the ongoing validation in
a clinical trial.

Fig. 1. Diagram of the materials and methods of the study.

To assess which mHealth devices have being used for QoL monitoring, a litera-
ture review was conducted. It was carried out following search terms “mhealth app for
QoL monitoring” and “wearable devices in cancer research” in PubMed in February
2021. Three different authors search first for title and abstract and later of the full-text
manuscript and reject the ones that were not satisfying the scope (i.e., studies using
mobile apps to monitor QoL). The goal of this search was to identify conventional oper-
ating systems,most convenientmeasures from smart devices, minimumdata required for
daily monitoring, challenges addressed, and quality rules considered in the implementa-
tion. Limitations were also analyzed and filtered for the case study of cancer survivors.
With the results of the literature review, we evaluated and proposed to clinical partners
a set of scenarios with pros and cons to evaluate, discuss and agree together with is the
most appropriate one to implement within the BD4QoL project.

A prospective study (randomized controlled trial) has been set-up and launched
where HNC survivors are enrolled and randomly assigned to an intervention arm
equipped with mobile apps for continuous monitoring and support or to a control arm
that will be monitored by means of QoL standard questionnaires issued by the European
Organization for Research and Treatment of Cancer (EORTC). More than 400 HNC
survivors are expected to be enrolled in this study, coming from four differences cen-
ters in Italy and UK. Details of the protocol can be found at ClinicalTrials.gov with
the NCT05315570 identifier. This is a multicenter, international, two-arm, randomized
(2:1 ratio), open label, superiority trial, designed to evaluate the proportion of HNC
survivors experiencing a clinically meaningful QoL deterioration (reduction of at least
10 points in EORTC QLQ-C30 global health status [18, 19]) between at least 2 visits
during post-treatment follow-up (up to 24 months from randomization) with the use
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of BD4QoL platform in comparison to those without the BD4QoL platform (“standard
FU”). Mobile data from intervention arm participants will be also used to recognize
behavioral changes due to the participants’ mobile usage. In addition, BD4QoL project
aims to assess othermobile app features like lifestyle self-management, counseling, com-
munication and detection of affective traits. With the mobile apps and QoL proxies’ data
collection, risk models will be implemented to possibly identify behavioral changes that
might be associated with QoL modifications (improvement or deterioration) in associa-
tion with patient’s reported outcomes and experience measures (PROMs/PREMs). This
clinical trial has been carried out in conjunction with the clinical and technical partners
of the project to include all the relevant aspects, using the SPIRIT AI [20] and CTTI
[21] guidelines for clinical trials.

3 Results

3.1 Literature Review

As a result of the literature review, we collected and examined 67 papers, from peer-
reviewed journals and conference proceedings, illustrating the application of IoT and
mobile technologies in healthcare research. The main characteristics extracted from
these papers are summarized in Table 1.

Challenges addressed cover 1) telemonitoring, to enable healthcare professionals
(including practitioners and nurses) to care for more patients with no decrease in quality
of service; 2) self-monitoring and symptoms self-management, to empower patients
to deal with the less risky aspects of their health and well-being, reducing the need
for resorting to more expensive healthcare resources; 3) counselling, to coach patients
towards healthy behaviors that will prevent future health decays; 4) collection of PROM
and PREM questionnaires, to assess quality of life and quality of care dimensions; and
5) support for adherence to therapy and medications.

The wide number of clinical domains covered, also summarized in Table 1, is tes-
tament to how IoT and mobile health technologies promise to transform the whole
healthcare landscape in the coming years. Applications are directed to patients suffering
from (possibly multiple) chronic conditions, who need long term care; patients recov-
ering from surgery who need continuous support, although for a limited, pre-defined
period; patients with specific diseases, that each have their correspondingly specific
requirements in terms of remote support to be provided, etc. Healthy subjects are also
targeted with health promotion applications, addressing primary prevention.

On the interoperability side, 50% of papers report the specific operating system they
relied on. The majority of research endeavors still rely on the Android operating system,
likely due to its higher openness, which is mentioned in 49% of the papers. However,
24% of the papers also support iOS devices, in addition to Android. Only 1 paper report
supporting iOS only.

Information on data collection and data quality is still not widespread. Only 9% of
the examined papers report explicitly the strategy for collecting the data they used (e.g.,
frequency of collected measurements, procedures to be enacted by users, etc.). On the
other hand, a relevant number of papers (19%) reports about data quality rules. In many
cases, these are in the form of post-hoc rules included in study protocols to determine
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Table 1. Characteristics of surveyed papers.

Total number of papers reviewed n = 67

Challenges addressed
Telemonitoring, self-monitoring, symptoms self-management, counselling, PROM/PREM
collection, adherence promotion

Clinical domains addressed
Health promotion (physical activity, nutrition, diet), asthma, cancer, obesity, heart failure,
stroke, peripheral arterial disease, diabetes, Parkinson disease, kidney disease, inflammatory
bowel disease, amyotrophic lateral sclerosis, chronic obstructive pulmonary disease, complex
chronic conditions, orthopedy, surgery follow up, pain treatment, autism, mental health

Papers reporting mobile OS
Only Android
Only iOS
Both

25% (n = 17)
1% (n = 1)
24% (n = 16)

Papers reporting information on data collection protocol 9% (n = 6)

Papers reporting information on data quality rules 19% (n = 13)

when a participant is to be part of the analysis. However, in other cases, quality rules to
be specifically enacted during the data collection process (e.g., minimum percentage of
data collected by the step counter over daily hours, for the data point to be considered as
valid), are indicated. This is very important, for instance, in those cases in which the IoT
data are used to enact a clinical workflow, such as for instance when alerting the Point of
Care that a check with the patient is recommended, to verify why her physical activity
measurement (e.g., obtained through the pedometer) consistently decreased over the last
few days.

3.2 Analysis of Possible Scenarios and Final Decision

Data collection of behavioral (personal) being accessible and available for analysis data
requires to be authorized under a secure network and GDPR compliant procedures. The
main challenge here is to allow data collection of all three agreed BD4QoL domains of
analysis, named a) physical, b) social and c) sleep behavioral of patients, while satisfying
at the same time the need of obstructiveness and protocol compliance.

Towards this direction, the main options identified involved to a) include or not
include personal wearable devices, named smartwatches, and b) to allow use of both
Android and iOS smartphone operating systems used by patients, under the intention to
include as much as possible clinical trial population. These options were analyzed with
pros and cons for each followed scenario, as described below.

a) Use of smartwear devices – smartwatches:

a. Pros

– Accurate sleep monitoring behavior.
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– Accuracy in physical behavior.
– Data collection can include a more mature and coherent set of measurements

based on algorithms using raw data sensors.
– Low level granularity of data measurements (data can be collected at different

levels of granularity, from less than 1 s to summary aggregated daily data
through third party web services).

– Low energy utilization of resources based on smartwatch data.

b. Cons

– Technical implementation is device specific unless a completely different
architecture is followed that could lead to scalability.

– Obstructiveness of clinical experiment which could lead to faulty assumptions
based on mis-wearing behavior of wearables.

– Cost is high for both use of wearables and API access for some brands.
– High energy resources for batter and memory capacity needed to compute

data collection and baseline calculations at the edge level, i.e., the smartphone
device.

b) Use of Android compared to iOS for smartphone devices:

a. Pros

– Ability to include a larger number of populations for the clinical trial.
– Greater level of un-objectiveness of the experiment.

b. Cons

– Missing the social domain related data for the clinical experiment since iOS
operating systems do not allow related data to be collected for privacy issues
(e.g., Call and SMS logs).

– Data collection of location related activities could be available (at the time of
design decisions) every 15 min for iOS devices, in contrast with 1 min data
measurements collected for Android devices, concluding in several implica-
tions for the recognition algorithm used to recognize the semantic location of
the places one visits.

Based on the above analysis, it was decided to opt for the use of only Android
smartphones for data collection (Fig. 2), based on a mixed scenario for the acquisition
process. Raw level data such as screen status (ON, OFF), light level, accelerator, and
GPS measurements would be collected through the phone’s baseline sensors, whereas
more higher-level data groups, such as steps, physical activities and phone based social
data (i.e., calls, SMS, applications used, etc.) would be collected through third party
API services (Google Fit and device OS packages). To enable compliance with GDPR,
all data are pseudoanonymized, whereas sensitive private social data (such as calls and
SMS) are also encrypted.
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Fig. 2. Features included in the scenario selected

3.3 Implementation of the Mobile App and Services

The BD4QoL platform obtained as a result, is made up of a mobile application that col-
lects patient data, and a Point of Care tool where clinicians view andmanage patient data.
The main objective of the mobile app is to continuously collect data from the device’s
available sensors and operating system. It also has self-administered questionnaires, for
the collection of additional QoL items, to be measured between one follow up visit and
the next, including supporting sub-functions (e.g., reminders, consistency checks). The
mobile app also includes a self-management e-coach, consisting of a patient empower-
ment, natural language-based chatbot, offering to participants: 1) visualization of their
own QoL data and related trends, as collected and inferred by the platform, according
to rules established with clinicians, 2) counseling on symptoms self-management and
providing relevant suggestions and recommendations for guided self-help, 3) establish-
ing a communication channel with the clinician, and 4) detecting affective traits relevant
to the participant’s QoL assessment (e.g. depression, anxiety) from the analysis of the
dialog among the participant and the chatbot, through natural language processing and
understanding algorithms.

Finally, machine learning-based data analysis algorithms that use the data collected
through the mobile app during the prospective BD4QoL trial, will be developed to
improve predictive modeling for the early detection of HRQoL or other health outcome
deterioration.

4 Discussions and Conclusions

The concept of IoT is expanding rapidly andhas been integrated into the standard of living
for a great portion of the population in the form of smart devices, such as personal mobile
phones. Researchers and physicians are taking advantage of this technology’s readiness
to enhance healthcare workflows, but every health condition has its particular needs,
and thus disease-specific settings must be designed to optimize the performance of the
application. In this work we have presented the results obtained from a literature review
in terms of mHealth applications for QoL monitoring and the use of wearable devices
in cancer research, demonstrating that IoT is a fast-growing and broadly applicable tool
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for improving conventional healthcare strategies applied in the management of cancer
survivors.Additionally, the design of the app ensured fundamental principles to avoid any
patient’s discomfort: unobtrusiveness guarantees that the system does not interfere with
the patient’s routines unless willing, high security measures provide confidence that no
personal datawill be breached, privacy rights are preservedduring themonitoringprocess
and, to provide trust, the application follows transparency criterions by allowing users
to check which kind of data is collected, permissions can be removed and withdrawal is
permitted at any time with no detrimental to the patient’s standard of care protocol.

Previousworks already noticed the role of smartphones as pervasive tools to entangle
clinical procedures with IoT-based monitoring systems for other cancer patients [22, 23]
but a specific design for Head and Neck cancer patients was missing. More importantly,
the needs of patients going through treatment differ from survivors dealing with after-
treatment sequelae, a chronic condition that is usually revised only though scheduled
but sporadic medical visits.

Self-management of the disease, patient empowerment and promotion of healthy
lifestyles are clear strengths of IoT-based strategies for cancer survivorship. However,
there is still room for improvement in terms ofmachine learning algorithms, not analyzed
in this work, to optimally gather clinically relevant knowledge from IoT devices and
offer the best possible support to these patients. With the emergence of an avalanche of
healthcare applications in the market, the use of data model standards to ensure semantic
harmonization and interoperability will provide an unprecedented multi-source resource
to better understand disease progression and personalize out-of-the-clinic therapies.

Thus, the BD4QoL application is a co-creation effort from a multidisciplinary team
and the guidelines obtained from this work will serve future studies and trials to develop
tailored disease specific IoT applications for better monitoring of quality of life.
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Abstract. In order to solve the problems of complex feature extraction, slow
convergence of model and most of the deep learning based COVID-19 classifica-
tion algorithms ignore the problem of “island” of medical data and security. We
innovatively propose a COVID-19 X-ray images classification algorithm based on
federated learning framework, which integrates hybrid attention mechanism and
residual network. The algorithm uses hybrid attention mechanism to highlight
high-resolution features with large channel and spatial information. The average
training time is introduced to avoid the long-term non-convergence of the local
model and accelerate the convergence of the global model. For the first time, we
used the federated learning framework to conduct distributed training on COVID-
19 detection, effectively addressing the data “islands” and data security issues in
healthcare institutions. Experimental results show that the Accuracy, Precision,
Sensitivity and Specific of the proposed algorithm for COVID-19 classification
on datasets named’ COVID-19 Chest X-ray Database’ can reach 0.939, 0.921,
0.928 and 0.947, respectively. The convergence time of the global model is short-
ened by about 30 min. That improves the performance and training speed of the
COVID-19 X-ray image classification model with privacy security.

Keywords: Federated learning · COVID-19 · Convolutional block attention
module · Resnet50 · Privacy preserving

1 Introduction

Corona Virus Disease-2019 (COVID-19), has been rampant around the world since the
outbreak in 2019, and according to WHO statistics, the number of people diagnosed
worldwide has exceeded 625 million by October 26, 2022, and the number of deaths has
exceeded 6.56 million. A large number of them died due to severe lung infection found
late, so it is particularly important to detect COVID-19 patients as early as possible.
X-ray has become a key screening method for the early detection of COVID-19 due to
its wide penetration rate, low cost and high accuracy [1]. Doctors will be able to analyze
the X-ray images to determine if the patient has been diagnosed with COVID-19.
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Currently, the success of Deep Learning (DL) in image detection has made it an
important technology for computer-aided medical applications, which can help doctors
analyze chest X-rays to make quick judgments. Deep learning needs a large amount of
training data with strong differences to train a deep learning model with high accuracy
and strong robustness. However, because the privacy and security of data has been paid
more and more attention around the world, various countries have introduced various
laws and regulations to regulate and protect data security. In May 2018, the EU issued
the General Data Protection Regulation (GPR) Act for data protection; On September
1, 2021, the Data Security Law of the People’s Republic of China was officially put
into effect. So specific medical data from the hospital is not allowed to be leaked, and
collecting training data that meets the requirements is a major challenge.

Federated Learning (FL) [2] is an effective method to solve the problem of data
collection. In 2017, it was proposed by H.Brendan McMahan and others from Google.
As a privacy preserving distributed machine learning technology, it can deploy deep
learning algorithm in each client and use local data to train the model. Then the model
is aggregated by the central server and redistributed to each client for training. In this
way, it can ensure that the data is not out of local clients, the cooperation between the
client training model, and comply with the data security protection related treaties.

Some scholars have noted data security issues. Psychoula I. et al. [3, 4] consider
privacy preservation in deep learning. Yao X. et al. [5] found privacy issues of physical
objects in the IoT. Some scholars proposed to introduce federated learning for neural
network model training. Pfohl et al. [6] proposed distributed privacy learning for EMR
in the federated environment, and they further proved that the performance of this model
can be comparable to that of centralized training. Dayan et al. [7] used a federal learning
framework to provide data of COVID-19 patients from more than 20 institutions around
the world. The model input patients’ vital signs, laboratory data and chest X-ray. Predict
the vital signs of a symptomatic COVID-19 patient from presentation to the next 72 h.
Feki et al. [8] proposed a federated learning framework based on deep convolutional
neural network (VGG16 and ResNet50) for COVID-19 detection in chest X-ray images.
Zhang et al. [9] designed a federated learning system model based on dynamic fusion
for the analysis and detection of CT scan or X-ray images of COVID-19 patients. Liu
et al. [10] compared the performance of four different network models (MobileNet,
ResNet18, MoblieNet and covid) using the federated learning framework.

Aiming at the existing problems and development status of existing models, we
propose a COVID-19 X-ray image classification algorithm (FL-Resnet-CBAM) based
on federated learning with hybrid attention mechanism and residual network. Mainly
has the following three innovations:

1. Proposed distributed training of COVID-19 classification model in federated learning
framework to effectively solve the data “island” problem and user privacy security
problem in medical institutions.

2. Improve the Resnet network and add the mixed attention mechanism into the Resnet
network, which significantly improves the model detection accuracy.

3. Optimize the federated learning framework and introduce the average training time
of local models in the training process, which can prevent the global model from not
converging for a long time. The AdaGrad optimizer is used to make use of sparse
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gradient information in discrete clients to achieve more efficient convergence of the
model.

2 Related Work

2.1 Residual Network

Heet al. [11] put forward such as not changing input by convolution layer at the same time
increase the same mapping makes input directly mapped to the output of the nonlinear
layer, namely the residual network. There are five stages in the Resnet50 network, as
shown in Fig. 1. Stage1 ismainly a preprocessing operation. Residualmodules in Stage2-
Stage5 includemappingmodule Identity Block (Id Block) and Convolution Block (Conv
Block). The dimension of input and output vectors of Id Block are the same, and the
network can be deepened directly through series. Learn deep semantic information. The
dimensions of the input and output vectors of Conv Block are different, and 1 × 1
convolution should be performed to match the dimensions.

Fig. 1. Resnet50 Network structure

2.2 Hybrid Attention Mechanism

Hybrid attention mechanism refers to the comprehensive evaluation of Channel Atten-
tion Module (CAM) and spatial Attention Module (Spartial Attention Module (SAM)
simultaneously. Convolutional BlockAttentionModule (CBAM) [12] is shown in Fig. 2.
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Fig. 2. Hybrid Attention Block CBAM structure

Channel attention module will input feature map F (H × W × C) through global
max pooling and global average poolingbased on width and height respectively to obtain
different spatial semantic description operators. Then they are fed into a two-layer shared
neural network (MLP) with Relu function as activation function. Then, the feature map
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output by MLP is added and activated by sigmoid to generate channel attention feature,
namely Mc(F), formula (1). Then, Mc(F) is multiplied with the input feature map F to
obtain the feature map F′ containing channel attention.

Mc(F) = σ
(
W1

(
W0

(
Fc
avg

))
+ W1

(
W0

(
Fc
max

)))
(1)

σ is sigmoid, W0 = C
r × C, W1 = C × C

r .

The spatial attention module takes the feature map F′ output from the channel atten-
tion module as the input feature map. Two H × W × 1 feature maps are obtained by
global max pooling and global average pooling operations along the channel dimension.
Concat operation is performed on these two feature maps based on channels, and then a
convolution operation with a convolution kernel of 7 × 7 is performed. The dimension
is reduced to one channel H × W × 1, and then the spatial attention feature, namely
Ms(F), formula (2). The input feature map F′ of Ms(F) module is multiplied to obtain
the feature map F′′ including channel attention and spatial attention.

Ms(F) = σ
(
f 7×7

([
Fs
avg;Fs

max

]))
(2)

σ is sigmoid function, and f 7×7 is convolution operation with filter size 7 × 7.

3 FL-Resnet-CBAM Classification Algorithm

3.1 General Framework of FL-Resnet-CBAM

In this paper, an image classification algorithm based on federated learning and deep
residual network fusion hybrid attention mechanism (namely FL-Resnet-CBAM) is pro-
posed to realize the recognition of COVID-19 images. The overall algorithm flowchart
is shown in Fig. 3.

Fig. 3. FL-Resnet-CBAM algorithm framework
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In this paper, the centralized aggregation method is adopted to do horizontal federa-
tion learning and training, which is mainly composed of aggregation server and multiple
discrete clients. Two-way communication can be conducted between server and client,
but each client cannot initiate communication. The federated server can use a cloud
server, and the local client can be a discrete healthcare facility. The server plays the role
of distributing and aggregating models, and the client plays the role of receiving mod-
els and training local models. The improved Resnet network model is deployed in each
client, and the data used for model training is independent and distributed. The local data
in each institution consists of different numbers and types of COVID-19 X-ray images.

3.2 Improved Resnet50 Network

The original Resnet50 residual network, after performing a 5-stage residual convolu-
tion operation, was directly and fully connected for classification, but the accuracy on
classification of new coronary pneumonia images was obviously not sufficient.

The CBAM module adopts the method of serial channel attention and spatial atten-
tion, that is, the feature map F is first corrected by channel attention to F′ , and then F′
is corrected by spatial attention. Through this module, the model can learn what infor-
mation in the image and where features need to be emphasized or suppressed, which
can effectively help the information flow in the network and enhance feature extrac-
tion. The combination of channel attention and spatial attention can save parameters and
computational power and can be easily integrated into the existing network architecture.

On basis of the original Resnet50, the mixed-domain attention module CBAM is
added, as shown in Fig. 4. Specifically, the CBAM module is embedded in the last
convolutional layer of Stage5, and the residual structure is introduced into the model
with the embedded attention mechanism, which can effectively suppress the problems
of gradient explosion and network degradation. The advantage of embedding CBAM
module in the last layer is that the pre-training parameters of Resnet50 model can be
used to accelerate the convergence of the training model.

3.3 The Training Flow and Optimization of FL-Resnet-CBAM

In the model training, the initial training parameters are first distributed to all clients, and
k clients are randomly selected from the current client setN to participate in the training.
In each round of training, the server selects only some clients to participate, which can
improve the convergence speed of the local model and accelerate the convergence of the
global model.
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Fig. 4. Improved Resnet50 network structure

Considering the problem that the local model does not converge for a long time due
to factors such as uneven data distribution and poor communication of some clients, this
paper introduces the average training time of the local model Tavg, see (3). In the s round
of training, the convergence time of the local client is Ts. In the first round of training,
the initial Tavg is the fixed value measured in the experiment, and Tavg is the average
value of the model training time Ts in the first s round.

Tavg = 1

s

s∑
s=1

Ts (3)

The aggregation server performs one aggregation operation on all model gradients,
and we use the FedAvg aggregation algorithm [2].

Gs+1 ←
K∑

k=1

Di

D
Ls+1
i (4)

Ls+1
i denotes the local model parameters of the ith client at round s + 1, and Gs+1

is the global model update parameter (Table 1).
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Table 1. FL-Resnet-CABM central server steps.

Algorithm 1 FL-Resnet-CABM central server steps
1: Input: S, K, G0 , Gs , Ts , Tavg
2: Output: by evaluated the FL- Resnet -CBAM model parameters
3: Create a task and start training
4: for global model aggregation count s (1<s< S) do 
5:       Arbitrarily pick k (1 < k < K) clients to federation training
6:       for the k clients selected in parallel to do
7:            Call Algorithm 2 to obtain the current training time Ts and the model para-

meters of each client at the end of the sth round of training
8:            if (Ts > Tavg) 
9:                then Send a non-aggregation command to clients
10:          else  Send aggregation command to clients
11:          end if
12:      end for
13:      Global model parameters are obtained by FedAvg algorithm, see (4)   
14:      if (evaluate global model convergence = = true)
15:         then stop the client model training and send distributed to all clients  

which aggregation commands are sent
16:      end if
17: end for

Considering the discrete distribution of each client in the federal learning framework,
the traditional gradient descent algorithm is limited in its learning rate adjustment strat-
egy and easily falls into many local suboptimal solutions, so this paper uses AdaGrad
(Adaptive Gradient) optimization algorithm [13].

gt,i = ∇θJ (θi) (5)

θt+1,i = θt,i − lr√
Gt,ii+ ∈ × gt,i (6)

gt,i denotes the moment t of θi gradient. Gt,ii denotes the gradient of the parameter θi of
the sum of squared gradients (Table 2).

Cross entropy measures the degree of difference between two different probability
distributions in the same random variable, and is expressed in machine learning as
the difference between the true probability distribution and the predicted probability
distribution. The smaller the value of cross-entropy, the better the model prediction.

The Cross Entropy Loss function is often standard with softmax in classification
problems. Softmax processes the output so that the predicted values of its multiple
classifications sum to 1, and then calculates the loss by cross entropy.

Loss = −[y × log ∧
y + (1 − y) log

(
1 − ∧

y )
]

(7)

y is the label value 1 or 0, ŷ is the probability that the image is predicted to be a new
coronary pneumonia image.
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Table 2. FL-Resnet-CABM clients steps.

Algorithm 2 FL-Resnet-CABM clients steps
1: Input: D, Di , i, C, lr, Ts , B, momentum,minibatch
2: Output: local model parameters evaluated by , Ts

3: Get the latest model parameters from the server
4: for local model training times c(1<c<C) do
5:       Randomly divide Di into B = Di/minibatch copies
6:       Get the local model parameters from the previous iteration
7: for b(1<b<B) do
8:              Get the training parameters state_dict() for each layer from
9:              Get the lr and momentum to initialize the AdaGrad optimization, see (5,6)
10:            Call improved Resnet50 model to start training
11:            Iterate over the data and labels and place them in cuda()
12:            Optimizer clears the gradient zero_grad()
13:            Cross entropy cross_entropy calculates the loss value, see equation (7)
14:  Model gradient update based on parameters in the convolution kernel
15:      end for
16: end for
17: Send this round of client training time Ts to central server
18: if (evaluate local model convergence = = true)
19:     then get local model parameters updated = and send it to central server
20: end if

4 Experiments and Analysis

4.1 Experimental Environment

See Table 3.

Table 3. Experimental environment.

Parameters Configuration

CPU Intel Core i7-11700 @2.5 GHz

Memory 16 GB

Graphics Cards GeForce RTX 3080 Ti 12 GB

Operating System Windows 10

Deep Learning Framework pytorch 1.5.1

Programming Languages Python 3.6

4.2 Datasets

We used the dataset COVID-19 Chest X-ray Database [14, 15] to conduct the relevant
experiments. We selected 2052 COVID-19 positive cases and 2969 normal lung images



COVID-19 Classification Algorithm 169

considering the model training efficiency and the complexity of data cleaning. The
training set consists of 4021 images, 1652 COVID-19 images, and 2369 normal lung
images; the test set consists of 1000 images, 400 COVID-19 images, and 600 normal
lung images. The image format within this dataset is png with a size of 299 × 299 × 3.

In this paper, we increase the data discrepancy by rotating the images left and right
and cropping them at random centers, because the images rotated at large angles will
cause some information of the images to be lost, so the images are rotated arbitrarily
between 10° and 30° left and right. When the model is trained, an oversampling method
is used to have a put-back sampling operation for a small number of image categories,
and with this operation method, the impact of data imbalance on the classification model
can be reduced, it is necessary to resize the images in the dataset to change the image
size to 224 × 224 × 3.

4.3 Experimental Evaluation Metrics

In this paper, four metrics, Accuracy (Acc), Precision (Prec), Sensitivity (Sen), and
Specificity (Spec), are used to evaluate the model for image classification (Table 4):

Table 4. Experimental evaluation index.

Evaluation indicators Prediction Category Real Category

True Positive (TP) COV COV

True Negative (TN) Nor Nor

False Positive (FP) COV Nor

False Negative (FN) Nor COV

Acc = TP + TN

Total

Prec = TP

TP + FP

Sen = TP

TP + FN

Spec = TN

FP + TN

4.4 Experimental Results

4.4.1 Ablation Experiments

Ablation experimentswere conducted for the average localmodel training time proposed
in this paper, using the average local model training time within the improved model
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FL-ResNet-CBAM denoted as Model A and not using average local model training time
denoted as Model B. A total of 10 training sessions were conducted. The training was
unfolded with all other training conditions being consistent. The number of global model
training sessions and the corresponding convergence times are shown in Fig. 5.

Fig. 5. Convergence time corresponding to the number of training times for Model A and Model
B

As can be seen in Fig. 5, the convergence time trend line of model A is lower than
that of model B. The average convergence time of model A in 10 global training sessions
is 262.3 min, and the average convergence time of model B in 10 global training sessions
is 292.5 min, which takes 30.3 min more than model A. It can be seen from the results
that the average training time of the local model significantly reduces the convergence
time of the global model, which proves the effectiveness of the proposed method.

4.4.2 Comparison Experiments

We designed relevant experiments to test the performance of the proposedmodel accord-
ing to the following experimental parameters: N = 10, k = 3, C = 3, S = 20, minibatch
= 16, and lr = 0.001. During training, the local training set of the client is randomly
divided,it can satisfy the principle of non-independent identical distribution.

In this paper, the VGG16, ResNet18, and ResNet50 models from the VGG [16] and
ResNet [11] networks, as well as the ResNet50-SE, a model incorporating the attention
module of the SE channel based on ResNet50, and the FL-ResNet50, an improvedmodel
of ResNet50 under the federal learning framework, were selected to compare with the
proposed method in this paper in the same The prediction results of these six models on
the test set are shown in Table 5.

As can be seen from the table, comparing VGG16, ResNet18, ResNet50 can be seen
that the model in deepening the depth of at the same time, the model accuracy, precision,
sensitivity, specificity are improved, in the residual network, although the number of
convolutional layers is increased, but due to the existence of residual units, so that part
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Table 5. Comparison of the prediction results of FL-ResNet-CBAM and other models.

Models Acc Prec Sen Spec

VGG16 0.857 0.850 0.78 0.908

ResNet18 0.871 0.861 0.808 0.913

ResNet50 0.883 0.864 0.840 0.912

FL-ResNet50 0.879 0.868 0.823 0.917

ResNet50-SE 0.914 0.901 0.883 0.935

FL-ResNet-CBAM 0.939 0.921 0.928 0.947

of the convolution that does not provide positive feedback is not counted in the results,
so The relevant performance results of ResNet50 are higher than those of ResNet18, but
not too far apart, and after adding the SE module on the basis of ResNet50, the learning
of the model in terms of channels is enhanced, which makes the feature acquisition
more comprehensive, and thus the performance of the ResNet50-SE model achieves a
comprehensive surpassing of the traditional VGG and ResNet models.

By applying the ResNet50 model to the federal learning framework to achieve the
purpose of privacy protection, but from Table 5, we can see that the accuracy and speci-
ficity of the FL-ResNet50model have a small improvement comparedwith the ResNet50
model, while the accuracy and sensitivity of have decreased, which indicates that the
application of deep learningmodels to the federal learning framework does not necessar-
ily lead to an improvement in all aspects of the model. This suggests that the application
of deep learning models in the federal learning framework does not necessarily improve
the performance of all aspects of the model, and even degrades some of the perfor-
mance. This paper argues that this is part of the limitations of federal learning, which
may sacrifice a small amount of accuracy at the expense of a significant increase in
security.

The FL-ResNet-CBAM model incorporating the CBAM module proposed in this
paper achieves both improved prediction results related to the model while using the
federal learning framework to ensure security, and all metrics of the FL-ResNet-CBAM
model are higher than those of other models, comparing with the FL-ResNet50 model
that also uses the federal learning framework, its accuracy and sensitivity are signifi-
cantly improved compared with the The accuracy and sensitivity of the FL-ResNet50
model are 6 and 10.5 percentage points higher than those of the FL-ResNet50 model,
respectively, showing that the CBAM module, which focuses on both channel and spa-
tial information, can achieve the accuracy, precision, sensitivity, and specificity of new
coronary pneumonia image classification. This shows that the performance of the model
does not degrade under the federal learning framework, but the learning of only the
channel information and the lack of spatial information will lose some of the model
performance.

During the 20 rounds of global model training, the relationship between the accuracy
of each model with increasing number of global iterations is shown in Fig. 6. To show



172 C. Ji et al.

Fig. 6. Relationship between global model train epochs and accuracy of each model

more clearly the difference of accuracy curves of eachmodel in the longitudinal direction,
the accuracy starting point of the vertical axis of Fig. 6 is placed at 0.6.

The training process of FL-ResNet-CBAMmodel is relatively smooth and converges
faster than other models, which is partly due to the fact that the federal learning model
itself is a distributed model, the new model distributed under each round of client aggre-
gation is normalized, and the local model average training time is used, which allows
the model to converge faster.

5 Discussion

In this paper, by improving the residual network ResNet50 under the federal learning
framework and adding the hybrid domain attentionmechanism, we achieve the improve-
ment of the accuracy, precision, sensitivity, and specificity of the classification of X-ray
images of neocoronary pneumonia, and introduce the average training time of the local
model in the server-client model training, which solves the problem that the local model
does not converge for a long time causing the global model to be unable to converge.
The use of AdaGrad optimizer to achieve more efficient model convergence under dis-
crete clients using the information of sparse gradients, and the use of federated learning
for distributed training ensures the privacy of medical data and has the advantage of
breaking data silos, fully demonstrate the advantages and innovations of the improved
algorithm proposed in this paper for new coronary pneumonia detection. In the next
work, we consider applying federal learning to more scenarios of detection to break the
data barriers while improving the detection accuracy.
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Abstract. An effective way of limiting the diffusion of viruses when vac-
cines are unavailable or insufficiently potent to eradicate them is through
running widespread “test and trace” programmes. Although these have
been instrumental during the COVID-19 pandemic, they also lead to sig-
nificant increases in public spending and societal disruptions caused by
the numerous isolation requirements. What is more, after the health mea-
sures were relaxed across the world, these programmes were unable to
prevent substantial upsurges in infections. Here we propose an alterna-
tive approach to conducting pathogen testing and contact tracing that is
adaptable to the budgeting requirements and risk tolerances of regional
policy makers, while still breaking the high risk transmission chains. To
that end, we propose several agents that rank individuals based on the
role they possess in their interaction network and the epidemic state over
which this diffuses, showing that testing or isolating just the top ranked
can achieve adequate levels of containment without incurring the costs
associated with standard strategies. Additionally, we extensively com-
pare all the policies we derive, and show that a reinforcement learning
actor based on graph neural networks outcompetes the more competitive
heuristics by up to 15% in the containment rate, while far surpassing
the standard random samplers by margins of 50% or more. Finally, we
clearly demonstrate the versatility of the learned policies by appraising
the decisions taken by the deep learning agent in different contexts using
a diverse set of prediction explanation and state visualization techniques.

Keywords: epidemic-control · target-test-and-trace ·
reinforcement-learning

1 Introduction

The recent pandemic caused by the SARS-CoV-2 virus has fundamentally shaped
the way we plan for and respond to the spread of highly-infectious pathogens.
Drastic control measures like imposing general lockdowns proved to be particu-
larly damaging to the global economy and the wellbeing of the population [42],
causing widespread discontent among all social strata.1 As such, less restrictive

1 COVID-19 Attitudes Survey by YouGov: https://tinyurl.com/yougov-attitudes.
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health interventions were introduced in lieu to curb dangerous infection rates,
such as educating the public to socially distance, deploying large-scale testing
schemes and quarantining contacts through different tracing mechanisms [21].
Despite the advent of highly effective vaccines [3,12], financing and support for
these measures continued for several months in the majority of the Western world,
fueled by evidence of their continued efficacy [63,83]. However, with the emer-
gence of seemingly milder variants [91], concerns about the limitations [67] or the
societal impact [15,60] of the aforementioned interventions, and growing evidence
of reduced public compliance [18], several administrations decided to significantly
reduce the resources allocated for these programmes. In the United Kingdom, for
example, the new “living with COVID” strategy meant appreciable cost reduc-
tions could be achieved [61], while heavy disruptions like the recent “pingdemic”
could be entirely avoided [76,81]. Unfortunately, blindly scaling down the pub-
lic health efforts to break transmission chains has proven unsuccessful as cases
across the country soared yet again within a relatively short timeframe,2 trend
that has been replicated across Europe [34]. With the vaccine protection waning
over time [24,55], and with demand for further doses decreasing among healthy
adults [94,97], similar surges could reoccur henceforth.

In this work, we propose a major shift in the implementation of “test and
trace” programmes that is adaptable to a country’s budget and risk tolerance,
while minimizing the burden of viral infection chains. To achieve this, we study
different types of targeted policies for conducting testing and isolating contacts in
an epidemic under fixed budgeting requirements, and show that a reinforcement
learning agent can derive powerful and generalizable policies that outperform
all baselines considered in terms of infection reach. We validate our results on
several epidemic, budget and interaction network configurations, illustrating the
versatility of our proposed method. Moreover, we demonstrate that even static
non-learning agents significantly outcompete customary untargeted strategies.

The contributions in this paper are threefold:
1. We put forward a novel way of operating public health interventions in a

realistic scenario where economic and societal disruptions are to be mini-
mized: restricting the testing and tracing efforts to higher-risk individuals.
To that end, we derive highly-effective policies using different agents, in-
cluding centrality-based, neighborhood-based and learning-based, comparing
them against more traditional approaches, such as random, acquaintance or
frequency-based sampling. Our reinforcement learning agent, backed by a
Graph Neural Network (GNN) adapted from the recent development of [65],
is shown to outperform the other methods in both tasks across numerous
configurations, despite being trained using a simple test prioritization setup
with partial observable information.

2. Aside from presenting the numerical results and epidemic curves resulted
from running our control policies over multiple simulations, we also study
what the learning-based agent chooses to focus on while making its deci-
sions. For such a system to be deployed in the real world, policy makers

2 COVID-19 Infection Survey by ONS: https://tinyurl.com/ons-covid19.
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need to be reasonably confident the model produces sensible outputs. At the
same time, testing or isolation decisions have to be explainable and verifiable
when audited or contested. Here, we explore a perturbation-based technique
for explaining the policy derived by an agent’s GNN module, GraphLIME
[39], putting into perspective the former’s superior adaptability. Moreover, we
propose visualizations for the inferred node embeddings that can be used to
direct community-wide interventions or scrutinize the model’s performance.

3. We apply our framework to several scenarios featuring COVID-specific spread-
ing models, including a multi-site mean-field [40,83] and an agent-based
model, with parameters obtained from [20], and show that our agents consis-
tently perform well across a diverse set of experimental setups.

2 Related Work

2.1 Epidemic Modelling

Traditionally, simulating epidemics has been accomplished using either equation-
based or agent-based models. The first of these is possibly the most common,
owing its appreciable success to early work by [45], where the modelled popula-
tion was said to transition between disease-specific compartments according to a
system of ordinary differential equations. Recent years, however, have seen agent-
based approaches become more popular, partly due to their superior granularity
and ability to assess a system’s behavior at the individual level [98]. Government-
advising groups in the United Kingdom employed this paradigm during the initial
waves of the COVID-19 pandemic to assess the effects of public health interven-
tions [25,35]. Others used such formulations to study the combined effects of
manual tracing with digital solutions at various application uptakes, employing
parameters fitted to infection data from several regions [1,83]. In this study, we
simulate viral epidemics using a modified version of a recently-proposed multi-
site mean-field model [83], which relies on the SEIR compartmental formulation
but retains the capacity to leverage an individual’s locality information through
contact graphs and mean effects [23,40]. For completeness, we also investigate our
policies in a purely agent-based setup, similar in spirit to the network-based ap-
proaches proposed in recent works [1,65]. In both cases, we employ the COVID-
specific dynamics parameters inferred by [20], and allow all disease-unrelated
events to be time-discretized (i.e. selecting an action or updating the active links
set takes place every tu days, with tu=1).

2.2 Graph Neural Networks and Reinforcement Learning

A few years back, graph neural networks became one of the de facto machine
learning tools for processing graph-structured information [27,110]. The earliest
studies in this space defined a GNN as a set of two functions: transition fθ and
output oθ [30,86]. The former expresses the dependence between a node i and
its vicinity, while the latter controls the space spanned by the model output.
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These functions form the basis of what later came to be known as the message-
passing paradigm [29], which quickly became dominant in the field due to its
effectiveness and computational efficiency [11]. After graph convolutional net-
works (GCN) were first introduced [48], many GNN successes followed course
[11,32]. Motivated by the accomplishments of attention mechanisms in natural
language processing [19,104] and computer vision [4,46], authors soon enhanced
GNNs with attention capabilities, often increasing their performance (e.g. GAT
[105], GATv2 [10]). Expressive power bounds for the message passing algorithm
were later noted by [108], who then proposed an architecture that reaches the
upper limit of the widely-used Weisfeiler-Lehman heuristic (1-WL): the Graph
Isomorphism Network (GIN). Efforts to break node symmetries and surpass this
upper bound have been significant ever since, with many approaches currently
existing: augmenting the nodes with random features [85], modifying the message
passing rule [6], or changing the input graph structure itself [71]. Additionally, is-
sues such as feature oversmoothing [36,74] and bottlenecks [2] have been identified
as common reasons for underperforming message passing systems, with proposed
solutions ranging from maintaining a low layer count and connecting all nodes
in the last layer to ease information flow, to augmenting the message exchange
routine (e.g. Neural Sheaf Diffusion [8]). Our framework leverages ideas from
GATv2 and GIN to attain expressive power and computational efficiency, while
reducing the impact of the above problems by using randomised node features
and a small number of GNN layers, with a final fully-adjacent layer to mitigate
the over-squashing of long-range dependencies.

A widely-used approach for explaining predictions in deep learning involves
perturbing the inputs and fitting local explainable models to each data point
and its corresponding perturbations. LIME [80] and SHAP [58] are two popular
examples of this methodology. Although the above are directly applicable to
GNNs, they do not possess the capability to leverage structural information from
graph data or capture nonlinear relationships between the inputs and the outputs.
To solve these limitations, GraphLIME was proposed [39]. GraphLIME replaces
the local perturbations matrix with stacked node features selected from a node’s
neighborhood, fitting nonlinear interpretable models using HSIC Lasso [109].

Among many other domains, GNNs have also been extensively used in the
context of epidemiology. From the literature dedicated to COVID-19, we note
here several noteworthy efforts: infection forecasting [44,75], full population state
estimation [102], finding “patient 0” [90], and controlling public interventions,
such as testing [65] or vaccination policies [41].

Sequential decision processes are often modelled via Markov Decision Pro-
cesses (MDPs) of the form (S, A, P, R) [78], where S is a state space, A is an
action space, P is a transition probability matrix, while R is a reward function
for the state-action pairs. Agents sample actions from their policy at ∼ π(a|st; θ),
with a ∈ A and θ a parametrization, then execute them, transitioning to different
states st+1 and earning rewards Rt, according to the environment’s P andR. The
goal of reinforcement learning (RL) is to solve MDPs by predicting and maxi-

mizing the γ-discounted returns of future rewards Gt =
∑T

i=1 γ
i−1
t+i Rt+i [100].
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This is routinely achieved through supervision using a w-parameterized model
V (st|w) that predicts Gt, and the returns or some intermediary estimates as tar-
gets. The first of these approaches is called the Monte Carlo (MC) algorithm, and
is known to be effective despite presenting several drawbacks: slow offline learn-
ing and high variance [99,100]. For example, a variation of MC featuring search
trees was used to derive competitive policies in 2-player board games [92,93]. In
contrast, the online temporal difference (TD) learning method casts the sum of
the current estimate of the next-step return Gt+1 = V (st+1|w) and Rt+1 as a
regression target, lowering the variance and speeding up training [103]. The lat-
ter constitutes the basis for many RL algorithms to date, such as the on-policy
SARSA [82,100] and the off-policy Q-learning [106], which proved successful in
multiple problem instances: reaching or outperforming human-level performance
in games [69,70], autonomous car driving [49], and many others.

Approaches that directly optimize both θ and w are called actor-critics [52],
and have become the preferred algorithmic choice when faster convergence rates
are sought after and sample efficiency is not required. Recent years have seen
actor-critic methods like the Proximal Policy Optimization (PPO) [88] and Deep
Deterministic Policy Gradient (DDPG) [56] achieve state-of-the-art results across
a wide range of challenging tasks [54,88]. Although online implementations are
possible, these agents have traditionally been trained using MC.

Learning policies in environments with combinatorial action spaces such as
ours has generally been considered a difficult undertaking. In spite of this, RL
methods proved to be effective in instances like multiple item [96] or thread pop-
ularity selection [33]. In the context of epidemics, an RL system based on multi-
armed bandits and demographics data was recently introduced by the Greek
authorities to prioritize the COVID-19 testing allocations at border control [5].
For classic combinatorial problems, such as the travel salesman (TSP) and its
vehicle routing variants, RL approaches have also been shown to perform well
[7,53]. Incorporating graph embeddings into the RL agents have generally lead
to improved solvers, outcompeting other learning methods [17,43].

2.3 Influencing Graph Dynamics

The problem of influencing diffusion processes over networks has been studied
in many different settings before, most notably for solving influence maximiza-
tion [73], optimizing immunization strategies [77], and targeting pathogen testing
[66]. It has been long established that random vaccination policies tend to be sub-
optimal, and even simple heuristics like acquaintance sampling can outperform
them [16,68]. Centrality-based strategies were also explored in this context, with
PageRank [14], eigenvector [62] or betweenness centrality [84] becoming popular
choices. For influence maximization, degree-based strategies were shown to ren-
der competitive results (e.g. LIR [57], degree discount [13]). Over time, however,
multiple authors have identified problem instances where any centrality measure
used by itself can lead to suboptimal results [9,77]. The question of which heuristic
to use for what problem has since become a focal point in many application do-
mains. As an alternative, reinforcement learning techniques have been proposed
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for mixing different heuristics in an optimal manner, thus reducing the impact of
the aforementioned drawbacks [65,101]. Node targeting for detecting the state of
a spreading process is a slightly less explored use case of control in the literature,
but efficient heuristics that exploit the known state of a vertex’s neighborhood
instead of centrality-derived information have proven to be successful [66]. The
domain of prioritizing contact tracing, however, remains largely uninvestigated
to date, but recent work suggests that isolating subsets of individuals based on
the frequency of appearing in the vicinity of positive cases can lead to similar
levels of containment as naively isolating every contact [51].

Meirom et al. introduce a reinforcement learning model that can derive gen-
eral control policies for diffusion processes over networks, using test prioritization
and influence maximization as illustrations [65]. A GNN-based controller, cast in
an actor-critic framework, learns effective policies using simulated data, integrat-
ing local and long-distance information over time. The elegance of the approach
stems from the fact that the training process is not conditioned on having the full
epidemic state made available to the agent. The work also shows that it is possi-
ble to learn a policy on small networks (e.g. 1000) and deploy it on larger graphs
with similar statistics (e.g. 50000, the size of a small city). Our study builds
on top of this versatile control framework, but differs from the aforementioned
work in several key aspects: First, we extend the problem formulation to cover
prioritizing both testing and tracing, amending the framework to accommodate
ranking nodes from eligible subsets. The latter also enables us to add a simple ex-
tension to all our agents which empirically improves performance: restricting the
action space to exclude recently-tested negative individuals. Second, we analyze
the control outcomes more thoroughly, looking at longer evaluation episodes than
25 days, plotting epidemic curves, and interpreting the agents’ decisions using a
perturbation-based explainability technique designed for graphs, GraphLIME.
Third, we employ COVID-specific spreading parameters and analyze the behav-
ior of the policies beyond agent-based modelling. Finally, we perform a range
of algorithmic changes in our implementation to improve efficiency: using boot-
strapping and eligibility traces to mitigate the memory cost of the offline PPO
routine, a shared network between the actor and the critic [88] to enrich the graph
embeddings, a GATv2 layer in the diffusion module to enable a better tracking
of the point-to-point spreading process, multiple GIN layers followed by a final
fully-adjacent one in the information module to increase its expressive power, as
discussed above, and standard scaling for bounding the exploding node hidden
states instead of L2 normalization or GRU-based transformations.

3 Methodology

3.1 Simulating Epidemics

We simulate several epidemics using the SEIR compartmental model together
with COVID-specific parameters obtained from [20]: a base infection rate of
b = 0.0791 and an average exposed duration of e = 3.7 days. In order to remove
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stochastic artefacts that may conceal performance differences, most of our setups
assume that nodes remain infectious for the whole duration of the episode unless
they get isolated (i.e. recovery rate ρ = 0). Intuitively, the impact of this assump-
tion becomes significant only when the problem becomes oversaturated (i.e. the
testing budget k and/or the recovery rate ρ are large enough for any agent to
achieve containment). For completeness, however, we also present results when ρ
is varied (see Section 4.1).

The viral infection diffuses over different interaction network configurations,
with events getting generated by either a multi-site mean-field (see [83]) or
an agent-based model. These configurations correspond to both common arti-
ficial generation methods, such as Erdős–Rényi [22], dual Barabási-Albert [72] or
Holme-Kim [38], and real interaction patterns. In practice, the graph connections
needed for conducting such fine-grained control would have to be inferred from a
monitoring system, like a digital tracing mechanism [65] or human mobility track-
ing via GPS [89], process which requires careful data anonymization. We assign
a transmission weight wj ∼ U(0.5, 1) to every edge j in our graphs, calculating
an interaction’s transmission probability by scaling wj with the base factor b. In
the multi-site mean-field simulations, stochasticity is ensured by the events sam-
pling procedure, which is efficiently performed using Gillespie’s algorithm [28].
In contrast, the agent-based model relies on sampled exposed-state and recovery
durations for each node, di ∼ N (e, 1), ri ∼ N ( 1ρ , 1), and the wj weights to induce
variability among individuals. For further details, please consult Appendix A.2.

3.2 Control Setup

Each epidemic is allowed to progress until at least ca days have passed since the
simulation began and a minimum of ci nodes become infected before the agent
commences its interventions. In the first day of control, the agent is informed
at random about the status of a proportion ck of the infected population, after
which it is only allowed to test k individuals and isolate kc contacts of recently-
detected positive nodes (i.e. in the previous 6 timestamps) per day. As the actor
is not aware of a node’s state unless it is a part of ck or it got tested recently,
the environment is partially observable. In this work, we fix ca = 5, ci = 5% and
ck = 25%, while the budgets are varied between experiments. A block diagram of
our framework, which includes the agents’ class hierarchy, is provided in Fig A1.

During evaluation, each agent is asked to select the top-k nodes to test and
the top-kc contacts to isolate every day, according to their appraisal of the epi-
demic and graph states. Consequently, this constitutes an instance of the subset
selection problem [79], where nodes that are traced by the system or found to
be positive are marked as isolating, becoming incapable of infecting other nodes.
In principle, those individuals remain disconnected from the graph, yet we allow
messages to continue flowing through their connections during the training phase
of the learning-based agents. Importantly, the process of tracing is assumed to
be carried with delays shorter than a day, which usually implies that a contact
tracing application is already deployed and functioning [26,107]. To evaluate the
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efficacy of each policy, we analyze the fraction of nodes kept healthy through the
entire epidemics and the corresponding infection curves.

3.3 Baseline and Learning Agents

In this study, we consider a wide variety of baseline agents for controlling the vi-
ral diffusion that leverage separate heuristics: Random samplers (or randag); Ac-
quaintance samplers (or acq); Centrality-based (e.g. Degree or deg, Eigenvector or
eig, PageRank or prank, Closeness, Betweenness); Neighborhood state-based (or
neigh). The latter is the only baseline that uses information about the epidemic
state, targeting the nodes that have the highest number of positively-detected
neighbors in their 2-hops vicinity via lexicographical ordering [66].

Aside from the above, when ranking the contacts of positives, additional in-
formation can be exploited through heuristic methods: the frequency with which
nodes appear in the neighborhood of detected cases. We derive two baselines from
the above: Frequency, which randomly samples nodes with probabilities propor-
tional to the individual frequencies (equivalent to the tracing mechanism studied
in the multi-site mean-field approach of [83]), and Backward, which greedily picks
the nodes with the highest frequencies (as per [51]).

We also propose a simple yet powerful extension to these baselines: recollec-
tion of recent negative test results. This effectively restricts the action space to
untested nodes in the past tn days, speeding up the network exploration. We set
tn = 3, an appropriate timeline for COVID-19 [95], which renders good results
empirically.

Our learning-based agents are inspired by the recent publication of [65], lever-
aging multiple GNNs due to their proven efficacy for targeting testing campaigns.
The abstract structure of our models remains similar to the previous work, with a
single-layered diffusion module and a long-range information module, followed by
two multi-layer perceptrons (MLPs), one that computes the node hidden states
hi, and another that defines the output space. However, our proposed solution fea-
tures several improvements or simplifications: First, we utilize two output MLPs
to produce a score for each vertex and a full state score from the same model,
thus sharing the embedding space between the two. Second, we employ a GATv2
layer in the diffusion module to leverage attention when aggregating information
from the immediate neighborhood of each node, and 3 GIN layers followed by a
fully-adjacent layer in the information module to improve the expressivity and
long-range information flow. Finally, after experimenting with different normal-
ization schemes to mitigate the issue of the exploding hidden states hi (problem
also outlined in the aforementioned study), we propose the usage of standard
scaling, which leads to stable training behaviors.

In addition to the above, we carefully scrutinised different combinations of
node features, choosing the following final set for training our policies: the degree
and eigenvector centralities, the number of infected vertices in the 1-hop and
2-hop neighborhoods, 5 random features that break structure symmetries, and 4
test-state features: a one-hot vector of size 3, marking the test status of node i
at the previous timestamp (untested, negative or positive), and a binary value
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marking whether the vertex has ever tested positive. To allow for the hidden states
to incorporate information from these features before the training commences,
we disable gradient updates for the first 11 passes.

The ranking of nodes can be performed by both a supervised learning (SL) and
a reinforcement learning (RL) agent, with little to no changes to the underlying
neural network architecture. The SL agent is trained as a simple node classifier
by optimizing a binary cross-entropy loss on the infection status of each vertex,
with the output space representing the next-step infection likelihood. In contrast,
our RL agent gets optimized via a surrogate PPO objective, which only needs
access to the total number of infected at each time point (for more details, refer
to Appendix A.3), ultimately solving for the criterion below, where E(t), I(t) and
R(t) are the number of individuals in each compartment at time t:

min

∞∑
t=t0

γt−t0(E(t) + I(t) +R(t)) (1)

Here, two reward functions can be used: negative of the number of infected or
the number of susceptible vertices at time t (corresponding models denoted as rl
and rlpos, respectively). The performance between the two varies due to numer-
ical reasons, but the differences are small (see Fig A5). Consequently, Section 4
features only the former in the summary tables.

To ensure sufficient exploration during training, the RL agent passes the raw
outputs of the ranking model through a softmax function that features a decaying
temperature, starting from ϵ = 0.5. Note that other strategies are also possible
here, including the transforms proposed in [64] and [65], but our simple alternative
proved sufficiently effective at exploring the state space. During evaluation, the
sampling process is turned off, greedy actions are taken instead, and the edges
connected to positively-identified vertices are masked before being fed to the
information module, limiting feature oversmoothing. In contrast, we allow the
single-layer diffusion GNN to utilize to the aforementioned links such that the
positive-related node features can pass through to their neighbors.

By comparing the training behavior of the SL and RL agents with the con-
tainment achieved by the centrality-based actors with recollection, we observe a
clear distinction between the two, as reflected by Fig 1. While the RL policy out-
performs all baselines in several episodes, despite not entering evaluation mode
as of yet (i.e. when exploration would be turned off), the SL policy struggles to
compete. Further evidence of the SL agent’s underperformance can be seen in the
plots of Fig A2, as well as in the extensive comparison previously conducted by
[65]. Consequently, we focus our main analysis in Section 4 on the policies derived
by the RL actors, comparing them against the rest of the baseline agents.
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Fig. 1. The learning agents’ training behavior. Results obtained by the centrality-
based agents and the random tester are plotted for comparison.

4 Results and Discussion

4.1 Prioritizing COVID Testing in Static Graphs

We first explore our agents’ policies in the context of targeted testing campaigns.
To that end, we investigate the fraction of nodes kept healthy throughout various
epidemics triggered across different network models when the budget of daily
testing k is fixed, while kc is set to 0. Once tested positive by the framework, a
node gets isolated and eventually acquires immunity, thus remaining uninfectious
until the end of the simulation. As stated previously, most of our setups assume
nodes do not spontaneously become uninfectious (i.e. ρ = 0), but for completeness
we present results for different full-recovery rates in Table 1.

Despite being trained for only 50 episodes on a single epidemic configuration
spanning a preferential attachment network of 1000 nodes, our reinforcement
learning agent consistently outperforms the other baselines across a range of
different network sizes (see Table 2), budgets (see Fig A4), and wiring configura-
tions (see Fig A5). Interestingly, as previously hinted by [65], the learning-based
agents poses a great generalization capability when the daily budgets scale with

Table 1. Fraction kept healthy with budget k = 1% and different recovery rates.
Average over 5 seeded runs for each of the considered 5 realizations of Barabási-Albert
networks with N = 1000 nodes and a mean degree of approximately 3. “w/R” denotes
agents with recollection of recent negative test results.

Agents ρ = 0 ρ = 0.01 ρ = 0.02 ρ = 0.03

Degree 0.555 ± 0.027 0.616 ± 0.034 0.662 ± 0.039 0.697 ± 0.039

Degree (w/R) 0.744 ± 0.032 0.769 ± 0.028 0.801 ± 0.028 0.847 ± 0.025

PageRank (w/R) 0.720 ± 0.026 0.755 ± 0.023 0.792 ± 0.037 0.834 ± 0.039

RL 0.822 ± 0.033 0.846 ± 0.026 0.876 ± 0.026 0.897 ± 0.026
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Table 2. Fraction kept healthy with budget k = 1% and different population sizes.
Average over 5 seeded runs for each of the considered 5 realizations of Barabási-Albert
networks with a mean degree of approximately 3. “w/R” denotes agents with recollection
of recent negative test results. Here, a single model is trained for 50 episodes on a
network of size 1000, but its policy is able to generalize to appreciably larger graphs.

Agents N = 500 N = 1000 N = 2000 N = 5000 N = 20000

Degree 0.533 ± 0.037 0.555 ± 0.027 0.552 ± 0.017 0.567 ± 0.027 0.557 ± 0.005

Degree (w/R) 0.731 ± 0.031 0.744 ± 0.032 0.736 ± 0.027 0.737 ± 0.025 0.746 ± 0.009

PageRank (w/R) 0.709 ± 0.019 0.720 ± 0.026 0.724 ± 0.021 0.729 ± 0.021 0.725 ± 0.008

RL 0.817 ± 0.032 0.822 ± 0.033 0.811 ± 0.024 0.821 ± 0.025 0.803 ± 0.026

Table 3. Fraction kept healthy for 1000 nodes. Results are averaged over 5 runs for
each of the 5 realizations of a configuration model built using real tracing statistics.

Agents k = 20 k = 50

Acquaintance (w/R) 0.465 ± 0.086 0.736 ± 0.085

Degree (w/R) 0.406 ± 0.020 0.746 ± 0.025

Eigenvector (w/R) 0.186 ± 0.013 0.409 ± 0.026

PageRank (w/R) 0.363 ± 0.016 0.668 ± 0.039

RL 0.506 ± 0.029 0.831 ± 0.047

the number of nodes, making possible a deployment into larger networks, irre-
spective of the training graph size and artificially without losing efficacy.

Several epidemic curves corresponding to prioritizing testing in 5000 nodes
graphs are shown in Fig A3. We note the random approaches perform strikingly
poorer than all our informed policies, while the impact of recollection is apparent.
Moreover, in spite of using recollection, the heuristics considered remained inferior
to the RL policy in terms of the average containment rate.

4.2 Prioritizing Testing in Dynamic Graphs

In the previous section, we analyzed scenarios in which the connections between
nodes remain fixed for the entire simulation. However, in practice, the interaction
patterns change over time. In Fig 2, we present boxplots of the percentage of
nodes kept healthy obtained by different agents on several preferential attachment
networks whose active edges are sampled every day (a uniform random fraction is
sampled daily from U [0.4, 0.8]). The reinforcement learning agent was retrained to
accommodate this dynamic context, allowing the model to pass messages through
the most recent edges only. The top performing policies were also evaluated on
dynamic networks built using statistics from a real contact tracing network [65],
the resulting average containments being displayed in Table 3.

4.3 Targeted Test and Trace Programmes

Next, we investigate the extent to which different combinations of agents tasked
with conducting testing and contact tracing under the constraints of a fixed
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Fig. 2. Infection control performance on different dynamic network architec-
tures. The uncertainties are shown as boxplots.

Fig. 3. Averaged epidemic curves and their standard deviations during test
and trace control. These are for 5000 nodes Barabási-Albert networks featuring a
mean degree of approximately 3, with a daily testing budget of k = 1% and no tracing
on the left, and k = 10 with a limit of kc = 25 traced contacts on the right. Two RL
agents are displayed: one trained for 50, and the another for 200 episodes.

budget can reduce the spread of a pathogen. For this problem, we train an RL
agent for 200 episodes on the same testing task as before, and compare the
resulting policy against the other baselines. Tables 4 and 5 confirm the RL tester
improves the overall quality of the test and trace programmes, irrespective of the
chosen tracer. That being said, employing the same agent to perform the ranking
of contacts as well generally improves the containment.

We also inspect the averaged epidemic curves associated with these targeted
test and trace campaigns when N = 5000. The results obtained by each agent
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Table 4. Percentage of nodes kept healthy for graphs of size 1000 and an approximate
mean degree of 3, with budgets k = 2, kc = 5. Averages over 5 runs for each of the
considered 5 realizations of the following: dual Barabási-Albert with m1 = 5, m2 = 1
(BA 5-1) and m1 = 10, m2 = 1 (BA 10-1), Holme-Kim (PC), and Erdős–Rényi (ER).

Agents (Test + Trace) BA 5-1 BA 10-1 PC ER

Random + Random 0.389 + 0.044 0.446 ± 0.060 0.131 ± 0.023 0.199 ± 0.023

Random + Frequency 0.387 ± 0.033 0.465 ± 0.059 0.202 ± 0.030 0.195 ± 0.022

Acquaintance (w/R) + Random 0.541 ± 0.054 0.657 ± 0.054 0.212 ± 0.031 0.215 ± 0.017

Acquaintance (w/R) + Frequency 0.582 ± 0.055 0.674 ± 0.059 0.228 ± 0.040 0.217 ± 0.021

Acquaintance (w/R) + Backward 0.591 ± 0.056 0.769 ± 0.080 0.213 ± 0.039 0.208 ± 0.019

Acquaintance (w/R) + RL 0.644 ± 0.048 0.806 ± 0.058 0.248 ± 0.038 0.217 ± 0.018

Degree (w/R) + Degree 0.764 ± 0.038 0.915 ± 0.032 0.528 ± 0.053 0.333 ± 0.037

RL + Random 0.818 ± 0.034 0.882 ± 0.026 0.542 ± 0.050 0.438 ± 0.043

RL + Frequency 0.832 ± 0.035 0.890 ± 0.033 0.567 ± 0.054 0.448 ± 0.048

RL + Backward 0.849 ± 0.033 0.923 ± 0.023 0.590 ± 0.058 0.434 ± 0.047

RL + Degree 0.853 ± 0.034 0.928 ± 0.014 0.614 ± 0.055 0.453 ± 0.039

RL + RL 0.876 ± 0.025 0.936 ± 0.009 0.620 ± 0.050 0.451 ± 0.039

Table 5. Percentage of nodes kept healthy when controlling epidemics over a dynamic
real interaction network of 74 vertices, derived from the Social Evolution dataset [59].
Averages over 5 runs for each of the considered 5 infection seeds. Test budget is k = 2.

Agents (Test + Trace) kc = 2 kc = 4

Random + Frequency 0.511 ± 0.130 0.659 ± 0.114

Acquaintance (w/R) + Frequency 0.494 ± 0.113 0.649 ± 0.089

Acquaintance (w/R) + Backward 0.522 ± 0.115 0.654 ± 0.126

Neighborhood (w/R) 0.620 ± 0.108 0.704 ± 0.107

Degree 0.614 ± 0.107 0.741 ± 0.084

Degree (w/R) 0.636 ± 0.104 0.750 ± 0.084

RL 0.711 ± 0.089 0.773 ± 0.069

is shown on the second column of Fig 3, with the first serving as a test-only
reference (i.e. values from Fig A3). As stated before, heuristics with recollection
bring large improvements over random policies, yet the RL agents outcompete
them in most setups. Note the performance of k = 50 tests is similar to k = 10
tests, but tracing up to kc = 25 contacts daily. While the balance between these
will depend on various factors, the results highlight the effectiveness of tracing.

4.4 Agents Interacting with Different Spreading Dynamics

To assess the ability of the agents to generalize to other spreading dynamics, we
compare their achieved containment rates recorded with both a multi-site mean-
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Table 6. Fraction kept healthy for 2000 nodes and an average degree of 3. Results
represent averages over 5 runs for each of the considered 5 instances of a dual Barabási-
Albert model (m1 = 10, m2 = 1). Testing budget is k = 2 and no tracing is conducted.

Agents Multi-site Agent-based

Random 0.164 ± 0.037 0.195 ± 0.034

Acquaintance (w/R) 0.251 ± 0.033 0.263 ± 0.035

Degree 0.390 ± 0.032 0.394 ± 0.029

Degree (w/R) 0.443 ± 0.032 0.457 ± 0.034

RL 0.468 ± 0.035 0.477 ± 0.034

Table 7. Fraction kept healthy for 2000 nodes and an average degree of 3. Results
represent averages over 5 runs for each of the considered 5 instances of a dual Barabási-
Albert model (m1 = 10, m2 = 1). Budgets are k = 2 and kc = 10.

Agents (Test + Trace) Multi-site Agent-based

Random + Random 0.372 ± 0.035 0.371 ± 0.042

Acquaintance (w/R) + Backward 0.633 ± 0.046 0.627 ± 0.053

Degree (w/R) + Degree 0.841 ± 0.034 0.809 ± 0.028

RL + Backward 0.867 ± 0.029 0.851 ± 0.030

RL + Degree 0.889 ± 0.026 0.856 ± 0.025

RL + RL 0.911 ± 0.020 0.882 ± 0.018

field and an agent-based model run with similar hyperparameters. The RL agent
retains all the learned parameters inferred from the previous experiments.

Despite the fact that the control mechanism in the mean-field case relies
on discretizing a continuous-time process, we observe minor differences between
the two simulation approaches (Tables 6 and 7). This confirms that the agents
continue to perform well irrespective of the underlying dynamics.

4.5 Explaining and Visually-Inspecting the Learning Agent’s Policy

To derive explanations for the decision taken by our reinforcement learning pol-
icy, we employ the GraphLIME algorithm, fitting multiple interpretable models
to the raw action-values the model outputs. Fig 4 presents the feature impor-
tances derived by GraphLIME for a given day in the early stages of an epidemic,
highlighting that the RL agent preferentially attends to the centrality features
when it does not possess enough information about the diffusion state. As soon
as the tester records positive individuals in the vicinity of a vertex, the rank of
the latter increases. After neighborhoods become filled with known infections, the
agent targets the affected sectors by focusing on the epidemic state features (see
Fig 5). As previous results also suggest, the degree remains an effective predictor
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for a node’s importance throughout the process. Interestingly, the untested flag
is often correlated with the action scores, which may indicate the agent favors
exploring unknown sectors or reinforcing testing in recently-targeted regions. To
put into perspective the significance of adaptability, we show in Fig 6 an example
where an RL tester starts by targeting the same node as a degree-directed policy,
but then quickly changes its behavior to also test bridging vertices. The ability
to plan ahead and adapt to potential threats leads in this case to a successful

Fig. 4. Explaining early predictions on a 200 nodes network using the β
importances from GraphLIME. Initially, the agent does not possess information
about the epidemic state, and as such, it focuses on the centrality features. Top row
displays each node’s feature values, while neighborhood averages are shown underneath.

Fig. 5. Explaining later predictions on a 200 nodes network using the β
importances from GraphLIME. During the later stages of an outbreak, the agent
shifts its focus towards the epidemic state features, like the previously untested and
positive flags, or the number of infected neighbors. Numbers in the the first row represent
each node’s feature values, while the second row displays the neighborhood averages.
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containment of the pathogen to the first cluster, while the degree agent is unable
to stop the infection of every community. We note the RL infers that bridges are
important transmission vehicles in spite of never computing the time-consuming
betweenness centralities (also see Appendix A.1). Considering the promising re-
sults exhibited by our RL policy, we hypothesize that useful patterns emerge
within the ranking model’s hidden states hi. To verify our assumption, we plot
t-SNE mappings and dendrograms for these embeddings across different days
(refer to Fig A6). The detected positives (colored in blue) have a tendency to be
grouped together, while new infections (red) get pushed to a handful of clusters
within the same region. Such visualizations could be used for scrutinizing the
actions of an agent or deriving effective community-wide health interventions.

(a) Degree w/ R: a high degree node is targeted. (b) Degree w/ R: all communities get infected.

(c) RL: a high degree node is targeted. (d) RL: only first community stays infected.

Fig. 6. Visualization of the spread for the Degree w/R and the RL agents.
This corresponds to a stochastic-block network [37] with three communities. Suscepti-
bles are green, exposed yellow, infectious orange, and detected blue. In the first day, the
two policies are identical, but later on the RL agent preferentially targets the bridges.
(Color figure online)

5 Conclusion and Future Work

In this study, we show how policies for controlling an epidemic through testing
and tracing in a resource-limited environment can be learned using expressive
graph neural networks that can integrate both local and long range infection
dynamics. Across many different scenarios, a policy inferred by a reinforcement
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learning agent outperforms a wide range of ad-hoc rules drawing from the connec-
tivity properties of the underlying interaction graph, achieving containment rates
of up to 15% higher than degree-based solutions with recollection, and more than
50% higher than random samplers. Interestingly, our agent also exhibits strong
transferability, with one model trained on small preferential attachment networks
being able to control the viral diffusion on several graphs of tens of thousands
of vertices and diverse linkage patterns. While building on previous efforts [65],
we explore the role of contact tracing, compare different ways of modelling the
infection spread (multi-mean-field versus individual agent-based), and scrutinize
a varied set of heuristics. Exploring further epidemic configurations and assessing
the proposed test and trace framework on real region-level data would constitute
natural extensions to this work.

Additionally, we demonstrate how orderings derived by the deep learning
model can be interpreted using the node features, as well as propose visualization
strategies for the cluster structures that arise in the latent space of the ranking
module. We believe future work could expand on the aforementioned ideas to
derive more effective public health interventions and decision-making appraisals.
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A Appendix

A.1 Performance Analysis

We compare the mean total elapsed time for running epidemics using each of
our testing agents in Table A1. These results corresponds to the wall clock time
recorded on an average Windows machine equipped with an Intel i7-7700 CPU,
an NVIDIA RTX 3060 GPU and 32GB of random access memory.

Table A1. Average wall clock time per epidemic during evaluation. Configuration:
Barabási-Albert networks of 2000 nodes, an average degree of approximately 3, and a
daily testing budget of k = 2.

Agents Wall time (s) Agents Wall time (s)

Random 1.12 Acquaintance (w/R) 1.12

Degree 3.23 Degree (w/R) 3.19

Closeness (w/R) 787.33 Betweenness (w/R) 1176.32

Eigenvector (w/R) 7.8 Pagerank (w/R) 6.39

Neighborhood (w/R) 1.49 RL/SL 15.92
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A.2 Epidemic Modelling

All our epidemic models rely on the SEIR compartmental formulation, but the
diffusion process remains bound by the interaction network configuration.

The multi-site mean-field models considered in this work rely on exponential
waiting times sampled via Gillespie’s algorithm to obtain subsequent events, with
the state transition probabilities defined as follows:

p(S → E) = bwj△t

p(E → I) = e−1△t

p(I → R) = ρ△t,

(2)

where b is the base transmission rate, wj are time-dependent edge weights, e is
the exposed state duration, ρ is the recovery rate, while △t is a time interval.

In contrast, the agent-based model loops through every node i at every time
step, executing the appropriate transition events when one of the normally-
distributed samples (di or ri) decreases to 0. Concurrently, every edge j is visited
to check whether an infection event occurs over that connection, according to the
transmission probability defined in Eq 2.

A.3 Algorithmic Details for the Proximal Policy Optimization

We start by reminding the reader about some general reinforcement learning
quantities and relations:

Â
(γ,0)
t (at; θ) = δγt (θ) = Rt + γV (st+1; θT )− V (st; θ)

Â
(γ,1)
t (at; θ) = Gγ

t − V (st; θ)

Â
(γ,λ)
t (at; θ) =

T∑
l=0

(γλ)lδγt+l(θ)

rORIG
t (θ) =

π(at|st; θ)
π(at|st; θk)

rSARSA
t (θ) =

π(at|st+1; θ)

π(at|st; θk)

(3)

In Eq 3, Rt is the reward obtained by the agent after taking action at ∼
π(a|st; θk) and transitioning from state st to st+1. The value of a given state
s is approximated using a neural network V (s, θ), which, together with Rt and
the discount factor γ, determines the TD-error δγ ; θk parameterizes the acting
policy, θT is a delayed state of θk that parameterizes the regression target in
online learning [69], rORIG

t (θ) denotes the ratio between a policy parameterized
by a given θ and the acting policy, while rSARSA

t (θ) represents an alternative
formulation for the latter that replaces the numerator with the policy of θ evalu-

ated at the next state st+1. Finally, the Â
(γ,λ)
t terms represent different forms of

the advantage function, as given by [87], with the special cases λ = 0, when the
advantage is equal to the TD-error, and λ = 1, when the minuend of the RHS
equation is the discounted return of the episode, Gt.
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We rewrite the Proximal Policy Optimization (PPO) equations in terms of
the quantities above in Eq 4, where E , c1 and c2 are hyperparameters, clip(.) is
a function that clips its argument to the specified range, transform(.) is a func-
tion that modifies the gradient descent update according to a specific optimizer
(e.g. Adam [47]), while Ht(θ) is an entropy regularizer [31]. In contrast to the
original formulation, Eq 5 describes our proposed modification of PPO to allow
for optimizing the objective in a memory-efficient online manner. In particular,

we rewrite the loss terms using the one-step advantage function Â
(γ,0)
t (at; θ),

and introduce an intermediary operation that accumulates the gradients of our
modified loss using a unified eligibility trace [100], in a similar fashion to the
methodology employed by [50], obtaining a backward-view approximation of the

generalized advantage estimate Â
(γ,λ)
t in the process [87]. We note that, by setting

rt = rSARSA
t , we can eliminate the requirement of storing st in memory for the

subsequent timestamp, while retaining the benefits of ratio clipping. This works
well empirically since major shifts between st+1 and st are not common in our
environment. Based on previous work and our own assessment, we set γ = 0.99,
λ = 0.97, E = 0.2, c1 = 0.5, c2 = 0.01, and update the target value network every
5 episodes across all our experiments.

LCLIP
t (θ) = min[rt(θ)Â

(γ,λ)
t (at; θ), clip(rt(θ), 1− E , 1 + E)Â(γ,λ)

t (at; θ)]

LV F
t (θ) = [Â

(γ,1)
t (at; θ)]

2 Ht(θ) = −
∑
a∈A

π(a|st; θ) log π(a|st; θ)

LPPO
t (θ) = Et[−LCLIP

t (θ) + c1LV F
t (θ)− c2Ht(θ))]

θk+1 = argmin
θ
LPPO
t (θ)

(4)

LOCLIP
t (θ) = min[rt(θ)Â

(γ,0)
t (at; θ), clip(rt(θ), 1− E , 1 + E)Â(γ,0)

t (at; θ)]

LOV F
t (θ) = [Â

(γ,0)
t (at; θ)]

2 Ht(θ) = −
∑
a∈A

π(a|st; θ) log π(a|st; θ)

LOPPO
t (θ) = −LOCLIP

t (θ) + c1LOV F
t (θ)− c2Ht(θ)

Et = γλEt−1 +
∇θkLOPPO

t (θk)

s
, with s = δγt (θk) or s = 1

∆θk = transform(δγt (θk)Et)

θk+1 = θk −∆θk

(5)
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A.4 Supporting Figures

Fig.A1. Block diagram of our control framework. The Agent is passed as a
parameter to the Simulator, and every time the latter samples enough events for the
conditions to be met, a call to the control(.) method of the first is performed. The afore-
mentioned function performs some preprocessing steps, and then calls control test(.) and
control trace(.), which are responsible for the actual node ranking and are specific to
each type of agent. Combinations of agents can be selected with the MixAgent.

Fig.A2. Infection control performance on different network architectures of
1000 nodes and a daily testing budget of k = 2. Uncertainties shown as boxplots.
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Fig.A3. Epidemic curves for different network and epidemic seeds. These
correspond to multiple 5000 nodes Barabási-Albert networks featuring a mean degree
of 3, with a testing budget of k = 1%. Here, two versions of the RL agent are displayed:
one trained for 50, and one trained for 200 episodes. The y-axis limit is set to 3200 to
facilitate the comparisons, yet the random agents perform poorer than this level.

194 A. C. Rusu et al.



Fig.A4. Infection control performance on different static network architec-
tures with varying budgets. The uncertainties are shown as boxplots.
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Fig.A5. Infection control performance on different static network architec-
tures and sizes, with a budget of k = 2. Uncertainties are shown as boxplots.
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Fig.A6. t-SNE plots of the node hidden states and dendrogram correspond-
ing to their hierarchical clustering into 10 groups. As can be observed, the agent
mostly groups detected (blue) nodes in a region of the space, while the new undetected
infections (red) are predicted to appear within the risk regions on the right. Recent
negative results are plotted as dark green. The dendrogram on the right displays the
cardinality and the infection probability associated with each cluster.
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A.5 Control Framework

The logic behind our epidemic control framework in the continuous-time sim-
ulation scenario is outlined in Algorithm 1. The class hierarchy of the agents,
together with their logic, can be consulted in Algorithm 2. Refer to Table A2 for
details about the variables involved in these.

Table A2. Legend for the control framework pseudocode.

Name(s) Description(s)

R GNN-based ranking model (shared across all epidemics).

Econf Episode configuration. Consists of tuples mapping an episode ID (eid) to its
exploration-control variable eϵ.

Sconf Simulation configuration. Enum that defines the maximum network, infec-
tion and event seeds, which in turn control the range of the loops over each
seeded configuration.

snet, sinf , sev Interaction network, infection and event seeds.

Np, Sp, Ap Interaction network, simulator and agent hyperparameters. Ap contains the
sampling strategy st and learning rate lr.

N , S, A Interaction network, simulator and agent main objects.

ic, iu Iterators for time-discretized events: dynamic control and edge-updating in-
teraction events.

e, t Interaction event enum and its corresponding time value.

ktst, kct Daily budgets for testing and contact-tracing isolations.

ctst, cct Sensible candidates to rank for testing and tracing.

ntst, nct Nodes chosen by the agent for testing and tracing.

d Boolean that determines whether the action is sampled or greedily taken
from top-k ranking.

st Sampling strategy employed by the RLAgent. This can be one of the follow-
ing: ’softmax’, ’escort-transform’ [64], ’nvidia-explore’ [65].

m Node ranking scores computed by a specific agent.

v Epidemic state score computed by the GNN ranking model.

B Replay buffer for the offline RLAgent.

L Last step information required by the online RLAgent.

a, log πa Sampled action and its corresponding log of probability.

rt−1 Reward of previous action taken (i.e. for action sampled and executed at
time t− 1).
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Algorithm 1 Epidemic control framework

1: global variables
2: R ▷ GNN ranking model
3: end global variables
4: procedure run epidemic(Econf , Sconf , Np, Sp, Ap)
5: for each (eid, eϵ) ∈ Econf do ▷ Episode ID and ϵ
6: for snet ∈ {0, . . . , Sconf .max net seed} do
7: ▷ N keeps in memory the edges over all timestamps
8: N ← init net(Np, snet)
9: for sinf ∈ {0, . . . , Sconf .max inf seed} do

10: S ← init simulator(Sp, sinf , N)
11: A← init agent(Ap, R, eid, eϵ)
12: ic ← 0 ▷ Iterator for control timestamps
13: iu ← 0 ▷ Iterator for edge-update timestamps
14: for sev ∈ {0, . . . , Sconf .max event} do
15: e← S.sample next event()
16: t← e.time
17: S.run event(e, N)
18: if S.should control(N , t, ic) then
19: ic ← ⌊t⌋ ▷ Floor function
20: (ntst, nct) ← A.control(N , ic)
21: S.update states(N , ntst, nct)
22: ic ← ic + 1
23: end if
24: if S.should update edges(N , t, iu) then
25: iu ← ⌊t⌋
26: N .update edges(iu)
27: iu ← iu + 1
28: end if
29: end for
30: ▷ Logging & offline parameter updates (if any)
31: A.finish(N)
32: end for
33: end for
34: end for
35: end procedure
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Algorithm 2 Control agents’ hierarchy

36: struct Agent
37: ktst, kct ▷ Budget for testing and contact tracing
38: procedure control(N , ic)
39: ctst ← candidates test(N , ic)
40: ▷ Calls control both by default; can be overridden
41: ntst ← control test(N , ctst, ktst)
42: cct ← candidates trace(N , ic, ntst)
43: ▷ Calls control both by default; can be overridden
44: nct ← control trace(N , cct, kct)
45: return (ntst, nct)
46: end procedure
47: end struct
48: struct MeasureAgent(Agent)
49: d ▷ Boolean controlling if sampling or top-k ranking
50: procedure control both(N , c, k)
51: ▷ Compute score for each node in c; RL samples k nodes
52: m← compute measures(N , c, k)
53: if d then
54: return c[argtopk(m, k)] ▷ Heap sort top-k ranking
55: else
56: return m
57: end if
58: end procedure
59: end struct
60: struct SLAgent(MeasureAgent)
61: lr ▷ Learning rate; if 0, evaluation mode is assumed
62: procedure compute measures(N , c, k)
63: if lr > 0 then
64: (m, v) ← R.forward(N) ▷ Message passing
65: backprop loss(N , m) ▷ BCE on infection status
66: else
67: (m, v) ← R.forward(subgraph(N , c))
68: end if
69: return m
70: end procedure
71: end struct
72: struct RLAgent(MeasureAgent)
73: lr ▷ Learning rate; if 0, evaluation mode is assumed
74: st ▷ Action sampling strategy (e.g. softmax)
75: eϵ ▷ Sampling noise (i.e. ϵ-greedy, softmax temperature)
76: B ▷ Replay buffer; if null, conduct online learning
77: L ▷ Keep last step information for online learning
78: procedure compute measures(N , c, k)
79: if lr > 0 then
80: ▷ Reward of previous action
81: Rt−1 ← −N .num infected()
82: (m, v) ← R.forward(N) ▷ Message passing
83: (a, log πa) ← sample(m, k, st, eϵ) ▷ Sample action
84: ▷ Existence of B determines training online/offline
85: if B is null then
86: ▷ Compute online RL objective
87: ▷ Using m, {st−1, at−1} ∈ L to compute log πat−1

88: backprop loss(Rt−1, L, m, v)
89: L.clear()
90: ▷ Add (st, at, log πat , Vt) to one-step buffer

91: L.add(N , a, log πa, v) ▷ log πa used for rSARSA
t

92: else
93: ▷ Add (Rt−1, st, at, log πat , Vt) to replay buffer
94: B.add(Rt−1, N , a, log πa, v)
95: end if
96: else
97: (m, v) ← R.forward(subgraph(N , c))
98: end if
99: return m
100: end procedure
101: end struct
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51. Kojaku, S., Hébert-Dufresne, L., Mones, E., Lehmann, S., Ahn, Y.Y.: The ef-
fectiveness of backward contact tracing in networks. Nat. Phys. 17(5), 652–658
(2021). https://doi.org/10.1038/s41567-021-01187-2

52. Konda, V., Tsitsiklis, J.: Actor-critic algorithms. In: Advances in Neural Informa-
tion Processing Systems, vol. 12. MIT Press (1999)

53. Kool, W., van Hoof, H., Welling, M.: Attention, learn to solve routing problems!
(2019). https://doi.org/10.48550/arXiv.1803.08475

54. Lazaridis, A., Fachantidis, A., Vlahavas, I.: Deep reinforcement learning: a state-
of-the-art walkthrough. J. Artif. Intell. Res. 69, 1421–1471 (2020). https://doi.
org/10.1613/jair.1.12412

203Flattening the Curve Through Targeted Test and Trace

https://doi.org/10.1016/0378-8733(83)90021-7
https://doi.org/10.1103/PhysRevE.65.026107
https://doi.org/10.48550/arXiv.2001.06216
https://doi.org/10.48550/arXiv.2001.06216
https://doi.org/10.1103/PhysRevE.66.056115
https://doi.org/10.1103/PhysRevE.66.056115
https://doi.org/10.48550/arXiv.2111.00920
https://doi.org/10.1098/rspa.1927.0118
https://doi.org/10.1098/rspa.1927.0118
https://doi.org/10.1145/3505244
https://doi.org/10.1145/3505244
https://doi.org/10.48550/arXiv.1412.6980
https://doi.org/10.48550/arXiv.1412.6980
OpenReview.net
https://doi.org/10.1109/TITS.2021.3054625
https://doi.org/10.1109/TITS.2021.3054625
https://doi.org/10.1016/j.robot.2021.104019
https://doi.org/10.1016/j.robot.2021.104019
https://doi.org/10.1038/s41567-021-01187-2
https://doi.org/10.48550/arXiv.1803.08475
https://doi.org/10.1613/jair.1.12412
https://doi.org/10.1613/jair.1.12412


55. Leung, K., Wu, J.T.: Managing waning vaccine protection against SARS-CoV-2
variants. Lancet 399(10319), 2–3 (2022). https://doi.org/10.1016/S0140-6736(21)
02841-5

56. Lillicrap, T.P., et al.: Continuous control with deep reinforcement learning. Paper
presented at 4th International Conference on Learning Representations, ICLR
2016, San Juan, Puerto Rico (2016)

57. Liu, D., Jing, Y., Zhao, J., Wang, W., Song, G.: A fast and efficient algorithm
for mining top-k nodes in complex networks. Sci. Rep. 7(1), 43330 (2017). https:
//doi.org/10.1038/srep43330

58. Lundberg, S., Lee, S.I.: A unified approach to interpreting model predictions
(2017). https://doi.org/10.48550/arXiv.1705.07874

59. Madan, A., Cebrian, M., Moturu, S., Farrahi, K., Pentland, A.S.: Sensing the
“health state” of a community. IEEE Pervasive Comput. 11(4), 36–45 (2012).
https://doi.org/10.1109/MPRV.2011.79

60. Martinez-Garcia, M., Sansano-Sansano, E., Castillo-Hornero, A., Femenia, R.,
Roomp, K., Oliver, N.: Social isolation during the COVID-19 pandemic in Spain:
a population study (2022). https://doi.org/10.1101/2022.01.22.22269682

61. Mason, R., Allegretti, A., Devlin, H., Sample, I.: UK treasury pushes to end most
free Covid testing despite experts’ warnings. The Guardian (2022)

62. Masuda, N.: Immunization of networks with community structure. New J. Phys.
11(12), 123018 (2009). https://doi.org/10.1088/1367-2630/11/12/123018

63. Matrajt, L., Leung, T.: Evaluating the effectiveness of social distancing interven-
tions to delay or flatten the epidemic curve of coronavirus disease. Emerg. Infect.
Dis. 26(8), 1740–1748 (2020). https://doi.org/10.3201/eid2608.201093

64. Mei, J., Xiao, C., Dai, B., Li, L., Szepesvari, C., Schuurmans, D.: Escaping the
gravitational pull of softmax. In: Advances in Neural Information Processing Sys-
tems, vol. 33, pp. 21130–21140. Curran Associates, Inc. (2020)

65. Meirom, E., Maron, H., Mannor, S., Chechik, G.: Controlling graph dynamics with
reinforcement learning and graph neural networks. In: Proceedings of the 38th
International Conference on Machine Learning, pp. 7565–7577. PMLR (2021)

66. Meirom, E., Milling, C., Caramanis, C., Mannor, S., Shakkottai, S., Orda, A.:
Localized epidemic detection in networks with overwhelming noise. ACM SIG-
METRICS Perform. Eval. Rev. 43(1), 441–442 (2015). https://doi.org/10.1145/
2796314.2745883

67. Mercer, T.R., Salit, M.: Testing at scale during the COVID-19 pandemic. Nat.
Rev. Genet. 22(7), 415–426 (2021). https://doi.org/10.1038/s41576-021-00360-w

68. Miller, J.C., Hyman, J.M.: Effective vaccination strategies for realistic social net-
works. Phys. A 386(2), 780–785 (2007). https://doi.org/10.1016/j.physa.2007.08.
054

69. Mnih, V., et al.: Playing atari with deep reinforcement learning (2013). https:
//doi.org/10.48550/arXiv.1312.5602

70. Mnih, V., et al.: Human-level control through deep reinforcement learning. Nature
518(7540), 529–533 (2015). https://doi.org/10.1038/nature14236

71. Morris, C., et al.: Weisfeiler and leman go neural: higher-order graph neural net-
works. arXiv:1810.02244 [cs, stat] (2020)

72. Moshiri, N.: The dual-Barabási-Albert model (2018)
73. Murata, T., Koga, H.: Extended methods for influence maximization in dy-

namic networks. Comput. Soc. Netw. 5(1), 1–21 (2018). https://doi.org/10.1186/
s40649-018-0056-8

74. Oono, K., Suzuki, T.: Graph neural networks exponentially lose expressive power
for node classification. arXiv:1905.10947 [cs, stat] (2021)

204 A. C. Rusu et al.

https://doi.org/10.1016/S0140-6736(21)02841-5
https://doi.org/10.1016/S0140-6736(21)02841-5
https://doi.org/10.1038/srep43330
https://doi.org/10.1038/srep43330
https://doi.org/10.48550/arXiv.1705.07874
https://doi.org/10.1109/MPRV.2011.79
https://doi.org/10.1101/2022.01.22.22269682
https://doi.org/10.1088/1367-2630/11/12/123018
https://doi.org/10.3201/eid2608.201093
https://doi.org/10.1145/2796314.2745883
https://doi.org/10.1145/2796314.2745883
https://doi.org/10.1038/s41576-021-00360-w
https://doi.org/10.1016/j.physa.2007.08.054
https://doi.org/10.1016/j.physa.2007.08.054
https://doi.org/10.48550/arXiv.1312.5602
https://doi.org/10.48550/arXiv.1312.5602
https://doi.org/10.1038/nature14236
https://doi.org/10.1186/s40649-018-0056-8
https://doi.org/10.1186/s40649-018-0056-8


75. Panagopoulos, G., Nikolentzos, G., Vazirgiannis, M.: Transfer graph neural net-
works for pandemic forecasting. arXiv:2009.08388 [cs, stat] (2021)

76. Pandit, J.A., Radin, J.M., Quer, G., Topol, E.J.: Smartphone apps in the COVID-
19 pandemic. Nat. Biotechnol. 40(7), 1013–1022 (2022). https://doi.org/10.1038/
s41587-022-01350-x

77. Preciado, V.M., Zargham, M., Enyioha, C., Jadbabaie, A., Pappas, G.J.: Opti-
mal resource allocation for network protection against spreading processes. IEEE
Trans. Control Netw. Syst. 1(1), 99–108 (2014). https://doi.org/10.1109/TCNS.
2014.2310911

78. Puterman, M.L.: Markov Decision Processes: Discrete Stochastic Dynamic Pro-
gramming, 1st edn. Wiley, USA (1994)

79. Rayner, D.C., Sturtevant, N.R., Bowling, M.: Subset selection of search heuristics.
In: IJCAI (2019)

80. Ribeiro, M.T., Singh, S., Guestrin, C.: “Why should i trust you?”: explaining the
predictions of any classifier (2016). https://doi.org/10.48550/arXiv.1602.04938

81. Rimmer, A.: Sixty seconds on . . . the pingdemic. BMJ 374, n1822 (2021). https:
//doi.org/10.1136/bmj.n1822

82. Rummery, G., Niranjan, M.: On-line Q-learning using connectionist systems. Tech-
nical report CUED/F-INFENG/TR 166 (1994)

83. Rusu, A., Farrahi, K., Emonet, R.: Modelling digital and manual contact trac-
ing for COVID-19 Are low uptakes and missed contacts deal-breakers? Preprint.
Epidemiology (2021). https://doi.org/10.1101/2021.04.29.21256307
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Abstract. COVID-19 rapidly challenged and changed our understand-
ing of what needs were unmet in the community and the reality of how
stable communities were with respect to basic daily needs like trans-
portation, access to medications, how financial reserves. In this study,
we report on a set of hyper-local community-based surveys (N = 44796;
N = 1039) developed by stakeholders from across the community using
a social determinants of health lens to rapidly measure these evolving
needs. Findings were stratified across a financial sustainability measure
and focused on understanding where people would and were looking
for support for medication and healthcare needs as well as the basic
life necessities of food, water, utilities, and shelter. Survey results were
shared with health system and community leaders as well as elected offi-
cials to support real-time data-driven decision making within our local
community as needs rapidly evolved.

Keywords: COVID-19 · Social Determinants of Health (SDOH) ·
community survey · community partnerships

1 Introduction

The novel coronavirus disease 2019 (COVID-19) was a world-wide pandemic that
struck rapidly causing approximately 56,498,113 infections and 1,345,205 deaths
within the first months of the spread, from March to November 2020. Identifying
the social impacts of COVID-19 is essential in understanding the totality of
the pandemic. Research into social impacts span from public perceptions [1] to
mental health effects [2] to disparity related to social determinants of health
(SDOH), such as racial/ethnic based differences [4,5], socioeconomic indicators
[6], and the need for targeted response to support communities most vulnerable
to complications of COVID-19 infection [7]. Emerging data within the United
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States shows that using social determinants of health as a lens to community-
level impacts of COVID-19 is useful. These inquiries have largely been focused
on treatment of and susceptibility to the disease among specific communities.
One example of these efforts comes from Chin et al., who created a SDOH-
focused vulnerability map of U.S. counties, highlighting social determinants that
might increase or decrease its residents’ risk of contracting the disease (e.g., age,
population density, poverty, job insecurity, and health insurance) per county
[7]. This geocoding map extends research demonstrating that particular SDOH
factors relate to hospitalization and mortality. For example, a study conducted
in New York City showed that the highest rates of COVID-19 hospitalizations
and deaths were found in neighborhoods with the highest rates of poverty [8].
Additionally, COVID-19 has been found to disproportionally impact minority
communities in both infection and mortality rates [9,10], and thus the allocations
of resources and support should include this consideration [11].

Although most of COVID-19 studies address SDOH factors from disease
vulnerability, treatment, or mortality perspective, the impacts of COVID on
communities is broader than just the impact of the disease itself. Indeed, some
disparities in SDOH factors that lead to illness vulnerability (e.g., financial insta-
bility and access to health care and support services), might be exacerbated as
communities were coping with the pandemic and its associated mandates (e.g.
limited hours of operation for businesses). The movement restrictions imposed by
COVID-19 mandates alone were related to severe economic costs among both
regional and national governments and their vulnerable citizens [12]. Hence,
when communities chose to respond to COVID-19 and health disparities, gen-
erally, a coordinated effort between municipal, philanthropic, and public and
private organizations was essential to tackle the myriad effects the pandemic or
other public health threats might bring. In line with models which address health
disparities through grants and coordinated efforts among community organi-
zations [13], this research study was developed to understand the impacts of
COVID-19 and consequences of public health restrictions put in place to con-
trol the spread of the infection within a localized context in order to support
decision-making for resource allocation and concentrated community aid.

A collaboration in Northeast Indiana was formed between the Allen County
Health Department, Parkview Health System and local business, city and phi-
lanthropy leaders. Stakeholders met in early March 2020 to develop a set of com-
munity surveys. These surveys focused on three key foci for social determinants
of health as defined in Healthy People 2020: 1) economic stability (employment,
food insecurity, housing instability, poverty), 2) health and healthcare (access to
health care, access to primary care, health literacy), and 3) neighborhood and
built environment (access to local support services, crime and violence, environ-
mental conditions). Due to the known deleterious impact of social determinants
on health outcomes, we expected to find differences in survey responses based
on financial solvency, and we expected financial solvency reports to be con-
sistent with traditional area income boundaries in our area (i.e., those in low
income neighborhoods reporting the lowest rates of financial solvency). Finally,
across surveys (and after the implementation of stay-at-home orders), we aimed



COVID-19 and SDOH 209

to gather information about the extent to which individuals were seeking and
receiving services and assistance with social needs impacted by the pandemic
across the three main domains of SDOH, access to healthcare services and man-
aging their own and their family health; impact of their neighborhood and built
environment; and economic stability.

2 Related Work

2.1 What Are SDOH?

Over the last 30 years, researchers have focused on understanding the critical
impacts that social factors have on our everyday health and wellness [35–39].
Social determinants of health are the “conditions in the environments where
people are born, live, learn, work, play, worship, and age that affect a wide
range of health, functioning, and quality of life outcomes and risks” [31]. The
individual determinants include education access and quality, economic stability,
healthcare access and quality, social connections, and neighborhoods/the built
environment. Within each of these domains, there are a host of more granular
issues at play (see Fig. 1).

Fig. 1. Social Determinants of Health [33]

Research shows that resources that enhance the quality of life can have pro-
found outcomes at the population level [32]. The World Health Organization
estimates that SDOH account for between 30–55% of all health outcomes [34,59].

2.2 SDOH and HCI

The pervasive health community and HCI community has conducted research
that explores almost every social determinant. These include nutrition [21,27,28],
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telehealth to expand access to healthcare [22,23], access to maternal healthcare
[23,24], low-income community needs [24,25], transportation [26], and access to
affordable prescription medication [29,30]. Additionally, research has focused on
health monitoring and support [41,42] as well as home health aides [40]. These
bodies of research focus on understanding the interplay or impacts of technology
in better articulating or understanding issues within these domains, not SDOH
as a whole. Recent scholarship has looked at SDOH in a more holistic manner.
Debopadhaya et al., recently looked at how temporal analysis of SDOH are asso-
ciated specifically with COVID-19 mortality using county-level data from across
the United States [43]. During a powerful keynote presentation, Grimes-Parker
discussing health equity from a global perspective, highlighting the potential
and pitfalls of intelligent interfaces in support them [44]. Additionally, focus has
been given to appropriate approaches needed in research to achieve equity [45].
The research presented here takes a different approach - activating a diverse
community stakeholder group via a socio-technical systems approach to iden-
tify real-time needs within a community during an evolving community health
emergency.

2.3 Surveying of SDOH During Times of Crisis

Many surveys have been conducted with regards to measuring SDOH. Within
the general population, these have focused on people with diabetes [50], children
[49], cancer patients [47], people going through menopause [46], and even pop-
ulations of immigrants [48]. However, all of these surveys have not focused on
a hyper-local context - taking into consideration multiple communities to bet-
ter understand the sub-population of interest. With respect to surveying SDOH
needs during COVID, recent research has assessed pregnant women [54], nurs-
ing homes [53], ethnic groups [52], and children with mental health needs [51].
Several have looked at location-based needs [52,57,58]. However, none of this
research was conducted within the contexts of a socio-technical system, nor do
they discuss how findings were operationalized by community organizations or
governments to make decisions on how to support communities during the pan-
demic. The only examples of SDOH and COVID surveys helping coordinate care
or response to needs are focused within international contexts [55,56].

3 Method

Two cross-sectional surveys were developed and administered to understand the
relation between COVID-19 impacts and components of social determinants of
health in Northeastern Indiana. This research was approved by the Parkview
Institutional Review Board on March 27, 2020. Survey A was developed by a
multi-disciplinary group convened by the Health Commissioner in early March
2020. This group included representatives from the following agencies: Allen
County Health department, Parkview Healthcare system, local government offi-
cials, the Allen County Commissioner’s Office, business leader associations, local
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philanthropic and not-for-profit groups, and civic leaders. After results from Sur-
vey A were analyzed a disseminated, refinements were made by representatives
from the health department, research scientists, government officials and local
philanthropic groups to address the evolving situation resulting in Survey B.

3.1 Survey Objective

The first survey (Survey A) was conducted prior to the state mandated shelter-
in-place and was focused on understanding anticipated community resources to
sustain basic needs for individuals facing economic insecurity. The second survey
(Survey B) was conducted during the shelter-in-place time period and had the
additional aims of determining if community needs were being met and where
individuals were finding resources as well as ascertaining the levels of employment
and barriers to accessing unemployment benefits. Racial and gender data were
not collected in Survey A to engender a sense of privacy for respondents.

3.2 Participants and Procedure

Data were from two brief online surveys discussed above (Survey A and B).
Respondents to Survey B were able to complete the survey on behalf of others due
to feedback from community stakeholders regarding concerns about getting an
increased response rate for elderly, Spanish and Burmese speaking populations.
Respondents were completely anonymous. The survey was available on the Allen
County Health Department’s COVID-19 website and the link was shared via
community organizations, listservs, and social media. Additionally, the surveys
were promoted through television via press conferences and the local public
broadcasting station’s weekly COVID-19 programming1. We utilized data from
March 13 to June 22, 2020, in which a total of 6,031 surveys with an Indiana
zip code were collected (4,992 from Survey A and 1,039 from Survey B).

3.3 Measures

Financial Solvency. Respondents indicated the length of time that they could
sustain their household without additional income (1–2 weeks, 3–4 weeks, 5–6
weeks, 7+ weeks). The 5–6 weeks and 7+ weeks responses were combined to
create a 3-level categorical variable.

Healthcare Related Characteristics. Respondents reported their health insur-
ance status, whether they had an established healthcare provider (for self and
dependents), members of household with chronic health condition (yes/no), type
of prescriptions from a list of 7 general categories of medication with a free text
option, ability to pay for medical treatments, and potential barriers to access
and pay for medications during the pandemic.

1 https://www.pbs.org/video/coronavirus-a-live-community-forum-april-3-2020-ke7
3wk/.

https://www.pbs.org/video/coronavirus-a-live-community-forum-april-3-2020-ke73wk/
https://www.pbs.org/video/coronavirus-a-live-community-forum-april-3-2020-ke73wk/
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Service Preferences (Survey A ONLY). Types of organizations providing assis-
tance with utilities, food/water, and healthcare were listed for respondents to
select their preferred type of organization for receiving each type of assistance.
Organizations included community, government, and faith-based groups. Service
providers (Survey B ONLY). Respondents indicated which type of organizations
they used to obtain assistance with utilities, food/water, and healthcare. Types
of organizations included community, government, and faith-based groups.

Employment Status (Survey B ONLY). Respondents reported their current lev-
els of employment (the same as pre-COVID, the same as pre-COVID but fur-
loughed, the same as pre-COVID but taking a leave of absence, different job
than pre-COVID, not currently employed, or N/A), how compensation com-
pared to pre-COVID if employed (the same amount, more pay, less pay), and
income source if a job was recently lost (severance, unemployment insurance, no
income/unemployment denied, no income/do not qualify for unemployment, no
income/have not applied for unemployment yet). Respondents reported whether
their spouse or partner was employed and, if not, whether they received unem-
ployment benefits

Needs (Survey B ONLY). Respondents indicated the extent to which the fol-
lowing needs were being met: stress/emotional support, transportation, utili-
ties, rent/mortgage, accessing unemployment funds, accessing mental health-
care, accessing healthcare, obtaining food/water, obtaining medications, access
to the internet, access to information/curriculum/government forms online. The
response set was a 5-point Likert type (1 = none, 2 = some, 3 = half, 4 = most, or
5 = all). For those needs that respondents sought support, respondents specified
sources of support from the following options: doctor/local healthcare provider,
non-profit organization, family/friends, local school, church, local government
agency, 2-1-1 (specialists available by phone to locate local resources and ser-
vices), or Internet. Respondents were asked if the local stay of evictions was
lifted, would they be able to pay current and/or back rent/mortgage (response
categories: 1 = yes/have the funds to pay, 2 = yes/have some of the funds to
pay, 3 = no/I do not have the funds to pay, 4 = I am not at risk of being evicted
for non-payment).

3.4 Data Analysis

Descriptive summary statistics were calculated. The primary independent vari-
able of interest was a 3-level categorical variable indicating number of weeks
that households could sustain financially without additional pay (1–2 weeks, 3–
4 weeks, 5 or more weeks). These three groups were compared using chi-square
tests of independence or one-way ANOVA tests, as appropriate, and post hoc
pairwise comparisons made between groups. Analyses were conducted using SAS
software version 9.4 (Cary, NC).
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4 Results

A total of 4992 Indiana residents completed Survey A. Data validity checks
resulted in removing 7 respondents (6 respondents indicated their household
included 30 or more members, 1 respondent indicated 125 individuals would
need eldercare). An additional 3.8% (189/4992) of respondents did not complete
the financial security question and were removed. The final sample included 4796
respondents. A total of 1101 residents of Northeast Indiana initiated Survey B;
however, only 1039 responses were included in analyses due to missing data on
the financial solvency item. Nearly all respondents completed Survey B on their
own behalf (93.7%, 974/1039) and most were White (87.9%, 913/1039). In most
cases, data presented refer to “survey results,” generally; specification of Survey
A or Survey B can be discerned from number of respondents and/or specific
questions on the survey as listed in the methods section.

4.1 Economic Stability

As shown in Table 1, 43.9% (Survey A) and 21.3% (Survey B) of respondents indi-
cated that their household could sustain without additional pay for 1–2 weeks,
24.9% (Survey A) and 19.8% (Survey B) for 3–4 weeks, and 31.3% (Survey
A) and 58.9% (Survey B) for 5 weeks or longer. An inspection of respondent
zip codes provided an indication of where need could be anticipated. Typically,
non-profit organizations focus attention in high poverty zip codes. However,
low financial solvency, as self-reported in this survey, was not limited to these
high poverty zip codes. Another 10 zip codes each had 100 or more respondents
indicating limited financial solvency; in total, respondents in these zip codes
accounted for 66.8% (1405/2105) of the low financial solvency group. On aver-
age, households that could sustain for 5 weeks or more had the fewest number of
household members, minor dependents, and dependents with special needs. Also,
about 33% of respondents from households able to sustain for 1–2 weeks reported
that they would need to find childcare; whereas less than 20% of respondents
from households able to sustain for 5 weeks or more reported that they would
need to find childcare. Also, about 65% of the low financial solvency group were
concerned about finding or purchasing food.

Overall, the rate of unemployment was 17.1% (148/868) for respondents
and 20.3% (111/546) for significant others (as reported by respondents). How-
ever, only 36 respondents reported receiving unemployment compensation, and
23 reported that their significant other received unemployment. The majority
(81.7%, 709/868) of respondents had the same job as prior to the COVID-19
pandemic, but for these that were employed, 13.4% (119/891) of respondents
and 17.9% (78/435) of significant others were receiving less pay than prior to
the pandemic.

Health and Healthcare Characteristics. Table 2 highlights the insecuri-
ties related to healthcare (including medical characteristics and medications).
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Table 1. Characteristics of sample by financial solvency group

Household

Characteristics

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

Number in household, avg(SD)

Survey A - 2082

Survey B - 221

Survey A - 1173

Survey B - 206

Survey A - 1487

Survey B - 612

Survey A 3.14a (1.8) 3.3b (1.7) 3.0c (1.6) <0.001

Survey B 3.7a (3.7) 3.1b (1.6) 2.9b (2.2) <0.001

Number of dependent children requiring substitute childcare

Survey A n=2082 n=1173 n=1487 <0.001

0 67.1% 74.5% 82.9%

1 11.6% 10.7% 6.3%

2 13.5% 10.7% 7.3%

3+ 7.9%a 4.2%b 3.6%c

Number of dependent children

Survey B n=221 n=206 n=612

0 47.1% 50.0% 61.4% 0.004

1 20.4% 19.4% 14.1%

2 21.3% 18.9% 13.7%

3+ 11.3%a 11.7%a 29.9%b

Number of individuals with special needs

Survey A n=2082 n=1173 n=1487

0 84.6% 88.8% 91.8% 0.01

1+ 15.4%a 11.2%ab 8.2%b

Survey B n=221 n=206 n=612

0 90.5% 90.3% 96.4% <0.001

1+ 9.5%a 9.7%a 3.6%b

Worried about finding/purchasing food

Survey A n=510 n=309 n=393

64.5%a 46.0%b 23.7%c <.001

Unemployed

Survey B n=190 n=175 n=503

16.3% 16.0% 17.7% 0.84

Significant and other unemployed

Survey B n=102 n=111 n=333

20.6% 17.01% 21.3% 0.63

Received stimulus check

Survey B n=198 n=184 n=560

71.7%a 63.6%ab 57.1%b 0.002

Risk of eviction/ability to pay current and back rent or mortgage

Survey B n=163 n=161 n=498

0 42.9% 48.5% 56.6% <0.001

1 14.1% 4.4% 0.6%

2 14.1% 8.7% 1.0%

3+ 28.8%a 38.5%b 41.8%c

Note: Superscripts indicate group differences such that those with different subscripts are

significantly different (p< 0.05) from one another, and those with the same subscript are not

significantly different.
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Interestingly, about 90% of respondents that reported the lowest financial secu-
rity had health insurance, which could have included Medicaid or Medicare,
but only 40% (Survey A) and 43% (Survey B) of this group had the financial
resources to pay for medical treatment. Leading up to the stay-at-home orders,
42% (Survey A) were worried about finding or purchasing medications and 6.3%
(49/777) of the sample had issues obtaining medications since the beginning of
the COVID-19 pandemic (Survey B), the rate of problems disproportionately
affected respondents in the 1–2 week financial solvency group. The top barriers
to obtaining medications were ‘Not able to have an appointment with my physi-
cian or provider’ and ‘Can’t pay for medications.’ A few respondents reported
seeking medical care in the Emergency Department (n = 12) and Urgent Care
(n = 12) due to inability to obtain their medications.

The most common medications prescribed were for treating mental health
concerns and regulating blood pressure across the three financial groups. In a test
of independence, prescriptions for these two medications was not independent
of financial solvency group. However, slightly different patterns emerged. The
lowest financial solvency group reported highest rate of prescriptions for mental
health concerns, and the highest financial solvency group reported highest rate
of blood pressure medications. As shown in Table 2, across the three financial
groups, the top medications prescribed were for treating mental health concerns
and regulating blood pressure.

Sources of Assistance. Respondents were asked to report where they might
seek assistance for key issues within three social determinants of health domains:
health and healthcare; neighborhood and built environment; and economic sta-
bility. Across all respondents there was a preference towards accessing govern-
ment resources for assistance with utilities or healthcare; however, they preferred
community organizations for assistance with food and water. Respondents with
less financial solvency (1–2 weeks) were more likely to report that they would
rely on government resources for assistance with all needs when compared with
those with greater reported financial security (see Table 3).

Respondents were asked where they had found assistance for key issues within
three social determinants of health domains: health and healthcare; neighbor-
hood and built environment; and economic stability. All groups primarily relied
on family and friends for help. Respondents in the 5 or more weeks financial
solvency group tended to rely on resources from church more than the 1–2 week
financial solvency group. While those with less financial security (1–2 weeks sol-
vency) reported they received more support from non-for-profit organizations
(See Table 4).

Overall, respondents across all levels of financial solvency reported that at
least half to most of their needs were being met. The highest category of needs
was access to mental healthcare and stress/emotional support (see Table 5). As
shown in Table 5, needs that were being met to a lesser extent were access to
unemployment funds, and access of information and forms online. These gaps
are most apparent among the 1–2 week financial solvency group.
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Table 2. Health and Healthcare characteristics of sample by financial solvency group

Medical

Characteristics

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

Established healthcare provider for self

Survey A - 2103

Survey B - 163

Survey A - 1191

Survey B - 159

Survey A - 1496

Survey B - 501

Survey A 78.7%a 85.1%b 87.9%c <0.001

Survey B 87.7%ab 82.4%a 90.4%b 0.02

Established healthcare provider for dependents

Survey A - 2022

Survey B - 164

Survey A - 1137

Survey B - 160

Survey A - 1432

Survey B - 502

Survey A 78.0%a 82.0%b 81.9%b 0.004

Survey B 87.2%a 87.3%a 94.2%b 0.02

Health insurance

Survey A - 2041

Survey B - 117

Survey A - 1151

Survey B - 110

Survey A - 1379

Survey B - 294

Survey A 89.8%a 93.5%b 97.4%c <0.001

Survey B 89.6%a 88.8%a 95.6%b 0.02

Financial resources to pay for medical treatment for self or household member

Survey A - 2016

Survey B - 164

Survey A - 1135

Survey B - 159

Survey A - 1429

Survey B - 501

Survey A 40.6%a 69.3%b 88.9%c <0.001

Survey B 42.7%a 59.1%b 89.8%c <0.001

Worried about finding or purchasing medication for self or household member

n=475 n=297 n=371

Survey A 41.7%a 26.0%b 16.7%c <.001

Have not been able to obtain medication

n=140 n=148 n=489

Survey B 12.9%a 8.8%a 3.7%b <.001

Medication

Type

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

Survey B n=162 n=159 n=496

None 21.6% 22.6% 24.8% 0.66

Mental Health 51.9%a 44.0%a 31.3%b <0.001

Blood Pressure 40.7% 45.9% 37.3% 0.15

Inhalers 26.5%a 23.9%a 16.5%b 0.008

Pain Medication 19.1%a 10.7%b 9.1%b 0.002

Diabetes 17.3% 21.4% 15.5% 0.23

Blood Thinners 10.2% 17.1% 14.1% 0.32

Heart Failure 5.6% 4.4% 4.2% 0.78

Oxygen 4.3%a 1.9%ab 0.6%b 0.004

Cancer Therapies 1.2% 0.0% 2.6% 0.08

Note: Superscripts indicate group differences such that those with different subscripts are

significantly different (p< 0.05) from one another, and those with the same subscript are not

significantly different.
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Table 3. Counts of preferences for obtaining resources for utilities, food/water, and
healthcare from government, community, and faith-based organizations (Survey A
Only)

What local resources

would you use if you

needed help with the

items below?

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

Utilities

n=1933 n=1060 n=1323

Government 26.9%a 23.3%b 19.1%c <0.001

Community Orgs 15.0% 14.3% 12.3% 0.10

Faith-Based 14.0%a 17.9%b 16.2%b 0.01

Food/Water

n=1958 n=1102 n=1373

Government 21.7%a 17.9%b 16.2%b <0.001

Community Orgs 26.5%a 30.6%b 29.6%b 0.03

Faith-Based 23.3% 26.0% 25.2% 0.21

Healthcare

n=1971 n=1114 n=1380

Government 28.5%a 26.8%a 21.9%b <0.001

Community Orgs 9.2% 7.6% 8.0% 0.25

Faith-Based 6.9% 7.5% 5.9% 0.31

Note: Superscripts indicate group differences such that those with different subscripts are

significantly different (p< 0.05) from one another, and those with the same subscript are not

significantly different.

Table 4. Resources used to address household needs (utilities, healthcare, food, trans-
portation, emotional support, rent/mortgage, unemployment funds, internet, informa-
tion) by financial solvency group (Survey B Only).

For the needs you have

listed, have you received

support from the following:

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

n=122 n=113 n=345

Doctor or local healthcare provider 53.3% 46.9% 47.5% 0.51

Non-profit organization 18.0%a 9.7%ab 4.9%b <0.001

Family and friends 67.2% 75.2% 65.8% 0.17

Local school(s) 6.6% 15.0% 8.7% 0.06

Church 6.6%a 11.5%a 22.0%b <0.001

Local government agency 3.3% 1.8% 2.0% 0.68

2-1-1 (state-based resource hotline) 1.6%ab 2.7%a 0.0%b 0.007

Internet resources 38.5%a 36.2%a 49.6%b 0.01

Note: Superscripts indicate group differences such that those with different subscripts are

significantly different (p< 0.05) from one another, and those with the same subscript are not

significantly different.
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Table 5. Mean level of household needs (utilities, healthcare, food, transportation,
emotional support, rent/mortgage, unemployment funds, internet, information) by
financial solvency group (Survey B Only).

Mean level of household

needs that were met

How many weeks could you financially sustain your household

if your workplace closed and you received no additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

n Mean n Mean n Mean

Economic Stability

Access to unemployment funds 23 3.83 20 4.30 47 4.38 0.15

Obtaining food/water 156 4.40a 155 4.65b 466 4.85c <0.001

Utilities 151 4.43a 155 4.76b 459 4.92c <0.001

Rent/mortgage 133 4.43a 147 4.77b 387 4.95c <0.001

Transportation 144 4.72a 144 4.85a 447 4.94a <0.001

Health and Healthcare

Access to mental healthcare 88 3.65a 84 3.92a 210 4.49b <0.001

Access to healthcare 130 4.02a 130 3.98a 396 4.40b <0.001

Obtaining medications 137 4.48a 138 4.72b 412 4.89c <0.001

Neighborhood and Built Environment

Stress/emotional support 138 3.46a 143 3.71b 443 4.14c <0.001

Access to online support 43 3.53 45 3.53 75 3.60 0.85

Access to the internet 158 4.65a 152 4.82b 468 4.86b <0.001

Respondents used a 5-point Likert scale to indicate extent to which each need is being met, 1=NONE of my need

is being met, 5=ALL of my need is being met. Superscripts indicate group differences such that those with different

subscripts are significantly different (p< .05) from one another, and those with the same subscript are not

significantly different.

Respondents reported negative effects of social distance for self and other
household members, regardless of financial solvency group. However, only 15.2%
(93/612) of entire sample sought mental health resources (see Table 6).

Table 6. Impact of social distancing on household members and mental health help
by financial solvency group (Survey B Only).

Currently, is the social distancing

and isolation having a negative

effect on the mental health of

the following:

How many weeks could you financially sustain your

household if your workplace closed and received no

additional pay?

Group

Comparison

1-2 weeks 3-4 weeks 5+ weeks p-value

n=133 n=135 n=317

Myself 72.9%a 68.8%b 60.3%b 0.02

My spouse/partner 43.6% 446.4% 40.7% 0.53

My children 46.6% 44.0% 39.8% 0.37

Sought help for mental health impact 21.2%a 10.8%b 14.5%b 0.05

Note: Superscripts indicate group differences such that those with different

subscripts are significantly different (p< 0.05) from one another, and those

with the same subscript are not significantly different.

4.2 Overall Community Impacts

The results from the surveys were analyzed immediately and distributed back
to the network of stakeholders that helped build the original survey. This lead
to real-time, data-driven responses across the community at all levels. Figure 2
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highlights some of these outcomes and the different stakeholder groups that were
impacted by the data2.

Fig. 2. Impact of Survey Findings on Different Stakeholder Groups

5 Discussion

In response to emerging needs within our community due to the COVID-19
pandemic, leaders from the areas of public health, health systems, government
entities, local business, and philanthropy convened and developed a sequence
of two community surveys. The community-based surveys revealed consistent
trends regarding the widespread impact of COVID-19 on social determinants
of health and also provided the impetus for collaborative community efforts
towards resource allocation. The results were used by public health officials, city
government, and other community organizations to develop wide-scale, targeted
efforts in response to the pandemic that affected not only disease spread and
mortality but also other aspects of living, such as the ability to travel, work
outside the home, and receive standard and emergency medical and psychological
treatment.

These findings are useful from a research perspective because they identify
SDOH disparities through the lens of financial solvency and provide a model
for informatics professionals to lend their skill set to community agencies during
a crisis. In line with previous studies of SDOH [14–17], respondents who were
less financially solvent reported inequalities in almost every area (e.g., unem-
ployment, children in home requiring care, medications taken, and healthcare
and insurance characteristics) than those with more financial solvency. Those
in the lowest financial solvency group also reported more SDOH-related needs
and willingness to engage with community organizations helping with economic
stability, health and healthcare, and neighborhood and built environment.
2 https://www.inputfortwayne.com/features/community-needs-mirro.aspx.

https://www.inputfortwayne.com/features/community-needs-mirro.aspx
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Interestingly, and in contrast to our prediction, some of these financially
insecure families were outside of traditional low-income areas. Thus, mitigation
and prevention efforts using geocoding to help address pandemic- or other crisis-
related needs (e.g., [7,9]) should not rely simply on county residency or zip codes
for their targeted efforts. In times when crises restrict movement, work, and/or
childcare, SDOH needs transcend these traditional income boundaries. Activa-
tion and advertisement of community resources might be especially important
for those facing financial solvency issues for the first time. Perhaps, these fami-
lies may not have been familiar with the organizations or processes that would
allow them to address some of their SDOH needs. This study provides a direc-
tion for future research and points to the importance of using community-based,
data-driven approaches, preferably just-in-time analyses, and not simply rely-
ing on categorical data, like zip codes, when developing social policy and relief
measures.

In an effort to measure a wide range of health needs, we also surveyed partic-
ipants on their mental health issues. Many, especially those in the low financial
solvency group, reported that the shelter-in-place mandates had a negative effect
on their mental health and the mental health of their family members [60]. This
finding reinforces assertions that mental health supports are critical during times
of disaster or infectious disease outbreak [17]. Respondents also reported that
less than half of their mental health needs were being met. Additionally, despite
negative mental health effects of social distancing reported by many respondents,
only 15% sought mental health resources during sheltering-in-place. Medications
for mental health needs were also amongst the highest concern for those in the
lowest (1–2 weeks) financial solvency group and the second highest for everyone
else. This points to the importance of public policy that addresses the mental
health needs along with the physical health needs of our population in times of
pandemic or other public health crises.

Importantly, the just-in-time analyses of these data led to actionable plans for
community resource allocation. This demonstrates the feasibility of community,
grant-based collaborations, like those which have been used in non-pandemic
times to address the needs of those who are at greatest disadvantage from a
SDOH perspective [13]. Specifically, using the results from the first survey (Sur-
vey A), the local city government made legislative mandates to aid those with
low financial solvency, including enacting an order to prevent utilities services
discontinuance due to non-payment and a moratorium on evictions due to non-
payment of rent. Philanthropic groups also used the results from Survey A to
justify special grant awards prioritizing community organizations demonstrating
strategies impacting identified areas of need.

There is evidence that these community need surveys, just-in-time analy-
ses, and related coordinated action plans made an immediate impact [18]. From
an individual perspective, prior to the shelter-in-place orders, respondents less
financially secure anticipated the primary source of support coming from the
government. However, after shelter-in-place took effect, this group reported com-
munity organizations being a primary source of support, which may reflect the
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actions taken by local community and philanthropic groups in response to our
analyses of Survey A, including directing resources to help families pay for food,
housing, and medical care. Meanwhile, from an organizational/municipal per-
spective, our initiative demonstrated that by quantifying constituent concerns,
regional and local governments may be able to leverage that data for state and
national funding. As an example, in our district, the Mayors and Commissioners
Caucus of Northeast Indiana were able to develop a request for the Governor’s
Office that illustrated a $300+M need for state assistance.

A limitation of this work includes potential under-representation of commu-
nities that are in the most need due to COVID-19. Because of the pandemic,
traditional methods of access/canvasing were not possible when recruiting for
the survey. Additionally, the methods do not allow us to parse the levels of
needs of social determinants of health prior to the pandemic. However, as noted
in the text, survey results uncovered zip codes where public data would indicate
financial stability where the surveys uncovered lack of stability/fragility.

6 Conclusion

To effectively govern, it is important that government leaders have an ability
to understand the current tenor of the community. During a pandemic, the
ability to quantify constituent need is even more essential. The identification of
those needs, via our community needs assessment surveys, allowed government
officials to come together and conduct weekly press briefings for the public to
work toward allaying some of the more predominant concerns. Additionally,
in gaining a better understanding of the limits being placed on the lives of
constituents, priorities were developed by city and county governments to allow
for a smoother transition in the lives of those community members affected by
the pandemic. Considering that COVID-19 disproportionately impacts various
populations [19,20], our social determinants of health lens helped to disentangle
the complexity of the impacts of this disease, which helped community leaders
develop targeted interventions for those most in need.
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Abstract. Parkinson’s Disease (PD) is the second most common neurodegenera-
tive disease. With the advancement of technologies of big data, wearable sensing
and artificial intelligence, automatically recognizing PD patients’ Physical Activi-
ties (PAs), health status and disease progress have become possible. Nevertheless,
the PA measures are still facing challenges especially in uncontrolled environ-
ments. First, it is difficult for the model to recognize the PA of new PD patients.
This is because different PD patients have different symptoms, diseased locations
and severity that may cause significant differences in their activities. Second, col-
lecting PA data of new PD patients is time-consuming and laborious, which will
inevitably result in only a small amount of data of new patients being available. In
this paper, we propose a novel up-sampling active learning (UAL) method, which
can reduce the cost of annotation without reducing the accuracy of the model.
We evaluated the performance of this method on the 18 PD patient activities data
set collected from the local hospital. The experimental results demonstrate that
this method can converges to better accuracy using a few labeled samples, and
achieve the accuracy from 44.3% to 99.0% after annotating 25% of the samples.
It provides the possibility to monitor the condition of PD patients in uncontrolled
environments.

Keywords: Activity Recognition · Active Learning · Parkinson’s Disease ·
Cross-Subject

1 Introduction

Parkinson’s Disease (PD), one of the common chronic diseases in the elderly, is a pro-
gressive neurological disorder caused by the loss of dopamine-producing nerve cells in
the brain [1]. The estimated number of PD patients will reach 8 million in 2030 [2].
One of the main challenges is how to monitor the condition of PD patients for a long
time to improve efficiently the healthcare of these patients. In the course of treatment,
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the dosage of the medicine given by the doctor usually vary with the patient’s condi-
tion. Especially the motor state of the PD patients in late stage may generate different
symptoms from patient to patient [3–5]. Usually, patients need to go to the hospital to
assess their condition under the guidance of neurologists. In view of the high correlation
between the human Physical Activity (PA) index and the PD diagnosis score, the Move-
ment Disorder Society-Sponsored Revision of the Unified Parkinson’s Disease Rating
Scale (MDS-UPDRS) is utilised by physicians for the diagnosis of functional symptoms
of PD in the early attempts, such as tremor and postural balance disorders [6]. Physi-
cal activity recognition (PAR) can provide clinicians with quantitative profiles of motor
function behavior in natural environments in long-term period, which can further make
treatment strategies objectively adapted.

However, due to the complicated and subjective scoring process, clinically automatic
identification of the PAR for PD patients is urgently needed to reduce requirements for
physicians as well as save time and effort. As such, researches on objective scoring via
computer-aided diagnosis systems have been laid considerably theoretical foundations
in previous studies [7–11]. Among them, most attentions focus on either designing stan-
dalone novel wearable sensors to achieve highly accurate PAR [12–14], or investigating
advanced machine learning algorithms for training features from observed wearable
sensory data of human body positions into specific several PA subjects [15–17]. Addi-
tionally, some researchers investigate how to attach wearable sensors into the most
suitable positions for the best performance [18–21]. While these typical technologies
have been capable of achieving satisfactory results, the majority concern on controlled
environments (e.g., hospitals) but not uncontrolled environments (e.g., home). How-
ever, most patients measure PA after medication in controlled environments and thus the
results may impact the overall diagnosis of the symptom [22]. Therefore, lifelong PA
monitoring in an uncontrolled environment is extremely significant.

Nevertheless, measuring lifelogging PA currently may have the following obstacles
that would affect their practical usefulness. First, in order to achieve high performance,
some specific wearable sensors have to be distributed over the human body [23–25],
but the accuracy would usually be greatly reduced by using consumer wearable devices
in uncontrolled environments. Second, the types of PA are predefined and verified in
manual-designed controlled environments, but for the PA data in the uncontrolled envi-
ronment, PD patients may not be required to accurately record and label data samples
for such a long time [26, 27]. Third, the individual conditions and life patterns of each
patient are different, and thus the accuracy of PAmeasurement would be greatly affected
by these uncertain factors, making traditional methods inapplicable. Thus, PAR for PD
diagnosis in uncontrolled environments is still a very challenging issue [28].

Targeting on the challenges above, we propose a novel up-sampling active learning
(UAL) framework by using only 5%–20% of the labeled samples to achieve the training
effect of using all the labeled data. The ensemble classifier is exploited to train PA
data of the PD patients collected from our local hospital. Under the circumstances that
minimize the annotation cost, we explored the effect of different sampling strategies and
up-sampling on active learning performance that is able to dynamically discover new
patient PA. The proposedmethod is capable of adapting PD patients’ PAR and compared
the effects of different sampling strategies and up-sampling on the experiment results.
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The experimental results demonstrate that by using the active learning of Best-versus-
Second Best (BvSB) sampling strategy, the model can converge to the better accuracy.
For the 6 new PD patients in the test set, after annotating 5.63% to 25.00% of the data,
the model accuracy can reach 99%. For the more severe PD patients, the proportion
of labeled samples required to achieve 99.0% classification accuracy is 17.26% with
23.15% samples without annotation.

The remainder of this paper is organized as follows. Section 2 reviews related work
on activity recognition. We describe the details of data acquisition in Sect. 3, the Sect. 4
introduces the details of our proposed method up-sampling active learning (UAL), the
experimental results are in the Sect. 5, and the Sect. 6 states our conclusions and future
work.

2 Related Work

PAR leveraging advanced sensors has been investigated extensively over the past decade.
Among the sensor-based methods, devices such as accelerometers, gyroscopes, magne-
tometers, ambient sensors, and RFID tags are widely used [29–31]. These technologies
have shown great potential and are beneficial to medical care services such as clinical
interventions for the elderly and patients with chronic diseases [7, 9, 32, 33]. In recent
years, increasing number of researches have focused on PAR for PD diagnosis in natu-
ralistic settings with easy-to-easy devices such as mobile phones or wrist band. Cheng
et al. [34] proposed a deep neural network to distinguish gait activities (walking, jogging,
etc.) from stationary activities (sitting, standing, etc.) between PD patients and healthy
subjects with 98% of accuracy. Albert et al. [35] used standard machine learning algo-
rithms to recognize PAs of PD patients and healthy subjects respectively and analysed
the different features of PA between PD patients and healthy subjects. MPower [36], a
typical mobile app developed using Apple’s ResearchKit library, is to remotely moni-
tor PAs of PD patients and then analyze daily changes in their symptom severity and
medicine conditions. The platform is a promise to conduct in naturalistic environments.

Deep learning is robust to noise and has high classification accuracy compared with
traditional machine learning methods. The study [37] combined Linear Discriminant
Analysis (LDA) and Long Short Term Memory (LSTM), and performed non-steady-
state circuit tests including stairs, slopes and direction changes in mild PD patients and
healthy subjects, achieved 80%F1 score when using LSTMonly for the lower body data.
However, deep learning requires a large amount of data, large amount of calculation,
high cost and long time. Research [38] solves the problem that CNN is not suitable for
small-scale and large-scale intra-class noise data sets through data enhancement. Using
the enhanced data for model training, the recognition accuracy of CNN on 25 PD patient
data reached 86.88%, and the accuracy of CNN was 7% higher than standard machine
learning methods.

On the other hand, supervised learning methods require a large number of correct
annotated data sets for training, which is often difficult to achieve in a naturalistic envi-
ronment. Conventional inertial sensor data is difficult to annotate, so regardless of the
actual experimental environment or the real environment, researchers generally use video
to assist them in annotating [13]. In addition, self-recall and experience sampling are
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also commonly used to obtain labeled data, but such methods are prone to errors. In
order to reduce the amount of data required by the classifier, semi-supervised learning
[39, 40] and transfer learning [41–43] have also been widely used in the field of PAR.
The semi-supervised method predicts unlabeled samples, selects the samples that the
classifier has the most confidence in the prediction results, and then adds them to the
training set for training. One drawback to this is that the accuracy of the classifier will
be reduced when incorrect predictions are added to the training set. Transfer learning
leverages the knowledge learned from source domain to predict the target domain which
has a small number of labels. This method usually requires that the source domain and
the target domain are very similar, which is often difficult to achieve in the real setting.

In contrast to semi-supervised learning, active learning reduces the amount of data
required by the model by detecting the most informative samples and asking users to
query a label. This method improves the performance of the model and reduces the
requirement of the model on the amount of data. A large body of work has used active
learning to tackle the issue of label acquisition in activity recognition. For example, Stikic
et al. explored and analyzed the effects of semi-supervised learning and active learning
on reducing the label requirement of model [44]. Liu et al. analyzed the feasibility
of active learning to search for the most informative samples to be labeled in activity
recognition, by using the lowest confident level and high disagreement between two
classifiers as the active sampling [45]. Study [46] derives a hierarchical Bayesian model,
which combines active learning and transfer learning. Finally, they conclude that this
method can use fewer tags on the target domain to achieve faster learning. AALO [47]
label overlapped activities by active learning. The combination of deep learning and
active learning has also been widely used to identify human activities [48–51]. However,
there are few studies on the activity recognition of PD patients, especially for new PD
patients. In this paper, for ensuring that the classifier converges to good accuracy with
fewer annotated examples, we propose an up-sampling active learning method, which
makes it possible to recognize the activity of PD patients in a real environment.

3 Data Collection

The participants were recruited from patients with PD symptoms who visited the First
People’s Hospital of Yunnan Province neurology clinic from August 2020 to January
2021. A total of 18 patients voluntarily participated in the experiment under the premise
of obtaining the written informed consent of each patient. Neurologists label the PD
patients with any of the (0–4) MDS-UPDRS score based on the intensity and prevalence
of these motor symptoms. After being rated by a professional doctor, among the 18
patients, 8 had mild symptoms, 6 had moderate symptoms, and 4 had severe symptoms
with age from 31 to 82 years old, 52% male and 48% female.

First, PD patients wear a shimmer sensor on the right wrist. The sensor is placed
in this position to imitate the wristband that people wear in daily life (In fact, we put
5 sensors on the patient’s limbs and waist as shown in Fig. 1, but in order to simulate
the daily environment, we only used one sensor in this study). Then, we use the 200
Hz frequency to collect the accelerometer, gyroscope and magnetometer data of the
three axes. The full scale range of the sensor is ±2.0 g, and sensitivity is 600 mV/g. A
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Fig. 1. Sensors wearing position of a PD patient in hospital

Lenovo ThinkPad E440 laptop connects to sensors via Bluetooth and stores data through
a software called ConsensysPro.

We collected a total of 14 activities including some activities in the third part of
MDS-UPDRS and some daily activities, and each action was collected from 20 s to 90
s. For daily activities, in order to reflect the differences in the habits of different patients
in the real environment, we briefly tell the patients the actions that need to be performed
instead of specifying the way to perform them. The activities in the third part of MDS-
UPDRS can reflect the difference in the degree of patient disease, so we told the patient
in detail how to perform. We described the details of all the activities in Table 1.

4 Methodology

4.1 Problem Formulation

We define activity recognition as a classification problem. Unlike the conventional clas-
sification, we will divide PD patients into two parts according to the severity of the
patient. The first part simulates the previous patients, including mild, moderate and
severe patients, and the other simulates the new PD patients. And then we will perform
the same preprocessing and feature extraction on the data of all PD patients. Next, the
classification model first learns from the previous PD patient activities data, and then
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Table 1. The description of each activity

NO Activity name Activity description

1 Fingers tapping Quick pinch with thumb and index finger

2 Hands closing–opening Clench your hands and open them quickly

3 Pronation–supination Both wrists rotate quickly to the left and right

4 Leg agility Sitting in a chair and raising your heels repeatedly

5 Right hand flip Continuously pat the left hand with the palm and back of the
right hand

6 Left hand flip Continuously pat the right hand with the palm and back of
the left hand

7 Finger_to_nose(l) First touch the tip of your nose with your left index finger,
then touch the doctor’s index finger, and repeat

8 Finger_to_nose(r) First touch the tip of your nose with your right index finger,
then touch the doctor’s index finger, and repeat

9 Stand and hand raised flat Stand and hand raised flat for 30s

10 Walking back and forth Walk back and forth in a room

11 Free walking Walk freely in the crowd

12 Sit-to-stand Cross your hands in front of your chest and stand up from
your seat

13 Drink water Drink water from a cup

14 Pick up object Pick up things from the ground

apply the learned model to identify the activities of the new PD patient, which is in line
with the actual life situation. We aim to evaluate the performance of the activity recog-
nition model when it faces PD patients in real setting and analyze the reasons behind
them. Finally, we propose how to solve this problem through active learning methods.

4.2 Data Preprocessing and Feature Extraction

In order to remove the noise in the raw data, for all signal data, we use the band-pass
filtering and standardization by zero-mean normalization (z-score), as Eq. (1) where μ

and σ represent the mean and standard deviation of data, respectively.

Table 2. Features extracted from time domain and frequency domain

Category Feature sets

Time domain Mean, Standard deviation, Variance, Skewness, Kurtosis, Root mean
square, Energy, Median, Range, Correlation

Frequency domain FFT energy, Mean amplitude, Max amplitude, Spectral entropy



Up-Sampling Active Learning 235

x∗ = x − μ

σ
(1)

SMV =
√
x2i + y2i + z2i (2)

Fig. 2. Overall framework for up-sampling active learning activity recognition mode

There are 9 dimensions of raw data (a Shimmer sensor consists of three sensors and
each of which has three axes of X, Y and Z). Then we got 3 extra axes after calculating
signal magnitude vector (SMV) by Eq. (2), which helps to measure the intensity of
activities. On each axe, as shown in Table 2, we extract independently the time domain
and frequency domain features based on the sliding windows. Based on our experience,
we chose a sliding window size of 3 s and the data was segmented according to the
window overlap ratios of 50%. Of course, we have tried other sliding window sizes and
overlap rates, but they have no significant impact on the results, and they are not the
focus of our research.

4.3 Up-Sampling Active Learning

In the real setting, there are great diversities in performing a same activity between
different PD patients. In this work, one of our aims is to train a robust and adaptive
activities recognitionmodel for each PDpatient, which usually requires abundant labeled
data with possible variations. Because annotating the activities of PD patients is time-
consuming and laborious, we introduce active leaning to select the most informative
samples, so as to ease the burden of activities data annotations. Besides, the proportion
of activity data of a new patient is very small, which leads to model to ignore them, so
up-sampling is also integrated into active learning to improve the model convergence
speed.

Based on the above considerations, we propose an UAL pipeline (as illustrated in
Fig. 2). We first extract features by sliding window technique from preprocessed data.
Starting from an initial labeled PD patients’ activity data, we iteratively update the
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Fig. 3. The estimated probability of prediction results to two unlabeled sample and its entropy

training set by adding new patient activity samples. The steps are as follows: firstly,
on previous patients dataset, we train an initial classification model using LightGBM
[51]. Then the model will predict the new PD patients’ activities and several informative
sample will be chosen according to uncertainty sampling strategy BvSB. Next, selected
samples will be passed to an oracle to be annotated. Finally, we add the newly annotated
sample to previous labeled dataset after up-sampling. This iteration (the part in the dotted
box in Fig. 2) will stop when a certain condition is satisfied to get the final model. The
classifier LightGBM and the uncertainty sampling strategy BvSB are demonstrated as
below:

LightGBMis an efficient gradient boostingdecision tree algorithm (GBDT)proposed
by the Microsoft team. It is an improved algorithm for GBDT and an integrated learning
algorithm based on Boosting. The traditional Boosting algorithm has some drawbacks,
especially in scalability and operating speed, and the emergence of LightGBMhas solved
these problems.Comparedwith otherBoosting algorithms (such asXGBoost [52]), it can
shorten the training time bymore than 20 timeswithout reducing the prediction accuracy,
and the memory overhead is also greatly reduced. After considering the training time,
memory usage and model accuracy, we chose LightGBM as the classification algorithm
instead of using SVM, XGBoost, CNN, LSTM, etc., which can make our method more
adaptable to the real environment.

Uncertainty sampling strategy: If we predict new patient activities using trained
model by other patient activities data, we will able to select the most informative sample
to annotate according the uncertainty sampling strategy. By mixing these samples with
previous training set and adding them to the model to train, the decision boundary of
the model will be changed, which allows the model to have better prediction results for
new patient activities. Uncertainty of a prediction result can be quantified by entropy
measure, least confident, and BvSB [53]. Among them, BvSB is proved to be excellent
in activity recognition based on active learning [10]. Uncertainty sampling strategy
using entropy measure is subject to small probability values of unimportant classes. The
histogram Fig. 3 shows the estimated probability distribution of two unlabeled samples
in a 10-calss classification problem, which explains why entropy cannot calculate the
uncertainty well. In Fig. 3 (b), the classifier hesitates between class 6 and 7, but in Fig. 3
(a), the classifier is relatively confident in its prediction results. A prediction result like
Fig. 3(a), will be considered to have higher entropy, even if the model is much more
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confident about the prediction of the example. In the case of multiple classifications,
this situation will be even worse. To avoid above problems, we adopted the BvSB as a
metrics. BvSB uses the difference between the probability values of the two classes that
have the highest estimated probability value as an indicator to measure uncertainty, the
sampling criterion can be described as Eq. (3), where P(yB|xi,Fθ ) and P(ySB|xi,Fθ )

denote the two highest estimated class probabilities output fromclassifier and u denote all
unlabeled data sets. So, BvSB sampling strategy tends to select this prediction situation
in Fig. 3(b).

xBvSBi = arg min
xi,i∈u

(P(yB|xi,Fθ ) − P(ySB|xi,Fθ )) (3)

5 Experiments Results

In this section, we evaluate and analyze the unreliability and instability of directly pre-
dicting the activity of a new patient using classifier trained by other subjects’ activ-
ities dataset. Then, also on the PD patient activity data set collected in hospital, we
demonstrated and analyzed the performance of active learning with up-sampling.

5.1 General Experimental Settings

All our experimental data comes from the data set mentioned in Sect. 3. After performing
data preprocessing and feature extraction described in Sect. 4, we get 11115 samples
from 18 PD patients. We selected 12 patients as the previous patients, and the remaining
6 patients were simulated as new patients in turn. For convenience, the classification
accuracy (CA), the proportion of correctly classified samples to the number of test
samples, is used as an indicator to evaluate model performance.

5.2 The Unreliability and Instability of Directly Predicting

In order to evaluate the performance of the PD patient activity recognition model trained
by other subjects’ activities dataset, we conducted the following experiments.

(1) As differences between patients with different symptoms, different ages etc. will
cause unstable results due to the different division of the training set and test set. At
the same time, in actual situations, patients are usually tested by wearing the device
alone. The Leave-One-Out (LOO) validation method is explored in our experiment,
which may derive more stable results and avoid over-fitting in real environment.
The LOOmethod is a special case of cross-validation. Obviously, since there is only
one way to divide m samples into m subsets (each subset contains one sample), the
method is not affected by the way that how random samples are divided.

(2) Thenwe use Lightgbm package in the Scikit-learn library to train a PARmodel elim-
inate randomness and select the best hyperparameters of the classification model.
The learning rate is set to 0.05, the maximum number of decision trees is 300, and
the model converges at 100 training epochs.
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(3) We subjectively believe that different patients will have different ways of performing
activities, which will make it difficult to apply an activity recognition model to
all patients. But this view is ambiguous. In order to intuitively see the difference
between different patients, we designed the following scheme: Firstly, we reduce the
dimensions of the extracted 161-dimensional features to two dimensions through the
t-SNE algorithm. Then we draw the same activity of different patients into a scatter
plot based on the reduced dimensionality data. Here, for convenience of display, we
only randomly selected 6 patients and 4 activities.

5.3 Results and Discussions on Cross-Subject Prediction

Table 3 exhibits the classification accuracy of the model trained by previous dataset for
each new patient’s activity. The table suggests: 1) If the model is trained by previous data
but apply to never seen new patient data, the prediction results will be relatively poor
and unstable. It is worth mentioning that the model has a classification accuracy of 99%
on the test set of the previous data. 2) The model has different classification accuracy on
different patients, the highest is 90.1%, but the lowest is only 44.3% recognize the PAs
of patients with severe PD.

The main reason for the large fluctuations in the performance of the model among
different people is that different patients have different symptoms, severity, and activity
habits. These factors firstly lead to differences in the data collected by the sensors,
leading to different feature spaces of the data. If a new sample is outside the decision
boundary learned by the classifier, it will be difficult for the classifier to make a correct
judgment. The classifier has a 90.1% accuracy for patient 4, which is probably because
the patient’s activity execution method is very similar to some patients in the training
set. However, patient 6 was just the opposite of the above, so the classification accuracy
is only 44.3%.

Through the visualization results shown in Fig. 4, we can better illustrate this prob-
lem, where the horizontal and vertical coordinates are the data obtained after dimen-
sionality reduction of 161 features and the different colors indicate the data of different
patients. It can be seen from Fig. 4 that different patients gather in different areas on a
two-dimensional plane, especially the three activities of “finger tapping”, “sit-to-stand”,
and “drink water”. Take activity “free walking” as an example. If the model training set
only includes the data of patients p1 to p5 (The part in the dotted box in the Fig. 4, then
the data of patient p6 will be outside the decision boundary, and the classifier will have
difficulty making accurate predictions.

Carefully observe the data distribution of “free walking”, we can find that its spatial
distribution of activity features is relatively chaotic. The data of patients p1, p3, p4, and
p5 are clustered together, which shows that they perform this activity very similarly.
However, patients p2 and p6 were gathered in other areas, which shows that they are
very different from others in performing this activity. This is mainly because patients
p1, p3, p4, and p5 are patients with mild or moderate PD, but patients p2 and p6 are
patients with severe PD. And the mobility of severe patients is severely restricted, so
they cannot complete this activity well. It is worth mentioning that even if patients 2
and 6 are both severe PD patients, their data distribution is still quite different, which
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Fig. 4. Feature distribution of 4 kinds of activities in two-dimensional space

explains why the training set contains data from severe PD patients, but the classifier
still unable to accurately.

Table 3. The classification accuracy to 6 new patients with the model trained by the previous 12
patients

Patient ID 1 2 3 4 5 6

Severity of illness moderate severe mild mild mild severe

Accuracy (%) 66.6 ± 1.6 59.1 ± 0.7 74.5 ± 1.0 90.1 ± 1.9 64.3 ± 1.1 44.3 ± 0.5
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Table 4. The number of labeled samples and the proportion of the total samples required to
achieve 99% accuracy with different methods

Patient Method

UAL(Ours) BvSB entropy random

Patient 1 70 (19.18%) 105 (28.77%) 90 (24.66%) 340 (93.15%)

Patient 2 75 (15.96%) 100 (21.28%) 105 (22.34%) 365 (77.66%)

Patient 3 70 (15.91%) 80 (18.18%) 105 (23.86%) 195 (44.32%)

Patient 4 20 (5.63%) 25 (7.04%) 35 (9.86%) 165 (47.14%)

Patient 5 85 (20.48%) 125 (30.12%) 175 (42.17%) 260 (63.41%)

Patient 6 105 (25.0%) 135 (32.14%) 170 (40.48%) 305 (72.62%)

Table 5. The highest classification accuracy value (the first number) that eachmethod can achieve
and the proportion of the total samples required to achieve corresponding highest accuracy (the
second number)

Patient Method

UAL(Ours) BvSB entropy random

Patient 1 100% (20.5%) 100% (41.1%) 100% (34.2%) 100% (100.0%)

Patient 2 99.51% (22.3%) 99.61% (23.4%) 99.51% (26.6%) 99.51% (78.7%)

Patient 3 100% (40.9%) 100% (55.7%) 100% (68.2%) 100% (62.5%)

Patient 4 100% (8.5%) 100% (8.5%) 100% (25.4%) 100% (85.7%)

Patient 5 100% (28.9%) 100% (69.9%) 100% (75.9%) 99.78% (85.4%)

Patient 6 99.89% (51.2%) 99.78% (66.7%) 99.78% (57.1%) 99.57% (95.2%)

5.4 Active Learning with Up-Sampling

In order to verify and evaluate the efficiency of our proposedmethod and the effectiveness
of the up-sampling, we conducted the following experiments. Firstly, 70% of the data
of each new patient is used as a candidate set, and the remaining 30% is used to test the
accuracy on the new data set. Then, we train a classifier by previous patients training
set. When the model converges, we make predictions on the test set and candidate set at
the same time, and record the accuracy of the model on the test set. By calculating class
probabilities of samples in the candidate set, we select samples for annotation according
to the sampling strategy. Next, we copy the newly annotated data into the same five
copies and mix them all into the previous training set for the classifier retraining in
next iteration. It is worth noting that, after comprehensively considering the calculation
amount and performance of the model, we select 5 samples for annotation in each
iteration. We compare the performance of three different sampling strategies, BvSB,
entropy and random, and compare the effect of up-sampling on the results.
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5.5 Results and Discussions on Active Learning with Up-Sampling

Figure 5 presents the curves of the classification accuracy values of 6 new patients as
a function of the number of labelled samples using three different sampling policies,
where the x-axis is the number of annotated samples and the y-axis is the classification
accuracy of the classifier on the test set.

The number of labeled samples and the proportion of the total samples required to
achieve corresponding highest accuracy are listed in Table 5. The best results in Table 4
and 5 are shown in bold. From Fig. 5, Table 4 and 5, we can see that:

1) For all patients, our proposed UALmethod can achieve 99% accuracy with the small-
est number of labeled samples, followed by active learning methods based on BvSB
and entropy, and the worst random sampling. We tend to randomly select some sam-
ples for labeling when active learning is not applied, which is often very inefficient.
We attribute this result as follows: Firstly, the BvSB sampling strategy allows the
model to quickly and accurately refine the decision boundary by selecting the most
informative samples, which allows the model to quickly adapt to samples of new
patients and make high-precision predictions. Secondly, through the up-sampling,
the weight of the newly labeled data in the model can be increased, which allows the
model to converge more quickly.

2) The sampling strategy based on BvSB tends to improve the accuracy faster than the
sampling strategy based on entropy. It’s because BvSB strategy is inclined to choose
samples meeting Eq. (3) in Sect. 4, such samples are just on the decision boundary
of the two classes. But the entropy sampling scheme tends to select samples whose
estimated probabilities are scattered over all classes with similar probability values,
such samples may not have high uncertainty as described in Sect. 4.

3) For patients 2 and 6, when we didn’t annotate their activities data, the classification
accuracy was only 59.1% and 44.3% respectively. Because they are patients with
severe PD and exhibits symptoms rigidity and bradykinesia, they are very slow to
perform an action, which is very different from patients with mild PD. For example,
patient 4, he is amild PDpatient, he performs these activities smoothly and standardly,
which is the same as most people in the training set, so the classifier’s classification
accuracy for him is 90% at the beginning. But with our method UAL, the classifier
only needs 20 additional labeled samples to achieve a classification accuracy of 99%,
which fully demonstrates the efficiency of UAL.

4) It can be seen from Table 5 that for patients 1, 3, 4, and 5, all methods except random
sampling can achieve 100%classification accuracy, but our proposedmethod requires
the least number of labeled samples. For patients 2 and 6, our method UAL and BvSB
method are almost the same in accuracy, but our method requires fewer labeled
samples. The difference between UAL and BvSB is that we have added up-sampling
to increase the weight of the data in the training process, which allows the model to
improve accuracy faster.
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Fig. 5. The curves of the classification accuracy values of 6 new patients as a function of the
number of labelled samples

6 Conclusions

In this paper, we analyzed the difficulties in identifying the activities of PD patients. An
up-sampling active learning method was proposed for effective long-term monitoring of
PD patients. This method iteratively selects the most informative samples for labeling,
and then adds them to the training set after up-sampling. We conducted experiments on
the data set collected from the local hospital to evaluate the performance of UAL. The
experimental results show that the effect of UAL is different for patients with different
symptoms. For the 6 new PD patients after annotating 5.63% to 25.00% of the data, the
model accuracy can reach up to 99%. Among them, for severe PD patients, this method
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has a more obvious performance improvement and need more labeled data. Compared
with other active learning sampling strategies, the UAL method that combines BvSB
sampling strategy and up-sampling trick can converge to the better accuracy, which
represents a lower annotation cost. In future work, we plan to combine active learning
and transfer learning to further reduce annotation costs and improve the robustness of the
model, and analyze the progress of the patient’s condition through the patient’s activity
data.
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Abstract. Human Activity Recognition (HAR) enables context-aware
user experiences where mobile apps can alter content and interactions
depending on user activities. Hence, smartphones have become valuable
for HAR as they allow large, and diversified data collection. Although
previous work in HAR managed to detect simple activities (i.e., sit-
ting, walking, running) with good accuracy using inertial sensors (i.e.,
accelerometer), the recognition of complex daily activities remains an
open problem, specially in remote work/study settings when people are
more sedentary. Moreover, understanding the everyday activities of a per-
son can support the creation of applications that aim to support their
well-being. This paper investigates the recognition of complex activities
exclusively using smartphone accelerometer data. We used a large smart-
phone sensing dataset collected from over 600 users in five countries dur-
ing the pandemic and showed that deep learning-based, binary classifica-
tion of eight complex activities (sleeping, eating, watching videos, online
communication, attending a lecture, sports, shopping, studying) can be
achieved with AUROC scores up to 0.76 with partially personalized mod-
els. This shows encouraging signs toward assessing complex activities
only using phone accelerometer data in the post-pandemic world.

Keywords: smartphone sensing · human activity recognition ·
accelerometer · deep learning

1 Introduction

In Human Activity Recognition (HAR), various human activities such as walk-
ing, running, sitting, [...], cooking, driving are recognized. The data can be col-
lected from wearable sensors or accelerometer or through video frames or images
[9]. HAR is possible thanks to sensor data from modalities such as accelerom-
eter, gyroscope, or location [16,20]. According to Plötz et al. [16], the main
challenges of HAR are the lack of data and the poor quality and labeling of the
data. Recent devices like smartwatches allow for good-quality data for HAR. For
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example, using a smartwatch, Laput et al. [10] obtained high accuracies for clas-
sifying 25 complex hand activities. However, smartwatch adoption is much lower
compared to smartphones, and according to Coorevits et al. [5], most people
tend to stop using smartwatches and wearables after six months of use.

Using smartphones for HAR seems promising given their ubiquity: more
than 80% of people own a smartphone, which could simplify data collection
and increase the amount of data. Data collection can be performed on diverse
populations, and continuous collection is possible. The data collected are diverse
because there are numerous sensors in a smartphone, such as an accelerome-
ter, gyroscope, light sensor, magnetic field, app usage, typing and touch events,
etc. [14]. Multiple sensing modalities also allow recognizing complex activities
such as eating [13] and drinking [4], and even complex psychological states such
as mood [18]. Using smartphones for young adults’ well-being is also increas-
ingly popular [14] because of the high smartphone ownership in this population.
Understanding one’s everyday activities can help create applications to improve
mental health. Also, using data from different countries involves taking into
account different cultures, people, sensor qualities, and ways to carry a smart-
phone (pocket, backpack, purse, etc.). Therefore, data from multiple countries
should generalize better, although bringing additional challenges. Using multiple
sensing modalities, while informative, could be costly in terms of battery life.
Hence, there is a push towards only using low-cost inertial sensors for HAR [2].

Previous work on HAR that use inertial sensors focuses on inferring relatively
simple activities such as walking, sitting, climbing stairs, and sleeping [3,8].
However, recognizing complex activities can be helpful in various situations,
such as elderly care and patient tracking [10,17] and for habit tracking (e.g., to
help people quit smoking [10]). Moreover, due to the pandemic, most people’s
everyday life has changed to a more sedentary lifestyle, making the HAR tasks
even more challenging because the informativeness of smartphone accelerometers
could be less.

In this work, we attempt to address the research question (RQ): Can only
raw accelerometer data be used to recognize complex daily activities with data
collected during the pandemic (remote study setting)? In addressing this RQ,
two contributions are provided:

Contribution 1: We examine a real-life smartphone sensing dataset that con-
tains over 216K self-reports from 637 college students in five countries. The
dataset was collected for four weeks during the pandemic. We perform a descrip-
tive data analysis to identify the most common complex activities reported by
participants.

Contribution 2: We define and evaluate binary inference models for eight com-
plex daily activities: Sleeping, Eating, Studying, Attending a lecture, Online
Communication and Social Media, Watching videos or TV, Sports, and Shop-
ping, all of which represent facets of the everyday life of young adults. Using only
raw accelerometer data and deep learning, we show that AUROC scores in the
range of 0.51–0.62 can be achieved with population-level models, and it could
be improved to AUROC scores in the range of 0.56–0.76 with hybrid models.
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To the best of our knowledge, our work contributes to understanding how
the sole use of smartphone accelerometer data can be used for the inference of
complex activities like the ones we study here. The pandemic context enhanced
remote work and sedentary lifestyles, so it is a setting worth investigating. The
paper is organized as follows. In Sect. 2, the related work is presented. Then, the
methods and results are explained in Sect. 3 and Sect. 4 respectively. Finally, the
main findings are discussed in Sect. 5, and the paper is concluded in Sect. 6.

2 Background and Related Work

2.1 Smartwatches and HAR

Wearables for HAR. Laput et al. [10] managed to capture fine-grained hand
activities using smartwatches. There were 25 hand activities such as clapping,
drinking, or door opening. Using Fast Fourier Transform and Convolutional Neu-
ral Networks, the method yielded 95.2% accuracy across the 25 hand activi-
ties. This work could be used to track habits such as smoking or for eldercare
monitoring systems. One disadvantage is that the user must wear the device
on their active arm, whereas smartwatches are usually worn on the passive
arm. HAR with smartwatches on the passive arm would be more challenging
but more adapted to real life. Another challenge with smartwatches, shown by
Straczkiewicz et al. [21], is that about 15.6% people do not follow the data col-
lection protocol regarding smartwatch placement, such as wearing the watch on
the ‘wrong’ arm. This study shows that the data collection for HAR can be
very challenging, as simply wearing a sensor on the non-ideal arm can decrease
performance. These results are also valid for real-life applications: if the sensors
are misplaced, the detected activity could be incorrect.

Smartphones vs. Smartwatches for HAR. Raihani et al. [15] showed that
classifiers can perform as well as when the accelerometer is placed in the pocket
rather than on the wrist for basic activities (sitting, walking, running). Smart-
phones have a practical advantage in the long run, as many users stop using their
smartwatches after a few months [5]. Performing HAR with smartphones can be
as efficient as with wearables, and more data can be used as the ownership
of smartphones is higher than that of smartwatches. Furthermore, combining
smartphone sensors and wrist-worn motion sensors is even more effective than
only using smartwatches [19]. Such work evaluated basic activities along with
more complex ones like smoking, biking, or drinking coffee. The results showed
that combining the sensors from the phone and the watch improves the perfor-
mance by 21%, for an overall F1 measure of 96%. However, the work in [19] was
performed in a lab setting, and its application to real-life cases will probably
yield lower performance.
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2.2 Smartphones and HAR

Sensors and Features. Smartphone sensors can be used to infer a variety of
human activities and states. For example, mood can be inferred from social inter-
action data [11]. Features like the number of SMS, emails, and apps used are fed
into various machine learning models to assess user mood. The method achieved
93% accuracy after a two-months personalized training period. Guvensan et al.
[7] used the smartphone’s accelerometer, gyroscope, and magnetometer sensors
to assess the transport mode. The method achieved 95% accuracy with super-
vised learning approaches. Hassan et al. [8] extracted features (mean, frequency
skewness, average energy) from the smartphone’s gyroscope and accelerometer
and fed them into a Deep Belief Network. The method achieved 89.61% accuracy
on basic activities (walking, sitting, walking upstairs/downstairs) and the transi-
tions between two activities. Wu et al. [22] used the same activities performed at
different paces and collected data from the accelerometer. Their method obtained
accuracies between 52–79% for stair walking and up to 100% for sitting; adding
the gyroscope data improved the performance by 3.1–13.4%. Della Mea et al.
[12] used the smartphone’s accelerometer to infer household activities such as
working at the computer, ironing, or sweeping the floor. Their proposed method
obtained an accuracy above 80%, even when the phone was in the pocket. This
gives initial evidence to support the hypothesis that the phone’s accelerometer
alone could also be used for recognizing complex activities.

Complex Activities. Ranasinghe et al. [17] defined a complex activity as a suc-
cession of simple actions. The actions are composed of operations, which are the
basic steps constituting the actions. For instance, the complex activity “Party”
can be broken down into actions such as “meet with friends”, “enter a bar”,
and “order a drink”. These actions can then be broken down into operations
like “push the door handle” or “grab the glass”. Complex activities can include
interactions with objects or individuals (such as eating, communicating online,
and partying) and last longer in time. HAR can monitor the complex activi-
ties of elderly people and improve their quality of life. Healthcare monitoring
applications are also an interesting field, and using only the smartphone to rec-
ognize activities is not invasive, compared to previous work that often uses body
sensors [23]. Using the minimum amount of sensors allows for a spare battery
and would also be more efficient memory-wise. However, it is more challenging
because there will be less data, and this data can be less meaningful for some
complex activities.

Our work differs from previous work regarding the inferred activities and
the sensors used. We aim to infer complex activities like studying or eating,
exclusively using raw accelerometer data collected in everyday life. This makes
the inference challenging compared to HAR models trained with data collected
in in-lab settings. Further, as mentioned in Sect. 3, the dataset being collected
during the COVID-19 pandemic represents a challenge because accelerometer
data will likely be similar for different activities. Hence, there is a novelty in
studying how complex activity recognition models perform with data collected
during the pandemic.
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3 Methods

3.1 Dataset

The anonymized data used in this study was collected as part of a European
Union Horizon 2020 Project called WeNet [6]. The data were collected in the fall
of 2020. The original study aimed to measure aspects of the diversity of univer-
sity students based on social practices and related daily behaviors, combining
mobile surveys and smartphone sensor data. The study was conducted at Aal-
borg University (Denmark), the London School of Economics (United Kingdom),
the National University of Mongolia (Mongolia), Universidad Católica “Nuestra
Señora de la Asunción” (Paraguay), and the University of Trento (Italy).

A sample of volunteer students participated in a four-week data collection.
The students were approached by the data collectors via an email to the entire
population enrolled in the universities that took part in the survey [1]. After
having consented to the processing of their personal data, agreed to participate
and have consented to be contacted along with having a smartphone version of
Android 6.0 or higher, participants filled out a time diary via a mobile app [1].
Participants were 61% females and average age was 22 years old (see Fig. 1).
The app sent notifications every hour for the four weeks, asking the participant
to complete a time diary (also referred to as self-report) to report their current
activity, among other variables not used in this paper. If the participant could
not answer the questionnaire, they could fill it in later (for example, when they
woke up, they could indicate they have been sleeping for the past hours). The
students received incentives at the end of the study. The activity list was defined
according to previous survey work in sociology. In the meantime, the application
collected data from 34 sensors, such as the accelerometer, gyroscope, battery
level, app usage, etc. Here, only the raw accelerometer data will be used (other
sensor data could have been used, but they were not considered as our focus
here is specifically on the accelerometer data). After data pre-processing and
filtering, approximately 40K self-reports were available for analysis.

3.2 Data Preparation

Class Selection. Figure 2a shows the dataset’s number of events per activity.
The large class imbalance is not surprising, but it means that there is not enough
data for all activities: Travelling counts only 19 events across all five countries,
which is not enough for a model to learn. Therefore, Movie, theatre, concert, Hob-
bies, Arts, Happy hour/drinking, Other entertainment, Entertainment Exhibit,
Culture, and Travelling have not been taken into account in this work, because
of the lack of data. Other activities were not considered because they are too
broad: Personal care, Games, Social life, or Voluntary work, involve many possi-
ble complex activities. Activities like Nothing special, Break, and Other are too
general and thus not interesting to infer. In addition, we decided to merge some
classes: Shopping and Other shopping were merged into Shopping; while Calling,
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(a) Gender distribution of the dataset. (b) Age distribution of the dataset.

Fig. 1. Gender and age distribution of the dataset.

Chatting/reading, Reading internet information, and Social media were merged
into Online communication and social media.

After this process, eight classes were finally kept: Sleeping, Eating, Study-
ing, Attending a lecture, Online communication and social media, Watching
videos/TV, Sports, Shopping. Their distribution is shown in Fig. 2b. These eight
classes are still diverse and specific enough to allow training. In addition, they
are interesting cases of the complex everyday activities of university students.
Many of them directly impact health (sleeping, eating, doing sports) and some
indirectly (Online communication and social media, studying), so these activities
are worth inferring regarding young adults’ well-being.

(a) Number of reports per activity for the whole dataset.

(b) Number of reports per ac-
tivity for the final list of activ-
ities.

Fig. 2. Number of reports per activity.

Pre-Processing. Previous HAR work has used time windows of 2–30 s to infer
basic activities [3,19]. However, the activities of interest in this work are com-
plex, which means that they last longer [17]; thus, it might be harder to recognize
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complex activities in only a couple of seconds. Another aspect of this task is that
it is unclear exactly when the participant is performing the reported activity.
As they fill out the form every 30 min, it is unclear whether they are doing the
activity during the entire 30-min period, only before the report or only after.
Therefore, one assumption was that the user performs the activity sometime
during the 3 min before the self-report time (i.e., the timestamp when the par-
ticipant completed the self-report). It was further assumed that the person did
not perform the reported activity during the completion of the report itself (i.e.,
running while completing a report about running), so the data corresponding to
this specific time has been removed. Hence, the following process was applied to
the data:

1. For each user’s self-report, select the accelerometer data for the last 3 min
before the report time.

2. Remove the time during which the user fills the self-report.
3. Re-sample the accelerometer data to the average sampling frequency of the

dataset (3.33 Hz)
4. If a report is shorter than 600 samples (3 min * 60 s * 3.33), the data point is

discarded.

Upon inspection, we noticed significant missing data: even though the data
pre-processing was the same for all five countries, many events were discarded
because there needed to be accelerometer data within a 10-min time window
around the self-report time. For Mongolia and Italy, most reports were discarded
because there was no data. Paraguay, Denmark, and the UK have a small number
of empty reports. Mongolia and Italy are where most data was gathered, so the
data loss is significant: they represent 160K reports, whereas Paraguay, Denmark,
and the UK gather 31K reports. This represents a challenge because it reduces
the amount of data available for deep learning. The remaining self-reports were
resampled to the average sampling frequency of the dataset (see Fig. 4). The
average sampling time was computed for seven users of each country and rounded
to 300 ms.

Fig. 3. Model Architecture. Fig. 4. “Attending lecture” accelerom-
eter value for a Denmark participant, x
axis.
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3.3 Deep Learning

The previous section discussed the last three minutes of accelerometer data
before each self-report was used. The input data has a shape of 3 × 600: three
accelerometer axes, x, y, and z, and a data length of 600. Each report is labeled
with the corresponding activity. The data is then fed to a Deep Learning model.
Several architectures were implemented, using 1D Convolutional layers or LSTM
layers, and the best performing model was used, as shown in Fig. 3. 1D Convolu-
tional layers were used because the input data is a sequence. LSTM models were
explored because it is usually used to process sequences of data. It did not give
better results than 1D Convolutions in this case. In addition, the Adam opti-
mizer and binary cross-entropy were used. The performance measures used were
accuracy, the area under the receiver operating characteristic curve (AUROC),
and the F1 score. We reported all three metrics because accuracy makes sense in
a balanced class setting. However, AUROC and F1 scores with macro averaging
make sense in the imbalanced class setting because they give equal emphasis
to both majority and minority classes. The evaluation was done with 10-fold
cross-validation.

The binary classification was performed for each class, such as ‘sleeping’ and
‘not sleeping’. For each training split, 60% of samples from the positive class
were randomly selected for training, 20% for validation, and 20% for testing.
Two settings were tested, with balanced and imbalanced data. The same amount
of samples were selected from the seven other classes for the balanced case. All
data from the seven other classes were used for the imbalanced case. Training
on an imbalanced dataset was done to determine whether niche events (events
that do not occur often) can be inferred. For instance, shopping is a fraction of
the week of a student, and it is interesting to see whether it could be detected.

The training was run on a population level, meaning that data is split users-
wise: users can only be in one set (training users are not in validation or test).
The results of this experiment will show whether complex activity recognition
can perform well on new users. Another experiment was to split the data samples-
wise: reports were randomly split into train, validation, and test.

4 Results

4.1 Population Level Model

The results for the population-level model can be seen on Table 1.

Balanced Dataset. This could be considered as the base-case accuracy without
any personalization. Hence, results indicate that it is likely every user’s smart-
phone usage is very different, and the model does not perform well on a new user
and needs personalizing. Sleeping has the highest AUROC score of 0.62. The rea-
son could be that it is the most significant class, so there is more data to train the
model. Sport has lower performance than expected, possibly because different
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Table 1. Population-Level Results: AUROC score, F1-score, Accuracy and standard
deviation for balanced and imbalanced datasets.

Activity Balanced dataset Imbalanced dataset

AUROC F1-score Accuracy (%) AUROC F1-score Accuracy (%)

mean std mean std mean std mean std mean std mean std

Sleeping 0.62 0.04 0.56 0.20 58.2 2.1 0.62 0.05 0.63 0.14 92.2 4.2

Eating 0.51 0.03 0.79 0.13 50.9 2.1 0.51 0.03 0.01 0.01 88.8 2.3

Studying 0.55 0.03 0.59 0.21 53.0 2.2 0.57 0.04 0.11 0.09 74.3 4.5

Attending lecture 0.52 0.03 0.68 0.09 51.6 2.3 0.51 0.00 0.01 0.01 89.4 1.9

Online communication 0.56 0.03 0.64 0.21 55.1 2.5 0.57 0.02 0.03 0.02 84.7 1.8

Watching videos/TV 0.54 0.04 0.51 0.19 53.0 2.5 0.56 0.03 0.04 0.03 85.3 2.2

Sport 0.52 0.07 0.59 0.23 50.9 7.4 0.52 0.06 0.00 0.04 97.7 1.0

Shopping 0.57 0.06 0.58 0.23 55.3 5.2 0.48 0.05 0.00 0.00 97.3 0.5

Table 2. Hybrid Results: AUROC score, F1-score, Accuracy and standard deviation
for balanced and imbalanced datasets.

Activity Balanced dataset Imbalanced dataset

AUROC F1-score Accuracy (%) AUROC F1-score Accuracy (%)

mean std mean std mean std mean std mean std mean std

Sleeping 0.76 0.01 0.57 0.06 69.6 0.9 0.72 0.03 0.61 0.06 66.4 2.8

Eating 0.57 0.04 0.59 0.30 55.3 2.6 0.56 0.04 0.71 0.26 54.3 3.9

Studying 0.66 0.013 0.68 0.05 61.5 0.9 0.67 0.00 0.68 0.06 61.5 0.9

Attending lecture 0.62 0.04 0.69 0.22 58.5 3.9 0.60 0.04 0.70 0.22 57.8 3.1

Online communication 0.60 0.04 0.73 0.11 57.4 2.7 0.61 0.01 0.71 0.03 58.1 1.3

Watching videos/TV 0.56 0.05 0.72 0.22 53.2 4.4 0.55 0.05 0.58 0.07 54.2 4.4

Sport 0.58 0.04 0.55 0.23 55.6 3.5 0.59 0.03 0.72 0.01 56.5 3.6

Shopping 0.61 0.06 0.54 0.15 56.8 4.3 0.63 0.04 0.57 0.07 59.4 0.1

users have different accelerometer data when engaging in sports. It could also
be due to home training (in the COVID-19 context) or the users not keeping
their phones in their pockets while training. Therefore, the high activity levels
would not be collected. The metrics could be higher after a personalized train-
ing period. Online communication has surprisingly high metrics since it regroups
four different activities. One would have expected it to yield lower metrics, but
as all activities are phone-related, it makes sense.

Imbalanced Dataset. Here, the accuracy is not representative of the model’s
performance. The F1 score is very low for all activities except sleeping. The
explanation is that given the class imbalance, the model always predicts the
negative class and leads to a high accuracy and a low F1 score. Shopping and
sport represent no more than 5% of the dataset each, so if the model only predicts
the negative class, it will lead to an accuracy of more than 95% each, which is
the case and explains the low F1 score. Only sleeping yields high metrics because
it is the biggest class, so the model had more data to train. Niche events are not
well recognized using the population-level approach. For shopping, the AUROC
score is lower than 0.5, meaning that the model is inverting the classes in some
cases.
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4.2 Hybrid Model

The metrics for the hybrid model can be seen on Table 2.

Balanced Dataset. ‘Sleeping’ has the best results, with an AUROC score of
0.76 for the reasons mentioned above. Also, the smartphone’s activity when a
person is sleeping is easy to recognize: the smartphone is probably placed on
the bedside table for the night. Watching videos/TV and Online communication
obtain a high F1 score. “Eating” ’s metrics are low, which can be explained by
the fact that people eating with their smartphones can behave differently (e.g.,
putting it away when eating with people, watching something, chatting, etc.).
One would expect good results for “sport”, but the AUROC score is only 0.58.
The low metrics for Watching videos/TV can be explained by the difference
between watching videos and TV. One can switch on the TV in the background
and do something else on their phone (resulting in a different accelerometer
activity), whereas watching a video on their phone means the attention is more
focused on the phone, and the resulting accelerometer data can be the one of a
phone standing still.

Imbalanced Dataset. As mentioned in Sect. 3.3, the training was done on
an imbalanced dataset to see if niche events could be recognized. The F1 score
is generally higher for this case than for the balanced dataset. However, the
AUROC score is similar on the balanced and imbalanced data.

5 Discussion

In the original dataset, there were 34 different activities. However, most of them
were dropped because of a lack of data from the original dataset while keeping
eight informative and representative activities of the life of a student. These
activities also have an impact on health and can help understand the life of a
student and ultimately support their well-being via applications. Using only the
accelerometer data for human activity recognition is challenging because of the
complexity of the activities and the COVID situation at the data collection time:
the activities are more likely to result in similar accelerometer data. The resulting
AUROC and F1 scores are reasonable, given the challenge. It was noticed that a
hybrid model performs better than a population-level one and that niche events
are poorly recognized (imbalanced dataset case). While the results are relatively
low for binary classification, the settings must be kept in mind: the data was
collected in five countries, which induces a mix of people, sensor quality, and ways
of using a phone. This multi-country approach should generalize well and calls
for additional studies for multi-country data. Further, studies could evaluate
the data quality per country and sensor to obtain more details. The original
dataset was collected in real-life conditions, which also impacts the quality of
data and the performance of models, but represents real conditions in which the
model would be used. As mentioned, every smartphone has different components
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(especially in different countries/continents), and using only the accelerometer
is relevant because this sensor is cheap, and most smartphones contain built-
in accelerometers. Using multiple sensors was not the focus of this paper as
the goal was to use the accelerometer data only. Moreover, there is not enough
gyroscope or magnetometer data in the original dataset to train a model. Also,
using only one sensor would spare battery life and would have a minimal impact
on a smartphone’s performance in the case of a health monitoring application.

6 Conclusion

In this work, raw accelerometer data from smartphones were fed into Deep
Learning models to infer complex daily activities. Binary classification led to
reasonable AUROC scores in the range of 0.51–0.62 with population-level mod-
els (non-personalized) and 0.56–0.76 with hybrid models (partially personalized)
for eight complex activities. This work shows that it is possible to infer complex
activities using only the smartphone’s accelerometer and can be a baseline for
a multi-country approach of Human Activity Recognition for the well-being of
young adults.
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Abstract. Speech disorders, collectively referred to as hypokinetic dy-
sarthria (HD), are early biomarkers of Parkinson’s disease (PD). To
assess all dimensions of HD, patients could perform several speech tasks
using a smartphone outside a clinic. This paper aims to adapt the para-
metrization process to running speech so that a patient is not required to
interact actively with the device, and features can be extracted directly
from phone calls. The method utilizes a voice activity detector followed
by a voicing detection. The algorithm was tested on a database of 126
recordings (86 patients with PD and 40 healthy controls) of monologue
mixed with noise with different signal-to-noise ratios (SNR) to simulate
the real environment conditions. Pearson correlation coefficients show
a strong linear relationship between speech features and patients’ scores
assessing HD and other motor/non-motor symptoms – p-value < 0.01
for the normalized amplitude quotient (NAQ) with Test 3F Dysarthric
Profile (DX index) and Unified Parkinson’s Disease Rating Scale (part
III) in 20 dB SNR conditions, p-value < 0.01 for the jitter and shim-
mer with the Mini Mental State Exam (10 dB SNR). A model based on
the Extreme Gradient Boosting algorithm predicts the DX index with
a 10.83% estimated error rate (EER) and the Addenbrooke’s Cognitive
Examination-Revise (ACE-R) score with 13.38% EER. The introduced
algorithm can potentially be used in mHealth applications for passive
monitoring and assessment of PD patients.
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1 Introduction

Even though Parkinson’s disease (PD), the chronic neurodegenerative disorder
[17], was described more than two hundred years ago [22], we still do not know
its exact causes. Besides genetic predisposition and age, pesticide exposure, high
caloric intake, or head injuries may increase the risk of its development [6]. In
addition, we are still unable to cure it, but its alleviation is possible by using
medication (e.g. levodopa) [7] or other, more invasive ways (such as deep brain
stimulation [3]). Moreover, there are signs that the incidence is increasing over
time [26]. Thus, early diagnosis has a crucial impact on the future course of the
disease, and it is essential to have the means to diagnose and monitor it at its
earliest possible stage, as it can improve the patient’s life.

The first symptoms of PD include speech and voice disorders [23], referred
to as hypokinetic dysarthria (HD) [11], manifested by deteriorated respiration,
phonation, articulation, and prosody [24]. PD patients may have impaired speech
in all or only some domains [25], but at least one speech domain is affected in
up to 90% of cases [14]. Tremor [30], hoarseness [5], audible breath [28], hyper-
nasality [15], speech disfluency [18], or inappropriate silences [13] are common
symptoms of HD. The speech is also often quiet [1] and unintelligible [29] and
can be followed by monopitch and monoloudness [8].

Ergo, acoustic speech and voice analysis is considered an objective, support-
ive but practical tool for PD detection and monitoring. The analysis is done
by recording the patient’s speech signal with its consequent digital processing.
After obtaining acoustic features that quantify individual speech disorders, it is
possible to compare them with those of healthy controls (HC) using statistics
to assess the severity of HD. In order to examine all domains of HD, patients
are asked to perform several speech tasks, which are most commonly a sustained
phonation of the vowel [a], monologue, reading text, picture description and
diadochokinetic task (DDK) consisting of repeating the syllables [pa]-[ta]-[ka].

Due to the clinical time pressure, number of patients, and the inability of
some patients to travel for speech recording, telemedicine plays an important
role here. Smartphone applications could allow neurologists to monitor speech
impairment and PD progress remotely. Patients can then perform speech tasks
from home, or it could even be possible to process the speech recorded during a
phone call, which would have numerous advantages.

1.1 State of the Art

Zhan et al. (2018) sought to answer whether a smartphone can be used to quan-
tify the severity of motor symptoms of PD. To do this, they used the HopkinsPD
mobile app, on which patients performed a sustained phonation of the vowel [a],
from which the signal amplitude was measured. In addition to this task, patients
performed four others (finger tapping, walking, balance test and reaction time
test). The results correlated with the current standard rating scales [32].
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Horin et al. (2019) investigated the usability of smartphone apps to treat gait,
speech, and dexterity in people with PD. Regarding the HD, they measured the
maximum phonation time and the mean fundamental frequency from a sustained
vowel [a] task and the maximum reading time and standard deviation of the
number of semitones from the fundamental frequency from a text reading task.
The tasks are part of the Beats Medical Parkinsons Treatment App mobile app.
Statistical tests showed no significant correlation between these features and
patients’ UPDRS (Unified Parkinson’s Disease Rating Scale) scores or the time
over which they performed the tasks [16].

Orozco-Arroyave et al. (2020) presented the Apkinson mobile app that
assesses and monitors the motor skills of PD patients in terms of speech articu-
lation, gait regularity and rigidity, and finger tapping accuracy. Speech features
were extracted from the following tasks: sustained phonation of the vowels [a],
[i] and [u] (jitter), DDK (articulation rate as the number of voiced segments
per time and the probability which phonemes belong to each phonemic group),
text reading (error between the word read and the word recognized by the auto-
matic speech recognition model) and picture description (standard deviation
of the fundamental frequency). According to the Kruskal-Walis test, the jitter
and articulation rate features showed significant differences between HC and PD
subjects [21].

Arora et al. (2021) analyzed 4242 smartphone recordings of a sustained
phonation of the vowel [a] collected in a clinic and at home from 92 HC, 112
patients with rapid eye movement sleep behavior disorder (iRBD), and 335
patients with PD. They used acoustic signal analysis (337 phonatory features)
and machine learning. Using the leave-one-subject-out cross-validation method,
they could distinguish PD patients from HC with sensitivity (SEN) of 59% and
specificity (SPE) of 59% [2].

Laganas et al. (2021) trained machine learning models on Mel Frequency
Cepstral Coefficients and Bark-band Energies of HC and PD patients extracted
from passive smartphone phone call recordings using the iPrognosis mobile appli-
cation. Gender and age were added to the feature matrix, and groups of testing
data were balanced in terms of these confounding factors. After leave-one-out
cross-validation, the best-performing models provided an area under the curve
(AUC) with the threshold operating characteristic (ROC) of 0.69/0.68/0.63/0.83
for English/Greek/German/Portuguese speaking subjects [20].

Simek and Rusz (2021) tested the effect of speech task and ambient noise
(10 dB and 20 dB signal-to-noise ratio) on sensitivity to capture dysphonia of
PD and iRBD patients using unsmoothed (CPP) and smoothed (CPPs) cepstral
peak prominence features. There was a significant difference between PD patients
and HC in sustained phonation of vowel [a] via the CPP (p < 0.05) and CPPS
(p < 0.01) and the monologue via the CPP (p < 0.01) according to a one-way
analysis of variance. The differences dropped with the addition of noise [27].

1.2 Objectives

The iPrognosis app is the only one known to have been used to detect PD
from running speech recorded during phone calls. However, the employed speech
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features do not quantify disorders in all domains of HD. It is clear that a new
approach to parametrization is needed, as existing extraction is dependent on the
speech task performed. The main aim of this paper is to explore a new approach
to passive HD assessment based on acoustic analysis of running speech in a noisy
environment. A new method of feature extraction will be proposed so that the
patient is not required to interact actively with the device and perform speech
tasks. Subsequently, the robustness of features to noise that may be present in
recordings during a phone call will be determined.

2 Materials and Methods

2.1 Dataset

The test database (PARCZ [12]) contains a total of 126 recordings of Czech
speech (40 HC and 86 patients with PD) recorded with a condenser microphone
in a regular, non-soundproofed room. Table 1 describes the representation of
males and females, and Fig. 1 shows the age distribution of the subjects. During
the monologue recording the participants mainly talked about their hobbies,
interests, family, or profession. The mean recording length of HC is 26.3 ± 13.5 s,
and for people with PD, it is 28.0 ± 15.0 s. Recordings were downsampled from
44.1 kHz to 16 kHz sampling frequency.

Table 1. Demograpfhic data.

women men total

HC 21 19 40

PD 37 49 86

total 58 68 126

Fig. 1. Age distribution.
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The participants also underwent clinical tests or questionnaires examining
their motor and non-motor symptoms, sleep disorders, level of dysarthria, intel-
ligence, depression and cognitive abilities. Results, along with the duration of
the disease and medication, are shown in Table 2.

Table 2. Clinical data (mean ± std).

HC PD

PD duration [year] - 14.1 ± 2.8

LED [mg] - 987.1 ± 525.7

UPDRS III - 24.6 ± 12.0

UPDRS IV - 3.2 ± 2.7

FOG - 7.1 ± 6.0

NMSS - 39.3 ± 23.5

RBDSQ - 3.8 ± 3.3

faciokinesis 27.9 ± 1.9 24.4 ± 3.5

phonorespiration 28.6 ± 1.4 23.8 ± 3.7

phonetics 29.5 ± 1.0 25.6 ± 3.7

overall DX index 86.0 ± 3.2 73.8 ± 9.3

IQ - 106.7 ± 13.6

BDI - 9.6 ± 5.9

ACE-R - 86.4 ± 9.2

ACE-R (attention and orientation) - 17.2 ± 1.3

ACE-R (memory) - 19.5 ± 4.3

ACE-R (fluency) - 10.4 ± 2.7

ACE-R (language) - 24.9 ± 1.4

ACE-R (visuospatial) - 14.9 ± 1.4

MMSE 28.3 ± 1.5 28.0 ± 2.5
1 LED – Levodopa Equivalent Dose, UPDRS – Unified Parkin-
son’s Disease Rating Scale (part III: Motor examination, part
IV: Motor complications), FOG – Freezing of Gait, NMSS – Non-
Motor Symptoms Scale, RBDSQ – REM Sleep Behavior Disorder
Screening Questionnaire, DX index – Test 3F Dysarthric Pro-
file (dysarthric index composed of faciokinesis, phonorespiration
and phonetics), IQ – Intelligence Quotient, BDI – Beck Depres-
sion Inventory, ACE-R – Addenbrooke’s Cognitive Examination-
Revised, MMSE – Mini Mental State Exam

2.2 Simulation of Real Environment Conditions

The original recordings were mixed with three different types of ambient noise
obtained from Freesound [10]:

� Car: the interior of a car during driving through a small city, the sound of an
engine, rain and windscreen wipers.
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� Town square: Union Square in San Francisco, a small art show, people
chatting and moving with different objects, sometimes cars and birds.

� TV: ambient noise of an Indian television, channel changing, advertisements
and music.

in 10 dB and 20 dB signal-to-noise ratio (SNR) in the following steps:

1. Resample the noise signal to the uniform 16 kHz sampling frequency.
2. Cut the noise signal to have an equal length as a speech recording.
3. Normalize both signals to have a maximum value equal to 1:

s =
s

max(s)
, (1)

where s stands for the noise or the speech signal.
4. Get the power P of both signals:

P =

N−1∑

n=0
s[n]2

N
, (2)

s[n] stands for the n-th sample in a sampled audio signal of length N .
5. Get the signal-to-noise ratio SNR in dB:

SNR = 10 · log10
Pspeech

Pnoise
, (3)

where Pspeech and Pnoise is the power of the speech and noise signal, respec-
tively.

6. Mix the normalized speech signal sspeech with the normalized noise signal
snoise attenuated by the coefficient C:

C =
√

10
(SNR−SNRM)

10 , (4)

smix = sspeech + C · snoise, (5)

where, SNRM is 10 or 20 (dB) and smix is the final mixed signal.

Figure 2 shows a clean (original) recording of the Czech word “cestováńı”,
meaning “travelling” in English, and the same signal mixed with noise using
different SNRs.

Recordings were mixed with noise in a way so that a random third was mixed
with car noise, a second third with square noise, and the last third with TV noise.
That resulted in 3 datasets – a dataset of clean recordings, then noisy recordings
with 20 dB SNR and finally with 10 dB SNR.

2.3 Feature Extraction

The parameterization algorithm is programmed in MATLAB environment. All
features along with their description and the speech disorders they quantify are
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Fig. 2. A part of the clean and noisy monologue recording with different SNRs and
types of noise.
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Table 3. Speech features.

Acoustic
feature

Specific disorder Expected
change

Feature definition

PHONATION

CPP Increased hoarseness ↓ Cepstral peak prominence representing the dysphonia.

CPP is defined as the difference between the cepstral peak representing the
fundamental frequency and the linear regression line calculated from the
magnitude-quefrency cepstra.

HRF Increased breathness ↓ Harmonic richness factor, the amount of noise in the speech signal, mainly due to
incomplete vocal fold closure. HRF is defined as the ratio between the sum of
magnitudes of higher order harmonics and magnitude of the fundamental
frequency.

NAQ Increased voice
harshness

↑ Normalised amplitude quotient, defined as A/(D*T0), where A is the amplitude of
the glotal flow pulse, D is the negative peak amplitude of the glotal flow derivative
and T0 is one period of glotal flow.

relNAQSD Rigidity of vocal
folds

↑ The standard deviation of normalised amplitude quotient relative to its mean.

QOQ Increased voice
harshness

↑ Mean quasi-open quotient, defined as the ratio between the time of opened phase
and fundamental period (once cycle of the vocal fold).

relQOQSD Rigidity of vocal
folds

↑ The standard deviation of quasi-open quotient relative to its mean.

jitter Microperturbations
in frequency

↑ Frequency perturbation, extent of variation of the voice range. jitter is defined as
the variability of F0 of speech from one cycle to the next.

shimmer Microperturbations
in amplitude

↑ Amplitude perturbation representing rough speech. shimmer is defined as the
sequence of maximum extent of the signal amplitude within each vocal cycle.

ARTICTULATION

RFA1 Articulatory decay ↓ Resonant frequency attenuation defined as the distance in LPC spectrum between
resonance of second formant and the local minima before this formant (in dB).

RFA2 Articulatory decay ↓ Resonant frequency attenuation defined as the distance in LPC spectrum between
resonance of second formant and the local minima after this formant (in dB).

#loc max Articulatory decay ↓ The number of local maxima in transfer function of the vocal tract representing
the resonances.

relF1SD Rigidity of tongue
and jaw

↓ Standard deviation of first formant relative to its mean.

relF2SD Rigidity of tongue
and jaw

↓ Standard deviation of second formant relative to its mean.

PROSODY

RSV Reduced number of
sustained vowels

↓ The ratio of vowels sustained for longer than 100 ms to the total number of vowels
(grouped voiced segments).

relF0SD Monopitch ↓ Pitch variation, defined as a standard deviation of F0 contour of voiced segments
longer than 100 ms relative to its mean.

relSE0SD Monoloudness ↓ Speech loudness variation, defined as a standard deviation of energy of voiced
segments longer than 100 ms relative to its mean.

SPIR Inappropriate
silences

↓ Number of pauses (longer than 50 ms and shorter than 2 s) relative to total speech
time.

DurMED Longer duration of
silences

↑ Median duration of silences longer than 50 ms and shorter than 2 s.

DurMAD Higher variability of
silence duration

↑ Median absolute deviation of silence duration (longer than 50 ms and shorter than
2s)

listed in Table 3. It also describes the expected change in the feature for patients
with increasing severity of HD. We used a Troparion [31] toolbox for extracting
jitter and shimmer and Covarep [9] for the rest of the phonatory features.

The feature extraction is modified to extract the phonatory features directly
from the monologue in order to examine all domains of HD together with artic-
ulatory and prosodic ones. First, a voice-activity-detector (VAD) is applied to
the speech signal, followed by a voicing check. In both cases, the PRAAT [4]
tool is used. If a voiced segment is longer than 100 ms, the phonatory features
are extracted. Otherwise, the voiced signal is not long enough to obtain the fea-
tures such as jitter or shimmer, as not enough vocal tract cycles are repeated.
The fundamental frequency for someone may be less than 100 Hz, corresponding
to 10 ms, and at least five cycles are needed to obtain these features. Fea-
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tures measuring the pausing (SPIR, DurMED, DurMAD) neglect pauses shorter
than 50 ms (articulatory pauses), but also neglect pauses longer than 2 s. This
length is set based on the dissertation thesis written by Tyler S Kendall [19],
which describes the variation in speech rate and silent pause duration by North
American English speakers. Of the 22,000 measured pauses, only some outliers
exceeded the pause length of 2 s, which probably include hesitation pauses and
pauses that are purely for breathing. A speech signal fragment in Fig. 3 describes
the particular parametrization process.

Fig. 3. Parametrization of the czech word “cestováńı”. A zero value means that there
is no speech according to the Voice Activity Detector (VAD) and/or no voiced segment.

Finally, to suppress the effect of confounding factors such as age and gender,
we regressed them out. This was done using the Python programming language,
which was also used for further statistical analysis and machine learning.

2.4 Statistical Analysis

To analyze the statistical relationship between speech features and clinical
scores of PD patients, we calculated Pearson’s correlation coefficients. The Ben-
jamini/Hochberg test controlled the false discovery rate (FDR).

2.5 Machine Learning

By using the Extreme Gradient Boosting (XGBoost) algorithm, we mathemat-
ically modelled the extracted features during a prediction of clinical scores, or
stratification the participants into the PD/HC groups. Hyperparameter tuning
was included in the pipeline using a random search approach, and the models
were validated using the stratified 10-fold cross-validation technique with 20 rep-
etitions. The model’s performance was evaluated by the area under the curve
(AUC) of the receiver operating characteristics (ROC), sensitivity (SEN), and
specificity (SPE) for the classification, and by the mean absolute error (MAE)
and estimated error rate (EER) for the regression:
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EER =
MAE
R

, (6)

where R represents the range of values (of a clinical scale) in the training set.
Finally, each feature’s importance in predicting each clinical score was obtained
to measure how valuable the feature was in building the boosting decision tree.
The importance coefficients of models trained on features of each dataset (clean,
20 dB, 10 dB) were multiplied to obtain global feature importances.

3 Results

Results of the correlation analysis can be found in Table 4. It focuses only on the
clinical scores, which strongly correlate with at least one speech feature in any
dataset (clean, 20 dB, 10 dB). Table 5 shows the regression model’s performance
in predicting the clinical scores. The three most important speech features in
predicting each score are also listed. The classification results are illustrated in
Fig. 4 (the ROC curve represents the model’s performance trained on clean or
noisy data with a signal-to-noise ratio of 20 dB and 10 dB; the curves and values
shown are the averages of the results from the stratified cross-validation).

Fig. 4. Avarage ROC curve for the different signal-to-noise ratio scenarios.
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Table 4. Coefficients and p-values after the FDR correction of Pearson’s linear corre-
lation between speech features and scores of clinical tests.

UPDRS III faciokinesis phonoresp. phonetics DX index MMSE

coeff p-value coeff p-value coeff p-value coeff p-value coeff p-value coeff p-value

clean

RSV −0.125 0.432 0.078 0.815 0.000 0.999 0.133 0.219 0.077 0.495 −0.108 0.612

CPP 0.037 0.914 0.107 0.673 0.119 0.352 0.058 0.521 0.107 0.393 0.216 0.190

HRF −0.258 0.152 0.188 0.171 0.138 0.289 0.213 0.045* 0.201 0.095 −0.105 0.612

NAQ 0.387 0.001** −0.309 0.001** −0.262 0.028* −0.353 0.001** −0.345 0.001** 0.171 0.336

relNAQSD −0.038 0.914 0.057 0.829 0.075 0.596 0.148 0.176 0.105 0.393 −0.054 0.727

QOQ 0.197 0.219 −0.217 0.095 −0.192 0.122 −0.269 0.019* −0.254 0.025* 0.020 0.883

relQOQSD 0.003 0.976 0.027 0.855 0.085 0.551 0.095 0.371 0.078 0.495 −0.059 0.727

jitter −0.215 0.175 −0.027 0.855 −0.041 0.725 0.063 0.521 −0.002 0.978 −0.274 0.085

shimmer −0.217 0.175 0.038 0.855 0.029 0.791 0.151 0.175 0.081 0.495 −0.275 0.085

RFA1 −0.008 0.976 0.104 0.673 0.087 0.551 0.169 0.125 0.134 0.255 −0.015 0.883

RFA2 0.023 0.933 0.231 0.085 0.283 0.019* 0.252 0.019* 0.288 0.010* 0.135 0.475

#loc max 0.129 0.432 −0.037 0.855 −0.042 0.725 −0.105 0.326 −0.069 0.528 0.216 0.190

relF1SD −0.114 0.469 0.003 0.969 −0.053 0.707 −0.087 0.393 −0.052 0.629 −0.145 0.456

relF2SD −0.156 0.413 0.022 0.855 −0.058 0.707 −0.060 0.521 −0.037 0.717 −0.200 0.213

relF0SD −0.050 0.914 0.085 0.815 0.151 0.269 0.255 0.019* 0.184 0.130 −0.054 0.727

relSE0SD −0.032 0.914 0.055 0.829 0.202 0.122 0.111 0.322 0.140 0.253 0.083 0.727

SPIR −0.217 0.175 0.112 0.673 0.197 0.122 0.244 0.023* 0.209 0.090 0.068 0.727

DurMED 0.126 0.432 −0.054 0.829 −0.148 0.269 −0.216 0.045* −0.158 0.212 0.059 0.727

DurMAD 0.136 0.432 −0.051 0.829 −0.133 0.289 −0.209 0.045* −0.149 0.230 0.046 0.743

SNR = 20 dB

RSV 0.153 0.253 −0.127 0.423 −0.121 0.352 −0.123 0.401 −0.139 0.309 0.068 0.669

CPP −0.022 0.943 0.145 0.339 0.210 0.120 0.160 0.204 0.194 0.114 0.279 0.044*

HRF −0.218 0.139 0.150 0.339 0.061 0.864 0.112 0.407 0.119 0.357 −0.118 0.507

NAQ 0.400 0.001** −0.276 0.038* −0.242 0.066 −0.376 0.001** −0.334 0.001** 0.204 0.177

relNAQSD 0.040 0.943 0.000 0.996 0.005 0.952 0.076 0.527 0.030 0.770 −0.061 0.669

QOQ 0.234 0.139 −0.234 0.057 −0.192 0.122 −0.302 0.010* −0.271 0.013* 0.054 0.669

relQOQSD 0.022 0.943 0.168 0.290 0.168 0.193 0.210 0.066 0.204 0.104 −0.151 0.323

jitter −0.175 0.197 −0.058 0.780 −0.140 0.323 −0.024 0.791 −0.085 0.594 −0.375 0.001**

shimmer −0.236 0.139 0.084 0.669 −0.010 0.952 0.102 0.415 0.064 0.651 −0.394 0.001**

RFA1 0.194 0.192 −0.110 0.467 0.017 0.952 −0.073 0.527 −0.060 0.651 0.050 0.669

RFA2 0.031 0.943 0.245 0.057 0.294 0.019* 0.239 0.044* 0.292 0.010* 0.152 0.323

#loc max 0.121 0.393 −0.035 0.780 −0.048 0.908 −0.113 0.407 −0.073 0.651 0.217 0.177

relF1SD −0.223 0.139 0.075 0.698 −0.032 0.916 0.033 0.754 0.026 0.770 −0.153 0.323

relF2SD −0.274 0.104 0.111 0.467 −0.033 0.916 0.063 0.542 0.050 0.684 −0.200 0.177

relF0SD 0.007 0.955 0.046 0.780 0.014 0.952 0.064 0.542 0.046 0.684 −0.002 0.987

relSE0SD −0.006 0.955 0.039 0.780 0.192 0.122 0.076 0.527 0.118 0.357 0.089 0.635

SPIR −0.189 0.192 0.011 0.957 0.045 0.908 0.101 0.415 0.059 0.651 −0.106 0.544

DurMED 0.181 0.197 −0.053 0.780 −0.120 0.352 −0.206 0.066 −0.143 0.309 0.073 0.669

DurMAD 0.172 0.197 −0.035 0.780 −0.119 0.352 −0.205 0.066 −0.136 0.309 0.052 0.669

SNR = 10 dB

RSV 0.100 0.551 −0.139 0.326 −0.079 0.762 −0.098 0.542 −0.117 0.532 0.053 0.685

CPP 0.096 0.551 0.054 0.774 0.109 0.619 0.052 0.628 0.082 0.629 0.224 0.203

HRF −0.176 0.252 0.059 0.774 0.023 0.890 0.030 0.737 0.042 0.765 −0.054 0.685

NAQ 0.302 0.076 −0.166 0.300 −0.174 0.269 −0.248 0.057 −0.220 0.076 0.149 0.380

relNAQSD 0.082 0.618 −0.243 0.114 −0.157 0.269 −0.204 0.139 −0.225 0.076 −0.008 0.938

QOQ 0.227 0.152 −0.176 0.300 −0.155 0.269 −0.244 0.057 −0.215 0.076 0.069 0.657

relQOQSD 0.070 0.662 −0.148 0.314 −0.076 0.762 −0.090 0.542 −0.116 0.532 −0.076 0.657

jitter −0.193 0.206 −0.095 0.593 −0.161 0.269 −0.058 0.616 −0.120 0.532 −0.362 0.001**

shimmer −0.271 0.076 0.028 0.874 −0.028 0.890 0.072 0.542 0.025 0.778 −0.351 0.001**

RFA1 0.214 0.152 −0.157 0.300 0.006 0.949 −0.102 0.542 −0.092 0.608 0.086 0.657

RFA2 −0.018 0.872 0.200 0.228 0.260 0.057 0.183 0.190 0.243 0.076 0.140 0.384

#loc max 0.133 0.385 −0.048 0.774 −0.056 0.890 −0.135 0.498 −0.089 0.608 0.190 0.266

relF1SD −0.218 0.152 0.091 0.593 −0.046 0.890 0.045 0.649 0.031 0.778 −0.169 0.337

relF2SD −0.271 0.076 0.132 0.335 −0.032 0.890 0.078 0.542 0.063 0.653 −0.210 0.214

relF0SD −0.030 0.872 0.046 0.774 0.077 0.762 0.072 0.542 0.074 0.653 −0.009 0.938

relSE0SD 0.021 0.872 0.016 0.907 0.187 0.269 0.079 0.542 0.109 0.537 0.070 0.657

SPIR −0.046 0.798 0.063 0.774 0.038 0.890 0.082 0.542 0.068 0.653 0.074 0.657

DurMED 0.136 0.385 −0.025 0.874 0.047 0.890 −0.095 0.542 −0.025 0.778 0.162 0.337

DurMAD 0.154 0.329 −0.005 0.957 0.009 0.949 −0.119 0.542 −0.042 0.765 0.112 0.549

* – p < 0.05; ** – p < 0.01
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Table 5. Results of PD duration and clinical scores prediction in different SNR sce-
narios (mean values from the stratified cross-validation).

MAE EER [%] Important

clean 20 dB 10 dB clean 20 dB 10 dB features

PD duration 2.37 2.36 2.45 26.30 26.27 27.23 shimmer, relF0SD, CPP

UPDRS III 10.71 9.97 9.85 20.61 19.17 18.95 RFA2, NAQ, relF2SD

UPDRS IV 2.45 2.32 2.32 24.48 23.21 23.17 #loc max, NAQ, relSE0SD

FOG 5.26 4.93 4.83 26.31 24.64 24.18 RFA2, relSE0SD, shimmer

RBDSQ 2.64 2.59 2.69 20.27 19.94 20.73 NAQ, RSV, QOQ

faciokinesis 3.01 2.82 2.79 14.32 13.41 13.29 QOQ, HRF, SPIR

phonorespiration 3.03 3.07 2.84 14.41 14.61 13.51 jitter, relF2SD, RFA2

phonetics 2.56 2.76 2.69 14.21 15.32 14.97 QOQ, shimmer, SPIR

overall DX index 6.51 6.52 6.28 11.23 11.24 10.83 QOQ, jitter, shimmer

BDI 4.79 4.88 5.28 17.73 18.09 19.56 relF0SD, QOQ, RFA2

ACE-R 8.68 7.25 7.09 16.38 13.67 13.38 NAQ, RSV, relF0SD

ACE-R (attention and orientation) 0.99 1.08 1.02 19.82 21.63 20.44 relF1SD, relNAQSD, jitter

ACE-R (memory) 4.01 3.47 3.62 17.45 15.09 15.76 NAQ, relQOQSD, relF2SD

ACE-R (fluency) 2.64 2.53 2.53 24.02 23.00 23.04 NAQ, RSV, QOQ

ACE-R (language) 1.15 1.04 1.04 19.10 17.33 17.34 SPIR, relSE0SD, CPP

ACE-R (visuospatial) 1.32 1.17 1.21 22.07 19.55 20.22 relSE0SD, RFA2, relNAQSD

MMSE 1.84 1.74 1.81 13.11 12.40 12.96 CPP, NAQ, RFA2

4 Discussion

We tested a novel approach of acoustic speech feature extraction from a running
speech on a database of 126 recordings (40 HC and 86 patients with PD). The
algorithm was designed to be able to parametrize speech recordings obtained
from phone calls, and, at the same time, to objectively assess the severity of
HD in all speech domains using the obtained features. For testing purposes, the
original recordings were mixed with a noise of a natural environment.

The results of the correlation analysis (Table 4) show a strong relationship
between obtained features and scores of some clinical scales. These scores are of
the motor skills test (UPDRS III), Test 3F Dysarthric Profile (DX index) and its
parts, and cognitive function test (MMSE). The values of all significant correla-
tion coefficients are consistent with the expected change in the feature at higher
severity of HD described in Table 3. The analysis reveals that most features corre-
late with the results of the speakers’ score of phonetics. Their increased breath-
iness due to incomplete vocal fold closure (HRF), increased voiced harshness
(NAQ, QOQ), articulatory decay (RFA2), monopitch (relF0SD), inappropriate
silences (SPIR), longer duration of silences (DurMED) and higher variability of
silence duration (DurMAD) have a significant linear relationship with results
of this test. The NAQ and RFA2 features strongly correlate with the overall
dysarthric index and even with patients’ clinically tested motor skills (UDPRS
III). It is evident that with the increasing noise in the recordings, the correlation
strength decreases. The phonatory feature NAQ, followed by RFA2 and QOQ,
is the most robust in this sense. The Mini Mental State Exam (MMSE), which
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mainly examines a patient’s orientation in time and place, concentration, and
short-term memory, is the only non-motor test that strongly correlates with some
speech features. These features quantify increased voice hoarseness (CPP) and
mainly perturbations in frequency (jitter) and amplitude (shimmer), strongly
correlated even in 10 dB SNR conditions.

The ability of the regression model to predict scores of clinical scales is
expressed in Table 5. The MAE metric gives us directly the average deviation of
the prediction from the true value. In this respect, the model is able to predict the
PD duration from the extracted features of the original recordings with an error
of 2.37 years. However, we need to consider the range of values within which we
operate. The EER metric that accounts for this range points out that this error
is 26.30%, which climbed to 27.30% when predicted based on features extracted
from noisy recordings (10 dB SNR). The best-performing prediction in this term
is the overall DX index, where the EER reaches 10.83% in the scenario with
the noisiest recordings. This model’s most important speech features are QOQ,
jitter and shimmer. This shows that the quantification of phonatory disorders
plays an essential role in predicting the severity of HD, and it also implies that
the adaptation of the parametrization to running speech works well. The predic-
tion of MMSE is the second most successful, with an EER of 12.96%. The most
important feature here quantifies increased voice hoarseness (CPP). The robust-
ness to noise of this feature is consistent with the results of the study by Simek
and Rusz [27]. The Addenbrooke’s Cognitive Examination-Revise score can be
predicted with an EER of 13.38%, and the Unified Parkinson’s Disease Rating
Scale (part II) score with an EER of 18.95%. The NAQ feature is important in
both cases.

The classifier reaches AUC = 0.69 with SEN = 70% and SPE = 60%, and
it is evident that noise affects the accuracy of stratifying speakers into HC and
PD groups (Fig. 4). These results are similar to the ones reported by Arora et
al. [2] and Laganas et al. [20]. However, comparisons are not very appropriate
here because each study used a different database.

5 Conclusion

In this paper, we investigated the potential of passive speech analysis to predict
clinical scores that quantify the severity of PD. We showed that asking patients
to record the commonly used sustained vowel [a] is not necessary, because the
phonatory features can be extracted directly from specific voiced segments of
the running speech. In addition, our approach enables important quantification
of HD in other dimensions, such as articulation and prosody.

This paper is the first that deals with an adaptation of the established HD
parametrization process for passive monitoring purposes. The suggested algo-
rithm, tested on noisy speech recordings, can be used in mHealth applications
and facilitate passive monitoring and assessment of PD.

The work could be continued with a more in-depth statistical analysis, includ-
ing statistical hypothesis tests. In addition, it would be interesting to observe



272 D. Kovac et al.

the number of patients deviating from the norms (given by healthy controls) in
each speech feature. Nevertheless, the algorithm mainly needs to be validated in
the wild.
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Millimeter Wave Radar Sensing
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Abstract. Filipino Sign Language (FSL) is the primary language used
by the Deaf and Hard-of-Hearing (DHH) community in the Philippines.
The lack of support for FSL from the government has led to a huge com-
munication gap between the DHH and the hearing society. A substan-
tial amount of research has been done to develop sign language recogni-
tion systems based on computer vision or wearable technology. However,
most such systems are limited to controlled settings, while wearable sys-
tems also raise issues such as inconvenience to users. Millimeter wave
(mmWave) technology has recently seen potential in gesture recogni-
tion applications as it allows the system to be non-contact and resistant
to environmental factors while ensuring high resolution for recognizing
small movements. An mmWave-based FSL recognition system that can
translate isolated signs into their equivalent gloss was developed. Data
from a TI IWR1443 radar sensor was fed into a preprocessing algorithm
and a deep learning model composed of multi-view 2D CNNs and LSTM.
4 models were trained based on a dataset of 24 FSL signs gathered with
3 native Deaf signers in 3 different environments. A total of 3240 sam-
ples were collected, resulting in a model that attained an overall peak
accuracy of 94.9% and an average real-time recognition latency of about
2.01 s. The model’s performance is comparable to both existing FSL and
mmWave systems, showing immense potential for future work on FSL
recognition using mmWave.

Keywords: Sign Language Recognition · Millimeter Wave · Deep
Learning

1 Introduction

Filipino Sign Language (FSL) is a complex visual language composed of form-
ing hand shapes and movements mixed with non-manual signals such as facial
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expressions and upper body movements. It is the primary mode of communica-
tion used by the Deaf and Hard-of-Hearing (DHH) community in the Philippines.
FSL was initially based on the American Sign Language (ASL) but has since
evolved to be an independent language with the continuous addition of new local
signs with each generation of the Deaf [11].

As of 2009, 1.23% of the Philippine population is either deaf, mute, or
hearing-impaired, 517,536 of whom have some degree of deafness [1]. For the
past decades, the Deaf community has greatly lacked needed support from the
government. Only recently was FSL recognized as the national sign language of
the Philippines through R.A. 11106, also known as the FSL Act of 2018, which
was a watershed moment for FSL and Deaf culture in the country [22].

Living in a hearing-centric society, the DHH community is exposed every day
to several environmental vulnerabilities, which include communication barriers,
additional disabilities, and a lack of mental health services. Furthermore, since
the COVID-19 pandemic began, their need for social support has intensified
as everyone started working and living remotely–mainly relying on the internet
and technological devices, the content of which caters mostly to the hearing
community. Interpreting languages is crucial for them to survive, and the lack
of interpreters poses a demand for technology that can facilitate a relay service
for the Deaf [21].

Efforts to build interpreting technologies have been going on for the past
decades as a number of FSL recognition research has been conducted in the
Philippines. The most used detection medium in past studies is computer vision
through cameras [4,6] and infrared sensors like Microsoft Kinect [23] while other
studies have tried using wearables such as gloves equipped with sensors for more
precision [17]. More recent global developments have utilized radar sensing such
as Wi-Fi signals and millimeter-wave (mmWave) signals for ASL recognition
and other gesture recognition applications. This type of technology holds an
advantage over cameras and wearables due to their limitations such as caus-
ing discomfort of wearing gloves, having limited range, requiring ideal lighting
conditions, and raising potential privacy concerns [14].

Millimeter-wave signals have been found to show more potential than Wi-Fi
signals due to their ability to detect finer movements and their robustness to
environmental factors such as the movement of other people and objects. [32].
Furthermore, the recent global deployment of 5G gave rise to more research on
technologies that it utilizes, such as mmWave frequencies. The future expansion
of 5G networks will make mmWave infrastructures more accessible to the point
where they will be collaborating with today’s communication infrastructures,
proving its huge potential in various applications [5].

2 Related Work

2.1 Filipino Sign Language

Filipino Sign Language (FSL) is a complete, natural visual language used by
a majority of the Filipino Deaf community. FSL, much like all sign languages,
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has its own linguistic rules for pronunciation, word formation, and order. Much
like how hearing persons have different ways of speaking, signers also express
themselves differently. It comes with regional variations and dialects that differ
down to the smallest but most significant parameters of a sign. Other sociological
factors such as geographical location, age, and gender contribute to the variety
and growth of sign language [18].

The fundamental structure of a sign mainly revolves around the model devel-
oped by Liddell and Johnson in 1989, describing the 5 parameters: hand shape,
location, palm orientation, movement, and non-manual signals [13]. Hand shape
pertains to the arrangement of the fingers and joints, while location refers to the
position of the hands relative to the body [26]. Palm orientation refers to the
direction the palm is facing, and movement can refer to the movement of the
fingers or the path that the hand or arms take [26]. These 4 parameters make
up the manual markers of sign language. The fifth parameter is composed of the
non-manual signals. Some non-manual signals that have been recorded in FSL
signs include even the smallest of movements and expressions on the face, such
as brow and lip movements, eye gazes, and nose wrinkling [26].

2.2 Sign Language Recognition

Sign language recognition is generally classified into two approaches: glove-based
and computer vision-based (CV-based) [30]. The main advantages of gloves are
their higher accuracy and hand information extraction since the sensors are
directly attached to the hand. However, among its limitations are its inability to
provide other essential information, such as non-manual signals and movements
in the rest of the body, and the inconvenience of wearing gloves, which may
restrict the movement or expression of the signer [30]. The CV-based approach,
on the other hand, has been widely researched due to the ubiquity of computer
vision and the rapidly rising trends in machine learning and artificial intelligence
[20]. However, it still comes with its limitations, such as its sensitivity to lighting
conditions [6] and other environmental factors such as unwanted objects in the
video [14].

2.3 Millimeter Wave

Millimeter wave (mmWave) refers to the spectrum between 30 and 300 GHz,
which has wavelengths in the millimeter range (1 to 10 mm) [3,12,16]. This
frequency range has been used to develop radar sensors that could measure range,
velocity, and angle by transmitting electromagnetic waves and comparing them
to the received reflections of those transmitted signals [12]. Because of its high
frequency, mmWave radar sensor implementations have small and closely-spaced
antennas, which allow favorable characteristics such as smaller component sizes,
greater availability of bandwidth, lower mutual interference between radars, and
higher spatial resolution over other radar sensing technologies [3,16].

One of the many applications of mmWave radar sensing technologies is
sign language recognition. This technology has been particularly on the rise
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in this application because of its notable advantages over camera-based and
wearable device-based implementations, which include non-intrusive, device-free,
and environment-resilient sensing [16,25,32]. Recent trends focus on optimizing
aspects that make it viable for real-world applications, which include real-time
[15,25,29,32], person-independent [15], environment-resilient recognition [25,32].

2.4 Recognition Algorithms

Millimeter wave sensors can produce different types of datasets which
researchers can utilize—point clouds [14,19,25,29], continuous range doppler
image sequences or spectrograms [27,32,33], and raw vibrations [7]. Among
these, the most common datasets used are in the form of point clouds, which are
scatter plots in the euclidean three-dimensional space.

Preprocessing Algorithms. With the mmWave sensors removing many of
the points reflected by static objects through the built-in static clutter removal
algorithm CFAR, the data points are from dynamic objects detected by the
sensor as well as scatterings and reflections from the environment. Some of these
data points can be noise in the form of outliers, which need to be removed.
Most studies that used point clouds as a dataset [25] applied DBSCAN [8] or an
improvement of this algorithm [14,31] for their outlier removal.

Deep Learning Architectures. Both spatial and temporal properties of the
data are essential to gesture recognition applications. Consequently, learning
these two properties concurrently is fundamental to the architecture to be built
for this specific project. Various deep learning architectures in gesture recogni-
tion studies with millimeter wave as the medium involve neural networks, from
basic convolutional neural network (CNN) models [7,32,33] to improved novel
networks [14,19,29], for learning feature representations and long short-term
memory (LSTM) modules [25,27,31] for modeling signs over time. Of all the
architectures, CNNs with or without LSTM modules are the most common deep
learning algorithms used in mmWave gesture recognition regardless of data type
[7,27,31–33].

3 System Design

The overall system is composed of the radar sensor connected to a local machine
containing the recognition module and graphical user interface (GUI), as illus-
trated in Fig. 1. The sensor is initialized through the GUI, which establishes a
serial connection. Then, the system captures raw data from a user performing a
sign in front of the radar sensor. The captured data is then fed into the recog-
nition module, starting with the preprocessing algorithm to clean the data. It
is then fed through the deep learning model to classify the data and return the
gloss of the sign. The gloss is then displayed on the local machine through the
GUI.
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Fig. 1. Full system setup in real-time

3.1 Sensor Module

The sensor module used in this project is the IWR1443BOOST evaluation board
which is a commercial off-the-shelf board from Texas Instruments that uses
frequency-modulated continuous wave (FMCW) radars for high precision sensing
at frequencies from 76 to 81 GHz.

Generation of Point Clouds. This board is a multiple-input and multiple-
output (MIMO) device that makes use of range, elevation, and azimuth angle to
generate point clouds in three-dimensional space [29]. The processes involved
include Range-FFT (1D), Doppler-FFT (2D), Constant False Alarm Rate
(CFAR), and Angle-FFT (3D) as shown in Fig. 2 [25,29].

Fig. 2. Signal processing of IWR1443

Radar Configuration. The radar configuration file for the sensor module
determines the characteristics of its transmitted signal and how it processes
the signals it receives. The researchers configured the chirp properties to 20 fps,
a velocity resolution (vres) of 0.13 m/s, a range resolution (Rres) of 0.047 m, a
maximum velocity (vmax) of 1.0 m/s, and a maximum range (Rmax) of 2.41 m.
In addition to this, the researchers also decided to turn off the Range Peak
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Grouping and Doppler Peak Grouping, which reduce the number of data points
by grouping those that are close together, to avoid the omission of necessary
data points for feature extraction, and to turn on the Static Clutter Removal,
which removes data points that are not in motion, to allow the system to be
more resilient to noise caused by the multipath effects brought by static objects
within the field-of-view of the sensor module.

3.2 Recognition Module

The recognition module is composed of two submodules, namely the preprocess-
ing algorithm, which was inspired by the Pantomime study [25], and the deep
learning model, which was derived from the ExASL study [31].

Preprocessing Module Algorithm. There are four stages in the preprocess-
ing algorithm, as shown in Fig. 3. First, all points in all raw frames are translated
to the origin. Once centered, the algorithm reduces the frames of each sample
to the desired number by aggregating. Each of the aggregated frames is then
subjected to noise reduction by removing outliers. Lastly, the 3D frames are
converted into 2D multiview frames.

Fig. 3. Overview of the Preprocessing Algorithm

Translation. Raw point cloud data was translated into the main cluster based on
the relative displacement of its centroid to the origin. At this stage, the position
of the cloud is normalized, aiming to reduce the effect of the position of the
signer.

Aggregation. To reduce the complexity of the module, the original number of
frames of raw data from the sensor operating at 20 fps was reduced to 10 frames
per sign. The method of aggregation used in this study is inspired by the time
decay method of the Pantomime study [25]. All points were chronologically
grouped into sets of k/f points, where k is the total number of points in the
data and f is the desired number of frames per sign. In this study, the value of
k varies from sign to sign while f = 10. Aggregating the frames resulted in a
denser point cloud per frame, which enabled better outlier identification.
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Noise Reduction. Point cloud data can contain noise due to scattering and reflec-
tions from the environment, especially in cluttered environments [25]. With the
sensor having the function to remove points from static objects, noise from the
sensor can be removed by simple outlier detection through the DBSCAN algo-
rithm using ε = 0.5 and minimum samples in a cluster (min samp = 5).

Conversion. The first stage of the layers of the deep learning model, CNN,
required inputs of consistent and fixed dimensions. In addition, the model used
2D CNN, which takes in two-dimensional images. To meet these requirements,
after aggregating the frames, the 3D point cloud data was converted into 2D
multiview data. Subsequently, each sample has 3 view sets—xy-view, yz-view,
and xz-view—and each view set has f frames.

Deep Learning Model. The structure of the model used in this study is
derived from the study ExASL [31]. The model has three main components,
which are the view-specific CNNs, LSTMs, and dense layers. The view-specific
CNN portion contains 4 sets of (1) convolutional layers made of 5 × 5 convolu-
tional kernels, (2) a max pooling layer with a 2×2 kernel, and (3) rectified linear
units as activation arranged sequentially. Bidirectional LSTMs contain two lay-
ers of LSTM cells with 2048 hidden units. Lastly, the dense layer consists of three
linear layers with 2048, 1024, and 512 hidden units, respectively. A dropout rate
of p = 0.65 was also used for regularization [31].

3.3 Graphical User Interface

A simple graphical user interface (GUI) for the system was developed using
Python 3 and PyQt5. The GUI was used in all stages of the project, namely
interfacing the sensor with the local machine, facilitating the data-gathering
process, and determining the feasibility of real-time applications of the system.
It is able to display the console outputs of the board and displays the sensor’s
collected data through a 3D scatter plot. It is also used to load the deep learning
model, allowing for the direct recognition of the signs.

3.4 Evaluation Parameters

Two parameters were considered for analyzing the performance of the system—
sign-to-gloss accuracy (individual AS−G and overall μA) and recognition latency
(lR). The individual sign-to-gloss accuracy, AS−G, pertains to the accuracy of
each of the 24 signs per model (Eq. 1), while the overall accuracy, μA, pertains
to the accuracy of a model on all 24 signs (Eq. 2).

The recognition latency of the system, lR, was measured by getting the mean
time interval between the time when the data stream is passed from the sensor
to the local machine (tSL) and the time the user interface presents a final sign-
to-gloss translation for the said sign (tUI), with N being the total number of
trials (Eq. 3).
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AS−G =
# of times G (gloss) is matched to this S (sign)

total # of attempts for S
× 100% (1)

μA =
total # of correct translations

total # of trials
× 100% (2)

lR =
∑N

n=0 tUI − tSL

N
(3)

4 Testing

4.1 Selection of Signs and Signers

A set of 24 signs was selected by Dr. Liza Martinez, the founder and former
director of the Philippine Deaf Resource Center, and approved by the Philippine
Federation of the Deaf (PFD). The selection was based on the signs’ distinct
features with respect to some basic characteristics of the phonological structure
of a sign, namely the number of articulators, the location, the path, and the
movement.

Three right-handed Deaf adults with similar signing styles volunteered, as
coordinated with the PFD, as the project’s participants to perform the signs in
front of the system. In order to minimize potential variations in the manner of
signing, the participants were selected to be native Deaf signers, meaning that
they began signing in early childhood.

4.2 Physical Setups

This study defines noise as the multipath effects of static objects in the environ-
ment. To investigate the system’s usability in a real-world setting and analyze
the effect of the openness of an area on the signal propagation to and from the
radar sensors, three different environments were implemented—(1) outdoor or
open space (Fig. 4a), (2) indoor with minimal noise or an enclosed space with
negligible background objects (Fig. 4b), and (3) indoor with noise or an empty
classroom with static clutter (Fig. 4c). The order of pictures in Fig. 4 ranks the
physical setups by noise exposure, from left having the least noise to right. In
each setup, a chair was placed 1.5 m directly in front of the sensor.

4.3 Comparative Testing

Each of the three Deaf signers performed the 24 signs 15 times in each of the
three environments, amounting to 1080 samples per environment and 3240 sam-
ples overall. This produced four datasets, one for each environment and one
overall dataset containing all the samples from the three environments. These
four datasets were used to train four individual models and were labeled as I for
indoor with minimal noise, IWN for indoor with noise, O for outdoor, and C for
combined.
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Fig. 4. Physical Setups

The four datasets were split into a ratio of 80:20 for training and testing sets,
respectively. The models were trained with batch size = 5 and epochs = 400.
An Nvidia RTX 3060 GPU with a 12 GB VRAM was used to train the models.
After finalizing the models, all four of the test datasets were used to test each
model’s performance in terms of accuracy. The model with the highest accuracy
was set to be the best model and was used in the real-time testing phase.

4.4 Real-Time Testing

The researchers conducted simple tests to determine the semi-real-time capabil-
ity of the system. For logistical convenience, one of the researchers served as the
signer and the setup was an outdoor environment located at the home of one of
the researchers. Using the GUI and the best model achieved from comparative
testing, the researchers recorded and tested 3 repetitions of each of the 24 signs.
After each recording, the system automatically inferred the gloss corresponding
to the performed sign with some delay. These delays were measured to compute
the overall recognition latency of the system.

5 Results and Discussion

5.1 Performance of Models

Given that all test datasets were used to test each model, the performance of
each model was analyzed by focusing on both the category testing results and
cross testing results. This study defines direct testing performance as the perfor-
mance of the models using the same test dataset used for training, i.e., the same
environment, while cross testing performance is the performance of the models
using datasets different from their respective categories.

Direct Testing Performance. Model O yielded the highest accuracy among
the environment-separate models. This is consistent with the condition of the
outdoor setup arranged in this study—an open space—which reduced the multi-
path effects of static objects such as walls in indoor setups. Comparing the three
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Table 1. Overall Model Accuracies

Model Accuracy (µA)

O 93.52%

I 88.89%

IWN 87.96%

C 93.83%

environment-separate models by accuracy as seen in Table 1, Model I yielded
higher accuracy than Model IWN, but lower accuracy than Model O as expected
based on the different levels of noise present in each setup. Therefore, these
results show that the lower the noise level, the higher the model’s accuracy.

Model C produced the highest accuracy (Table 1) among the four models
since it was trained to classify glosses with 3 different levels of noise and 3 times
the number of training samples processed than any other model. This suggests
that the more data and variation used to train the model, the better it may
translate signs accurately and the more resilient it can be to noise. Consequently,
Model C was used in real-time testing where the researchers tested the system’s
real-time capability.

Ranking the environments with increasing noise levels, the outdoor setup
comes first, followed by the indoor with minimal noise and the indoor with noise
setup. The results in Table 2 are consistent with these setup conditions. Model
I was trained using a dataset with little-to-no noise present, a noise level that
can range from that of the outdoor dataset and the indoor with noise dataset.
As a consequence, Model I yielded the highest accuracy and best cross testing
performance among the other two models.

Table 2. Cross Testing Accuracies of Models

Model

Test Dataset

Outdoor
Indoor Indoor

Combined
w/ Min. Noise w/ Noise

O 93.52% 56.94% 64.35% 71.60%

I 71.30% 88.89% 72.22% 77.47%

IWN 62.96% 54.17% 87.96% 68.36%

C 94.91% 93.06% 93.52% 93.83%

Cross Testing Performance. Model O yielded the best direct testing per-
formance among the three models that are environment-separate, but the data
used to train this model contains less noise than those of other setups. Hence, it
performed the worst when tested with data with noise. This phenomenon is also
evident in the cross testing results of Model IWN, with the most noise. Lastly,
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since Model C has the most exposure to different levels of noise, it yielded the
best cross testing performance among all models (Table 2).

5.2 Analysis of Signs

While the overall accuracy of the models describes the overall performance of the
model, individual sign-to-gloss accuracies describe how the model behaves with
respect to each sign. Analyzing this metric provides insight into how well the
model can read into the phonological features of the sign that were highlighted in
this project. The average individual sign-to-gloss accuracy across all the models
was measured to be 90.82%, showing that each model is sufficiently able to
recognize and distinguish all 24 signs from one another. For further analysis, the
signs were grouped according to their individual sign-to-gloss accuracy and the
common features within such groups were identified in Table 3.

Since the mmWave radar sensor collects sparse point clouds as data, the
system primarily relies on location and movement for recognizing signs. Signs
that have a high recognition rate in the dataset are those with more straight-
forward or distinct paths and sequences of movements. On the other hand, the
signs with similar small movements, such as twisting of the wrist and moving
of fingers, have poorer performance. Nevertheless, the limited vocabulary of the
system also limits the conclusions that can be drawn based on the structure of
the signs. FSL, like all sign languages, is a very complex language whose lexi-
con continues to evolve today. These mispredictions made by the system can be
attributed to other factors such as the environment, the signers, or the size of
the datasets.

Table 3. Individual Sign-to-Gloss Accuracy of Model C

Sign to Gloss

Acc (AS−G )

Glosses Common features between at

least 2 signs within the group

100% FEEL LAZY, MRT LRT, PRETEND,

COVID19, CONCLUSION, PINEAPPLE,

EYE EYE DIFFERENT

Mostly one handed

Single and straight paths;

Multiple movement-hold segments

96.30% MAID, WHERE, AGREE, UTANG, RENT,

I VISIT YOU

Same path; Similar position of

dominant and non-dominant

hands

92.59% 18, WALA PERA, LOLO LOLA, YEAR Twisting of wrist; Similar

handshape

88.89% YES, SAME, EXPOSE, OBSERVE, Similar position and movement of

both hands

81% to 86% CIVIL MARRIAGE, ROOF TWIST,

COUNT

Similar finger internal movement

5.3 Feasibility of Real-Time Implementation

For the real-time testing, a total of 72 samples were recorded, 3 repetitions of
each of the 24 signs, performed by one of the researchers as the signer. The
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average recognition latency was measured to be 2.0086 s. The best performing
model, Model C, and a laptop with a 3.1 GHz Dual-Core Intel Core i5 CPU and
without a GPU were used for this test. In addition, out of the 72 signs recorded,
49 were inferred correctly by the system, which resulted in an accuracy of 68.06%.
The significantly lower accuracy measured in this test can be attributed to the
signing experience of the signer. The dataset used to train the model was made
with native Deaf signers, while a beginner signer did this test.

5.4 Comparison with Existing Studies

Table 4 shows the best accuracy of this project compared with that of relevant
works in FSL recognition and mmWave systems. This project is shown to out-
perform much of the previous work in FSL and it is comparable with that of
other mmWave systems.

Table 4. Comparison with Results of Related Work

FSL Projects mmWave Projects

Project and Focus Best Accuracy Project and Data Type Best Accuracy

mmWave FSL (this project) 94.91% [2], Spectrogram 95.04%

[6] Isolated signs 89.00% [9], 3D Point Cloud 95.00%

[20] Static FSL numbers 83.10% [10], Spectrogram 72.50%

[23] Basic FSL signs using arms 95.00% [25], 3D Point Cloud 96.12%

[24] Alphabet, numbers, 30 words 79.44% [31], 3D Point Cloud 92.50%

[28] Facial expressions 76.00% [32], Spectrogram 86.7%

Comparison with FSL Recognition Systems. According to Cabalfin et al.
[6], limiting the signs used to a small number of very distinct features results in
higher accuracy. This is reflected in this project, where the signs that are distinct
and straightforward tend to be recognized more accurately. In contrast, those
with similarities in a number of FSL phonological parameters are less reliably
recognized. In particular, this project struggles with signs with similar positions
and movement, which is avoided by Oliva et al. [23] by only using signs that can
be performed with the use of the arms only, and with open-palm hand shapes.
This may explain why its accuracy is as high as 95% even without using deep
learning models, which generally have higher accuracies compared to those that
use supervised machine learning techniques like SVM [32].

Comparison with Other MmWave Recognition Systems. The results
from Pantomime [25] show that the highest accuracy model is trained in the
open area and office setups and is tested in the open area. This is reflected by
this project, as the best accuracy was achieved when the model was trained on
the combined dataset and tested on the outdoor dataset, which is the most open
setup.
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The projects, mmASL [32] and ASL Recognition Using RF Sensing [10],
tested the impact of different signers on the performance of models. [10] proved
that the performances of models trained and tested on native signers and non-
native signers are significantly different, while [32] observed that particular sam-
ples where the participants performed the sign slower than average produced
errors. These observations were also reflected in the results of this study, partic-
ularly in the real-time testing phase.

6 Conclusion and Future Work

A functional recognition system for FSL was implemented using an mmWave
FMCW radar sensor and deep learning. The sensor module collected signer data
in the form of point clouds, and a preprocessing algorithm converted the point
clouds into multi-view 2D images. The CNN and LSTM-based deep learning
models, derived from ExASL [31], were trained and tested using the collected
data. A graphical user interface was used to collect data and display the output
point clouds, predicted gloss, and latency of prediction.

A dataset containing 3240 total samples of 24 signs performed by three (3)
native FSL signers was used to train four (4) models (I, IWN, O, C) which
corresponded to the different test environments. Model C, which had the most
exposure to different levels of noise and the largest number of samples in its
train dataset, achieved the best overall accuracy, best direct testing performance
(μA = 93.83%), and best cross testing performance, which ranged from 93.06%
to 94.91%. Consequently, Model C was used to test the real-time capability of
the system, which yielded a recognition latency of ≈ 2.01 s. The findings are
consistent with that of the existing FSL and mmWave recognition systems, and
the model performance is competitive when compared to the same projects,
especially in FSL recognition.

Improvements can be made in the various aspects of the study for future
iterations. Introducing more variations, namely the number of signs, signers, and
different environments to produce a more representative dataset. Furthermore,
aside from point clouds, the radar sensor is also capable of producing micro-
doppler spectrograms. Other studies [2,10,32,34] have successfully utilized this
data type thus, future work can explore the combination of both data types.
The preprocessing algorithm and the deep learning model also have parameters
that can be varied and explored, in addition to trying entirely different model
architectures such as 3D CNNs or Transformers. Finally, expanding the scope
to translating sentences and conversations is most desirable in the near future.
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Abstract. Dehydration occurs due to fluid loss from the human body,
affects regular body functions, and causes health complications. Physi-
cal exercises, poor fluid intake, and diseases like fever and diarrhea may
result in dehydration. Current clinical and laboratory-based dehydration
detection techniques are expensive, time-consuming, and require people
to visit medical facilities, which often do not exist in destitute areas.
Though recent research has focused on monitoring physiological param-
eters (e.g., heart rate, stress, and oxygen) and detecting diseases using
smartphones, the area of dehydration detection has not been sufficiently
addressed. We present a smartphone-based early dehydration detection
system using artificial intelligence, which is ubiquitous, quick, and does
not require any additional cost or expertise to operate. We develop a
siamese network-based deep learning model to detect the changes in the
facial landmarks that appear from dehydration and are not detectable
with the naked eyes of general people. Our model provides an overall
accuracy of 76.1% and is lightweight enough to run on a smartphone
processor. By integrating it in the background, we develop a smartphone
app, “Dehydration Scan” that simply captures facial images of individu-
als and detects their hydration status. Knowing early about dehydration
allows people to take oral rehydration solutions and avoid severe dehy-
dration.

Keywords: Dehydration detection · Mobile image analysis · Deep
learning

1 Introduction

Dehydration occurs when the level of fluid in the human body falls below a
certain threshold. Dehydration is a common effect of many diseases like fever,
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diarrhoea and cholera, making it a significant cause of death worldwide. Lack of
clean drinking water and proper sanitation causes people, especially in develop-
ing countries, to get infected with waterborne diseases like diarrhoea and cholera.
Most people do not realize that they are dehydrated until it is too late. By then,
hospitalization becomes a requirement. However, most of these people do not
have economic solvency, nor do the hospitals have adequate human resources to
provide proper healthcare in impoverished areas. Thus an increase in the death
count becomes inevitable. Although these circumstances are more prevalent in
lower-income countries, they exist in the developed world as well. People can
also undergo mild to moderate levels of dehydration due to poor fluid intake or
physical exercise. Studies [2,12] show that mild dehydration has an impact on
alertness, concentration, mood, and cognitive abilities. Considering all the direct
and indirect effects of dehydration on the human body and mind, a readily avail-
able diagnostic solution for the masses is a necessity at this point.

Compared to other mobile healthcare domains [11,21,22,32], researchers have
not explored the topic of dehydration detection as much. Current dehydration
detection techniques are primarily based on laboratory tests (blood or urine
sample analysis) and clinical assessments undertaken by health professionals.
Laboratory tests are expensive, time-consuming, and require specialized equip-
ment. World Health Organization’s IMCI algorithm [24] and DHAKA score [17]
provide guidelines to health workers to detect dehydration based on clinical signs
(e.g., sunken eye, skin turgor) and symptoms (e.g., thirst, pulse). However, health
workers often do not have sufficient skills to follow the guidelines accordingly [1].
To reduce the need for skilled health workers or expensive medical equipment,
researchers have developed dehydration detection techniques through kinetic
analysis of hemoglobin concentration [33], exploiting photoplethysmographic sig-
nals [25] and measuring skin conductance [18]. However, they all require special-
ized hardware, making them expensive and inaccessible to the masses.

Dehydration causes very subtle changes to our facial landmarks, especially
in regions like eyes and lips (e.g., reduced skin turgor or elasticity, tired and
dry eyes, dry lips) [3,7,27]. These changes are not often perceivable by human
eyes, especially when a person is in the early stages of dehydration. Therefore,
it often goes unnoticed despite being a prevalent condition. We utilize artificial
intelligence to work around the limitations of human vision in this case. On the
other hand, with the widespread use of smartphones containing high-resolution
cameras, mobile image analysis has emerged as a convenient solution for medical
diagnosis [19,21,22]. We develop a smartphone-based early dehydration detec-
tion system using artificial intelligence that overcomes the limitations of the
existing solutions:

– Accessible - Medical facilities or specialized hardware are not equally available
worldwide, whereas smartphones are accessible almost everywhere.

– Quick - Our smartphone-based application provides instantaneous results,
whereas diagnostic tests at hospitals usually take one or more days to deliver
reports.
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– Automated - Our smartphone-based detection tool uses artificial intelligence
to detect dehydration and does not depend on the skill of the health workers
for observing clinical signs.

– Easy to Use - The built-in high-resolution cameras in modern-day smart-
phones make the detection straightforward for users.

– No Cost - Using our smartphone-based detection system, patients can make
initial or even intermediate-level assessments without taking expensive and
invasive diagnostic tests at hospitals or buying specialized hardware.

– Early Detection - Early detection using smartphones can prevent further dete-
rioration of a patient’s condition. Mild dehydration detection using our appli-
cation can save users from reaching a state where they need hospitalization.

We develop a deep learning model to detect the changes in facial landmarks
when an individual becomes dehydrated. A traditional classifier [6,14,26] based
on facial images would not perform well since the changes caused by mild dehy-
dration are minute and can vary from person to person. For example, the dehy-
drated face of an individual with dry skin is not the same as that of an individual
with oily skin. Similarly, the dehydrated face of an older adult is different from
that of a young person. To overcome this challenge, we adopt the siamese neural
network [31], proposed for a context similar to ours. Our model takes two images
as input: one hydrated facial image as the reference and the other facial image
representing the current state (hydrated or dehydrated) of the individual. The
model predicts the class for the current facial image as hydrated or dehydrated.
In Sect. 5, we elaborate on how we adopt the siamese network-based contrast
learner with an appropriate loss function to produce outcomes for different facial
landmarks and full facial image and then ensemble them to derive the final result
(hydrated/dehydrated). Section 6 presents the performance of our model. Our
model outperforms the baseline solutions by a large margin. Since our model,
trained and tested on a dataset for mild dehydrated conditions, can detect dehy-
dration with reasonably good accuracy, it is expected that our model will lead
to even more promising results for moderate or severe dehydration cases.

One of the major challenges we face is the lack of a publicly available
dehydration dataset that fits our needs. To mitigate this issue, we build our
own dataset consisting of 2340 sample pairs of images (hydrated-hydrated or
hydrated-dehydrated) from 70 healthy volunteers. We do not include volunteers
who have any other disease in the dataset to eliminate the inference of other dis-
eases on the facial landmarks. Research [16,18] shows that people usually have
mild dehydration during fasting. Therefore we consider the month of Ramadan
for data collection when practising Muslims fast from sunrise to sunset. We
develop a data collection app to capture the facial images of the volunteers in
hydrated and dehydrated states. Then we apply our preprocessing techniques to
remove the image noises, improve the image quality and extract the images of the
facial landmarks. The landmarks that show the most prominent changes upon
dehydration are chosen, including the lips, eyes, and surrounding regions. The
preprocessed images of different landmarks constitute our final dataset on which
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we train and test our model. Our data collection and preprocessing techniques
are discussed in Sect. 3 and Sect. 4, respectively.

Finally, we develop a smartphone-based application, “Dehydration Scan”
that captures the facial image of an individual using the integrated camera and
classifies the condition of the individual as hydrated or dehydrated by running
our developed model in the background. To the best of our knowledge, this is the
first non-invasive approach for dehydration detection using a smartphone with-
out requiring any additional equipment or expert skill while achieving adequate
accuracy. In Sect. 7, we present our smartphone application to detect dehydra-
tion.

In summary, the contributions of this paper are as follows:

– We build a dataset that includes 2340 sample pairs of images from 70 indi-
viduals.

– We develop preprocessing steps to extract specific facial landmarks from the
image frames and remove the noise associated with the effect of different
lighting and background settings.

– We propose our siamese network-based contrast learning model to find the
differences between a user’s hydrated and dehydrated landmark images. We
incorporate the individually derived values for different landmarks and the
full facial image into a final score and classify the user’s state as hydrated
or dehydrated accordingly. We show the effectiveness of our model in experi-
ments.

– We design and develop a complete and functional mobile application where
users can take pictures of their faces and get to know their hydration status
instantaneously.

2 Related Work

To date, existing works done on dehydration detection have been based on infor-
mation collected and processed manually. In fact, no significant research has been
done on automating this process. The existing methods require significant human
intervention and often rely on a certain level of medical expertise. None of them
focus on detecting dehydration using only mobile camera images. Table 1 shows
a comparative analysis of existing dehydration detection techniques with ours
in terms of different features. We observe that only our solution supports all
desirable features.

The World Health Organization developed the Integrated Management of
Childhood Illness (IMCI) algorithm [24] to guide health workers in detecting
different levels of dehydration by monitoring clinical symptoms. Levine et al. [17]
came up with the Dehydration: Assessing Kids Accurately (DHAKA) score for
dehydration detection based on clinical symptoms. The authors conducted a
study in Bangladesh, where local nurses analyzed children’s dehydration status
using both the DHAKA score and the IMCI algorithm. In a detailed comparison
of the results, the DHAKA score was the more accurate predictor of dehydration
for children. In [4], the authors developed a smartphone application that takes
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Table 1. A Comparative Analysis of Existing Dehydration Detection Solutions

Paper Technique Health

professional

Additional

equipment

Additional

cost

Time

consuming

[4,17,24] Clinical symptom

monitoring

✓ ✗ ✓ ✓

[18] Skin conductance

monitoring

✗ ✓ ✓ ✗

[23] Remote optical monitoring ✓ ✓ ✗ ✗

[20] Sweat electrolyte

conductance monitoring

✗ ✓ ✓ ✗

[25] Oximeter signal monitoring ✗ ✓ ✓ ✗

[19] Image processing to detect

skin mechanical properties

through skin turgor test

✓ ✗ ✓ ✓

Ours Image processing using

facial landmarks

✗ ✗ ✗ ✗

clinical symptoms as input and then applies the IMCI algorithm of WHO to
produce the result. This work aimed to check whether shifting from paper-based
work to the smartphone app can improve the reliability and usability of the
dehydration detection system.

The diagnostic technique proposed in [18] uses a non-invasive wearable sen-
sor for collecting skin conductance data and detects dehydration based on the
skin conductance state. Another study [10] examined the correlation between
dehydration severity and the moisture level of oral mucous membrane measured
through a moisture-checking device. In [33], the authors hypothesized whether
dehydration can be detected using kinetic analysis of hemoglobin concentration.

In [23], the authors used a wristwatch to extract several bio-medical param-
eters. They implemented two optical approaches. One of them was the rota-
tion of linearly polarized light by certain materials exposed to magnetic fields.
Another was the extraction and separation of remote vibration sources. In [20],
the authors used a conductometric sensor to measure sweat electrolyte conduc-
tance to detect dehydration. Another study [25] used photoplethysmographic
signals with small, wearable pulse oximeters and set features based on the vari-
able frequency complex demodulation. Those features were then fed to a support
vector machine model to detect dehydration.

In [19], the authors used smartphones to capture the videos of skin turgor
tests done on hands with two different methods - skin mark method and skin
texture method. They ran image processing algorithms to extract skin mechan-
ical properties and hydration levels from the frames of those videos. They used
smartphones to track the turgor test’s skin stretching and relaxation processes,
which medical professionals usually undertake to check for dehydration.
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3 Data Collection

At present, there exists no image dataset of people suffering from dehydration.
Since our target is to detect dehydration in the early stages and people who
come to the hospital are severely dehydrated in most cases, collecting data from
hospitalized patients would not serve our purpose. To work around this problem,
we leveraged the month of Ramadan, when practising Muslims fast from sunrise
to sunset. Research [16,18] shows that people usually have mild dehydration
during fasting, which does not result in severe health issues.

We developed a mobile application to achieve two goals:

1. To streamline the data collection process, and
2. To enable end-users to evaluate their hydration status instantaneously.

3.1 Data Collection Mobile Application

Our aim was to build an application that works on any mobile device irrespective
of the operating system and configuration. Thus, we chose Flutter [30], a cross-
platform application development framework, to create the smartphone app. We
also used the Firestore Database and Storage services of Firebase [29] as the
system’s backend.

The app included five well-defined steps for every user to follow. Figure 1
shows a detailed view of the application interface in these steps.

1. Users created a new account by providing relevant information, e.g., email
address, age, sex, weight, and existing health conditions on the first usage.
They were asked for explicit permission regarding the use of their data for
our research before account creation. Afterward, they could log into their
accounts from any smartphone device.

2. Every time users opted to provide data through the app, they had to give
some basic information first, such as hours of sleep and activity level. Using
moisturizer on the skin can neutralize the signs of dehydration almost entirely.
So the app also required them to confirm that they had not applied any
moisturizing product on their face in the last 6 h prior to providing the entry.
We instructed the users to select hydrated state if they provide data at night
after fluid intake and to select dehydrated state if they provide data during
fasting.

3. Next, the users had to choose hydrated or dehydrated as their current state,
which we later validated based on additional information. If hydrated, they
were asked to mention their amount of fluid intake (in glasses) in the last six
hours. Otherwise, they were asked to pick the approximate time of their last
fluid intake. Based on the answer to the additional question, we verified the
correctness of the user state (hydrated or dehydrated).

4. In the most crucial step, users recorded 5-second long videos of their faces
using the front or back camera. The app displayed a bounding box around
the users’ faces in this process to ensure that no part of the face was outside
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the camera view. They were also given the option to preview their captured
face video and retake it if necessary before uploading it to Firebase cloud
storage.

5. Upon successfully uploading a face video to Firebase cloud storage, the app
stored the upload time against the user’s credentials in its local storage. We
implemented this additional check to disable the option for that user to give
two data entries in less than 6 h gap.

(a) Account creation with basic infor-
mation and consent

(b) Basic information and regulation
during data entry

(c) Additional information based on
hydrated/dehydrated state (for dehy-
drated entry, the user can choose be-
tween today and yesterday and select
the time from a time picker dialog)

(d) 5-second face video capture with
preview and retake options (a dummy
image of a human face has been shown
to protect the privacy of the users who
provided data)

Fig. 1. Various steps of the data collection portal of our smartphone application

The app supports a minimum SDK version of 21, which is the earliest release
of the Android SDK that it can run on. It is equivalent to Android 5.0 (API
level 21) or higher. The fundamental features and functionalities of Android
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are available in this version and all subsequent versions. Since the latest stable
version is Android 10.0 (API level 29), our application is runnable on a wide
range of configurations. We used a few basic modules in our application - camera
(for recording face videos), video player (for displaying a preview of captured
video), and shared preferences (for locally storing entry timestamps) which work
smoothly in most smartphones.

Table 2. Age distribution of dataset subjects

Age Range No. of Participants

10–20 8

21–30 45

31–40 13

41–50 4

3.2 Dataset

We developed and distributed the mobile application described previously to
build an in-house face video dataset explicitly suited to our use case. We prepared
a final dataset containing 2340 pairs of images by strategically extracting and
combining frames from the collected videos. We had a total of 70 volunteers
in this process. 36 of them were male, and 34 were female. The participants
were between 10 and 50 years old. However, many of them were undergraduate
students, which added an age bias to our dataset. The age distribution is given
in Table 2.

Initially, we had 326 face video entries from 70 individuals, which means
that, on average, every user contributed 4–5 entries to our dataset. We collected
videos instead of images because we could extract up to 10 frames from each
video entry. To put it simply, we extracted a maximum of 10 hydrated or 10
dehydrated images of the same user from each video of that user. We discarded
blurry or unusable frames using some preprocessing steps. Nevertheless, this
approach helped us immensely to generate more data points for training and
testing our model. Additionally, we checked if we had at least one hydrated and
at least one dehydrated video entry from every user. Since we needed images of
both conditions to create pair inputs for our model, we discarded the entries with
no corresponding entry for the other condition. To ensure that our dataset does
not reflect the symptoms of any disease or condition other than dehydration,
we utilized the information gathered from the app. During account creation,
the app displayed a list of diseases (e.g., malnutrition, heart diseases, kidney
diseases, diabetes, skin diseases, sleep disorder) that can interfere with the signs
of dehydration. From the list, users selected any condition that applied to them.
While preparing our image dataset, we excluded all users suffering from any of
the mentioned diseases. This filtering was necessary to prevent our model from
falsely identifying symptoms of those diseases as effects of dehydration.
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Ground Truth Validation. In the case of dehydrated data entries, we collected
the number of hours passed after the last fluid intake as additional information
from the user and used it to validate the given hydration status label. We found
11 video entries for which this time gap was less than 6 h. Thus, we discarded
those noisy entries considering that the users might not be in a dehydrated state
in those and proceeded with the remaining 315 entries. The average number of
hours after the last fluid intake in the selected entries was 12 h. On the other
hand, for hydrated entries, we collected the amount (in glasses) of fluid consumed
in the last 6 h as additional information to make sure that the user is in a
hydrated state. The average glass count was 3.

For every user, we selected one of the hydrated images as the reference image
for that user. Then we created all possible combinations by pairing the reference
image with every available image (hydrated/dehydrated) of that user. While
generating these combinations, we did not consider the creation time or sequence
of a particular entry. The only condition in pairing any hydrated or dehydrated
image with the reference image was that the two images belonged to the same
user. We conducted this step of the process based on the assumption that for
any particular user, the effects of dehydration on different facial regions would
be pretty similar regardless of the time he/she captured the condition. In this
step, we significantly augmented the face video dataset collected through our app
and prepared a final dataset of 2340 pairs of images. The dataset is balanced,
consisting of 1170 reference-hydrated and 1170 reference-dehydrated pairs of
samples.

4 Data Preprocessing

Fig. 2. Preprocessing steps

In this section, we elaborate on the automated preprocessing steps performed
before we feed our data into the model for training and prediction. Our model
is at its core a siamese network that uses contrastive loss in order to learn and
detect the differences between a hydrated and a dehydrated image. Thus, we
need to provide pairs of images of the same individual to the model during
training. The model calculates a similarity score for the new image to predict
its hydration level using the trained weights.
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From the data collection portal of our app, we obtain 10-second long videos
of both hydrated and dehydrated states of each user. These videos have a lot of
noise, such as varying levels of light in the image, differences in resolution, con-
trast, saturation, and overall image quality due to variation in image sensors. We
need to eliminate these adverse effects and format the final image to emphasize
the maximum contrast between the hydrated and dehydrated states and offset
the other differences. Since our model trains with images, the first step is to
extract individual frames from the videos. We do this using the python library
OpenCV. Using the variance of the Laplacian, we filter out the blurry images
and keep the ones that report the highest values of sharpness. We select only
the images that cross a certain variance threshold and discard the rest. A final
manual pass is done to ensure that no anomalous images have spilled through.
An overview of the preprocessing steps is presented in Fig. 2.

Our final model uses the similarity scores of facial landmarks as different
features and creates an ensemble by assigning different weights to each of these
scores. We determine the combination of weights for which our model provides
the best performance in experiments. The values of the weights that our model
uses for different landmarks are specified in Sect. 6.1. We train individual models
for each of the landmarks separately. Thus, it is paramount for us to identify,
detect and segregate the landmarks in our preprocessing step. Since signs of
dehydration are primarily visible in areas surrounding the eyes, the skin, and
lips, we particularly emphasize our landmarks in those areas. For the eyes, we
include areas around the eyelids as well as the under-eye region since those
are the areas most affected. The entire face image is passed on as a separate
landmark as well.

We use the Haar Cascade classifier included in OpenCV to extract the land-
marks from images. The classifier returns four coordinates for each of our indi-
vidual landmarks. Each of the four coordinates represents a corner of a bounding
box surrounding the landmark. Joining the four coordinates, we obtain a bound-
ing box locating the position of the landmark. We then separate the landmarks
by cropping them out from the original image. Lastly, we scale the images to our
required pixel size of 200*200 before feeding them into the model. The pixel size
is chosen to strike the optimal balance between retaining the highest possible
level of details while keeping it lightweight enough for on-device inference.

5 Model Overview

Unlike most facial image classification problems, which are typically solved by
utilizing model-extracted features, dehydration detection is incredibly challeng-
ing because the symptoms of mild dehydration are tough to decipher. Therefore,
simply attempting to capture facial features with a traditional deep learning
model would not perform well in this particular problem.

We extract and prepare images of specific facial landmarks in the preprocess-
ing step, which is quite crucial to make it easier for our model to capture differ-
ences down to the tiniest detail. Our system requires only one reference image
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Fig. 3. Layered view of base convolutional network

taken in the hydrated state from every individual. Thus, we build a model that
can predict a user’s hydration status from a pair of images - one of them is the
initial reference image captured in the hydrated state, and the other is an image
taken at any hydration level at any moment. To serve this purpose, we lever-
age an artificial neural network model called siamese network [5], specifically
designed for use cases similar to ours. Koch et al. [15] used siamese neural net-
works to address the one-shot classification problem where predictions need to
be made from a single instance of any class. The way we structure our approach
is quite similar to this problem. Given a reference hydrated image of any user,
our model processes any input image of the same user, evaluates its similarity
to the reference, and classifies it as hydrated or dehydrated. Since the model
only requires a single pair of images from any user, its prediction technique is
comparable to one-shot learning.

The siamese network-based architecture primarily comprises two identical
towers or sister networks with shared weights. Each takes one image as input
and generates a feature embedding for that image.

In Fig. 3, we can see a detailed graphical overview of our convolutional net-
work. Each network is essentially a two-dimensional convolutional neural net-
work containing the same sequence of layers. The input images first go through
batch normalization before getting processed by the convolutional networks. Our
model constructs the networks from consecutive 2D convolutional and average
pooling layers, followed by batch normalization and a dense layer with rectified
linear unit (ReLU) activation. Our model then converts the generated feature
embeddings into a single merged layer by computing their cosine distance.

similarity(A,B) =
A · B

‖A‖2 × ‖B‖2 =
∑n

i=1 Ai × Bi
√∑n

i=1 A
2
i × √∑n

i=1 B
2
i

(1)

As can be seen from Eq. 1, the cosine similarity of two vectors A and B is
simply the normalized dot product of A and B. Here, ‖A‖2 is the L2 norm of
vector A. A high cosine similarity implies that the images closely match each
other and have minimal contrast between them.

distance(A,B) = 1 − similarity(A,B) = 1 − A · B
‖A‖2 × ‖B‖2 (2)
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From Eq. 2, we can see that cosine distance and cosine similarity are comple-
mentary measures. Two identical vectors with an angle of zero degrees between
them have a similarity score of 1 and a distance of 0.

Using other distance metrics such as Euclidean distance and Manhattan dis-
tance in the merging step does not give promising results. The Euclidean distance
between two vectors refers to their straight-line distance, while the Manhattan
distance refers to the sum of the distances along each axis. Unlike these mea-
sures, cosine distance depends on the angle between two vectors and does not
consider the size of the vectors. Thus, in our case, cosine distance proves to be
a better metric for differentiating the embeddings. The distance values that sig-
nify the contrast between the input images are passed to the final neural network
consisting of batch normalization and a typical dense layer with sigmoid activa-
tion. To summarize, our proposed contrast learning model takes pairs of images
belonging to the same user as input, estimates their similarity, and produces a
score between 0 and 1 accordingly. The architecture of this model is illustrated
in Fig. 4.

Fig. 4. Siamese-network based contrast learner

Another critical aspect of the model is the choice of the loss function, which
is used in the backpropagation to update the weights of the convolutional lay-
ers. Two loss functions are generally used in siamese networks - triplet loss and
contrastive loss [13]. If triplet loss is used, the model takes in three inputs -
one reference image, one similar or neighbor image, and one dissimilar or dis-
tant image. The key idea in this approach is to minimize the reference-neighbor
distance and maximize the reference-distant distance. Contrastive loss, on the
other hand, deals with pairs of images. The pairs can be reference-neighbor or
reference-distant, which is the exact format of the samples in our dataset. Thus,
we choose contrastive loss as the loss function for our model.

L = Y × D2 + (1 − Y ) × max (margin − D, 0)2 (3)

In Eq. 3, the contrastive loss L is computed from the predicted value Y , the
cosine distance D, and the baseline distance margin for which the model should
classify pairs as dissimilar. The default value for the margin is 1.

The contrast learner is run parallelly for the image pairs of each of our selected
facial landmarks - the right and left eyes, lip, and nose. We acquire a similarity
score from every execution of the model and calculate a weighted sum of those
scores to derive the final prediction. The weights for the landmarks are obtained
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through an extensive trial and error process. After adequate experimental analy-
sis, we find nearly optimal weights to account for the relevance of each landmark
in maximizing the prediction accuracy. We also run the model on entire face
images extracted from video frames. In short, to reach the conclusive prediction
of our system, we take into account every essential region of the face, do individ-
ual similarity estimations using our siamese network-based model, and combine
them to classify the input image as hydrated or dehydrated. Figure 5 shows an
overview of our proposed model.

Fig. 5. Classification using a weighted sum of similarity scores from image pairs of
individual landmarks

There are two core factors behind the considerable prediction accuracy of
our proposed model.

– We take a personalized approach instead of generalizing the problem. We
focus on the contrast between hydrated and dehydrated images of the same
person, which helps us cut out the differentiating factors among separate
individuals.

– We run our model separately on the segregated and preprocessed images of
various facial regions to better capture the changes occurring in each region.
This approach is particularly substantial for identifying mild dehydration
since the symptoms might not appear in the same region for every individual.

One additional concern in the development of our model is handling the
resource constraints of smartphones. In order to predict hydration status using
the limited processing power of smartphones, we choose TensorFlow as our arti-
ficial intelligence framework and devise a sufficiently lightweight model. We con-
vert our TensorFlow model to a TensorFlow Lite model, which is smaller, signif-
icantly faster, and runs more efficiently on a mobile processor. Our smartphone
application runs the lite model in the background whenever a user submits an
input image of his/her face, performs on-device computation, and delivers instan-
taneous results - hydrated or dehydrated.
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6 Performance Analysis

In this section, we present the performance of our proposed dehydration detec-
tion model.

6.1 Experimental Setup

Dataset and Preprocessing: We train and evaluate our model on our procured
dataset elaborated in Sect. 3. The data first passes through some preprocessing
steps as discussed in Sect. 4 before being split into train, test, and validation
sets. As mentioned in Sect. 3.2, our dataset contains 2340 pairs of images, where
1170 pairs contain two hydrated images, and the other 1170 pairs include one
hydrated and one dehydrated image. We take 60%, 20%, and 20% of the pairs
as train, validation, and test sets, respectively. We use samples of three separate
sets of users for training, validating, and testing datasets. The train, validation,
and test split is discussed more elaborately in Sect. 6.6.

We calculate all performance metrics presented in this section on our test set,
which is completely isolated from the training phase with no peeking involved
anywhere in the pipeline.

Parameter Settings: We select a batch size of 16 and run the model for 10
epochs. The number of epochs is chosen through experimentation as elaborated
in Sect. 6.5. The image size is selected to be 200*200 pixels in order to capture
as much detail as possible while keeping it reasonably less resource-heavy. For
the final ensemble, we choose weights for each of the individual landmarks as
follows: Left and Right Eye: 0.275, Lip: 0.225, Nose: 0.125, Entire Face: 0.1.

Evaluation Criteria: We choose Accuracy, Specificity, Recall, and F1 score
as our evaluation criteria. Accuracy measures how many hydrated and dehy-
drated images are correctly classified as hydrated and dehydrated, respectively.
Specificity measures out of all the dehydrated images, how many are correctly
classified as dehydrated. Recall tells us how many are correctly classified as
hydrated from all the hydrated images. To understand the F1 score, we first
need to know what precision is. Precision measures how many images that are
classified as hydrated are actually hydrated. F1 score is the harmonic mean of
precision and recall.

6.2 Comparative Analysis with Baselines

We consider the following four baselines and compare the performance of our
solution with them.

– Basic CNN: For our basic CNN structure, we have used one convolutional
layer followed by a pooling layer and a dense layer at the end. This is repre-
sentative of the most rudimentary implementation of an image classifier.

– VGG16 [26]: VGG was invented with the purpose of enhancing classification
accuracy by increasing the depth of the CNNs. VGG 16 has 16 weight layers
and is used for object recognition.
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– Xception [6]: Xception is a convolutional neural network architecture con-
sisting of 71 layers. This network gives a rich representation of images when
trained on an expansive dataset.

– Resnet50 [14]: Resnets are neural networks that use skip connections to
solve the problem of vanishing gradients. Resnet50 is a Resnet that is 50
layers deep.

For VGG16, Xception, and Resnet50, we use transfer learning by initializing
the models with weights trained on imagenet [8]. After that, all the baselines
have been run on our dataset end-to-end to come up with the final predictions.
The performance metrics are then compared with those of our proposed solution.
We can get an overview of the performance comparison between the baselines
and our model from Table 3.

Table 3. Performance comparison of our proposed model with different baselines

Model Accuracy Specificity Recall F1 score

Basic CNN 51.1% 15.2% 48.4% 56.6%

VGG16 34.4% 31.9% 52.3% 52.6%

Xception 42.5% 17.6% 38.7% 47.1%

ResNet50 65.9% 23.5% 99.7% 79.3%

Our Model 76.1% 52.1% 99.1% 80.7%

It is apparent from the above data that our proposed siamese network-based
model provides a better classification accuracy, specificity, recall, and F1 score
than those of the baselines. The key differentiating factor here is the emphasis of
our model on detecting contrasts between the hydrated and dehydrated states.
To assist the contrast detection, we concentrate on areas of the face that show
the most significant changes during dehydration. Our model can learn differences
in facial features upon dehydration better than the conventional models, which
look at the face image as a whole and do not prioritize specific landmarks like
our model.

6.3 Effect of Landmarks

To make the contrast detection between hydrated and dehydrated states more
robust, we identify the landmarks that show changes upon dehydration. We
now discuss how each of these individual landmarks performs on its own to
detect dehydration. The performance comparison of how each of the landmarks
performs separately is presented in Table 4.

The left and right eyes show the best performance out of all the landmarks.
This is expected since one of the main symptoms of dehydration is sunken eyes.
This is consistent with the studies made in [28] where it is mentioned that



304 P. Saha et al.

Table 4. Performance comparison between individual landmarks

Landmark used Accuracy Specificity Recall F1 score

Entire Face 58.8% 20.4% 97.2% 70.2%

Nose 59.7% 19.5% 99.7% 71.3%

Lip 61.9% 29.3% 94.4% 71.2%

Right eye 76.1% 52.1% 96.3% 80.7%

Left eye 72.3% 69.3% 75.3% 73.1%

Left eye flipped 74.3% 50.6% 97.9% 79.2%

dehydration symptoms like sunken eyes, undereye darkness, or discoloration can
show up faster because the skin in this region is thinner than other body parts.
To properly capture this, we took into account the regions surrounding the eyes
during our initial crop. The next best landmark is the lip, most likely due to the
flakiness or dryness visible when there is no fluid intake for an extended period.
[9] cites dry lips as one of the leading signs of dehydration. The entire face image
gives the lowest accuracy, which further proves why conventional models do not
perform well in this scope. The entire face data taken together do not provide
enough information for classifying a dehydrated image from a hydrated one.

Additionally, we flipped left eye images horizontally to make them similar
to right eye images. We included this step to make all the eye images more
homogeneous and minimize the unexpected performance gap between left and
right eye images.

6.4 Ablation Study

We perform an ablation study by removing one landmark at a time and per-
forming the classification. We intend to see the effect of each of the landmarks
on the final classification. The results of the ablation study are summarized in
Table 5.

It is evident from the data that excluding any landmark reduces the per-
formance of our model; for example, the obtained accuracy for excluding any

Table 5. Ablation Study

Landmark excluded Accuracy Specificity Recall F1 score

Entire Face 70.6% 45.7% 95.4% 76.4%

Nose 70.9% 41.9% 95.6% 77.5%

Lip 68.3% 36.7% 94.3% 75.9%

Right eye 64.4% 28.8% 92.4% 73.8%

Left eye 65.7% 44.7% 97.8% 78.3%

Left eye flipped 65.3% 30.6% 95.8% 74.2%
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landmark is less than the overall accuracy 76.1%. Thus, each of the landmarks
that we use as model features contributes to improving the prediction. The effect
of removing the eyes from the classification has the highest impact. This is fol-
lowed by the removal of the lips. This is consistent with our assumption that the
eyes and lips show the most visible changes during dehydration.

6.5 Effect of Number of Epochs

In this experiment, we choose the optimal number of epochs to get the best
performance of the model. Usually, up to a certain threshold, the more epochs
the model runs for, the better the accuracy and performance measures are. After
a point, the model starts overfitting to the training set, and its performance starts
degrading. We need to find the optimal epoch number that provides the best
results without introducing overfitting. Table 6 and Fig. 6 give us an overview of
the performance metrics by varying the number of epochs.

Table 6. Performance comparison between varying Epoch numbers

No. of Epochs Accuracy Specificity Recall F1 score

5 68.1% 36.3% 95.7% 75.8%

8 71.6% 43.3% 97.8% 77.9%

10 76.1% 52.1% 99.1% 80.7%

12 66.7% 39.1% 94.4% 73.9%

The data shows that the model reaches maximum performance at 10 epochs.
After that, the performance slowly starts degrading as it starts introducing over-
fitting. We, therefore, stopped the model after 10 epochs during our final classi-
fication.

6.6 Effect of Train-Test Ratio

In this section, we present our experiments to choose the optimal split for the
test, validation, and train sets. On the one hand, increasing the train set size
gives our model more data to train on, essentially boosting the performance.
However, keeping little data on the validation set runs the risk of overfitting the
train set. To find the optimal balance, we conduct multiple runs with different
ratios of the split as presented in Table 7.

As we can infer from the data, the optimal performance is achieved with a
60-20-20 split of train, validation, and test set.

6.7 Male vs Female Participants

In this section, we compare the performance metrics of male and female partic-
ipants. The findings are presented in Table 8. The results for male participants
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Fig. 6. Log graph of performance comparison between varying epochs

Table 7. Performance comparison between varying Train-Test ratios

% Train % Validation % Test Accuracy Specificity Recall F1 score

70% 15% 15% 62.1% 30.9% 93.4% 71.1%

70% 10% 20% 69.7% 48.1% 91.3% 75.1%

80% 10% 10% 54.3% 37.7% 71.1% 60.8%

60% 20% 20% 76.1% 52.1% 99.1% 80.7%

were derived by training and testing our model only on male data. We repeated
the same process for female participants.

Although the accuracy is quite similar in both cases, there is a noticeable
difference in the specificity and recall values. This indicates that our model
performance might vary across genders.

6.8 Effect of Multiple vs Single Reference

Here we compare the performance of our model using single and multiple refer-
ence images. In the case of a single reference image, we paired the reference with
each hydrated and each dehydrated image of the same individual. Similarly, in
the case of multiple reference images, we selected multiple hydrated images for a
user based on their sharpness and paired each of the references with each remain-
ing hydrated and dehydrated image. The performance comparison is shown in
Table 9.
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Table 8. Performance comparison between male and female participants

Participant Gender Accuracy Specificity Recall F1 score

Male 72.9% 64.9% 99.8% 78.7%

Female 72.1% 83.6% 60.7% 68.5%

Table 9. Performance comparison between single and multiple reference image

No. of references Accuracy Specificity Recall F1 score

1 76.1% 52.1% 99.1% 80.7%

2 72.2% 44.4% 99.7% 78.3%

3 68.4% 36.8% 99.8% 75.9%

It is evident from the experiment results that using multiple images as ref-
erences does not improve our model performance. One possible reason behind
this might be that the hydrated frames of an individual are very similar to one
another. Therefore, multiple reference images captured in hydrated conditions
only increase the dataset size without contributing any new, substantial infor-
mation regarding dehydration. Besides, the model might overfit the data of the
users in the train set and, consequently, give a poor performance for face images
of unseen test subjects.

6.9 Cross Validation

We partitioned the data into 5 non-overlapping folds or subsets and performed
cross-validation by running our model 5 times. Every time, we chose a different
subset for testing and used the remaining data for training and validation. The
results from the different runs are shown in Table 10 along with the average
performance.

Table 10. 5-fold cross-validation results

Test set Accuracy Specificity Recall F1 score

1 69.4% 59.7% 78.9% 72.1%

2 69.7% 45.6% 93.9% 75.6%

3 76.1% 64.9% 87.2% 78.5%

4 73.7% 47.4% 99.7% 79.2%

5 76.1% 52.1% 99.1% 80.7%

Average 73.0% 53.9% 91.8% 77.2%

7 “Dehydration Scan” App Overview

In this section, we present the interface and functionality of our smartphone
application, “Dehydration Scan”. The app has been designed to minimize the
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number of steps that a user must complete to check his/her hydration status.
The user interface is also relatively simple and highlights the required steps. We
share a detailed view of the interface in Fig. 7.

While using the app, a typical user performs the following actions.

1. First, a user needs to take a picture in hydrated condition to start using
the app. This picture is saved in the local storage of the app as the reference
image for future predictions. Since the facial condition of the user may change
over time because of factors like age and weather, the app provides an option
to retake and update the reference image at any point in time. Besides, it is
crucial for the user to be adequately hydrated while capturing the reference
image. Otherwise, our dehydration detection model will fail to deliver accurate
predictions.

2. Afterward, the user only needs to provide a face image to check for dehydra-
tion. This image goes through the preprocessing steps mentioned in Sect. 4
and gets paired with the previously captured and stored reference image to
prepare the input for the model.

3. Then the app runs the trained lite version of our proposed model on the pair of
images. This computation takes place entirely on-device and does not require
any cloud storage or services. Since the model has already been trained on
our dataset, it does not require any additional training time and executes in
a matter of seconds.

4. After calculating the final score, the app displays the predicted class of the
condition of the user.

(a) Taking a refer-
ence image (updat-
able) from the user
for future evalua-
tions

(b) Taking image
input to pair it up
with the reference
image for compari-
son

(c) Running the
on-device model to
compute hydration
score for the input
image

(d) Displaying the
final prediction to
the user - either
Hydrated or Dehy-
drated

Fig. 7. Steps of dehydration detection using Dehydration Scan
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We use the TensorFlow Lite library to run our model in the background, and
the minimum SDK version for this library is 21. Therefore, like our data collec-
tion application described in Sect. 3.1, Dehydration Scan also operates well in
android devices with API level 21 or higher. This range of configurations covers
almost all available android smartphones. Moreover, Dehydration Scan is a stan-
dalone smartphone application that does not require an internet connection to
function. Thus, it serves to be a ubiquitous solution to the dehydration detection
problem.

8 Limitations and Future Direction

While we demonstrate the strong potential of our proposed siamese model, there
are scopes to improve it even further. Following is a list of limitations we iden-
tified from our research and the corresponding future research directions one
might pursue:

– Mitigating the absence of a publicly available diversified dataset:
There is an acute deficiency of a publicly available diversified dataset in the
domain of dehydration detection. Although we have managed to procure
a decent dataset of our own, it lacks diversity in ethnicity, age, and other
aspects. Also, the dataset we worked on is imbalanced in terms of the age
range of the participants. There are very few data points over the age of 40.
Our dataset is primarily composed of undergraduate students and, as such,
introduces an age bias. Overall there is massive scope for a better, more
robust dataset. Improving the dataset can also improve the classification per-
formance.

– Automating the assignment of weights to the different landmarks:
In our implementation, we have manually assigned weights to the different
landmarks during the computation of the final prediction. We have chosen
the weights that provide the overall best performance over the entire test
set through trial and error. However, the optimal weights may vary for each
individual, so a generalized assignment of weight for everyone may not give
the best results.

– Using more sophisticated models with higher parameter counts: As
smartphone hardware gets more powerful year after year, it becomes feasible
for more complex and sophisticated algorithms to be run on-device on mobile
processors. The limitations in hardware capabilities will not be present in
a few years when more powerful smartphones penetrate the general mass.
Therefore, future research should concentrate on more sophisticated models
that give higher prediction accuracy, albeit with more resources.

9 Conclusion

We developed a non-invasive smartphone-based dehydration diagnostic solution
that does not need additional cost, hardware, or skilled workers and produces



310 P. Saha et al.

results instantaneously. Since our approach delivers acceptable accuracy (on
average 76.1%) for mild to moderate dehydration, we can infer that more severe
cases of dehydration can be predicted with a higher degree of confidence. Our
developed siamese network-based dehydration detection model outperforms the
baseline models by a large margin (i.e., our model achieves at least 10% more
accuracy and 20% more specificity than those of the baseline models). Experi-
mental results also show that eyes are the most affected facial landmark due to
dehydration. Our smartphone-based dehydration diagnosis tool may not achieve
the accuracy level of the clinical diagnosis by professional medical equipment
or expert personnel. However, in most cases, our solution can provide crucial
insights and prompt the users to take necessary actions early on. We aim to
extend our solution to detect different dehydration levels (e.g., mild, moderate,
severe) in the future.
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Abstract. We introduce Experiencer, a newly developed Experience
Sampling Method (ESM) software for commodity-level smartwatches.
We designed this software mainly to address the compliance-related chal-
lenges, such as dropouts of study participants, that generations of ESM
software solutions have faced. Dropouts are often caused by the incon-
venient frequency and timing of the ESM prompts. This can partly be
mitigated by utilizing physiological smartwatch sensors to learn which
prompting moments are both convenient to the study participant and
also relevant to the ESM study designer. Experiencer enables researchers
to configure context-sensitive sampling protocols, providing access to raw
sensor data, within the boundaries of European privacy legislation. In
this paper, we describe the technical capabilities of our software, com-
pare its features with the state-of-the-art, and showcase its application
in studies that used Experiencer.

Keywords: Experience Sampling Method · Wearable ESM ·
mHealth · Ubiquitous Computing · Smartwatch application ·
Wearables · Software Framework

1 Introduction

Studying what people do, feel, and think during their daily routines is essential
to understanding the dynamics of the human psyche [13]. Although the interest
for such information originates in psychological research, it extends to a variety
of other domains where humans are studied (e.g., healthcare [33], media stud-
ies [43], or education [6]). Actions and thoughts can be registered in diaries. Reg-
istering frequently and in a real-life context can result in entries with high ecolog-
ical validity [41]. However, poor compliance to journaling protocols and human
forgetfulness are well-documented challenges for the diary method [10]. There-
fore, it is preferable to distribute self-report prompts throughout daily life rather
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than journaling retrospectively [3,32]. Such a process of collecting self-reported
data about behaviors, thoughts, or feelings during the day-to-day activities of
humans, is commonly called the Experience Sampling Method (ESM [32]). The
same approach with an emphasis on psychological research is known as Ecological
Momentary Assessment (EMA [48]). In the field of human-computer interaction,
context sensing technologies were emerging two decades ago and led to the rein-
troduction of ESM as Contextual Aware Experience Sampling (CAES [24]) with
the emphasis on utilizing context sensing to optimize the sampling procedures.
For the sake of simplicity and consistency, we use the term ESM in the remain-
der of this paper to encompass the aforementioned concepts. Additionally, we
introduce the term wESM (wearable ESM) to refer to the use of wearables (e.g.,
smartwatches) instead of or together with smartphones or other mediums to
handle both collection of self-reported data as well as sensor data.

Considering that ESM aims to prompt during daily life, finding oppor-
tune moments that do not interfere with one’s daily activities to deliver such
self-report prompts (beeps) becomes essential. By doing so, the likelihood of
disturbing study participants becomes lower, hence, compliance is potentially
increased [29]. One common approach to detecting opportune moments is by
longitudinal monitoring via physiological sensors to better perceive the momen-
tary context of respondents.

In the context of wESM, interpretation of sensor data usually requires some
knowledge about the context in which the sensor was used as well as the
participant-specific subjective data. Thus, self-reports are critical to provide
ground truth and complement the sensor data. Then again, study participants
may skip self-reports, especially when studies last longer than a few days. How
to minimize dropouts and maximize compliance requires further research, espe-
cially in the context of longitudinal studies. Typically, compliance is measured
by calculating the dropout rate, response rate, response time, resolution time,
volunteering rate, and the amount of presented information which oftentimes
indicated the poor compliance of the participants [18,31,35,41,50,54].

Arguably, the choice of ESM device used for prompting and data entry, as
well as the prompting schedule affects the participation experience and conse-
quently impacts the extent to which the ESM process is perceived as seam-
less or in contrast, burdensome by study participants [20,23,29,34,49]. Recent
advances in commodity-level smartwatches in terms of interactivity, connectiv-
ity, and embedded sensing technology, offer new opportunities for using them as
wESM devices, which could help reduce the obtrusiveness of wESM signals and
increase their availability as they are wrist-worn. Furthermore, they provide a
quick-and-concise data entry interface, and their sensors pave the way to provide
context-sensitive prompting regimes [46,47]. In the following, we introduce Expe-
riencer [26], our open-source context-sensitive smartwatch-based wESM software
that provides researchers with advanced data gathering features while striving to
attain compliance of participants. Experiencer has been designed with the aim
to enable researchers to flexibly configure their experiment protocol to poten-
tially alleviate response fatigue and sustain sufficient response rates that are
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otherwise hampered by traditional scheduling regimes (e.g., random sampling)
during ESM studies [12,18,55].

In the following, we first review research on ESM-related devices to derive
requirements for wESM support. Subsequently, we introduce Experiencer by
providing conceptual and technical information on client and server components
and their interactions. We also demonstrate how Experiencer was already used
in a variety of wESM studies. Afterward, we discuss limitations, weaknesses,
and directions for future work. Finally, we summarize our contributions in the
conclusion section and encourage the readers to utilize Experiencer for their own
research.

2 Related Works

In this section, we initially summarize the history of digital ESM devices and
their evolution over time. Then, we focus on the contemporary smartwatch-based
wESM solutions and examine the state-of-the-art in the domain.

2.1 History of Digital ESM Devices

While the experience sampling method emerged already in the eighties [32],
digital devices were gaining popularity around the turn of the century (e.g.,
Electronic Mood Device [22] by Hoeksma et al. or the Experience Sampling
Program [3] by Barret et al.).

Due to the eventual prevalence of smartphones since the late 2000s,s, and the
software development kits (SDK) supported by their operating systems (early
on by PalmOS and Windows CE, and more recently by Android, and iOS),
more advanced ESM tools have been created. The applications developed in the
context of ESM have mainly sought to alleviate the complexity of configuring
ESM protocols for researchers by offering custom configuration schemes (e.g.,
Momento [11], AndWellness [21], PsyMate [36], Tempest [4], [5], and formR [2])
and facilitating research-focused data collection (e.g., Funf [1], RADAR-base [42],
and HOPES [53]). Meanwhile, fewer works have accounted for context awareness.
By incorporating context-sensitive strategies the researchers can capture data at
specific events (e.g., context-aware experience sampling tool [24], AWARE [17],
and Paco [16]).

More recently, commodity-level wearables such as smartwatches are being
utilized in the context of ESM as well. They offer SDKs on par with smartphones
and their physiological sensors are more accurate and reliable since they are on
the skin, rather than in the pocket. In addition, they are optimized to collect
physiological (e.g., body activity) data more continuously.

2.2 Towards wESM Smartwatch Applications

In this section, we survey the state-of-the-art in the application domain for
smartwatches utilized for ESM studies.
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Intille et al. focused on the amount and length of interruption, and the diffi-
culty of accessing the device of typical Ecological Momentary Assessment (EMA)
delivered via smartphones [23]. They implemented µEMA as a smartwatch exten-
sion to smartphones that delivered prompts on the smartwatch as well as concise
versions of ESM questions. A study was conducted where µEMA on a smartwatch
was compared with EMA exclusively on a phone. Despite an ≈8 times increase
in the number of interruptions, µEMA had a significantly higher compliance
rate, completion rate, and first prompt response rate, and was perceived as less
distracting. Although µEMA [23] suggested that a substantially higher prompt-
ing rate than EMA, may yield higher response rates and a lower participation
burden, Ponnada et al. aimed to assess the validity of participant responses from
µEMA self-reports [40]. It was concluded that for physical activity registrations,
high-frequency µEMA self-reports were consistent with activities detected by a
research-grade continuous sensor, even when prompting up to 72 times per day.
This demonstrated that µEMA study participants were not carelessly answering
prompts by randomly tapping on the smartwatch. Then again, the experiment by
Ponnada et al. lasted only one week, so further development of smart prompting
protocols may be needed to reduce participant burden and enhance compliance
in longer studies.

Blaauw et al. presented Physiqual, a platform for researchers that gathers
and integrates data from commercially available sensors and service providers
into one unified format for use in ESM, and Quantified Self (QS) [9]. The Physi-
qual platform allows researchers to aggregate and integrate physiological sensor
data with ESM. Although such a platform does not provide a dedicated wESM
application for smartwatches, it facilitates the aggregation of such pre-existing
data sources.

Kheirkhahan et al. developed a smartwatch-based framework for real-time
and online assessment and mobility monitoring (ROAMM) [30]. The smartwatch
application was used to collect and pre-process data. A server was used for
storing and retrieving data, remote monitoring, data visualization, and summary
statistics, and for other administrative purposes. Although the smartwatch app
allowed configurable sensors and supports different types of studies, it is not
openly available and does not support context-sensitive scheduling.

Hafiz et al. showed a strong correlation between the data gathered via their
domain-specific smartwatch application and computer-based tests in a lab set-
ting [19]. The aims of their study were to evaluate the Ubiquitous Cognitive
Assessment Tool (UbiCAT), a smartwatch-based platform they developed to
assess cognitive performance, to investigate its usability, and to understand par-
ticipants’ perceptions regarding the use of a smartwatch in cognitive assessment.

Park et al. developed a framework for collecting and analyzing physiological
data using smartwatches in the wild and demonstrated its robustness away from
controlled laboratory settings [38]. Their system sent random notifications dur-
ing the day asking questions about subjective well-being. They concluded that
methodological research needs to study how to interpret continuous physiological
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signals obtained through such platforms. Once such understanding is developed,
sensing can potentially reduce the burden of self-reporting.

Collectively, these works demonstrate the feasibility, benefits, and pitfalls
of using smartwatches in ESM studies. Unfortunately, however, the underlying
software systems are not available for elaboration by other scholars.

3 Requirements for a Smartwatch-Based wESM Tool

In our analyses of the aforementioned state-of-the-art, we observed that none
of the platforms was offered as a free, reliable, and continued service to other
academics. Furthermore, we identified the lack of a thorough exploration of the
design space concerning commodity-level smartwatches. In the following, we pro-
pose our software requirements for designing a smartwatch-based wESM tool
that we realized by analyzing existing solutions, exploring the design space, and
empirically during the development of Experiencer.

The flexible nature of ESM protocols demands guidelines that researchers
can follow to set up their ESM studies. However, earlier considerations on tools
to support ESM studies(e.g., [14], [44], and [39]) need to be reviewed to
address the opportunities and challenges introduced by wearable devices and
modern software technology. For example, the non-reactivity guideline proposed
by Delespaul [14]: reactivity can be minimized by using small, reliable, and inex-
pensive devices that produce unpredictable prompts and can be fully employed
within a range of environmental constraints [14]. Such concerns can now be
addressed by using a commodity-level smartwatch that can run configurable
wESM software.

By surveying the latest developments in this domain, literature study, run-
ning our own experiments each with at least 50 participants (the number of par-
ticipants was determined based on power analysis, the number of available smart-
watches, and the recruitment process [29,37]), and discussing the requirements
with respective ESM researchers, we distilled a shortlist of features that wESM
platforms should provide. We found four highly relevant multi-purpose wESM
solutions that explicitly used the smartwatches as their main client or specifically
developed to incorporate smartwatches as third-party devices in their ecosystem.
We realized six categories of features to list the key similarities and differences
between the aforementioned solutions: Data collection and analysis, Scheduling,
Data entry, Monitoring interface, Scalability, and Optimization. Moreover, we
added Openness, availability, and security as an additional category, to make
clear that no solution so far could be used by other scholars continuously.

Table 1 provides a comparative overview of the software features of the afore-
mentioned platforms in those seven categories. We define these features as fol-
lows:

Recording sensor data refers to the recording and storing of the data captured
via physiological sensors such as an accelerometer and a heart rate monitor.
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Table 1. Feature Comparison of recent wESM platforms

Category Feature Software
WellBeat ROAMM µEMA Physiqual Experiencer
[38] [30] [23] [9] [26]

Data collection and analysis Recording sensor data ✓ ✓ ✓ ✓ ✓

Data analytics dashboard ✓ ✓ ✗ ✓ ✗

Configurable sensors ✗ ✓ ✗ ✗ ✓

Scheduling Context-sensitive ✗ ✗ ✗ ✗ ✓

Temporal ✗ ✓ ✗ ✗ ✓

Data entry Input widgets on the smartwatch ✓ ✓ ✓ ✗ ✓

Configurable widgets ✗ ✓ ✗ ✓ ✓

Web interface Data visualization ✗ ✓ ✓ ✗ ✗

Administration dashboard ✗ ✓ ✗ ✓ ✗

Scalability Remote device management ✗ ✓ ✗ ✗ ✓

Optimization Event-based data collection ✗ ✗ ✗ ✗ ✓

Custom data synchronization ✓ ✓ ✓ ✗ ✓

Openness, availability, and security Reusability and availability ✗ ✗ ✗ ✗ ✓

GDPR compliance ✗ ✗ ✗ ? ✓

Data analytics dashboard enables the realization of statistical reports and/or
discovery of patterns in the collected raw data after data is stored on the
server. Such processing can ideally be customized by the study owner.

Configurable sensors indicates the possibility to enable the desired set of sen-
sors, setting specific sampling frequencies, and setting the duration of the
sensor data recording period.

Context-sensitive refers to the possibility of sending beeps at contextual events
of interest rather than at random or interval-based times. Such events can
refer to simpler conditions such as "send a prompt when sedentary activity
is detected", or more complex ones such as "send a prompt 5min after a
running activity is ended", or "send a prompt as soon as the minimum heart
rate during 10 straight minutes is higher than 100bmp".

Temporal refers to the capability of defining wESM protocols, through con-
figurable settings rather than hard-coded, in time-based manners that are
signal-contingent (i.e., random) or interval-contingent (as defined in [8,14]).

Input widgets on the smartwatch turn the wearable into a data entry device
rather than just a notification device (which would still require smartphone
interactions). Typical widgets are text inputs, radio buttons, or drop-downs.

Configurable widgets facilitates the creation or customization of the look and
feel of input widgets. This is usually supported by either HTML scripting or
by parameterizing pre-built widget components.

Data visualization provides computer-generated representations of the data in
form of charts (e.g., histogram, and scatter plot) in a dedicated dashboard.

Administration dashboard allows the creation and management of wESM
protocols, monitoring the activity of participants, and accessing the collected
data of the study via a graphical user interface (GUI).

Remote device management allows controlling and monitoring the wESM
electronic device (e.g., smartwatch) remotely. Such a feature allows fast and
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easy scale-out by facilitating the configuration of numerous devices at once.
The control over the device also helps with restraining specific out-of-the-box
features of the device (e.g., disabling GPS to enhance battery life and ensure
privacy, disallowing the study participants to install apps on their device,
or preventing factory reset). Remote access can also help with updating the
aforementioned constraints on the fly and seamlessly during the study accord-
ing to researchers’ requirements or participants’ convenience.

Event-based data collection enables intermittent collection of data triggered
by events of interest; e.g., recording heart rate data solely during answering
a questionnaire. This eases the matching of sensory data with self-report
periods and greatly reduces battery consumption compared to when data is
recorded continuously.

Custom data synchronization supports the buffering of data on the wearable
and smart synchronization with the server, potentially also balancing battery
life with the information needs of the study owner. The wESM app may
monitor the WiFi coverage, assess the Internet connection stability, and then
transfer the data in controlled transactions to assure data persistence and
consistency.

Reusability and availability is unfortunately seldom seen in the latest wESM
solutions. Most of them have either become obsolete already (not maintained
after a specific study), or they were never designed to be reusable (only for
a specific use case, research question, or domain). The few solutions that are
potentially reusable were never provided as a service to other scholars, Expe-
riencer is open-source [27] and its back-end, GameBus, is open-access [51].

GDPR compliance The General Data Protection Regulation (GDPR) is a legal
framework that sets guidelines for the collection and processing of personal
information from individuals who live in the European Union (EU) [15]. Com-
pliance with the GDPR would lessen privacy concerns especially for EU users
(be it researchers or participants). During our assessment, we could not find
relevant or explicit information regarding the GDPR and privacy policy for
most of the solutions. In the case of Physiqual, a platform that connects the
different third-party tools, its conformity partially relies on such third-party
tools (e.g., Google Fit, Fitbit, etc.). Thus, we put ? in the table.

Note that none of the four tools support context-sensitive sampling. Nonethe-
less, such a feature can contribute greatly to the study participants (i.e., inter-
ruptions or prompts are received at more opportune moments resulting in less
burden and fatigue), as well as the researchers (i.e., responses recorded at more
opportune moments are less biased). Therefore, we did treat it as a requirement
for Experiencer. The same holds for the event-based data collection feature.
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Fig. 1. Overview of system components and communications

4 Configuring wESM Protocols with Experiencer

Experiencer is a context-sensitive wESM tool that allows for recording of sensor
data, configuring sensors, remote device management, event-based data collec-
tion, various sampling regimes, dynamic user interface (UI), and also optimizes
device data storage and data transactions over the network while being open-
access, available, and compliant with standard privacy measures. The back-end
of Experiencer is built on top of GameBus, an open-access health data man-
agement platform that is offered non-commercially by academia [45]. GameBus,
designed following the GDPR-oriented privacy and security measures, guarantees
that all data is stored exclusively in Europe and provides to its users full con-
trol over their data. Experiencer also builds upon Knox, an industrial-strength
device management system by Samsung. Specifically, Knox is used for the remote
(re-)installation and (re-)configuration of Experiencer. Figure 1 visualizes this
modular software architecture.

The behavior of Experiencer is defined by its configuration [27]. The current
version of Experiencer allows setting the configuration through its API. Com-
posing a configuration is the first step to conduct a study using Experiencer.
That includes setting an inter-notification time value, specifying sensor(s) set-
tings, defining contextual rules for context-sensitive sampling (if not, the fixed
interval policy is adopted automatically), and defining a questionnaire. Table 2
overviews the capabilities proposed by our configurations. Each participant’s
account is linked to a specific smartwatch. Next, the participant-smartwatch
pairs are linked to a configuration and a study (that is named by the researcher)
(Fig. 2). During the linkage, the researcher can apply different configurations
to the participants of the same study. By setting the configuration during the
linkage procedure, the researcher can construct their treatment groups (e.g., by
setting some participants to configuration A and some others to configuration



Experiencer 323

Configuration

interNotificationTime:int

translationKey: string

SensorConfig

frequency: string

interval: string

duration: string

ContextRule

translationKey: string

RuleDefinition

Condition

operator: <<enum>>

value: string

Participant Device

Questionnaire

QuestionGroup

translationKey:string

Question

translationKey:string

AllowedAnswer

translationKey:string

index:int

Sensor

translationKey: string

SensorProperty

translationKey: string

StudyParticipation

Study

translationKey: string

*
1

*
1

***
1

1

*

* *

*

1 1

1

*
*

*

1

1*

*

*

*

1 * *

*

1

Fig. 2. Provisional UML class diagram of Participant, Device, Configuration, and Ques-
tionnaire. All translationKey attribute values should be unique.

B). Lastly, the final configuration (including the inter-notification time, sensor
settings, questionnaire, etc.) is transferred from the server to the smartwatch
over WiFi. After the successful transmission, the app is ready to use. In addi-
tion, the app periodically checks for configuration updates (e.g., the addition of
a new question to the questionnaire, or a new value for the inter-notification
time), so changes can be applied even after devices have been deployed to study
participants.

Experiencer consumes a JSON-formatted configuration [27]. An essential part
of this configuration is its questionnaire (Fig. 2). Experiencer is equipped with a
parser that interprets the questionnaire dynamically and renders a layout based
on the configurations. The current version of Experiencer supports questions
that are chained in a sequence (e.g., a 2-question PANAS questionnaire starts
with Fig. 3a followed by Fig. 3b). Additionally, if a researcher desires a specific
and more complex UI for the questionnaire, they can program their own interface
using HTML, CSS, and JavaScript.

Questionnaires in Experiencer are made up of question groups where each
holds a set of one or more questions with their corresponding answers (Fig. 2).
Question groups allow the researchers to categorize their questions. For example,
a questionnaire can start with a number of general questions followed by a set of
personality-related questions (general and personality are example categories).
Such grouping aims at a more distinctive and informative user experience.

The key notion in creating a questionnaire is the translation keys. Trans-
lation keys are unique strings that serve both as identifiers and localization
means. They are used to look up the GameBus-provided human-readable texts
(translations) in different languages. Given such translations, the questionnaire
object of the configuration can be transformed into a UI (similar to Fig. 3a and
Fig. 3b). The generated UI is shown to the participants when they press the self-
report button (Fig. 3c), or it appears automatically after a scheduled prompt.
Once a participant responds to a question, their response is stored locally and
then transferred to the server transactionally when a stable network connec-
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Table 2. Configuration options of Experiencer

Configuration Options Description

Sampling policy Context-sensitive
sampling or fixed
interval

Experiencer is programmed to read data from different
sensor and can be configured to beep based on sensor
data. For example, Experiencer can be configured to
send beeps only when study participants engage in
vigorous physical activities or vice versa [29]. The
fixed interval policy provides the classic interval-based
prompting regime when desired.

Inter-notification time An integer value
indicating
inter-notification
time

The inter-notification time, determines the time
in-between each beep. The role of inter-notification
time for the fixed interval policy is to determine the
period between two beeps. For context-sensitive
policies, the inter-notification time determines the
cool-down period.

Unobtrusive sensing Accelerometer, pho-
toplethysmography,
heart rate,
peak-peak interval,
body activity
sensors

Body activity data is continuously monitored to
ensure the accuracy of event-contingent policies. It
also serves as a means to know if the smartwatch is
being worn. The other sensors, if chosen by the
researcher, are recorded during the period that a
participant is filling an ESM form (e.g., a
questionnaire), by default, for a maximum of 1min.
Continuous recording is also possible.

Compliance status Timestamps related
to beep received,
read, and response
submission times

To analyze compliance, the time when a beep is
received, read, and submitted are by default recorded
to facilitate the calculation of compliance-related
indices such as response delay.

Questionnaire Questions and
answers as string
literals

The set of ESM questions can be defined by the
researcher. The list is then parsed within the app and
represented to the study participant when a self-report
procedure is started. The questionnaire in the current
version is sequential rather than branched [14]

tion is detected. The GameBus back-end already pre-defines a variety of such
questions. Still, researchers with ESM protocols involving custom questions can
request the addition of such items [52].

5 Case Studies Run with Experiencer

We created Experiencer for 1) effective and accurate context sensitivity to help
increase compliance, and 2) openness, availability, and security. Regarding the
former, not only do we have run various wESM studies but also continuously plan
to test different hypotheses regarding context percipiency. Our learned lessons
from such studies help us fine-tune the context-sensitivity of Experiencer over
time by continuously training models that can be leveraged for decision-support
on expected compliance of protocols. For the latter, on the one hand, we allow
interested researchers from various domains to set up their experiments with
Experiencer. Moreover, we actively maintain and develop our software following
the best practices and guidelines of software engineering and security [26].

To demonstrate the aforementioned capabilities and flexibility of our solution,
below we describe the different wESM studies that utilized Experiencer along
with their goal, and their outcome. The study-specific configuration files are
publicly accessible via the project’s GitHub examples repository [27].
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Fig. 3. Screenshots of Experiencer application as it was configured for the SamenGe-
zond 2020 and 2021 campaigns

The SamenGezond 2020 and 2021 Campaigns. During two health pro-
motion campaigns [37] we used Experiencer, to assess the effects of phys-
ical activity upon experience sampling response rate on smartwatches. We
adopted a context-sensitive schedule to prompt half of the participants at
subtle and the other half at vigorous physical activity levels and observed a
significant difference in response rates depending on such context [29].

GGz Centraal. To measure and predict the stress levels of a subgroup of GGz
Centraal mental healthcare facility patients, Experiencer is being used since
2021 to collect valence and arousal data throughout the day. This ongoing
study also helps assess the adaptability of Experiencer in targeting various
cohorts. To meet the requirements of the target group, a custom user interface
was created by exploiting the rotary capabilities of the smartwatches.

Persuasion Profiling. In another wESM study, Experiencer was used to cap-
ture student motivation, and to assess its influence on the response rate of
students while applying persuasion profiling. Persuasion profiling involves tai-
loring notifications to users (the content of experience sampling prompts in
this case) according to an individual’s susceptibility to known social influ-
ence strategies [25]. On the other hand, the researcher’s script to generate a
custom data entry widget was incorporated.

Affective State. To complement our findings concerning opportune moments
of interruption based on the context [29], in a collaborative wESM study to
measure time-lagged associations between affective state, sleep, and several
other lifestyle-related behaviors, Experiencer was set up to deliver experien-
tial questions compliant with a context-sensitive schedule based on physical
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activity. Following the researcher’s constraints, the app was configured to
send beeps between habitual wake-up and sleep times.

6 Future Work and Limitations

We have sought to identify the requirements of researchers and study partici-
pants so far. Markedly, the addition of branching questionnaires where the tran-
sition of one question to the next is controlled by a rule-based system is crucial.
Such a rule-based system takes into account the response to a question and/or
perceived context to determine the subsequent question(s). Additionally, the
context-sensing could be improved by including contextual information derived
from device usage patterns or others alike related to participants’ behavior to
complement the sensory rules. Moreover, a smartwatch-based wESM software
should include a wide range of user interface elements such as checkboxes, radio
buttons, sliders, etc. to support a substantial subset of ESM studies (excluding
those that are currently difficult to do because of the small smartwatch screen
size and difficulty of text input). In addition, to simplify the interactions between
the researcher and wESM software, interactive dashboards for the administration
of wESM protocol configuration, as well as real-time monitoring and visualiza-
tion of the data should be designed. Indeed such flexibilities, by design, do not
guarantee higher compliance with respect to response rate and retention since
researchers may apply sampling regimes that are deemed intrusive. Accordingly,
the domain lacks fine-grained ESM-related data that would otherwise enable
data-intensive approaches such as data-driven modeling and machine learning
to help address compliance-related challenges in the ESM domain especially by
learning response patterns [28,56]. Thus, more collective effort is required to
share such data openly with other scholars.

Regardless, smartwatch-based wESM tools are affected by some limitations,
such as their rather short battery life especially when sensor data is recorded for
longer periods of time and with high frequencies. Although Experiencer provides
enough flexibility to alter the period of the data collection and the sampling
frequency of the sensors based on the researcher’s requirements, there is an
inevitable trade-off between the accuracy (and volume) of the collected sensor
data and the battery life for wESMs.

7 Conclusions

Experience Sampling is a very popular research method that is used in multi-
ple fields to study the experiences and thoughts of respondents over sustained
periods of time, by repeatedly prompting them to respond to survey questions.
Experience sampling presents several methodological challenges, like participant
burden, low compliance, etc., which researchers have traditionally attempted to
address through technological developments. While currently, most experience
sampling studies rely on smartphones [7], the form factor and sensing capabili-
ties of smartwatches and their growing prevalence open up new opportunities for
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researchers wishing to apply experience sampling studies. This paper reviewed
the few attempts that have been made so far to support ESM studies with wear-
able devices and discussed the requirements for modern ESM tools that exploit
the recent technological advancements in smartwatches. We described the state
of the art in the emerging area of wESM, where wearables and more specifically
smartwatches can be used as signaling and reporting devices in ESM studies. We
created Experiencer; a context-sensitive wearable experience sampling applica-
tion on commodity-level smartwatches. By perceiving context through physiolog-
ical sensors, our software allows researchers to configure sampling regimes that
potentially align with the opportune moments of interrupts. Thus, the likelihood
of sustaining sufficient compliance is increased. Besides that, the input widgets
are all on the smartwatch, accessible on their wrist, and are resolvable with just
a few taps. Besides, context-sensitiveness helps with interrupting at more oppor-
tune moments, thus, the participants are potentially less likely to be disturbed.
We expect that such capabilities result in less burden for the participants during
the study period, and improved compliance and data quality. Future research
could evaluate through case studies the extent to which these benefits can be
delivered. Furthermore, we argued for a specific set of requirements that wESM
platforms need to address, and have shown how Experiencer improves them com-
pared to the state-of-the-art and emphasized how Experiencer advances software
availability and context sensitivity. Moreover, we describe the technical aspects
of our software, look into its configurable features and review how Experiencer
was configured and used in different ESM studies. Lastly, we acknowledge the
improvements required in this domain and point out the barriers caused by the
device restrictions and constraints.
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Abstract. In 2020, more than 20% of the population in the European Union (EU)
was over 65 years of age, according to the statistical office of the EU (eurostat),
while the percentage of older people in cities in the industrialized part of the world
is expected to pass this level in the following years. This demographic challenge
stresses healthcare systems and requires novel self-management solutions. Sev-
eral apps in use for the management of chronic diseases have the potential, if
used in a systematic manner, to provide the necessary means, not only for early
prediction and prevention of health deterioration, but also to support evidence
based medicine through the sharing of data for secondary use. This paper presents
the BONVITA solution, designed specifically for enabling integrated self-care
for improving chronic patient’s wellbeing through the provision of a series of
visualization options, coherent consent management, and cohort formulation and
analysis over available datasets. Despite the fact that it focuses on three chronic
conditions (i.e., cardiovascular diseases (CVD), diabetes and chronic obstructive
pulmonary disease (COPD)) its modular design enables its deployment into other
chronic conditions as well, towards building a scalable and sustainable solution
for both healthcare and social care that can be transferable to larger city/ region/
country contexts.

Keywords: Consent management · Integrated care · Patient Empowerment ·
Wellbeing

1 Introduction

Integrated care is an organizational principle for care delivery, aimed at achieving
improved patient care, through better coordination of the provided services [1, 2].
According to Contandriapoulos et al. [3] integrated health services are health services
managed and delivered so that people receive a continuum of services relevant to health
promotion, disease prevention, diagnosis, treatment, disease-management, rehabilitation
and palliative care. These services are coordinated across the different levels and sites
of care within and beyond the health sector, and according to people’s needs throughout
their life course.
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As the global population ages, the risk for developing a number of chronic dis-
eases such as diabetes, hypertension, arthritis or other heart and/ or respiratory disorders
increases [4]. Supportive physical and social environments enable people to do what is
important to them, despite capacity losses [5].

What is considered to be important for the patient is to be in a position to plan her/
his care with people who work together to understand her/ him and her/his carer(s) [6].
Allowing control and bringing together services to achieve outcomes that are important
to the patient is imperative.

Integrated care should not be solely regarded as a means to managing medical prob-
lems since the principles extend to thewider definition of promoting health andwellbeing
[7]. It is important to note that according to [8] in 2021 the share of those aged 65 to
79 was higher in rural regions (16%) in the European Union (EU) than in urban regions
(14%), in contrast to working age population (aged 20–64), where there is a higher share
in urban regions (60%) than in rural regions (58%).

E-health promises to provide comprehensive treatment of chronic patients in rural
areas, bymeans of innovative tools (such as ElectronicMedical Records (EMRs), patient
portals, telehealth and personal health records (PHRs)) and state of the art technologies
(such as Artificial Intelligence (AI), cybersecurity, and High Performance Computing
(HPC)) to support innovative integrated models for self-care from home, powered by a
large diversity of personal data, and supported by an ecosystem for wellbeing to help
motivate patients and engage a large community of support around the patient. Although
several infrastructures andmobile apps havebeendeveloped so far for enabling integrated
self-care for improving chronic patient’swellbeing, they usually focus on a single domain
such as mental health [9], stress [10], frailty [11], COVID-19 [12], cancer [13, 14] etc.
However, an open infrastructure is required in order to facilitate the common needs
among all chronic diseases, enabling also the fine-grained service delivery per chronic
disease.

Key considerations in this direction, have to do with compliance with relevant data
protection regulations (such as the EUGeneral Data Protection Regulation (GDPR)) and
easy tomanage consent management for accessing personal health data, link to nontradi-
tional health data (such as exercise goals and eating habits), and proactive preventive care.
All of this requires secure and timely access and/or sharing of data between organiza-
tions. Healthcare resources should be proactively ready to be used (only) when a chronic
patient is in need, while a supportive environment and data-driven digital tools should
create a supportive environment capable of preserving health and the self-management
of citizens.

This paper proposes a solution that includes services beneficial for both healthcare
and social services to support rural areas moving beyond data silos of a single chronic
disease and enabling citizens to open and trustworthy control their own data and the
use of it. It focuses on improving self-management ability, as well as building a wider
ecosystem for well-being including health and social care providers. It combines self-
monitoring care in conjunction to the ecosystem of well-being towards the delivery of
tailored advice, based not only on clinical findings, but also on genetic profiles, pri-
vately collected data, registry data, and other publicly available data relevant to the
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condition of the patient under consideration, in line with the key objectives of Euro-
pean Health Data Space (EHDS) [15]. The paper focuses on the design of this novel
platform, encompassing current needs for integrated care for use, especially in rural
areas, where the demographic challenge is higher, while at the same time is transfer-
able and scalable to larger city contexts. To prove the scalability and the extensibility
of the platform it will support disease-specific apps for cardiovascular diseases (CVD),
Chronic obstructive pulmonary disease (COPD) and diabetes. The platform relies on
already available modules implemented for stress (through the STARS-PCP project [9])
and frailty management (through the eCare PCP project [10]) repurposed for enabling
integrated self-care for improving chronic patient’s wellbeing.

The rest of this paper is structured as follows: In Sect. 2 we focus on use cases
available and requirement analysis and Sect. 3 we present the designed architecture and
the available modules. Finally, Sect. 4 concludes the paper.

2 Requirement Analysis and Use Cases

To enhance autonomy and support independent living, it is important to encourage
citizens to take responsibility of their own health needs [16]. This is facilitated through
technologies that provide digital services for accessing personal health data, gaining
insights about health conditions and controlling access to data through notions of GDPR
legislation and the newEuropean data strategy [17, 18]. Health data ownership facilitates
citizens to control their data and allow access to various actors based on their health needs
but also as part of a volunteer offering to their data to the research communities [19].
Access to health data allows for a range of new possibilities to create systems that offer
better control of health data and the ability to share data when appropriate. Data sharing
can facilitate research towards personalized care approaches as well as for the creating
of effective interventions to improve health and well-being [2].

Organizational structures for storing health data at healthcare and social care insti-
tutions are not focusing on how to facilitate the utilization of these data. Governed
by legislation, health data remains in silos and cannot be shared for integrated care
or to inform and guide research [20]. Moreover, health and social care systems have
different structures and are rarely integrated. As a result, the actual technologies for
self-monitoring do not allow for the sharing of data amongst healthcare and social ser-
vice providers. New model designs that include sharing of data that has been generated
by different actors, are imperative. Therefore, it is necessary to involve critical actors
including citizens, eHealth and the welfare tech industry as well as healthcare and social
service providers (private and public) [21].

Collected data needs to be collected and reused using cutting-edge innovation and
technologies. A data lake can in a simple form serve as a safe harbour to store personal
health data for citizens. An advance data lake can provide further benefits to different
actors. It is applicable to different services as well as to different research, innovation and
development activities [22, 23]. Transparent and open policies promote and build citizen
trust. Feedback systems demonstrate gains for the individuals, both in the short and long
run, and technological platforms that use the latest encryption technologies facilitate the
development of a secure public-private data lake environment of data sharing [24].
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The multidimensional needs of the individual would need more than just technology
at home. Integrated care combined with self-management requires the interaction of
health and social care services, in a flexible way to support individual needs and social
context [25]. BONVITA as a technology platform will be tailored to improve control,
safety, security, freedom and awareness of citizens’ well-being.

Self-management of chronic diseases require citizens to have access to technolo-
gies that facilitate data management, provide tools to enhance health literacy about
their condition as well as provide motivation based on their personal preferences [26].
Such technologies empower citizens to take responsibility for the design of their indi-
vidual integrated care model and become self-responsible for their own health. This
empowerment will improve patient’s self-esteem making the system fully succeed [27].

Technology platforms need to be based on a value-based model revolving around
the patient’s needs to meet its main aim of improving patients’ wellbeing [16]. For
this reason, a health technology assessment (HTA) framework will be applied based
on the early engagement of stakeholders, systematic literature reviews and scenario
analysis to estimate the potential value of BONVITA, the digital platform which is
under development [28, 29]. To establish the value and the impact of the technology, all
involved stakeholders will be engaged during the evaluation phase including health and
social care professionals, patients, informal carers, and administrative personel [30]. The
framework evaluates stakeholder values on four domains (patient, economic, clinical and
organisational) at defined stages with the purpose of:

• Identifying unmet user needs, elements adding value to the system and those to be
modified.

• Generating evidence on results
• Evaluating the performance of suppliers and solutions.
• Identifying areas of opportunities
• Helping the innovators to complete a product that the health service wants

However, analysis of the details of the HTA framework that will be applied is beyond
the scope of this paper. The following section focuses on the technical architecture of
the proposed solution.

3 Architecture

The architecture of the proposed solution is shown in Fig. 1 and consists of four layers.
The applications tier with mobile, disease-specific apps, the business logic tier with the
various services provided the data management and finally the computational tier. In the
sequel we will analyze each of those layers in detail.

3.1 Application Tier

The BONVITA infrastructure aims at enabling citizens to control their own health data,
integrating data driven services for the self-management of three chronic diseases, i.e.,
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Fig. 1. The high-level architecture for the BONVITA solution for an integrated self-management
model to improve chronic patient’s wellbeing

COPD, Diabetes and CVD, in rural areas, selected due to their high prevalence and the
fact that significant evidence exists for the positive results in self-management:

• CVD: A monitoring system for citizens at risk can prevent and/or predict adverse
events, enabling better coordinate care. Further a CVD app can help citizens in
adopting a healthier lifestyle and help them to adapt their changes to real outcomes.

• Diabetes:Diabetes is one of the most complex chronic conditions for patients to deal
with, especially when it is in an advanced state or it is type 1, as it requires significant
changes in the lifestyle.

• COPD: Mobile apps focusing on this disease can help educate citizens on how to
live with their disease and how to rehabilitate themselves by reducing the visits to the
hospitals.

Although those three diseases have been selected for proof-of-concept deployment
of the BONVITA services, other disease-specific apps are also supported as well by
the BONVITA ecosystem that helps motivate patients and engage them through a large
community of support, enabling self-monitoring and self-care from home. All apps
are able to capture citizen reported outcomes over time using secure, anonymous but
identifiable data.

3.2 Business Logic Tier

Next, we present the key modules of the business logic tier. Those are the following:
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MyHealthEnabler module provides a series of visualization options for individual
health data. In essence it accesses the available health information and provides a pallete
of graphical diagrams that can visualize the information at granular level, enabling
zooming operations as well.

MyHealthWallet module provides consent management and sharing of the data
between users of the various applications. Citizens are the owners of their data and can
select to share their data with other users or healthcare providers. That consent can be
easily withdrawn at will, whereas access to the information is recorded.

Insight’smodule provides cohort formulation and analysis over the available datasets
enabling analysts to gain useful insights on the store data. An overview of the data sets
is provided, together with a data dictionary wherever applicable referring to relevant
standard semantic definitions, clarifying intended meaning of data, including used algo-
rithms in the case of computed data. Through the insights module data can be selected,
anonymized, and extracted for research purposes.

Lifestyle Monitoring module collects user information about vital signs and bio-
metric data, physical activity, food and nutrition, psychological state of mind, therapy
adherence, and socialization. The implemented APIs enable the ingestion of various
types of vital signs and can be pushed by mobile applications through their connected
connected devices such as digital blood pressure monitors, digital glucose monitors, dig-
ital pulse oximeters, sleep and stress monitors, etc. In addition, the lifestyle monitoring
module can collect user biometric data retrieved through smartwatch sensors (heart rate,
sleep quality, and physical activity). Further vital sign can be recorded manually by the
various mobile apps through the appropriate interfaces they implement as still the same
API can be used for data recording. All vital signs available in the data layer can be
interactively visualized through the MyHealthEnabler and the Insights modules for both
the patients and the clinicians. A screenshot of the clinician view is shown in Fig. 2.

Fig. 2. Visualization of the vital signs stored in the data layer
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Medication’s module enables the management of the various medications that the
citizens might use, enabling polypharmacy management, drug interaction detection and
alert etc.

PROMs/PREMs are implemented through the self-assessment module. Patients
use thismodule to report proms andprems in collaborationwith their healthcare providers
in order to collect relevant information from the citizens.

UserManagementmodule differentiates user types and can include new users in the
system, including patients, their caregivers, formal caregivers, healthcare professionals,
and social workers. An administration panel enables the creation of new healthcare
professional and/or social worker profiles.

TheSmartCalendarmodule enables patients, the caregivers, and care professionals
to set up different events in the foreseeable future (e.g., plannedgoals and activities before
the next meeting, which itself is planned and entered into the schedule). The patient can
define personal reminders such as family birthdays and other socialization-related events
as well. A screenshot of the smart calendar is shown in Fig. 3 and is connected with
the various categories of information available for both the patient and the healthcare
providers.

Fig. 3. Smart Calendar visualization

Communication module supports synchronous and asynchronous communication
between patients and their care team, as well as between citizens for social purposes,
by exploiting a messaging system. Predefined messages can be configured to be sent to
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users at specific time points based on the shared care plan. Further the communication
module facilitates access to existing peer networks by grouping accounts in forum like
places, enabling to exchange opinions, and experiences.

Recommender module sends personalized pieces of advice about how to reach the
level of health behaviors that each user requires. This module is directly linked with the
vital signs and activity monitoring module, whereas it is possible to recommend also
activities based on user profiles (e.g., guided walks). Currently using the recommender
module the healthcare professionals can set recommendation rules based on the available
data, specifying which actions should be performed with given conditions [31]. The
module is also used for specifying alerts that should notify the patients or the healthcare
providers with a critical flag as well. A screenshot of the alerts shown in the healthcare
provider view is shown in Fig. 4.

Fig. 4. Alerts from the clinician view

Education & Information module provides information material, educational
resources, and training to support emotional, psychological, and physical well-being
and empowerment. Training materials are provided in order to increase the skills of cit-
izens as well as their caregivers and care professionals. The training content is selected
from a list of available modules divided in three main topics: (i) soft skills for training
emotion regulation strategies, effective communication and active listening, empathy,
negotiation, and conflict resolution, resilience and self-motivation, loss and grief, etc.;
(ii) IT usage training on new technologies in order to leverage the potential of the system
itself as well as to empower patients and care professionals; and (iii) training in acts of
care such as self-care, health promotion, care techniques, adoption of healthier lifestyles
etc. The trainingmodules will includemulti-media content (tutorials, videos, interviews,
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etc.) with special attention on demonstrations (e.g., how to usemedical devices). The pre-
sented content is dynamic, i.e., content is suggested depending on the user’s knowledge
and capabilities as well as their accomplishments during training.

Decision Support System module will implement AI risk models and detection
algorithms for calculating the various clinically validated risk scores available in the
BONVITA platform based on clinically validated models (e.g., Seattle risk model for
CVD). Besides these risk scores, machine learning algorithmswill continuouslymonitor
all data that are collected trying to identify dominant features and the most influential
factors for risks, including also the various scores calculated and the healthcare profes-
sionals’ evaluations. We foresee that as the multidimensional data collected through the
BONVITA solution grow, we will be able to build models with better accuracy with
respect to existing risk scores, tailored specifically to the citizens using each health app.

3.3 Data Management Tier

All data available within the BONVITA solution will be stored centrally in a virtual
data lake, exploiting the OMOP-CDM and the FHIR data model for storage. In addition,
relevant terminologies such as SNOMED-CT, LOINC,MEDRA, ICD-10 etc.will enable
the unambiguous storage of the various data. As such the data will be already FAIRified,
I.e., findable, interoperable, reusable and accessible through APIs that will provide the
necessary data to the various modules. The virtual data lake will allow applications to
blend data from various sources, local or remote, and it is connected or disconnected
from data sources when required by the apps that use it. It is a directory of citizens’ data
sources (with accurate and updated data descriptions) so that applications can search
for data as if it were a single data set and retrieve the needed data from its location.
It guarantees control access based on user consent (managed by Smart Contracts). The
users of applications/analysts/insights may only see and/or access the data they are
entitled to.

3.4 Computational Power Tier

The bottom layer is the actual computing nodes running the different components of the
entire system. The computational layer is distributed enabling scalability and elasticity
upon request,whereas eachnode is intended to be operated by independent organizations,
and each node consists of both a public and a private layer.

3.5 Security and Interoperability

Security spans across all layers whereas interoperability services are offered by both the
data management & AI tier and the business logic tier as well.

Regarding security, blockchain is used for storing all relevant information in the data
lake. Smart contracting is used for making changes in the data enabling effective logging
of. Further encryption is used for pseudonymization, data integrity, confidentiality and
accountability.

In ensuring successful interoperability the BONVITA solution, key technical syn-
tactic & semantic standards are supported. For the healthcare domain, ICD10–11
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CM, LOINC, SNOMED CT, DICOM, HL7/FHIR and IEEE-073 PHD/ITU H.813 are
adopted. For the data exchange of these health-related data sets, it should be using
HL7/FHIR is adopted for data exchange of health-related datasets between the internal
and external systems.

4 Discussion and First Results

Oneof themain novelties of the designed infrastructure is that it breaks the silos of disease
specific mobile apps and enables the harmonic management of all health information of
the citizens. Further, it allows the sharing of data through smart contracts and consent,
enabling healthcare providers to have regulated access to the available information. The
infrastructure has already been validated in scenarios for the management of stress [10],
where healthcare professionals evaluated BONVITA in terms of functionality, design,
clearness of the instructions of use, and general usability. In detail, about functionality
and design, healthcare professionals positively evaluated BONVITA as useful, pleasant,
easy to use and clear. Similar positive evaluations have also been reported on the clearness
of the instructions of use and BONVITA solution has been evaluated as recommend to
other patients and healthcare professionals. Nevertheless, these positive results, mixed
evaluations have been reported regarding the BONVITA ability to communicate with
patients and as added value. Currently the BONVITA solution is being evaluated for
the management of frailty and through the following months it will be tested first by
healthcare providers and then by elder adults.

5 Conclusions

This paper presents the design of a novel platform for enabling integrated self-care for
improving chronic patients’ wellbeing. The platform capitalizes modules already imple-
mented for stress and frailty management, repurposed through a modular infrastructure
able to accommodate management for multiple chronic diseases. We anticipate that in
the following months the platform will be linked with other external apps for managing
COPD, CVD and diabetes exploiting the rich infrastructure already available. Key chal-
lenges thatwe expect to be successfully addressed by its use, under different settings, con-
cern the degree of openness of the platform for the incorporation of personal data spaces,
the effectiveness of leveraging access to real-world data, the effective coordination of
caregivers, and the empowerment of citizens in a trustworthy environment.
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Abstract. Connected care applications are increasingly used to achieve
a more continuous and pervasive healthcare follow-up of chronic diseases.
Within these applications, objective insights are collected by using Arti-
ficial Intelligence (AI) models on Internet of Things (IoT) devices in
patient’s homes and by using wearable devices to capture biomedical
parameters. However, to enable easy re-use of AI applications trained and
designed on top of sensor data, it is important to uniformly describe the
collected data and how this links to the health condition of the patient.
In this paper, we propose the DAHCC (Data Analytics For Health and
Connected Care) ontology, dataset and Knowledge Graph (KG). The
ontology allows capturing the metadata about the sensors, the different
designed AI algorithms and the health insights and their correlation to
the medical condition of the patients. To showcase the use of the ontol-
ogy, a large dataset of 42 participants performing daily life activities in a
smart home was collected and annotated with the DAHCC ontology into
a KG. Three applications using this KG are provided as inspiration on
how other connected care applications can utilize DAHCC. The ontol-
ogy, KG and the applications are made publicly available at https://
dahcc.idlab.ugent.be. DAHCC’s goal is to integrate care systems such
that their outcomes can be visualised, interpreted and acted upon with-
out increasing the burden of healthcare professionals who rely on such
systems.
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1 Introduction

From the perspective of healthcare professionals, our current healthcare sys-
tem brings many challenges as well as opportunities for digital healthcare [4].
Each healthcare professional already takes care of multiple people as more and
more in-person visits have to be reduced to an absolute minimum. Connected
care solutions, including remote patient monitoring and secure communications
between clinicians or caregivers and their patients, may rapidly become the first
choice to provide care in a public health system [21].

First steps have already been taken to provide such connected care solutions.
Smart cities are designed using smart sensors to track the well-being of their
citizens [10], ambient intelligent homes where sensors track and derive informa-
tion from their residents in a privacy-friendly manner are being deployed [5]
and patients with specific healthcare-related problems are equipped with smart
sensors, such as wearables, to track biometric properties [7].

Those care applications deliver insightful information for caregivers and
health professionals and should eventually help them to work more effec-
tively [25]. Artificial Intelligence (AI) applications, such as Human Activity
Recognition (HAR), can be used to monitor the physical abilities of elderly [9].
The HAR outcome or prediction can be seen as new knowledge, which can be of
interest to a healthcare professional [1].

However, monitoring and analysing all the data produced by intelligent sen-
sors and care applications should not increase the burden and stress of those who
rely on them [3]. Therefore, a uniform method is needed to both describe the con-
nected care applications and associated data. By doing this, the derived knowl-
edge from those care applications can be easily integrated into new smart appli-
cations and can be automatically reported using insightful dashboards. They
can also be used in autonomous alerting tools to inform health care profession-
als when unwanted behaviour or situations of high risk occur.

In this paper, we present the Data Analytics for Health and Connected Care
(DAHCC) Ontology, a method to semantically describe sensor data, human
activities, smart applications, health actors, faulty or unwanted behaviour and
link them all together. To facilitate the idea behind DAHCC and the creation
of new connected care applications, an ambient intelligent dataset was created
and semantically enriched into a Knowledge Graph (KG) with over 40 partic-
ipants performing daily and nightly activities. Example applications show how
new connected care applications can be developed based on this dataset. Both
the used method (ontology), datasets, KG, as well as the used applications are
made available online under an MIT license.

The remainder of this paper defines in Sect. 2 the different existing techniques
to describe healthcare resources and applications uniformly. The creation of the
DAHCC ontology based on the multiple reused industry standards and well-
adopted ontologies is provided in Sect. 3. Section 4 describes the creation of the
dataset and Sect. 5 details how it was transformed into a KG. The applications
built upon this KG are described in Sect. 6.
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2 Related Work

Monitoring of patients in either an ambient life setting or for general healthcare
purposes covers a large research domain. The usage of IoT devices and wear-
ables was crucial in the development of these applications [13]. In the last decade,
healthcare ontologies became popular to incorporate and combine domain knowl-
edge with these sensory devices. Table 1 summarises the field of connected care
ontologies. Most of these ontologies are not publicly available to be reused in
other applications or were designed for a specific use case within a connected
care setting.

Table 1. Overview of existing Healthcare-related ontologies

Ontology Available Reused Ontologies Semantically describe

ACCIO [17] Yes SSN Ambient patient rooms

Telehealth [12] No ICD, ICF, SNOMED-CT Patient profile

HealthIoT [20] No NaN Medical devices

SAREF4EHAW [14] Yes SAREF Monitoring health actors

e-Health [11] No SSN Device communication

IFO [19] No NaN IoT health and fitness data

LHR [18] No SNOMED-CT, SSN Health care data exchange

SHCO [24] Yes SAREF Patient-doctor interactions

Do-Care [8] No FOAF, SOSA, ICNP Nurse interactions

DAHCC Yes SAREF, EEP, OWL Time Connected care

The ACCIO ontology [17] exploits and integrates the heterogeneous data by
utilising a continuous care ontology for patient rooms of the future in a hospi-
tal setting. It was one of the first ontologies co-created with nurses, caregivers,
patients, doctors and professionals working in the healthcare industry. The ontol-
ogy is used to exploit and integrate heterogeneous data. The Patient-Centric for
Telehealth ontology [12] was designed with an explicit focus on the personality
traits of the patients to describe diseases, functioning and physiological measure-
ment. It does, however, not integrate sensor-related information. The HealthIoT
ontology [20] aims to represent the semantic interoperability of the medical con-
nected objects and their data. The ontology focuses only on the medical aspects
of the devices and provides rules to analyse the detected vital signs. Those anal-
yses can be delivered to a healthcare professional. SAREF4Health ontology [14]
is an extension of SAREF, a framework for smart appliances references. The
SAREF ontology describes how sensors and sensor data can be described and
linked to each other. The SAREF4Health extension specifies eHealth/Ageing-
well (EHAW) domain-related resources and defines how the sensor data relates
to health actors. Care-specific needs or how new systems can provide addi-
tional information towards a connected care system are not provided in this
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SAREF4Health extension. The e-Health ontology [11] tries to reduce program-
matically implementing the interpretation of the data sender and data receiver
for each new healthcare device added into a system. This ontology lowers the
efforts needed to extend a current healthcare setup in an ambient living context.
The IoT fitness ontology (IFO) [19] presents a semantic data model useful to
consistently represent health and fitness data from heterogeneous IoT sources
and integrate them into semantic platforms to enable automatic reasoning by
inference engines. This ontology does not take into account standards such as
SSN or SAREF to describe the sensor and data. Linked Health Resource (LHR)
ontology [18] integrates health data from different services as linked resources.
The healthcare-IoT ontology [22] provides semantic interoperability among het-
erogeneous devices and users in the healthcare domain. The ontology models the
exchange of health care data and home environment data. The smart healthcare
ontology (SHCO) [24] define concepts for monitoring doctors and patients any-
time, anywhere. SHCO is presented as a semantic model by extracting healthcare
knowledge such as doctor-patient records, recommended diagnoses and treat-
ment policies. This ontology only uses rather static non-sensory information.
The Do-Care ontology [8] is modular and incorporates the International Classi-
fication for Nursing Practice (ICNP) ontology together with inference rules. The
methodology is dynamic and adjustable to meet possible changes in the medica-
tion market, medical discoveries, and personal users’ profiles. Nurse interactions
are the main focus of this ontology.

Each of these ontologies describes a clear subpart within the connected care
domain. Almost all ontologies already reused existing ontologies such as SSN
or SAREF. Some of them are also made open-source and are available online
for further reuse. However, an ontology which describes all concepts related to
connected care, ambient living, patient care and their interaction with health-
care professionals is currently not available. Moreover, there doesn’t exist to
our knowledge an ontology which links AI models, with their predictions and
model configuration, to the monitored context or situation of a healthcare actor.
Such an ontology is of high need as more and more AI models are being used
within healthcare. Those models generate new insights that, when semantically
described, can deliver even more advanced input to healthcare professionals. In
this paper, the DAHCC ontology is created to resolve this need.

3 DAHCC Ontology Creation

The DAHCC ontology describes real-world connected care entities (person, sen-
sor, activities, etc.) and their interrelationships. It also models domain knowl-
edge, e.g., performing human activities & profile data or location information
where those sensors are installed. The design of DAHCC ontology was based on
three types of information sources:

– Structured documents, e.g. the descriptions of the used sensors and monitor-
ing systems in technical specifications & APIs, in-take documents used by
caregivers, etc.
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– An assessment of existing ontologies that could be reused.
– Some knowledge is only available from the stakeholders, who perform day-

to-day assessment & handling of deviating situations. To derive this informa-
tion, decision tree workshops were organised with nurses and caregivers as
described in [16].

The structured documents contained mostly resident-specific, privacy-
sensitive information. We kept those fields that are interesting for
healthcare-related cases. SAREF Core1, SAREF4BLDG2, SAREF4EHAW3,
SAREF4WEAR4, Execution-Executor-Procedure (EEP)5 and the OWL Time
ontology6 were reused within DAHCC. The decision tree workshops resulted
in a long list of care intervention reasons, and an indication of which
data/information the caregivers used to assess alarming situations and how they
handle them. The information inside these decision trees was used to define new
concepts regarding patient monitoring within the DAHCC ontology.

3.1 DAHCC Ontology

The DAHCC ontology exists out of five sub ontologies which have links to each
other. Each of these ontologies reuses one or more of the mentioned, already
existing ontologies, combined with new concepts derived from the provided work-
shops [16]. These workshops brought together ontologists, healthcare providers
and people who monitor patient calls. The results of these workshops are identi-
fied use cases by the participants, a long list of call reasons and resulting decision
trees of how care is provided or how a person monitors patient calls. These deci-
sion trees were consolidated by the ontologist into two decision trees: one for the
nurses and one for the caregivers. The information inside these decision trees
was used to define new concepts regarding patient monitoring and handling of
call operations within the DAHCC ontology. For the extensive documentation of
the ontological concepts, we refer the interested reader to the ontology section
at https://dahcc.idlab.ugent.be. The remainder of this section describes the 5
different sub ontologies in the DAHCC dataset.

Activity Recognition. The Activity Recognition sub ontology defines how
the concepts of activities, performed by a saref:HealthActor, can be predicted
using an activity recognition model. The ontology also describes how such a
model can be defined, together with its configuration and input and output
data. The ontology describes more in general lifestyles, routines and anomaly
classes for, e.g., unwanted daily or nightly activities. The Activity Recognition

1 https://saref.etsi.org/core/v3.1.1/.
2 https://saref.etsi.org/saref4bldg/v1.1.2/.
3 https://saref.etsi.org/saref4ehaw/v1.1.1/.
4 https://saref.etsi.org/saref4wear/v1.1.1/.
5 https://iesnaola.github.io/EEP/index-en.html.
6 https://www.w3.org/TR/owl-time/.

https://dahcc.idlab.ugent.be
https://saref.etsi.org/core/v3.1.1/
https://saref.etsi.org/saref4bldg/v1.1.2/
https://saref.etsi.org/saref4ehaw/v1.1.1/
https://saref.etsi.org/saref4wear/v1.1.1/
https://iesnaola.github.io/EEP/index-en.html
https://www.w3.org/TR/owl-time/
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ontology will be used to describe all the concepts related to both performed and
predicted activities, together with their link to the models/techniques used to
detect them, the performed routines and the lifestyle of the health actor. An
overview of this ontology is provided in Fig. 1.

Monitored Person. The Monitored Person sub ontology, as shown in Fig. 2,
describes the person itself who is monitored by all sensors and who performs the
human activities and routines. It also describes the possible diseases, addictions,
mental illnesses or allergies this monitored person can have. Medication and the
current mental state of the monitored person are also defined as concepts within
this ontology. This Monitored Person ontology has a strong link to the Activity
Recognition ontology to link human activities.

Sensors and Actuators. This Sensors and Actuators sub ontology describes
a numerous amount of sensors and actuators that produce data and can be
equipped inside a household. Besides the sensors and the measurement proper-
ties, this ontology also defines where those sensors are placed and which appliance
or rooms they analyse. This subontology is shown in Fig. 3 and mainly extends
the SAREF Core and SAREF4BLD ontologies with ambient life-specific con-
cepts.

Sensors and Wearables. Similar to the Sensors and Actuators ontology, the
Sensors and Wearables ontology (Fig. 4) describes the wearables and sensors
that can be attached to or near a monitored person. This sub ontology extends
the SAREF4WEAR ontology and adds specific connected care concepts to it.
Wearables range from medical devices using simple near-field communication
or Bluetooth connections to send medical parameters to a cloud environment,
as well to more sophisticated smartwatches to track residents inside a building
24/7.

Caregiver. The Caregiver sub ontology defines the link between caregivers and
monitored persons. It uses the SAREF4EHAW concepts to assume the possible
relation between health actors. Additionally, it also describes how the required
care can propagate to the responsible entity or caregiver. It also defines the Care
Provisioning activity. An overview of this ontology is provided in Fig. 5.

4 DAHCC Dataset

To show how the DAHCC Ontology can be used to annotate healthcare data
and how this is beneficial for the creation of connected care applications and
extracting knowledge, a large ambient intelligent data collection campaign at
the HomeLab of the IDLab research group of Ghent University was performed.
The HomeLab is an actual standalone house offering a unique residential test
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Fig. 1. Overview of the DAHCC Activity Recognition sub ontology

environment for IoT services and smart living. A wide range of IoT technologies
are deployed, and the set-up allows to add new devices using technical corridors,
hollow floors and ceilings7.

In total, 42 participants were invited to the Homelab and were asked to
either perform their daily or nightly routines. Both the Homelab and the par-
ticipants were equipped with a large number of sensors which try to capture the
participant’s activities. The data collected for each participant, as well as the
daily life annotated activities, are made available at https://dahcc.idlab.ugent.
be/dataset.html.

4.1 Data Collection Setup

To derive the daily and nightly activities, a data platform was designed to cap-
ture and store the sensor readings and participant annotations. An overview
of this platform is provided in Fig. 6. The rooms within the Homelab were

7 https://www.ugent.be/ea/idlab/en/research/research-infrastructure/homelab.htm.

https://dahcc.idlab.ugent.be/dataset.html
https://dahcc.idlab.ugent.be/dataset.html
https://www.ugent.be/ea/idlab/en/research/research-infrastructure/homelab.htm
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Fig. 2. Overview of the DAHCC Monitored Person sub ontology

Fig. 3. Overview of the DAHCC Sensors and Actuators sub ontology

also equipped with many contextual sensors. People Counters and the AQURA
Indoor localization system of Televic Healthcare8 were used to derive the indoor
location of the participants. Door contact sensors were installed on every door,

8 https://www.televic-healthcare.com/en/solutions/wireless-nurse-call-systems/wirel
ess-localisation-tags.

https://www.televic-healthcare.com/en/solutions/wireless-nurse-call-systems/wireless-localisation-tags
https://www.televic-healthcare.com/en/solutions/wireless-nurse-call-systems/wireless-localisation-tags
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Fig. 4. Overview of the DAHCC Sensors and Wearables sub ontology

window and cabinets in the kitchen the grab their open and close states. Vel-
bus sensors9 were used to control and monitor the lights, indoor temperature,
opening or closing of the blinds and the energy consumption of all appliances.
A specifically designed water running sensor was used to detect when water was
being used from the faucets in the bathroom and kitchen. At last, several rooms
were equipped with a CO2, Humidity and Loudness sensor. All these Homelab
sensors were integrated using the DYAMAND platform [15]. DYAMAND col-
lects the data from these sensors and provides it in a JSON format to the data
lake.

A web application was designed that allows participants to (a) enter the activ-
ities they perform as part of a routine, and (b) indicate when they start/stop a
specific activity. The app was used during the whole data collection to allow par-
ticipants to annotate the actions they are performing. Every time a participant
interacted with the application (when a start, end or cancel button was pressed),
a timestamp together with the performed action was sent to a log file on a cloud
document store. This log file was later on analysed to derive the annotations.

Together with this annotation app, each participant was asked to install two
additional smartphone applications: (a) the streaming application to collect data
from a wearable (Empatica E410) and smartphone sensors and send them to the

9 https://www.velbus.eu.
10 https://www.empatica.com.

https://www.velbus.eu
https://www.empatica.com
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Fig. 5. Overview of the DAHCC Caregivers sub ontology

data lake, and (b) the Sleep as Android application11 (to track sleep during the
night protocol). Besides the wearable device, the blood pressure, body weight,
body temperature and spO2 biomedical parameters were measured at the start
of the day if the participant gave their approval inside the informed consent.

4.2 Collected Data

In total, 31 “day in life” participants and 12 “night” participants enrolled in
this data collection campaign and annotated, on average, 70.7 activities using
the mobile annotation app. On average, more than 1 gigabyte of data was col-
lected for every participant. Before making the gathered data publicly available,
the data samples were anonymized by erasing the date information within the
timestamps of the sensor values (the original times were kept). Also, the partici-
pant numbers were randomised, such that participant 1 isn’t the first participant
who gathered data within this data collection campaign.

11 https://sleep.urbandroid.org.

https://sleep.urbandroid.org
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Fig. 6. Overview of the DAHCC Homelab data collection campaign. Data captured
from different sensors and wearables was sent to the data lake. Data dumps for each
participant with sensor data and annotating labels are generated and made available.

5 DAHCC KG

The described dataset in Sect. 4 was transformed based on the DAHCC ontology
into a KG linking all information together. To create this KG, we performed to
following steps:

– In a first step, we mapped the Homelab floor plan and location of all sensors
and actuators based on the DAHCC Sensor and Actuators sub ontology. We
also semantically defined all the major appliances and provided the link to
those sensors that measure their energy consumption. The semantic repre-
sentation of the Homelab is made available as an additional resource12.

– Secondly, we also mapped the used Empatica E4 wearable and other biomed-
ical devices using the Sensors and Wearables sub ontology. Again, we made
this resource available for future reference.

– In a third step, all the data from the data collection participants were trans-
formed into a semantic representation using a Python script. This script maps
each sample to a participant-specific URI identifier and links it to the con-
cept described in the Sensors and Actuators and Sensors and Wearables sub
ontologies.

– A similar Python script was created to map the participants’ annotations
onto the concepts of the Activity Recognition sub ontology.

For each participant, the output of these scripts generated NTRIPLE files,
which were combined and gzipped to reduce the KG file size. Those individual
KG files, per participant, were also made available at https://dahcc.idlab.ugent.
be/dataset.html.

12 https://github.com/predict-idlab/DAHCC-Sources.

https://dahcc.idlab.ugent.be/dataset.html
https://dahcc.idlab.ugent.be/dataset.html
https://github.com/predict-idlab/DAHCC-Sources
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6 DAHCC Semantic Applications

Inspired by the available DAHCC KG, we created three applications which can
be used to derive new knowledge from or infer useful results for healthcare pro-
fessionals. A first application defines how the available domain knowledge within
the DAHCC ontology can be used to generate more advanced events using rea-
soning. A second application describes how semantic rule mining based on the
inferred knowledge can be performed. A third application shows how such a rule
can be incorporated into a semantic stream reasoning engine. Implementations
and examples on how to use each of these applications are provided in a GitHub
repository13.

6.1 Semantic Higher-Order Events Generation

The DAHCC KG defines the sensor data and corresponding metric information.
Due to all the available knowledge, we can reduce this KG by transforming
groups of sensor observations into more relevant events happening inside the
Homelab. Most sensors measured the state of an appliance or object within a
certain room, e.g. the Velbus energy sensors measure the energy consumption of
the cooking top in the kitchen. Instead of storing only the data observations in
a semantic format, the usages of appliances and objects were also inferred based
on the sensor values inside the KG (Fig. 7).

Fig. 7. Overview of the Inferred Knowledge generation. This generator was adapted
from https://www.stardog.com/labs/blog/stream-reasoning-with-stardog/

In this approach, the semantic observation samples are loaded within a Star-
dog14 database together with the DAHCC ontology and some generic, predefined
rules. Reasoning-on-query is then executed on these observation samples within
the Stardog database to get the inferred and derived events. For each defined
rule, a specific event is created when inferred (e.g. the Start command rule cre-
ates an on state event for a specific appliance).

Next to the action and corresponding appliance or physical object related to
the occurring action, both the time when this event happens and the participant
13 https://github.com/predict-idlab/DAHCC-Sources/tree/main/Applications.
14 https://www.stardog.com.

https://www.stardog.com/labs/blog/stream-reasoning-with-stardog/
https://github.com/predict-idlab/DAHCC-Sources/tree/main/Applications
https://www.stardog.com
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who executes the action are stored. The annotated activities, the inferred events
and sensor observations were all combined within a new KG which now only
contains events instead of a large number of observations.

Within this application, the DAHCC ontology is used to deliver additional
context information to enrich the raw data. Since the specific Homelab appli-
ances, rooms and sensors are described by such DAHCC components, rules could
be designed to combine the data and metadata to generate new insights. Those
defined rules are due to the use of the DAHCC ontology generically and are easy
to interpret.

The creation of higher-order events is needed in a healthcare setting to reduce
the number of raw data samples that have to be monitored by a healthcare
professional. Due to the available ontology and the metadata described by this
ontology, simplifications of the data can be provided to create more interpretable
information about what is going on in a smart home.

6.2 Deriving Rules for Shower Events

The previous application generates more advanced events to monitor the
behaviour of a person in an ambient house setting. Additionally, it would also
be beneficial to detect the lifestyle activities performed by these people as those
activities define the current behaviour and state of the person. Based on the avail-
able data and metadata, and to ensure the detection method is interpretable,
a semantic rule mining application was designed to derive lifestyle rules based
on the semantic events generated by the previous application. The INK rule
miner [23] was used to derive task-specific rules for one group of activities (e.g.
shower events) compared to all other events. This rule miner is based on the INK
representation to embed the KG but performs a task-specific rule mining opera-
tion based on Bayesian rule set [26]. The task here is to find semantic rules which
discriminate against one type of activity as best as possible regarding precision
(defining how many predicted rule outcomes were relevant) and recall (defining
how many relevant triggered rule outcomes were retrieved). Table 2 shows exam-
ples of relevant rules found for the Shower, Toilet and Washing Hands activities.
For all tasks, a highly imbalanced set of labels has been provided and the INK
rule mining parameters were set to mine the most precise rules. Therefore, the
recall scores are significantly lower than the precision scores for the obtained
rules.

The DAHCC ontology delivers in this application the additional knowledge
to mine more insightful rules. Without the DAHCC ontology, rules will be less
generic and it will be harder to mine rules based on related data observations
(e.g. observations from similar sensors or observations made within the same
room). Mining rules automatically is also needed to create an interpretable, but
adaptive healthcare monitoring system where a human only has to verify but
not create the rules.
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Table 2. Results of the performed rule mining operation on the dataset

Event Rule Precision Recall

Shower hasEvent.kitchen.Temperature >
21.75 and
hasEvent.bathroom.Loudness mean
> 46.83 and NOT
hasEvent.personIn§kitchen

0.9411 0.6153

Toilet hasEvent.LightSwitchOnIn§toilet1
and NOT hasEvent.personIn§kitchen

0.8175 0.5734

WashingHands hasEvent.LightSwitchOnIn§toilet1
and hasEvent.using§waterpump

0.8600 0.3385

6.3 Semantic Stream Reasoning

Mining rules based on semantic events deliver useful insights into the daily life
pattern of a person. Rule-based systems are frequently used as connected care
applications as they are both reliable and interpretable. We created a seman-
tic stream reasoning application to show how DAHCC can be used for such a
technique.

An overview of this semantic stream Reasoning unit is provided in Fig. 8.
First, the raw data samples are mapped in a semantic format one by one. Next,
those semantic observations are fed to a C-SPARQL [2] engine. C-SPARQL
is used here in combination with an RSP-Service15. This combination of RSP
and C-SPARQL makes it possible to dynamically load query rules to detect
the lifestyle activities of a person. In the last step, the query is performed on
a window of obtained semantic events and when a result can be inferred, this
semantic result is sent to a monitoring application.

Fig. 8. Overview of the semantic stream reasoning setup

An instantiated application where we try to find shower activities within
a semantic data stream is made available. Again the DAHCC components
described the semantic observations, on which the shower query rule is defined.
Multiple sensor values to determine the location of the person and the humidity
15 https://github.com/streamreasoning/rsp-services.

https://github.com/streamreasoning/rsp-services
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sensor values within the bathroom are combined in order to generate a rule-
based prediction. The whole setup and the defined rule-based predictions are
also semantically described using the DAHCC ontology.

In the healthcare sector, semantic stream reasoning can be used to monitor
a patient with specific care needs. Cases exist where based a smart room adapts
to the needs of a patient suffering a concussion [6]. Using the DAHCC ontology
different alert levels and priorities can be automatically defined and monitored
based on the patient’s care needs and the available sensors and actuators inside
a smart home.

7 Discussion and Conclusion

In this work, we presented DAHCC, a combined resource which provides health-
care knowledge in numerous settings using a maintained ontology and a large
dataset to build and create semantic connected care applications. All the
resources, the resource creation files and example semantic connected care appli-
cations files are made open source.

The applicability of the ontology is evaluated by transforming the dataset
into a semantic format, resulting in a KG. The construction of these KG files
was created using a script because all the original raw dataset files had a similar
structure. Techniques exist to provide a more user-friendly and standardized way
to transform such data files into a semantic representation. The applicability and
overview of these existing techniques, their benefits and drawbacks, were left out
of scope in this research.

The open-sourced KG is based on all raw sensor input from a smart lab
environment. Therefore, the KG shows only one part of the available DAHCC
ontology. The goal of the DAHCC ontology is that additional instances such
as designed artificial intelligence models or patient-specific information are also
made available in such a KG. The design of such an artificial intelligence model
is kept to a minimum and is part of future work. Patient-specific information
was not incorporated in the dataset as anonymization of the participants was
required to make it publicly available.

At last, the ontology itself was built by taking into account the input from
different people within the healthcare domain. While the current setting was
mainly focused on how ambient living and connected care systems can be com-
bined, the ontology itself is defined and constructed to be further extended or
adapted when new information or new use cases become available. Making the
ontology open-source makes it possible for other researchers to further extend
it.

Resource Availability Statement: The DAHCC ontology, datasets and KG are
available online from https://dahcc.idlab.ugent.be. The source code for the appli-
cations is available on Github at https://github.com/predict-idlab/DAHCC-
Sources.

https://dahcc.idlab.ugent.be
https://github.com/predict-idlab/DAHCC-Sources
https://github.com/predict-idlab/DAHCC-Sources
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Abstract. Health data cannot easily move from one healthcare provider
to another, let alone between different countries. There is a de facto lack
of health data interoperability in many healthcare systems preventing
mobility and sharing of health data. Hitherto the literature has mainly
considered technical aspects and challenges related to interoperability,
but this paper will foremost explore semantic aspects. Using two cases of
exploring data interoperability and the democratisation of health data as
a backdrop, this paper presents existing challenges preventing sustainable
health systems by focusing on semantic aspects of data interoperability
in healthcare. A key finding is that data interoperability is possible and
standardised data semantics are key resources to support data access
within or across systems, for example between countries. The democrati-
sation of health data, allowing different health systems to interact with
each other, requires management of the shared semantic resources and
the governance structures defining them. Domain experts, like medical
doctors, can play an important role in co-designing and managing such
shared, semantic resources.

Keywords: Health Data Semantics · Semantic interoperability ·
Democratisation · Co-Design · Human-Data Interaction

1 Introduction

It is not hard to imagine a healthcare scenario in which a person becomes
involved in an accident while travelling abroad. Let us take a person named Mark
who travels to Denmark. It is not his first time there, but this time Mark gets
hit by a car and loses consciousness due to a blow to his head. Mark is brought
unconscious to the hospital where a physician orders a magnetic resonance scan
to understand if there are internal injuries to the brain. But what if Mark has
had previous accidents and has a metal plate implanted in his head? The treating
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physician does not know Mark, nor does he have access to his medical record. In
such situations and any other situation where medical decisions need to be made,
access to information from existing medical records is fundamental. One could
not even get a medication dispensed abroad due to issues of differing dosages,
compounds, and packaging of medications used in different countries - in spite
of many project initiatives funded by the EU, e.g. epSOS, MyHealth@EU, that
have greatly influenced our previous work [1,2]. At this point, one could say
that such cross-border scenarios do not happen often. But the Covid pandemic
forced us to lift priority for such scenarios. The European countries, for exam-
ple, were collectively able to quickly implement a standard in the form of a
Covid passport that enabled travel between countries. However, as we explain in
Sect. 4, no health data has been transferred between countries with the European
implementation of the so-called Covid passports. But to help Mark transfer his
electronic medical record to Denmark, we need to transfer medical data and solve
much more complex underlying issues. As we will also learn in this paper, these
underlying issues are also preventing health data flow within countries or even
between neighbouring hospital wards (naturally depending on how each country
and region manage their health systems). The above-mentioned issues are cat-
egorised on different levels of interoperability, for example technical, semantic,
organisational, and legal. These levels of interoperability all play a role in estab-
lishing the capability of data exchange in which data is understood in the same
way by all parties irrelevant of location or language used [15]. Interoperability
problems are difficult to solve due to the complexity of health systems and the
large number of stakeholders involved at different levels and with different roles.
As a result, health data are scattered across health systems leading to health
data being an underused resource that cannot flow where needed since manual
health data transfer between systems is expensive, highly labour intensive, and
prone to semantic inaccuracy [38]. Figure 1 shows an example of semantic inac-
curacy on the blood oxygen level data stored in two different databases. What we
see in the example from Fig. 1 and from literature (e.g. [38]), is that health data
are defined in different ways which are usually not compatible without additional
data work. One solution to reduce the need for such additional data work is to
define and store data in the same way in both databases. That is, to establish
shared semantic resources as standardised definitions of health data to ensure
a standardised interpretation and understanding of data, regardless of where,
when and by whom the data is used [2]. Such shared semantic resources are at
the core of solving data interoperability. However, such approaches heavily influ-
ence how information systems are designed and developed in the first place and
thus impose constraints on e.g. EHR system providers. But in order to reduce
the semantic difference between data coming from different systems in a highly
complex domain such as healthcare without compromising on the completeness
of individual patient’s health data, we have pursued such solutions. To define
how to store data, OpenEHR is an existing architecture that supports semantic
work - the creation of shared semantic resources in healthcare [22]. OpenEHR is
a blueprint for how to set up a technical infrastructure for storing and managing
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Fig. 1. We see differing structures and semantics for a data structure that captures a
simple measurement of blood oxygen levels in the blood. The database on the left only
uses two data fields to store the measurement while the one on the right uses three
data fields. In addition, the names of the fields differ due to the different languages
used.

electronic health records [2]. OpenEHR “consists of open specifications, clinical
models and software that can be used to create standards and develop infor-
mation and interoperability solutions for healthcare” – [26]. Previous research
provides insights on how to sustainably establish semantic work by promoting
the process of democratisation of health data semantic resources [1,2] or sharing
of health data semantics [40]. Democratisation in the context of data has been
defined by Samarasinghe et al. as “an ongoing process of enabling digital data
access to both technical and non-technical users to understand, find, access, use,
interact and share appropriate data...” - [33]. Influenced by this data democrati-
sation definition by Samarasinghe et al., we can define health data semantics
democratisation as an ongoing process of enabling access and sharing of health
data semantics. The democratisation of health data semantics can be seen as
an alternative approach to the currently prevailing lock-in-based business strat-
egy. In lock-in-based business strategy software companies hide the semantic
resources that define the data in their systems. The end goal of such behaviour
is to force the dependency of end users on the companies for the firms to ensure
themselves long-term business engagements [1]. We do understand, however,
that protecting intellectual property rights might be one of the factors influenc-
ing the need for such business models. Using two case studies from Slovenia, this
paper focuses on understanding semantic work as a prerequisite for achieving
democratised or shared semantic resources. These semantic resources enable a
shared understanding of data that can then flow where needed. That is, shared
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semantic resources enable data interoperability and data flow not only within
complex health systems environments with many different stakeholders with dif-
ferent roles in specific countries or regions but also between health systems of
different countries. In this paper, we try to point out the need to recognise
semantic work as a crucial prerequisite of shared health data semantic resources
which can support more sustainable health systems in the future. In this paper,
we point to existing very important legal mechanisms that the EU is currently
rolling out that could help achieve that goal. The rest of the paper continues as
follows: in Sect. 2 we introduce important concepts that we use in the paper; in
Sect. 3 we describe how our data was obtained which we describe in Sect. 4. In
Sect. 5 we analyse and explore the empirical data and what we can learn from
it. Finally, we wrap up the paper with a discussion and contributions in Sect. 6.

2 Related Work

Due to the importance of understanding semantic work we try to align with exist-
ing research work to inform our understanding of semantic work. This includes
aligning with work on co-design that can provide methods used as part of seman-
tic work. In addition, it includes aligning with research on human-data interac-
tion where interesting insights can help position the importance of semantic
work. After bringing forward these two sources of inspiration for our research,
we shortly review the existing state of standardisation and legislation activities
in the EU to support our discussion on how to establish a more long-term sus-
tainable and scalable semantic work. This first includes the Covid-19 passport
activities that have resulted in an implementation of a standardised solution
across the EU member states. This work is important as it provides evidence
of the successful tackling of interoperability problems between countries. How-
ever, as it lacks focus on semantic resources and semantic work, we also provide
here a short overview of some of the relevant EU legislation that has lately been
adopted or is still in the process of being adopted, as such legal frameworks may
help with achieving a sustainable and scalable semantic work in the future.

2.1 Co-design and Participatory Design in Health Care

Co-design and Participatory Design (PD) are often treated as synonyms and
described as an approach to design together with end-users and other stake-
holders [12,13,34]. With its roots in work on knowledge development, and early
projects like Utopia, Participatory Design (PD) first emerged as an effort to
include workers in the design of workplace computer systems and later matured
into an approach to design with different stakeholders [10,36]. The healthcare
sector has from early PD projects to more contemporary co-design projects been
the context of multiple collaborative design projects [3,23,39]. Relevant to this
paper, PD and co-design have been used to design collaborative health systems
that support different professional and informal carers in their collaboration
[5,6]. These papers have for example highlighted the importance of different
stakeholders collaborating, also across organisational boundaries, to support a
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positive care trajectory. PD has for example been used to involve people with
dementia and their carers [37], and co-design has been used to promote knowl-
edge creation among stakeholders [27]. Recent work by Grönvall et al. has looked
into how social workers can design training materials for their clients on a col-
laborative platform disregarding which care organisation or municipality they
are employed in [24]. To sum up, the collaborative design process is not new in
healthcare and has been used to improve learning, foreground knowledge within
cross-organisational communities and develop care systems and technologies.

2.2 Human-Data Interaction

In recent years an increased focus on Human-Data Interaction has emerged as
a complement to the broader field of Human-Computer Interaction [19,29,41].
Human Data interaction emphasises how people work with, and generate, data
rather than the interactions people do with interfaces inserted between them
and the data sources. Within a large part of the healthcare sector data (both
individual patient health data and Big data) is seen as an enabler for effective
and quality care, and Electronic Healthcare Records (EHR) are used in many
parts of the world [7]. Within healthcare, HDI has been used to explore how we
can for example make better use of data [11] allowing for example healthcare
professionals to engage in data-work [4]. Bossen et al. describe how data is not
always readily available and may have to be combined, analysed, and contextu-
alised to be valuable; they define data work as “any human activity related to
creating, collecting, managing, curating, analysing, interpreting, and communi-
cating data” [7]. Work related to HDI outside of the healthcare domain has also
explored how experts in non-IT domains can turn data into objects of design and
explore how to use data in new and innovative ways [34]. Seidelin et al. discuss
for example scenarios where it is useful to explore HDI from a multi-stakeholder
and multi-organisational perspective [35]. Seidelin et al. also recognise that in
such scenarios it can be fruitful to involve data users in the design of how data is
stored, used and analysed and they identify co-design as a way to meaningfully
involve the different actors [34].

2.3 EU Digital Covid-19 Certificate as a Cross-Border Standard
Implementation

During the Covid-19 crisis, a transnational need emerged to allow Covid-tests
(e.g. Antigen and PSR) performed by a health institution in one country to be
valid and verifiable in other countries. In response to that need, the European
Union developed a digital documentation standard for Covid-tests and vaccine
certificates valid across the European Union. Key features of the certificate are
according to the European Union [14], that it works for both in digital and/or
paper format, it is based on a QR code, it is free of charge and available in both
the national and English language. It’s also secure and valid in all EC countries.
The functionality is built around the above-mentioned QR code that can be
scanned at for example airports, shopping centres, restaurants, and bars.
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The Covid passport app (and its paper-based alternative) is an interesting
solution in terms of interoperability and trans-national mobility of health data
and certificates that prove that a person has received a Covid-19 vaccine or
been tested negative no matter where in the EU (or world if they accept the
standard) the verification is performed. The generated QR code contains the
signature of the local health provider in a specific country that has issued the
certificate. Based on an EC-wide common format and an EC-level gateway the
Covid passport validity can be verified without sending an individual’s actual
health data between countries.

The above example is interesting as it enables a cross-national validation of
medical data. However, it does not work in the case of medical records where
actual health data has to be moved or accessible from different nations or between
providers. A health record is also far more complex and contains far more data
that could hardly fit into a QR code. In addition, this case is important for this
paper because it shows that a cross-national solution is possible in the EU. This
means that existing legal frameworks and technical infrastructure can be used to
achieve such goals. However, the crucial aspect of this case that is important for
this paper is the complete lack of focus on health data which is never actually
carried abroad. For this, there is no need to handle semantic resources which
greatly simplified the overall design and implementation.

2.4 Standardisation and the European Union Health Data Spaces
Regulation

The European Union (EU) Strategy on standardisation “aims to strengthen the
EU’s global competitiveness, to enable a resilient, green and digital economy and
to enshrine democratic values in technology applications” - [16]. The strategy
only recognises standards that are developed by a recognised European Stan-
dards Organisation (CEN, CENELEC, or ETSI) upon request from the Euro-
pean Commission. Then, once accepted, such standards become part of EU law
and are provided to manufacturers across the European Single Market. Initia-
tives like the HSBoosterEU project have been initiated to offer standardisation
services to existing projects funded by the EU to pursue the implementation
of the EU standardisation strategy in practice. However, the strategy and the
HSBoosterEU project represent initiatives that mostly fall under legislative and
policy matters, and through standards also technical aspects of health data shar-
ing (e.g. epSOS project [28]), but do not address the more complex health data
semantics. A step in that direction can be seen in the latest European Health
Data Spaces regulation [18].

The European Union has presented the Health Data Spaces Regulation pro-
posal to better use health data. The proposal (1) supports individuals to take
control of their health data, (2) supports the use of health data for better health-
care delivery, better research, innovation and policy making, and (3) enables the
EU to make full use of the potential offered by a safe and secure exchange, use and
reuse of health data [18]. The European Health Data Space is a health-specific
ecosystem comprised of rules, common standards and practices, infrastructures
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and a governance framework with the goal, among others, to foster a genuine
single market for electronic health record systems. Since trust is a fundamental
enabler for the success of the European Health Data Spaces, it will provide a
trustworthy setting for secure access to, and processing of, a wide range of health
data. To achieve that, the European Health Data Spaces Regulation build on
the General Data Protection Regulation (GDPR) [31], the Data Governance Act
[32], draft Data Act [17], and the Network and Information Systems Directive
[20].

3 Methods and Materials

This article is based on empirical work involving OpenEHR and different health-
care projects. In particular, we use data from a workgroup (WG) in Slove-
nia that tried to consolidate semantics across several national e-health projects
which involved key stakeholders such as doctors and the government. The data
includes primarily documents and communication exchanges which have been
made anonymous. For this paper, inductive thematic analysis was used, as the
themes identified are strongly related to the data itself and do not come from a
theoretical framework [8]. We convey the themes in the following section in the
form of two case studies that represent empirical data in this paper. These two
case studies can be seen as the contrast to the already introduced case of the
Covid-19 passports in Sect. 2 where we learned that in reality no health data was
exchanged between EU countries. We have chosen the Covid-19 passport as a
contrasting case because it is a public and well-known example of a standardised
solution that enables sharing of health data, albeit only implicitly utilizing dig-
ital signatures, across national borders and health systems. With this contrast,
we try to point to the importance of semantic work as was done within the WG.
We see such semantic work as the basis for achieving shared or democratised
semantic resources.

4 Empirical Data: Two Case Studies of Semantic Work

We will now outline two real-life cases to help us in our work. The two examples
come from the exploration of health data interoperability through the develop-
ment of semantic resources by the aforementioned National e-Health Programme
Working Group (WG). We contrast these two cases with the aforementioned
example of the Covid-19 passport where the certificate allows, for example, a
tourist from one European country to visit another using a Covid test certificate
issued at home.

4.1 Scenario 1: The Asthma Questionnaire

The work group of the national e-Health programme (WG) worked on different
types of semantic resources during its existence. The WG worked on a spe-
cific sub-project of the national e-Health programme that focused on creating
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national datasets for the primary level of the health system so that the Ministry
of Health could better track the health status of the population.

Clinically validated questionnaires are one of the most important semantic
resources in healthcare. These are used as medical tools which are often devel-
oped by pharmaceutical companies which raises ownership issues and issues with
intellectual property if misused. The WG encountered such questionnaires, like
the asthma health status questionnaire, that is used to assess patient asthma
status. Since the WG worked on a specific project that included a limited num-
ber of use cases on the national level, the asthma questionnaire could not just be
used as part of the national semantic resource set. To be able to do that, a legal
agreement had to be established with the owner of the intellectual property over
the questionnaire, being a large international pharmaceutical company. One of
the participants of the WG - a medical doctor - offered to obtain permission
from the pharmaceutical company that would allow the use of the questionnaire
in the national project. The permission was obtained in a form of a contract
that defined the rules of use for the questionnaire at hand.

We consider this case important for this paper because it depicts specific
semantic work. It points out a specific semantic resource - the asthma ques-
tionnaire - that has specific requirements to be governed properly as a shared
semantic resource. We can also learn that the direct involvement of e.g. the Min-
istry of Health was not needed or required in our case, even if it dealt with the
national governance of semantic resources that are under the protection of intel-
lectual property legislation. At the same time, this case shows how members of
the WG were able to find a solution non the less. However, the solution can be
seen to only be partial and could not scale to include potential future use cases or
projects. Future projects could perhaps not be approved by the pharmaceutical
company which could also pose payment of high fees for the rights of use.

4.2 Scenario 2: Doctor-Created Data Structures

The WG engaged with several other semantic resources including clinical con-
cepts like blood pressure, blood glucose and disease diagnosis. Each such clinical
concept was discussed in terms of what additional data is needed to fully capture
the context within which a measurement is made or a data point captured. This
was done by discussing a set of support data for each clinical concept to achieve
a sound structural definition of the concept. In addition, each support data ele-
ment could include values from existing medical terminologies. Therefore, the
WG semantic work resulted in defining precise data structures and mappings
to different terminologies for the clinical concepts that were important for the
project at hand. At this point, it is important to stress that the members of
the WG, by referencing the OpenEHR approach, were able to obtain existing
data structures and mappings to terminologies for several of the clinical con-
cepts they worked on. The global OpenEHR community works on such concept
definitions that can be freely used. However, despite the convenience of being
able to learn from and even reuse some of the existing concept definitions, the
semantic work also included making changes to existing concept definitions or
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even creating new ones. In some cases, this also included work on reducing the
complexity of some data sets and clinical concept definitions. An example of such
simplification was a rather complex survey-like questionnaire. The reasoning for
the simplification was that simpler semantic resources could be reused to design
different more complex semantic resources. In this case, some common elements
of the complex questionnaire could become reused in different questionnaires. In
addition, simpler semantic resources could also offer a superior user experience
for the end users when implemented in technical systems. Another example of
doctors working on semantic resources can be seen in their collaboration on a
single code from the International Classification of Diseases (ICD). It turned out
that different doctors used different codes to identify smokers and non-smokers.
One doctor pointed out that he uses the ICD code F17.1 to identify a smoker
and Z000 to identify a non-smoker. But the doctor was eager to define a better
set of codes if that would be needed. We consider this case important because it
introduces additional aspects of the semantic work done by the members of the
WG. It depicts how the WG jointly worked on finding consensus on several clin-
ical concepts definitions that included work on data structures, like the overly
complex survey-like questionnaire, and mappings to different terminologies, like
the codes for identifying smokers and non-smokers. Such work is the essence of
semantic work but is currently not recognised by health systems as a permanent
activity and a need. This means that in spite of the fact this WG existed and
worked on data structures and terminologies, they stopped their work imme-
diately after preparing their results. These results - the semantic resources -
were then used to develop a technical information system but unfortunately, the
semantic resources have not become part of a national governance initiative of
semantic resources that could ensure these semantic resources would be used,
reused or improved in future project initiatives.

5 Analysis and Results

We have learned about a successfully implemented and interoperable cross-
border Covid-19 certificate solution enabling people to travel between countries
based on their vaccination status. However, this implementation did not require
any health data from a person’s medical record to travel across borders. The
EC Covid-19 passport implementation was based on a digital signature that had
to be verified and it was then implicit what your vaccination status was. To
enable electronic medical records to be transferred between health systems, even
between countries, something that would have been useful for Mark from the
beginning of the paper, is a much more complicated task. Even if we do not
consider complex technological and data security challenges, the very practice of
using health data originating in health systems other than your own can be diffi-
cult. It requires collaborative work on health data structures and their semantics
- what we call semantics work - is not only considered in local contexts but also
international health data exchange. Our two empirical cases show that medi-
cal doctors can collaborate on defining data structures, vocabularies and their
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harmonisation. Looking at such semantic work through the lens of human-data
interaction and the work of [34], it is beneficial to have multiple stakeholders
involved in such activities in the early stages of healthcare system design, where
it is defined how data is stored in the first place. Seidelin et al. [34] point out
that the active involvement of data users can be of great importance in designing
the data structures that will later store the data. Our two empirical cases can
thus be seen as instances of co-design that resulted in health data structures
and a shared understanding of the meaning of different health data. In our two
empirical cases, the co-design process utilised the methodology of OpenEHR to
arrive at the designed objects - the health data semantic resources.

Unfortunately, semantic work - despite being crucial for achieving health data
semantics democratisation and consequently trustworthy health data interoper-
ability, is usually not long-lived. Such work is mainly temporary and does not
scale on a national or international level and therefore often remains on the level
of a small-scale project. More importantly, semantic work is often not recog-
nised as a part of the health system as no legislation supports or requires this
work to happen. As has been explored in [1,2], it would be desired to have such
data interaction work in the early design stages of technical information sys-
tems development and it needs to become an ongoing activity of health systems
because such work is a needed prerequisite for achieving trustworthy and inter-
operable health data exchange. As we have learned, human data interaction work
benefits from having multiple stakeholders participate in the co-design of data
structures. In Europe, the European Commission is one such needed stakeholder
that is of crucial importance. We have also learned from our empirical cases
that focusing only on semantics is not enough as even in semantic work there
are e.g. legal questions to be addressed. Having a European Commission as a
stakeholder dealing with such legal issues would gravely impact the implement-
ability, sustainability and scalability of semantic work. As we have learned in
Sect. 2, Europe has prepared strategies and legal grounds that support future
health data exchange between countries. These strategies and legal frames can
help support the collaborative design of health data structures and health data
semantics - semantic work - in a more sustainable and scalable way. We observe
a link between the semantic work as a need of health systems and existing EU
strategies and legislation that have great potential for addressing that need.

In particular, the EU Standardisation Strategy is a mechanism through which
new standards can be introduced to all the EU member states’ health systems.
This means that standardised health data structures and semantics could be
adopted through this process and new requirements for the health systems could
be created. In addition to establishing a legal and standards framework, the
mechanism could also be used for the ongoing creation and dissemination of new
semantic resources. In this way, a sustainable work practice for the governance
of semantic resources could be achieved.

In addition, the Health Data Spaces Regulation is a legal framework that
supports achieving health data democratisation. This means that standards and
procedures could be established that would support implementation. In addition,
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the regulation brings forward data altruism - data voluntarily made available by
individuals or companies for the common good. An interesting avenue for the
future would be to consider semantics altruism, a term very similar to shared
semantic resources. This idea could perhaps be supported in the Data Gover-
nance Act, by potentially introducing governance of data semantics resources
and the Data Act where interoperability standards are the focus.

6 Discussion and Contributions

We learned in Sect. 2 that successful implementations of cross-border solutions
in the field of healthcare are already possible. An example of such a success-
ful implementation is the EC Covid-19 passport implementation from which we
learn that technical, organisational and legal interoperability problems can be
addressed in a rather straightforward way following a top-down definition of
a standard solution. The crucial challenge lies in the semantic interoperability
issues. To solve these issues means establishing shared semantic resources. A
joint effort is needed for defining and implementing shared semantic resources
in all the technical systems as blueprints of how to store data [38]. This is dif-
ferent to what existing standards like the HL7 FHIR [9,21,25] ensure as their
primary focus is on integrating technical systems [30]. However, the Covid-19
passport implementation has been designed in a clever way that completely
avoids transferring any health data, and therefore there has not been any need to
conduct semantic work as a collaborative design effort between stakeholders and
across the EU member states. While the current implementation has successfully
enabled people to travel between countries through trust about their vaccina-
tion status, it is not the approach needed to solve Mark’s problem (from Sect. 1)
of transferring electronic medical records between countries. Such implementa-
tion is highly dependent on establishing shared semantic resources that define
the data elements found in typical medical records. Democratising health data
semantics requires software engineers and medical professionals to collaborate
on the initial design of semantic resources that define how data is to be stored in
the technical information systems and co-create the semantic resources. In this
paper, we want to put forward semantic work that we observed in our empirical
cases as presented in Sect. 4. Such semantic work involved medical doctors and
engineers and should be seen as a need in health systems and addressed accord-
ingly. It will be challenging to get a real impact from the semantic work done by
for example the work group in our empirical cases if the results are not consid-
ered in a wider context, being regional, national or international (e.g. at the EU
level). Referring back to the problem of differing approaches to defining seman-
tic resources - it can be solved by democratising health data semantic resources
and the supporting semantics work not only on a local level as in our empirical
cases but, more importantly, on an international or EU level. The existing EU
standardisation and legislation structures can help achieve that. With this, the
important work done by medical doctors as briefly presented in our two empiri-
cal cases, should not only be recognised as important but should be recognized
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as a need of health systems. By recognising semantic work as a need we point
to a future in which such work can be made sustainable and scalable, also at an
international level like across the EU member states, based on utilising existing
standardisation, legal approaches and frameworks.

Our goal in this paper is to bring attention to the semantic work that is
already being done in the health systems as exemplified in our two empirical
cases but is not sufficiently recognised as a crucial work practice and a need
in health systems. We argue that the role of semantic work in healthcare must
be further understood if we are to achieve not only democratised health data
semantics but also interoperable health data and more broadly, more sustainable
health systems. Working with international legislation, like the EU healthcare
legislation, is one way to put attention to semantic work in healthcare systems.
By doing so, we envision a reality for achieving the participation of the European
Commission as a crucial stakeholder in the co-design semantic work efforts, but
more importantly, we point to a way to achieve a sustainable semantic work
practice that would not only exist during specific projects but would become
a cross-cutting ongoing semantic work practice as a solution to the problem of
democratisation of health data semantics. Perhaps our last pointer towards such
a reality can be seen in referencing the HSBoosterEU project that has been set
up in a cross-cutting way, spanning projects, to support standardisation. One
can imagine a similar endeavour focused on health data semantic resources.

In this paper, we point out the need for doctors to participate in semantic
work to define shared/democratised semantic resources. Such semantic work is
currently not recognised as a need and is therefore not supported in the current
health system. There is tension between how doctors work and what the health
system recognises as work. To help ease this tension we call for better recognition
of the semantic work done by the doctors that include very fine-grained work on
data structures and terminologies that is the essence of achieving shared semantic
resources and with this democratised health data. Due to the important latest
legislative work at the EU level, such semantic work could potentially become a
reality in the near future.
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Abstract. This work explores the application of an automated facial recognition
software “FaceReader” [1] to videos of fathers (n = 36), taken using headcams
worn by their infants during interactions in the home. We evaluate the use of
FaceReader as an alternative method to manual coding – which is both time and
labour intensive – and advance understanding of the usability of this software
in naturalistic interactions. Using video data taken from the Avon Longitudinal
Study of Parents and Children (ALSPAC), we first manually coded fathers’ facial
expressions according to an existing coding scheme, and then processed the videos
using FaceReader.We used contingency tables andmultivariate logistic regression
models to compare the manual and automated outputs. Our results indicated low
levels of facial recognition by FaceReader in naturalistic interactions (approx-
imately 25.17% compared to manual coding), and we discuss potential causes
for this (e.g., problems with lighting, the headcams themselves, and speed of
infant movement). However, our logistic regression models showed that when the
face was found, FaceReader predicted manually coded expressions with a mean
accuracy of M = 0.84 (range = 0.67–0.94), sensitivity of M = 0.64 (range =
0.27–0.97), and specificity of M = 0.81 (range = 0.51–0.97).

Keywords: Automated facial coding · FaceReader · ALSPAC

1 Introduction

Manual coding is a comprehensive method for capturing facial expressions from obser-
vational data, and is easily adaptable to a range of contexts and scenarios. However,
manual coding is both time and labour intensive, and can be biased by the experiences
of the human coder (for example, the amount of time spent coding, or the previous
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expression coded). These disadvantages may be addressed by automated facial coding,
which offers rapid and detailed decomposition of facial expressions. Automated facial
coding could potentially cut down on time spent manually coding, and also reduce any
biases. This would allow for more data to be processed, potentially more accurately.

One such automated facial coding software is the Noldus FaceReader [1] which was
first proposed by Den Uyl & Van Kuilenburg [2], who described the process involved in
finding, modelling, and classifying a face. The software uses deep learning and neural
networks to classify faces into one of eight facial expressions:Happy, Sad,Angry, Scared,
Surprised, Disgusted, Neutral and Contempt.

A validation study was performed on the software [3], comparing human and Fac-
eReader facial classification for two publicly available, objective datasets of human
expressions. On average, FaceReader correctly identified 89% of expressions, whereas
human coders correctly identified 85%. This work also identified variation in accuracy
across different expressions, e.g., FaceReader classified Happy with 96% accuracy, but
classifiedAngrywith 76% accuracy. Another validationwas performed on a later version
of the software [4], finding that - on average across all expressions - 80% of expressions
were correctly classified. Other reported rates of performance for the software are 89%
[2] and 87% [5]. One study observed gender-based differences [6], noting that Fac-
eReader better identified Surprised and Scared emotions in males, and better identified
Disgusted and Sad emotions in females.

Previous works have compared the performance of FaceReader to human coding.
For example, one study investigated the expressions of students taking a test, measuring
the agreement between two human coders and FaceReader [6]. This work found that
the humans and the software agreed strongly for Neutral and Happy expressions, agreed
often for Sad, Scared, and Surprised, and did not agree often for Disgust and Angry.
A similar finding was reflected in [5], who found that agreement was highest between
FaceReader andmanual coders forNeutral andHappy, and lowest forAngry andDisgust.
There have been many similar applications of the FaceReader software across different
domains, including: evaluating human reactions to complex web-based tasks [7, 8],
measuring implicit and explicit expressions during orange juice tasting sessions [9], and
evaluating spontaneous expressions vs. posed expressions [10].

However, previous applications of FaceReader have commonly used videos filmed
in controlled environments with good lighting, and a homogenous background with
no people or objects [9–11]. To be useful for many real-life applications, it is vital
that expression recognition is effective for naturalistic, uncontrolled environments, such
as within the home. While some have implemented other methods to recognise faces
for “in-the-wild” videos [12], we have found very few studies where FaceReader has
been applied to these kind of observations. We identified one example [13] which used
FaceReader to analyse a dataset containing movie clips of actors, and found that the
software could not accurately classify any expression.

Many studies have also used videos that were recorded using built-in laptop web-
cams, providing a direct view of the participant’s face. Naturalistic interactions – for
example involving multiple people or different body positions – may not be well cap-
tured by a webcam, or any kind of stationary camera. Wearable headcams provide an
ideal solution for capturing facial expressions in a naturalistic setting, and may enable
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more ecologically valid interactions, e.g., by containing less socially desirable facial
expressions than in a controlled observation [14]. We have not identified any studies
applying FaceReader analysis, or any other automated facial coding, to videos taken
using wearable headcams during natural interactions.

FaceReader has rarely been explored in a parent-infant context. One study used the
software to analyse the intensity of mothers’ Happy expressions during exposure to
images of infants [15], and another carried out five separate tests using FaceReader in a
parent-infant context [16]. These tests analysed facial expressions across different sce-
narios, including mother-infant interactions, infant-infant interactions, and interactions
in infants with developmental disorders. All except one test used observations carried out
in naturalistic settings with uncontrolled lighting and a handheld video camera (one test
used a laboratory settingwith controlled lighting). Videoswere excluded from analysis if
the participants head rotation was greater than 45 degrees from the camera. The authors
highlighted that assessing facial expressions in infant interactions is vital to understand
the “emotional sphere” of the child, with the goal of identifying and addressing less
optimal emotional responses (e.g., smiling at an infant cry) [16]. While these studies
both contributed to understanding maternal expressions, we did not find any FaceReader
literature specifically studying fathers’ facial expressions.

Father-infant interactions have been studied much less than those between mothers
and infants. This may be in part because fathers have traditionally been less involved in
childcare, although modern fatherhood roles are evolving to include more social, emo-
tional, and physical childcare than ever before [17]. Yet, studies of fathers are valuable,
as father-infant interactions have been found to contribute to infant language and cogni-
tive development [18] and to be predictive of behavioural problems [19]. Infants begin
to develop emotional coordination – learning to discriminate and respond to emotional
expressions, vital for social function [20] – from as early as 4 months old [21]. Whilst
much is known about how emotional coordination occurs in mother-infant interactions,
less is understood about fathers [22]. There are likely to be differences in the commu-
nicative mechanisms, and by observing, quantifying, and analysing father and infant
facial expressions during an interaction, we can begin to understand these differences.

The aims of our work were: (1) to evaluate the performance of FaceReader on
videos of naturalistic father-infant interactions captured using a wearable headcam, and
(2) to evaluate the relationship between the automated and human coding of facial
expressions. To address these aims, we coded 36 videos of fathers engaging in free play
or feeding interactions with infants, both manually and using FaceReader. We then used
contingency analysis and logistic regression classification models to compare the two
relative outputs. Through this work, we provide new information regarding the use of
FaceReader to process paternal facial expressions in a naturalistic setting.

2 Methodology

2.1 Data

We used data taken from the Avon Longitudinal Study of Parents and Children
(ALSPAC). The study website (http://www.bristol.ac.uk/alspac/researchers/our-data/)
contains details of all ALSPAC data that are available through a fully searchable data
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dictionary and variable search tool. ALSPAC data are collected and managed using
Research Electronic Data Capture (REDCap) electronic data capture tools hosted at the
University of Bristol [23]; REDCap is a secure web-based platform designed to support
data capture for research studies.

FullALSPACcohort demographics and recruitment details havebeenprovidedprevi-
ously elsewhere [24–27]. In brief, ALSPAC is an ongoing longitudinal, population-based
study based in Bristol, UK. The original cohort was recruited via 14 541 pregnancies
with expected delivery dates between 1 April 1991 and 31 December 1992; this original
cohort is referred to as generation 0, or ALSPAC-G0. The children born in 1992 to the
ALSPAC-G0 cohort are referred to as generation 1, or ALSPAC-G1. And finally, the
children born to the ALSPAC-G1 cohort in recent years are referred to as generation
2, or ALSPAC-G2. Our work comprises videos of fathers from ALSPAC-G1 (whose
infants are in ALSPAC-G2). The fathers in this work had a mean age of 31.31 years (SD
= 5.45), and their infants had a mean age of 32.62 weeks (SD = 5.85). Eight infants
were male, and five infants were female.

Ethical approval for the study was obtained from the ALSPAC Ethics and Law
Committee and the Local Research Ethics Committees. Informed consent for the use of
data collected via questionnaires and clinics was obtained from participants following
the recommendations of the ALSPAC Ethics and Law Committee at the time.

The videos were taken using headcams worn by infants during father-infant inter-
actions within the home. Previous work has found first-person headcams to be reliable
for capturing behaviours during parent-infant interactions [14]. Fathers were recruited
through a father-specific research clinic, inviting dads to take part in several assessments
when their child turned six months old. One of these assessments was the headcam
study, for which there were no specific selection criteria. Table 1 outlines the video
contributions from each father included in our work.

Table 1. Detail about the videos provided by each father within the dataset.

ID # Videos Total length (sec) Interaction types (# of videos)

F1 1 789 Feeding (1)

F2 2 736 Feeding (1), Free play (1)

F3 2 1141 Feeding (1), Free play (1)

F4 6 2776 Feeding (4), Free play (2)

F5 3 1656 Feeding (3)

F6 1 430 Free play (1)

F7 6 2325 Feeding (3), Free play (2), Combination (1)

F8 4 1396 Feeding (2), Free play (1), Combination (1)

F9 2 782 Feeding (1), Free play (1)

F10 1 916 Feeding (1)

(continued)
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Table 1. (continued)

ID # Videos Total length (sec) Interaction types (# of videos)

F11 3 2136 Feeding (2), Free play (1)

F12 2 1263 Feeding (2)

F13 3 1022 Feeding (1), Free play (1)

Total 36 17 368 Feeding (24), Free play (10), Combination (2)

We used 36 videos in total, collected between 2019–2020, including: 24 feeding
interactions, 10 free play interactions, and 2 videos which were a combination of both
feeding and free play. These videos come from 13 individual fathers, as many provided
multiple separate videos (see Table 1).

As this work is not about individual differences in expressions, but rather the efficacy
and accuracy of the software at capturing expressions, we found no reason to exclude
second or third videos from a single participant. Also, as all videos were varied in length,
it was possible that one fathermay includemultiple videos roughly equating to the length
of a single video from another father (e.g., F1 and F2).

2.2 Manual Coding

All videos were manually coded using Noldus Observer 15 software [28], at a temporal
resolution of 1/5 s. The facial expressions were coded according to the MHINT coding
scheme [29], which is freely available to access online. Specifically, this includes the fol-
lowing expressions: Smile, Positive, Neutral/Alert, Negative, Surprise, Mock Surprise,
Woe Face, Disgust, None of the Above and Face not Visible. These expressions are
exhaustive and mutually exclusive, meaning that every timestamp is allocated a unique,
single expression.

Initial coding was performed by one researcher, and two additional researchers were
recruited for double coding. Seven randomly selected videos were selected for double
coding, with one researcher coding four videos, and one researcher coding three. This
equated to 3906 s of double-coded data, or 22.38% of the total video data. All reliability
analyses were conducted using the Observer XT 15.0 [28].

To measure inter-coder agreement, we used the index of concordance. This is calcu-
lated by the total agreement for a behaviour (i.e., the duration that an expression is coded
as present/not present by both coders) divided by the total duration of the interaction.
The index of concordance is expressed as a value between 0 (no agreement) and 1 (total
agreement). Across all expressions, an index of concordance of 0.93 (SD = 0.07) was
achieved with the first double coder, and 0.91 (SD = 0.07) was achieved with the second
coder. Inter-coder results by facial expression are shown in Table 2. In these analyses,
we excluded expressions that occurred for less than 1% of the total interaction duration
(i.e., Woe face, Disgust, Surprise).
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Table 2. Mean inter-coder reliability by facial expression (SD).

Neutral Positive Smile Negative Mock
Surprise

None of the
above

Face not
visible

0.89 (0.09) 0.89 (0.09) 0.96 (0.03) 0.98 (0.00) 0.98
(0.02)

0.94 (0.05) 0.89
(0.08)

2.3 Automated Facial Coding Using FaceReader

All videos were also processed using Noldus FaceReader [1], a facial recognition soft-
ware trained to classify eight facial expressions in adult humans: Happy, Sad, Neutral,
Angry, Scared, Surprised, Disgusted, Contempt. To make this classification, deep learn-
ing algorithms are first used to find a face within an image, while varying for facial
position and size. Eye tracking is also used to help identify the rotation of the face.
Based on deep neural networks, an artificial face is then synthesised using around 500
key points on the face; these describe the position of features and muscles, as well as
different textures (e.g., eyebrow presence).

Expression classification takes place using a neural network, trained to recognise
facial expressions using over 20,000 manually annotated images of faces [30]. When
presented with a face, the software fits a “mesh” over the face and its key points, then
calculates the deviation of these points from their position relative to a “mean” face,
in order to make a prediction of the expression. A more detailed explanation of the
FaceReader software can be found elsewhere [31].

Once a face has been detected, FaceReader provides multiple detailed outputs
describing the facial expression present within that frame. The software processes videos
frame-by-frame, which in our case resulted in an output being provided for every 0.033
s. In this work, we use the FaceReader output expression intensity: a single value within
the interval [0, 1] describing the strength of each of the eight expressions. An intensity
close to 0 indicates the expression is not present, and an intensity close to 1 indicates an
expression is very present. An intensity value is provided for each of the eight expres-
sions simultaneously, with each value independent of one another (i.e., the values do not
sum to one).

It should be noted that the FaceReader expressions do not directly match those
within the manual coding scheme (e.g., “Mock Surprise” is a manual expression, but
not a FaceReader one), however, this was not problematic for the purposes of our work.
Table 3 shows an approximatemappingbetween themanual andFaceReader expressions.
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Table 3. Approximate mapping between manual and FaceReader expressions.

Manual Expression(s) FaceReader Expression(s)

Neutral/Alert → Neutral

Smile + Positive → Happy

Negative → Sad + Angry + Scared + Contempt

Surprise + Mock surprise → Surprised

Disgust → Disgusted

None of the Above + Woe face → n/a

Face not visible → Face not found

2.4 Data Analysis

Data Pre-processing. Before we started the data analysis, we first carried out some
pre-processing. A flow diagram showing all pre-processing stages is provided in the
Appendix. We started by removing all data where a second caregiver was present during
the interaction. This typically happened when the mother came to bring food, to admire
the headcam on the infant, or to walk past in the background. These data were removed
because FaceReader would often mistakenly classify the facial expression of the second
caregiver during these periods, rather than that of the father. This meant that amount of
viable coded data reduced from 17,368 s to 15,420 s.

The expression intensities were also normalised during pre-processing. This was
necessary because the manual coder can only choose one dominant facial expression
at a time, so for consistency, we must assume that we cannot have multiple domi-
nant expressions. By normalising the intensities, this helps to highlight the dominant
expression within the FaceReader output.

Data Analysis Procedures. All analyses were carried out using Python 3.0 [32]. Our
aims were twofold: (1) to evaluate the performance of FaceReader on videos of natural-
istic father-infant interactions captured using a wearable headcam, and (2) to evaluate
the relationship between the automated and human coding of facial expressions.

To address aim (1), we calculated the amount of time that a face was detected and
classified by both the human coder and the FaceReader software. We also calculated the
amount of time that a face was not detected by both the human and the software. These
values are displayed in a contingency table (Table 4) in Sect. 3.1.

To address aim (2),we usedmultivariate binary logistic regression; a choicemade due
to the simplicity of themodel and the ease of parameter interpretation. Logistic regression
measures the probability of a data entry being classified as one of twomutually exclusive,
exhaustive states (which we assign as either a 0 or a 1). In our work, this translates to
the eight simultaneous, FaceReader expression intensities being classified as one of the
manually coded facial expressions (classified as a 1) or not (classified as a 0). Employing
multivariate binary logistic regression meant that a separate logistic regression model
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was implemented for each of the manually coded facial expressions. The process for
fitting a single model is outlined below:

1. Split the dataset into a train and test set. Here, all data for a single person must be
contained in either the train or the test set (a father cannot be within both). This
helps to avoid inflated prediction measures of generalization performance. We used
13 fathers in total: 10 of these comprised the training set (n = 44,352 frames), and 3
fathers comprised the test set (n = 5,180 frames).

2. Define our features X (the normalised FaceReader expression intensities) and our
target variable Y (the manually coded facial expression).X is an 8×nmatrix, where 8
is the number of FaceReader expressions, and n is the number of entries in the training
dataset. Y is a binary array (1 indicates the manual facial expression of interest, 0
indicates any other expression) of length n, where n is the number of entries in the
training dataset.

3. Using the Python package sk-learn, fit the logistic regression model on the train-
ing data. We used the LBFGS solver (an optimisation algorithm approximating
the Broyden-Fletcher-Goldfarb-Shanno algorithm, see [33]), and we weighted the
classes based on their frequencies in the training data, adjusting for the imbalance of
behaviours per class (see Fig. 1).

4. Test the fitted model using the test set.

The fathers in the test and train datasets were selected through a trial-and-error
process, with the aim of retaining a similar percentage of data per expression in each
dataset, subject to the requirement of having all data from a single participant in only
one dataset. The resulting representation of each manually coded expression in the full
dataset, the training set, and the testing set is shown in Fig. 1 below.

We produced similar representation across almost all retained expressions (except
for Mock Surprise, which was more heavily weighted in the test set). Following this
evaluation, we excluded prediction models for Disgust, Surprise and Woe face, as these
expressions each accounted for < 1% of the data.

0 10 20 30 40 50 60

Neutral/Alert

Positive

Smile

None of the above

Negative

Mock surprise Testing set (n = 3)
Training set (n = 10)
Full dataset (n = 13)

Fig. 1. Percentage of class occurrence in each dataset (%). Surprise, Woe face and Disgust were
removed due to low prevalence (< 1%).
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3 Results

3.1 Quantifying FaceReader Performance Compared to Manual Coding

To address aim (1), we calculated how frequently the FaceReader software found the
participant’s face compared to the human coder. Our findings are provided in the contin-
gency table below. Throughout our discussion, we assume the manually coded expres-
sions to be correct, such that the manual expression is used as a benchmark with which
the FaceReader output is compared.

Table 4. Face found vs. not found by the FaceReader software and the manual coder (%).

Manual FaceReader (%)

Face Found Face not found

Face found 10.71 31.84

Face not found 0.47 57.00

We found that throughout the 15,420 s of data, the manual coder identified a facial
expression 42.55% of the time (from the table, manual face found = 10.71 + 31.84),
while FaceReader only identified a facial expression 11.18% of the time (from the table,
FaceReader face found = 10.71 + 0.47). Additionally, when a face was actually present
(and was therefore coded by the human), FaceReader found the face 25.17% of the time
(calculated by face found by both / total manual face found = 10.71 / (10.71 + 31.84)
= 10.71 / 42.55). Table 4 also shows that percentage of time where FaceReader found
a face but the Manual coder did not is very low (0.47%).

The observations where both FaceReader and the human coder classified a facial
expression comprise the datasets used for the logistic regression analyses, i.e., we did
not include data where the face was not found by either FaceReader or the human coder.
The observations coded by both the human and the software comprise 1651 s of data, or
49,532 frames approximately.

3.2 The Relationship Between the Automated and Human Coding of Facial
Expressions

Toaddress aim (2),we looked to understandhowaccuratelyFaceReader facial expression
intensities predicted manually coded facial expressions. The methodology for these
analyses has been outlined in Sect. 2.4.

We fit six binary logistic regression models (one for each expression) to the training
set, before testing the models on the test set. The resulting accuracy, sensitivity and
specificity measures are provided in Table 5.

Accuracy represents the proportion of correct predictions for both classes; high
accuracy means that the number of correct predictions (of either a 1 – the expression is
present –or a 0– the expression is not present) is high.Our sixmodels all showedaccuracy
greater than 0.67, with most being greater than 0.80. The most accurate models were
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Table 5. Accuracy, Sensitivity and Specificity for the logistic regression models.

Class Predictive Performance Measure

Accuracy Sensitivity Specificity

Neutral (n = 25,713) 0.78 0.97 0.51

Positive (n = 9172) 0.67 0.48 0.72

Negative (n = 2099) 0.82 0.83 0.82

Smile (n = 4437) 0.94 0.84 0.94

None of the above (n = 2021) 0.88 0.27 0.91

Mock surprise (n = 606) 0.94 0.47 0.97

Mock Surprise and Smile (0.94), followed by None of the Above (0.88) and Negative
(0.82). The prediction model for Positive (0.67) was the least accurate, followed by
Neutral/Alert (0.78).

Sensitivity represents the model’s ability to predict a true positive (i.e., correctly
classifies a facial expression as present); high sensitivity means that the model rarely
incorrectly classifies an expression as not present, and performs well at correctly clas-
sifying a facial expression as present). The sensitivity for some models were very high,
including for Neutral (0.97), Smile (0.84) and Negative (0.83). However, the other mod-
els performed poorly: sensitivity for None of the Above was very low (0.27), with Mock
Surprise (0.47) and Positive (0.48) only performing slightly higher.

Specificity represents the model’s ability to predict a true negative (i.e., correctly
class a facial expression as not present); high specificity means that the model rarely
incorrectly classifies an expression as present), and performswell at correctly classifying
facial expressions as not present). Our specificities were nearly all greater than 0.80.
The highest specificity was for Mock Surprise (0.97), followed by Smile (0.94), None
of the Above (0.91), Positive (0.82) and Negative (0.82). The lowest specificity was for
Neutral/Alert (0.51).

4 Discussion

4.1 Summary of Results

Our work used 36 videos of fathers taken using headcams worn by infants during parent-
infant interactions, totaling 15,420 s of data (after pre-processing). We manually coded
the videos according to an established facial expression coding scheme [29], and also
using an automated facial coding software. We applied contingency analysis to calculate
how frequently FaceReader detected a face at the same time the human coder did,
and used multivariate logistic regression models to evaluate the relationship between
automated facial classification and manual coding.

Our results showed that FaceReader only found a facial expression around a quarter
of the time that a human coder did (25.17%). This is not surprising, as it has been
established that automated facial recognition is disadvantaged in real-world conditions
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[13]. As such, we regard this low FaceReader performance as indicative of the high
ecological validity of the interactions. Whilst previous studies have excluded data that
FaceReader had failed to analyse, for reasons of signal loss during facial recognition
[34], it was important that we retained these data in order to validate the software for
naturalistic observations.

Our logistic regression models found that FaceReader predicted the manually coded
expressions with generally good accuracy (mean= 0.84, range= 0.67–0.94), sensitivity
(mean = 0.64, range = 0.27–0.97), and specificity (mean = 0.81, range = 0.51–0.97).
The high accuracies across the six models suggest that our models were good at predict-
ing when expressions were present. FaceReader was most accurate for Mock Surprise
(0.94) and Smile (0.94). This is similar to [11], who found that FaceReader most accu-
rately detected Surprise compared to other expressions. We found that FaceReader was
least accurate for Positive (0.67) and Neutral/Alert (0.78), a finding inconsistent with
other studies [5, 11, 13]. This is particularly interesting in the case of [13], who trialed
FaceReader for in-the-wild facial detection, similarly to us.

We found high sensitivities for the Neutral/Alert, Smile and Negative models, mean-
ing that FaceReader was able to positively identify the presence of these expressions.
Conversely, FaceReader was less accurate in identifying None of the Above or Positive.
This could be caused by a high number of false negative predictions, i.e., failing to
predict an expression that was in fact present. This makes sense in the case of None of
the Above, which serves to represent an “other” category, meaning that it encompassed
multiple different expressions. In our work, this was mostly fathers eating, sneezing,
yawning, or opening their mouths to mimic eating food, but could have included an even
wider range of expressions. As such, we would not expect sensitivity to be as high for
None of the Above as for the other expressions. For Mock Surprise and Positive, how-
ever, low sensitivity indicates that for some reason, our models often failed to correctly
identify these expressions.

We generally found very high specificities (all were greater than 0.80 except for
Neutral/Alert), meaning that FaceReader performed well at correctly identifying that
a particular expression was absent. The low specificity for Neutral/Alert (0.51) indi-
cates that the false positive rate was high – i.e., FaceReader incorrectly identified many
expressions as Neutral. This is similar to [35], who reported that their low accuracy for
Neutral (19%) was due to FaceReader over-detecting neutral expressions.

4.2 Failures in Face Detection

Previous work has highlighted the importance of creating more naturalistic settings for
FaceReader applications [36]. In practice, naturalistic settings are problematic for a suc-
cessful FaceReader analysis. In our work, the software struggled to detect a face across
many scenarios where the human coder had no trouble. We looked to our videos to
identify the reasons for this, and provide some examples here. Figure 2 shows some spe-
cific reasons that we believe FaceReader performance was low in our videos, including:
blurry images (a), bad lighting (b), the face being partially out of shot (c and h), head-
cams/toys/food blocking the face (d and f), the parent facing away from the camera (e),
or FaceReader misclassifying another object as a face (g). For confidentiality reasons,
we are not able to share images of the fathers used within this study. However, the images
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in Fig. 2 show a mother from a mother-specific, but otherwise identical, headcam study
(this mother consented to have her data shared).

FaceReader documentation [31] outlines that the software performs less well if: the
participant iswearingglasses, the lighting in the room is toodark, the participant is rotated
away from the camera, or something is partially blocking the face (e.g., thick facial hair,
hands, or a hat). Issues with glasses, bodily occlusions and artificial illumination have
also been reported by others [13, 37]. The videos in our work were collected for an
earlier study, so we were not able to advise that participants avoided wearing hats or
glasses, that they sat in a roomwith natural lighting, or that they restrained from blocking
their face with objects. It is therefore unsurprising that we observed a lot of these issues
in the videos. Of our 13 fathers, six had facial hair of varying thickness, and three
wore glasses. Additionally, many interactions also took place in front of a window, in
rooms that were artificially lit, or in dim early morning or evening light, which lead to
problems with lighting on fathers’ faces (see Fig. 2b). It is possible that these factors
lessened FaceReaders ability to analyse the faces in our videos.

While there are many reasons why FaceReader struggles to locate the face (Fig. 2),
we suggest that the types of interactions we studied may also have affected this. In
the free play interactions (n = 10), there were fast movements and variation between
different positions (e.g., sit, lie on front), which led to images being both sporadic and
blurry (see Fig. 2a). This also meant that the infant was not always at eye level with
the father, meaning that the top, bottom, or side of the face was often out of shot (see
Fig. 2c). Further, even if the full face was in sight, sometimes toys used for play would
block the view of the face. While a human coder may be able to distinguish a facial
expression in spite of small obstructions, slightly blurry shots, and missing parts of the
face, FaceReader would not.

Similarly, the context of a Feeding interaction (n = 24) meant that cutlery, bowls,
or food were often raised in front of the infant’s face, partially or wholly blocking view
of the father (see Fig. 2d). Further, while feeding interactions generally involved fathers
sitting facing their infant in order to feed them, there were instances where the father
was also eating a meal. This led to sideways or otherwise indirect views of the father
(see Fig. 2e), if he was sitting next to the infant or somewhere around the table. While
a human coder may distinguish a facial expression from a sideways or angled view,
FaceReader is not able to do this beyond around a 40-degree tilt [31].

Wealso suggest that the use of the headcam led to a reducedFaceReader performance.
For example, one problem we encountered was that the headcam was placed too high
on the infant’s head (i.e., pointing more upwards than forwards), so that only the top
of the father’s head was visible. Conversely, a headcam that was placed too low on the
father’s face meant that his eyebrows were covered, causing the face to be uncaptured
by FaceReader (see Fig. 2f). In both of these cases, the face was typically still visible
to the human coder. In a previous study investigating headcam use for capturing dyadic
interactions [38], the experimenters manually adjusted the subject headcams to ensure
that they were well fitted, and positioned to capture the most desirable perspective. In
our work, subjects put the headcams on themselves, which meant that there was more
likely to be placement issues.
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a. The image is blur-
ry. This may happen
if the infant (or father) 
moves their head too 
quickly. 

b. The lighting in the 
room is bad, e.g., the 
parent is sitting in
front of a window, or 
there is a lack of
natural light.

c. Any part of the face
is missing from the 
image. This may 
happen if the parent
moves from the in-
fant’s line of sight, or
the infant looks else-
where.

d. A hand, toy or
food-related item is
blocking the view of 
the parent’s face.

e. The parent is fac-
ing sideways, up-
wards, or down-
wards. This can ob-
struct facial features 
from view.

f. The headcam is
blocking the view of 
the face, i.e., by being 
worn too low on the 
head, and covering 
the eyebrows.

g. A face that is not
the parent’s face is
recognised and classi-
fied, (e.g., a face on a 
t-shirt, a stuffed ani-
mal, a painting, or 
another person.)

h. The parent is too 
close. This may hap-
pen when the parent
leans in (e.g., to feed
or kiss the infant).
The face may also be
unclassified if the 
parent is too far away.

Fig. 2. Examples of images where FaceReader does not find the face. Images are taken from an
infant headcam during mother-infant interactions in a near identical study.

Finally, FaceReader also provided outputs for some frames that the human coder did
not (0.47%). There aremany reasons that this could happen, includingwhere FaceReader
misclassifies: a different person’s face, an item of clothing or poster with a face on, or
some other background object (see Fig. 2g). Complex backgrounds have previously
been reported as problematic [13]. To account for this effect, we had already removed
data from our analyses that included another caregiver in the background of the video,
meaning that these misclassifications were likely to be caused by clothing or background
items.

4.3 Implications for Future Work

To our knowledge, no previous studies have used FaceReader to analyse headcamvideos.
Itwould therefore be useful to further evaluate howheadcams canbe best used to optimise
the chances of a successful FaceReader analysis. This is particularly important as the
use of headcams allows for a more ecologically valid and natural observation [14]. We
therefore outline six recommendations for future work in this area, aiming to maintain
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the authenticity of a natural observation, while also optimising the logistical aspects of
the observation.

[1] Subjects should be instructed on how to properly put the headcams on both them-
selves and the infant (to avoid pointing up/down and missing the partners face).

[2] Subjects should be advised regarding optimal lighting conditions (i.e., natural light).
Where possible, observations should take place in an area of natural lighting,
preferably during the middle of the day where natural light is most prevalent.

[3] Subjects should be advised regarding glasses (not to wear them if possible), or other
facial occlusions. Whilst no hands in front of the face would be desirable, high-
lighting this could affect the authenticity of subject behaviours and movements, so
we would not recommend mentioning this to subjects.

[4] Depending on the interaction, researchers could advise subject posture (e.g., we
found that feeding interactions had successful analysis when subject was face to
face with infant). It would be beneficial to suggest interactions or observations that
naturally cause subjects to face the camera front-on.

[5] Subjects should not sit in view of photos or posters hung on walls, and should not
wear t-shirts or other clothing items with people shown on them.

[6] Researchers should support the development and usage of more powerful compact
cameras, to provide greater robustness against rapid headmovements (as previ-ously
suggested by [9])

While these recommendations should aid in optimising FaceReader performance for
naturalistic interactions, the reality is that – for now – it may be necessary that manual
coding (or some othermethod) is used to supplement FaceReader coding. In our case, this
would account for roughly 25% of faces being automatically coded, and the remaining
having to be supplemented by a human coder (this is, if the end goal is 100% coding).
However, it may be that this is sufficient for drawing useful conclusions in many cases,
especially when using high quality, long extracts of video data. While this is not nearly
close to the goal of fully automated facial coding, 25% represents a starting benchmark
which future work can aim to improve upon.

Additionally, FaceReader provides much more detail than what is capable from a
human coder, i.e., expression intensity for eight concurrent expressions. This means
that even with a performance rate of 25%, we can potentially learn a lot more from the
FaceReader output that wouldn’t be possible from manual coding alone. In a clinical
scenario, therefore, where manual coding is impractical, it is easy to see the potential
utility of automated coding techniques, even at a 25% performance rate.

Future work could also identify whether the successful automated coding is biased
towards certain expressions (e.g., expressions may be more prevalent when FaceReader
is unsuccessful, such as when the second caregiver is present, or when the parent or
infant turns toward a distraction). Similarly, it would be beneficial to investigate how
FaceReader could work alongside complementary techniques (e.g., linear interpolation)
to identify “missing” facial expressions.
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4.4 Strengths and Limitations

A major strength of our research is the use of real-life observations, which meant that
fathers exhibited natural, unposed facial expressions. Without the presence of a third-
party researcher to record the interactions, it is likely that the recordings captured more
ecologically valid facial expressions [14]. Also, using headcams during a dyadic inter-
action allowed the camera to focus directly on fathers’ faces. This is an advantage over
third person cameras, which can miss out on capturing facial expressions [14].

For limitations, we acknowledge there was low prevalence of some facial expres-
sions, meaning that some had to be excluded from the logistic regression models (e.g.,
Woe face, Disgust). Additionally, some of the models possibly did not perform as well as
they might have with more data. The facial expressions are a direct reflection of fathers’
emotions while interaction with their children, however, so it is not surprising that we
did not encounter lots of Disgust, for example.

Further, there was not a one-to-one relationship between the facial expressions in
the manual coding scheme and those implemented by FaceReader. For example, the
manual coding scheme contained the expression Negative, while FaceReader contained
the separate negative expressions Sad, Scared, Angry andContempt. If we hadmanually-
coded these negative expressions separately, it is possible that we may have been able
to implement better performing, distinct models for each expression. Having said that,
the prevalence of Negative was quite low (n = 2099) compared to other expressions
(e.g., Neutral/Alert, Smile), suggesting that there may not have been quite enough data
to have created three, high performing, separate models in this instance.

As previously acknowledged, the length of videomaterial for each subjectwas not the
same (i.e., we had many more facial expressions for some fathers than others, especially
where some fathers provided multiple videos). It is possible that this led to biases in
how our models learned to predict certain facial expressions. However, we modulated
for this effect in our performance measures by including all data from a given subject in
either the training or the testing dataset.

There are some inherent biases present within the ALSPAC cohort, many of which
have been detailed previously [26]. One example is that the cohort is mostly of White-
European origin, reducing the generalisability of findings to the general population.
However, as our work does not aim to interpret specific facial expressions present in the
interactions, generalisability of findings is not as important here as for other studies.

Finally, we acknowledge that wearing headcams might have influenced the natural
facial expressions of our participants. Although, we believe that the effect of this was
mitigated (and countered) by the more ecologically valid expressions that we expected
to see from real life, at-home interactions.
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Appendix

Here we provide a flow diagram to demonstrate how we processed the data involved in
this study.

Initial dataset
Manually and 
automatically 

coded.  
(n = 17,368)
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data with 
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 (n = 15,420)

Contingency 
analysis

FR** and
Manual find 

face 
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(n = 1,478)

Test dataset 
(n = 173)

FR or
Manual find 

no face 
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data with 
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Fig. 3. Flow diagram to demonstrate stages of data processing; n refers to the number of video
frames. *CG2 = Caregiver 2. **FR = FaceReader.
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Abstract. This paper addresses the problem of accomplishing Orofa-
cial Rehabilitation (OR) with the assistance of artificial intelligence.
The main challenges involve accurately monitoring and interacting with
the trainees, while preserving user experience. We analyse different
approaches to solving these challenges and propose a methodology to
build smart knowledge-driven OR systems that focus on automated inter-
action. Our proposal leverages the combination of vision-based micro
and macro facial expression recognition and skill-based dialogue systems,
which facilitate encapsulating the knowledge of rehabilitation profession-
als into natural language interactions. Experimental results of spoken
keyword spotting and micro and macro facial expression recognition algo-
rithms are provided. The OR expressions image dataset employed in our
experiments is also published to support further research in the field.

Keywords: Orofacial Rehabilitation · Dialogue Systems · Facial
Expression Recognition

1 Introduction

Within an ageing society it is common for individuals to develop physical or
cognitive detriment. These impairments typically impact on life quality and
people frequently need to be provided with rehabilitation services. Orofacial
Rehabilitation (OR) is the branch of Physiatry dedicated to mitigating physi-
cal impairments in the orofacial system, which is the set of organs responsible
for the physiological functions of breathing, sucking, swallowing, speaking and
phonation, including all kinds of facial expressions [21]. Examples of facial ges-
tures for OR are: bite lower lip, bite upper lip, blink, blow cheeks, blow left cheek,

Supported by SHAPES – Smart and Health Ageing through People Engaging in Sup-
portive Systems - is funded by the Horizon 2020 Framework Programme of the Euro-
pean Union for Research Innovation. Grant agreement number: 857159 - SHAPES –
H2020 – SC1-FA-DTS – 2018–2020.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023

Published by Springer Nature Switzerland AG 2023. All Rights Reserved

A. Tsanas and A. Triantafyllidis (Eds.): PH 2022, LNICST 488, pp. 397–411, 2023.

https://doi.org/10.1007/978-3-031-34586-9_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34586-9_26&domain=pdf
https://doi.org/10.1007/978-3-031-34586-9_26
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blow right cheek, close eyes (stronger than blink), look left, look right, frown,
hide lower lip, hide upper lip, kiss, kiss left (moving the mouth to the left), kiss
right, open eyes (more than normal), open mouth, press lips, rise eyebrows, rise
nose (as if it would smell bad), show teeth (not smiling), smile (without showing
teeth), smile left (rise left mouth corner), smile right, tongue forward, tongue left
and tongue right. During an OR session, the trainee would exercise these ges-
tures several times, starting from a neutral facial expression until the maximum
gesture intensity is reached and then relaxing again.

The OR process is highly demanding in terms of expert supervision, espe-
cially when concerning elderly people [13]. Consequently, minimising the need
for caregiver support during the rehabilitation process with the less possible
impact on user experience is one of the main open challenges in the field to date
[22]. Dialogue Systems (DS) allow human-machine natural language communi-
cation through text or speech, just as humans interact with each other. Despite
their potential to automate caregiver support resembling the traditional way,
their application has not been fully explored for OR. One of the main barriers
to exploit DS in the rehab setting is the linguistic expertise required to model
each rehabilitation process in terms of intents, entities and dialogue rules [17].
This makes it difficult for professionals to codify their knowledge in the form of
dialogue. In addition, the feasibility of automated spoken interaction with mild
speech impairments related to orofacial disorders has not yet been tested.

On the other hand, a smart OR system requires Facial Expression Recogni-
tion (FER) algorithms capable of efficiently spotting macro and micro expres-
sions (i.e., gestures), together with their degree of achievement to a canonical
reference in order to provide real-time feedback and evaluate the progression.
This is challenging because state-of-the-art FER methods typically handle fewer
facial gestures than those mentioned above. Moreover, the most accurate meth-
ods tend to have a higher complexity that might hinder their deployment in
devices with limited computational resources, such as smartphones [23]. Besides,
each person’s neutral expression varies from person to person and, therefore,
might prevent FER models from generalizing well to all facial appearances.

An additional challenge in the field of smart rehabilitation in general is the
variety of smart devices such as smartphones, tablets and smart speakers that
are progressively growing in use for ubiquitous rehabilitation applications [20].
In parallel, traditional client-server architectures are also transitioning towards
more distributed architectures [6], demanding to minimise the transfer of sensi-
tive data over the Internet.

In order to address the challenges described above, this work proposes a
novel combination of skill-based DS and FER algorithms towards engaging AI-
powered automatic OR user experience. More specifically, our contributions can
be summarised as follows:

– A smart OR system architecture that allows blending the output of edge-
deployed spoken interaction and computer vision modules capable of rec-
ognizing spoken keywords and orofacial expressions, with natural language
interaction dialogues derived from knowledge encoded directly by rehabilita-
tion professionals in dialogue skills.
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– A spoken keyword spotting (KWS) phrase and model experimentally shown
to be robust to mild speech impairment.

– A FER method to measure the degree of achievement of macro and micro
facial gestures compared to a canonical reference effectively and efficiently.

– The OROFACE dataset to support further research in this field. The dataset
can be downloaded from here: https://datasets.vicomtech.org/di24-oroface-
dataset/oroface.zip

The remaining sections of the paper are structured as follows: Sect. 2 anal-
yses previous work done under the scope of mixed automated rehabilitation
approaches involving FER and DS; Sect. 3 introduces the proposed knowledge-
driven dialogue and visual perception system architecture for smart OR; Sect. 4
evaluates this against other state-of-the-art (SOTA) prototypes and shows exper-
imental results for the KWS and FER algorithms; finally, Sect. 5 draws upon the
conclusions and potential lines for future work.

2 Related Work

2.1 Smart Rehabilitation Systems and Dialogue

Medical rehabilitation is a procedure executed by professionals including physi-
atrists, physiotherapists, nursing personnel, occupational therapists or diverse
medics that can provide a diagnosis involving rehabilitation. Typically either
patients or medical field experts need to be relocated on site for a rehabilita-
tion session. When relocation is not an option, telehealth mechanisms flourish
with the intention of performing secure virtual rehabilitation activities remotely
[19]. Virtual Reality and friendly graphical user-interfaces have been added to
remote rehabilitation systems to perform cognitive and physical recovery exer-
cises supervised by a trainer [8]. Auto data gathering techniques through guided
questionnaires were innitially proposed to end-users but, more recently, robotics
and computer vision technologies have became more prominent to monitor and
register patient performance and complete electronic health reports, which are
later evaluated by competent healthcare experts [5]. However, patients still prefer
to have nursing personnel next to their remote controlled rehabilitation machin-
ery [11], highlighting the need for more natural interaction mechanisms with
smart telerehabilitation systems that resemble the traditional face-to-face recov-
ery procedure.

Dialogue Systems (DS) have been introduced in diverse knowledge fields, to
provide human-like interactions with decision making capabilities independent
from expert personnel involvement [14]. To prevent negative patient experience,
smart rehabilitation systems shall not only collect user generated data and keep
track of the exercises performed on behalf of the caregivers, but also interact
as humanly as possible in order to engage individuals: informing, guiding, rec-
ommending and motivating with personalized content [4]. In this sense, speech
technologies can narrow the user experience gap introducing spoken input and
responses [15] as in a traditional rehabilitation process, while replacing more
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common but less natural visual user interfaces. A key technology in voice-based
interaction is Spoken Keyword Spotting (KWS), which enables triggering atten-
tion from the system using a custom spoken word or short phrase. It also allows
to initiate interactions only when users want to, enhancing user experience and
acceptance [10]. Although spoken interaction is only feasible for patients with
orofacial disorders not affecting speech production or leading to mild speech
impairments, a comparable user experience can be achieved through chat-like
text interactions in natural language. In addition, DS can fill the interactive
conversational role of health-care professionals, exploiting domain knowledge in
order to provide correct answers [7]. Unfortunately, the development of DS still
requires considerable manual effort and expert linguistic knowledge. In order
to address this problem, customisable conversation structures or dialogue skills
that can adapt to each patient and conversational agent [12] have started to be
exploited.

2.2 Facial Expression Recognition in Orofacial Rehabilitation

FER approaches are composed of two main phases: (1) facial image pre-
processing and (2) facial expression feature classification. Image pre-processing
typically includes the following stages [23]: (1) facial region detection and align-
ment, (2) frame normalization, and (3) motion magnification. The first stage
involves extracting the facial image and landmarks from the input image, then
reducing the variation in face scale and in-plane rotation. Deep Neural Net-
works (DNNs) currently obtain the best results for these two tasks [9]. In the
second stage, meaningful frames are automatically selected from the entire ges-
ture sequence, typically by aligning the input samples into the same number
of frames through temporal interpolation [3]. The third stage usually involves
manipulating the sequence transformed to the frequency domain to detect sub-
tle motion changes of micro-expressions [16]. Finally, facial expression categories
are inferred from the pre-processed facial image through a Machine Learning
method (e.g., another DNN).

Orofacial rehabilitation requires recognizing more macro and micro facial ges-
tures than those usually considered by state-of-the-art FER methods and pub-
lished datasets [2]. Besides, they should be measured with respect to the specific
neutral expression of each person. This means that more accurate methods and
specific datasets are needed. Moreover, temporal interpolations and operations
in the frequency domain might be unfeasible to get real-time feedback while per-
forming the exercises on devices with limited computational resources. Thus, for
our goal, we need to deploy lightweight DNNs, and create procedures for frame
normalization and motion magnification adapted to our context.

3 Proposed Approach

3.1 Architecture Design and Workflow

The proposed Smart OR System Architecture is illustrated in Fig. 1. It entails a
DS as responsible for the follow-up process, relegating the specialist to a supervis-
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Fig. 1. Smart OR System Architecture

ing role consisting on introducing clinical knowledge through dialogue templates
or skills to guide natural language interaction with the patient. This opposes from
previous approaches that had professionals driving the whole process through
screens with limited operational flexibility and full attention demand on the
task. The underlying assumption is that the DS shall be capable of drawing
more attention from the user than filling forms, while keeping patients active
and engaged improving user experience.

The clinical knowledge encoded in the dialogue skills is stored in a knowl-
edge database, which is then used to automatically instantiate the following DS
modules:

– A Natural Language Understanding (NLU) module that performs intent clas-
sification and entity extraction on natural language input from the user.

– A Dialogue Management (DM) module that decides which is the next state in
the dialogue and stores input information that may influence decision making
in the dialogue memory.

– A Natural Language Generation (NLG) module that creates the appropriate
natural language response to be returned by the system.

The DS supports both, text and spoken interactions through an optional voice
layer that includes automatic speech recognition and speech synthesis technolo-
gies, plus a spoken keyword spotting (KWS) module. This way, OR patients
without or with mild speech problems are able to interact with the system as
they would do with their rehabilitation caregivers.

FER algorithms provide of real-time orofacial rehabilitation information
which can be checked against medically accurate exercise templates in order
to provide both trainees and instructors from useful feedback about the reha-
bilitation process. The output of the FER module is fed directly to the DM,
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which takes the visual perception information received into consideration for the
decision making process in the next natural language dialogue interaction with
the user.

In line with current trends, the architecture design contemplates the use of
a wide variety of devices (e.g. computers, smartphones, tablets, smart speak-
ers, robots, etc.). To ensure optimum performance, input devices shall include
microphones prepared for beamforming, echo cancellation and noise reduction to
deliver precise high quality audio and cameras with stabilised image and precise
focusing to capture every gesture.

User information gathered from dialogue conversations and video capture
peripherals is also stored in the knowledge database, which is subject to the
terms of privacy and data protection for the sake of patients confidence. In
order to minimise the amount of personal data to be stored in the knowledge
database, the KWS and FER algorithms have been devised to be deployed on
the edge. This way, only spoken interactions addressed to the system and FER
performance results shall be collected. For added security and data protection,
the system back-end could be deployed both on premise in a local server or in a
restricted cloud network with limited access.

Additionally, the results obtained by completing the whole rehabilitation pro-
cess can be checked by the expert on an intuitive multi-platform visual analytics
component.

In practice, the proposed Smart OR System Architecture involves two sepa-
rate workflows for rehabilitation professionals and patients:

– Rehabilitation professionals: use dialogue skills to define rehabilitation
sessions for patients including e.g. the set and sequence of gesture exercises
they should perform. Such expert knowledge is then exploited to automati-
cally instantiate DS that guide and interact with the users throughout the
rehabilitation session using natural language. Once the sessions are com-
pleted, clinicians can consult a visual analytics panel to check how the sessions
went, evaluate the results achieved and plan next rehabilitation steps.

– Patients: open the smart OR rehabilitation application in their preferred
device (i.e. computer, smartphone, tablet, robot, etc.). Calibrate the camera
of the FER module to their neutral face position. The system guides them
through the rehabilitation session, proposing sequences of gesture exercises
adapted to their needs and providing automatic feedback on their perfor-
mance in natural language. Patients without or with mild speech impairments
can even interact using their voice, just as they would with their rehabilitation
caregivers. After the session is completed, patients can also receive feedback
from their caregivers and a new set of exercises to perform.

3.2 Dialogue Skills and KWS for OR

The most convenient method for the automatic generation of dialog rules are
the so-called Dialogue Skills. To this end, each Skill is provided with the ability
to manage dialogues that follow specific patterns and respect a specific domain



Knowledge-Driven Dialogue and Visual Perception for Smart OR 403

logic. For all dialogues that partially or completely follow the default dialog
structure in the Skill, the interaction rules are automatically instantiated and
the Dialog Manager (DM) module gets ready to be used.

OR Dialogue Skills enable interaction capabilities such as repeating, passing,
changing, completing, exiting, pausing, continuing or getting additional informa-
tion about rehabilitation exercises or contacting professionals for help, following
a particular conversation structure. These capabilities are linked to their respec-
tive NLU semantic tags (i.e., intents and entities) defined for the OR Skill to
classify patient input and allow the DM to keep track of the dialogue state by
saving and updating information related e.g. to the current exercise, the current
step, the exercise number, the step number and any additional requirements (if
any) as dialogue attributes. Then, the expert rules created for the Skill are able
to handle dialogue state changes based on the NLU semantic tags detected. In
response, users are encouraged to keep going with the OR process while receiv-
ing positive feedback or being alerted if the FER module does not detect the
expected performance. Once the OR Dialogue Skill is developed, professionals
only need to fill in a graphical user interface including the sequence of gesture
exercises to be completed by the patients.

As mentioned before, Spoken Keyword Spotting (KWS) allows enhancing
user experience and acceptance of voice-based interfaces and, thus, has been
included in the proposed Smart OR System Architecture. However, a KWS
phrase suitable for the OR environment precises to meet certain characteris-
tics: it should be chosen to be as language agnostic as possible avoiding the
inclusion of language-specific phonemes; and it should have a length of three to
four syllables in order to avoid similarity with other words in short phrases and
the complexity of long phrases. For the experimental purposes in this work, the
KWS phrase “Hey Nari” has been chosen following those principles. In addition,
a dataset recorded by 42 speakers of different languages has been compiled for
model training and testing purposes, as described in Sect. 4. Each speaker was
asked to record 12 positive audio samples containing the desired phrase and 12
negative audio samples containing diverse speech, for a total set of 1008 audio
samples.

3.3 Efficient Facial Expression Recognition for OR

We need to tackle the following tasks to design an appropriate FER method for
our goal:

1. Build a balanced dataset with different facial appearances in the wild, per-
forming several trials of all the required facial gestures for orofacial rehabili-
tation, including neutral expressions. This dataset will allow us to build the
canonical reference for the trainee’s accomplishment measurements.

2. Design an effective and efficient facial image processing strategy for frame
normalization and motion magnification, especially for micro gestures.

3. Design appropriate metrics for facial gesture accomplishment, tailored to each
person’s neutral expression.
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Fig. 2. Data distribution and image samples of the OROFACE dataset.

4. Analyze the visual discriminability of the required facial gestures to train an
effective and efficient facial expression feature classification model.

For the first task, we first involve a professional expert in orofacial reha-
bilitation to define a training session. This expert is recorded from a frontal
viewpoint while performing the training session, including all required trials of
all the considered facial gestures. Then, similarly, other people are recorded
replicating this session while watching it as guidance, as in a mirror workout
session. All these people should perform all the exercises with sufficient preci-
sion to act as a further reference to others. Finally, we segment the recorded
videos, extracting the frame sequences corresponding to the full gesture action,
from the starting neutral expression to the ending neutral expression, but with-
out including it. Finally, we segment separate sequences, including the neutral
expression (e.g., the moment before all trials start). Following this approach,
we have built the OROFACE dataset, recording 20 individuals performing the
facial gestures mentioned in the introduction (28 in total) 2–3 times each, as
explained above. After segmenting the videos and removing the less success-
ful trials, the dataset contains 17,133 images, distributed as shown in Fig. 2,
with the following abbreviations: b l lip=bite lower lip, b u lip=bite upper
lip, blow ch=blow cheeks, bl l ch=blow left cheek, bl r ch=blow right cheek,
close e=close eyes, look l=look left, look r=look right, h l lip=hide lower lip,
h u lip=hide upper lip, kiss l=kiss left, kiss r=kiss right, open e=open eyes,
open m=open mouth, pr lips=press lips, r eyeb=rise eyebrows, r nose=rise nose,
s teeth=show teeth, smile, smile l=smile left, smile r=smile right, ton f=tongue
forward, ton l=tongue left, and ton r=tongue right.

For the second task, we propose using contrast-enhanced normalized differ-
ential images (CENDIs), computed as shown in Algorithm 1. The five input
parameters are: (1) the incoming aligned facial image I (like the samples shown
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in Fig. 2), (2) an aligned facial image of the user with neutral expression of the
user Ineutral obtained during an initial calibration step, (3) the grade of differ-
ence α (in the range of [0,1]), and the parameters for Contrast Limited Adaptive
Histogram Equalization (CLAHE) [24] clip limit c (4) and tiles grid size g (5).
CENDIs enhance the gesture’s relevant areas by including the contrast between
the user’s actual and the neutral expression, with a small computing overhead.
Figure 3 shows examples of CENDIs for different values of α.

Algorithm 1. Contrast-enhanced normalized differential image calculation.
1: procedure CalcCENDI(I, Ineutral, α, c, g)
2: Idiff ← I − α · Ineutral (in single-precision floating-point format)
3: valmin, valmax ← getMinMaxValues(Idiff)
4: Inorm

diff ← 255 · (Idiff − valmin)/valmax

5: IHSV ← convert2HSV(Inorm
diff ) (in 8-bit precision format)

6: H,S,V ← splitInChannels(IHSV)
7: Venhanced ← applyCLAHE(V, c, g) [24]
8: CENDI ← convert2RGB(mergeChannels(H,S,Venhanced))
9: return CENDI

10: end procedure

Fig. 3. Examples of CENDIs with α = 0, 0.25, 0.5, 0.75, and 1 for the bite lower lip
micro gesture, compared to the incoming aligned facial image (right).

For the third and fourth tasks, we consider using a DNN for facial expres-
sion feature classification trained with CENDIs generated from a dataset like
OROFACE. Thus, the output of the DNN is a vector of scores of all the con-
sidered gestures. The closer the captured gesture’s performance to the trained
reference is, the higher the score for the corresponding class will be. However,
even though gestures are perfectly performed, some gestures could be visually
very similar (e.g., blink and close eyes), and the classifier could find difficulties
in discriminating between them. Therefore, in some cases, we might require fus-
ing some gestures, retraining, and retesting the DNN iteratively until we obtain
an effective classifier, even though, in the end, we might request the user to
distinguish between them for the exercises. Confusion matrices of testing data
help us decide which gestures should be fused if required during this process.
Nevertheless, our goal is to measure the degree of achievement to a canonical
reference, and this approach is sufficient for that. In our context, we should select
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lightweight DNNs for this classification and facial region and landmarks detec-
tion with a good trade-off between accuracy and computational complexity for
devices with limited computational resources.

4 Experiments and Evaluation

This section includes a qualitative evaluation of the proposed Smart OR System
Architecture, benchmarking it against methodologies with similar characteristics
found in the literature. In addition, a quantitative evaluation of the developed
KWS and FER models is also presented.

Table 1 summarizes the main features of the systems analysed, which have
been chosen to address smart rehabilitation or healthcare support through dia-
logue and/or computer vision components. The main characteristics that have
been compared across systems are: whether they use dialogue to interact with
the users (DS); whether dialogue skills are exploited to facilitate the develop-
ment of dialogue interfaces adapted to each user (Dialogue Skills); whether users
can communicate with the system using spoken interaction (Spoken Interaction);
whether computer vision algorithms are exploited to automatically monitor user
performance (CV); whether they consider the use of smart interconnected devices
by users and propose distributed artificial intelligent deployments (IoT Edge)
with several embedded machine learning (ML) algorithms.

As it can be observed, it is hard to find a solution that combines dialogue and
visual perception to address the specific problem of orofacial rehabilitation. Some
approaches are based on the use of smart wearable IoT devices [20] or computer
vision technology alone which are not smart nor applied to facial rehabilitation
[1]. Other systems exploit DS and spoken interaction [4,15], but do not target
rehabilitation applications nor blend visual perception components with the dia-
logue. None of the published works has proposed to apply conversational skills
to facilitate the inclusion of personalized expert knowledge into system-patient
interactions. Regarding smart devices deployment, some approaches reflect an
IoT architecture but fail to address modern limitations by embedding light-
weight ML algorithms on edge devices [4].

Quantitative evaluation of the KWS approach described in 3.2 has been car-
ried out by training a model of the defined phrase on the compiled training
dataset. Figure 4 shows the results achieved on the validation set for differ-
ent training epochs, the best ones being those obtained with 600 epochs (final
model). A small test set has been created to evaluate final model performance
over different speakers and conditions as is later discussed in Table 2. As it can be
seen, the maximum Accuracy obtained is 0.79, which can be considered accept-
able. Overall, the Precision (0.84) of the model is higher than its Recall (0.72)
leading to an F1 measure of 0.78 and 0.22 Loss.

Additionally, we have also preliminarily compared the performance of the
KWS model on speech samples with and without mild speech impairment.
Table 2 shows the average probabilities returned by the model for each case for a
set of given test audio samples. Audio samples containing speech and noises that
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Table 1. Feature Qualitative Check

Reference Short
Description

Featuresa

DS Dialogue
Skills

Spoken
Interaction

CV IoT
Edge

[20] Programmable device to guide
rehabilitation patients

× × × × �

[4] Health dialog systems for
patients and consumers

� × � × ×

[15] A dialogue monitoring scheme
for a virtual doctor

� × � × �

[1] Wize Mirror - a smart,
multisensory cardio-metabolic
risk monitoring system

× × × � ×

Ours Knowledge-Driven Dialogue
and Visual Perception for
Smart Orofacial Rehabilitation

� � � � �

aBased on published research conference papers and journals.

Epoch Metricsa

Number Acc F1 Loss Precision Recall

600 0.79 0.78 0.22 0.84 0.72
aBased on micro metrics from validation phase.

Fig. 4. KWS Quantitative Analysis

differ from the KWS phrase are added to highlight the value of the results. The
KWS model is inferred on overlapped fixed-size audio frames (smaller than the
complete sample) trying to find a high probability value. Average probabilities
reflect a clear distance between positive non-mild-speech-impairment samples
(0.60) and negative samples (0.16) with positive mild-speech-impairment sam-
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ples (0.45) finding their probability space somewhere in the middle of them
closer to positive values. Therefore, the probability gap between those three
groups appoints that this smart OR system architecture is preliminarily KWS
capable on patients with mild speech impairments provided that the keyword
probability detection threshold is flexibly tuned (e.g. 0.30).

Table 2. KWS Performance on Samples with and without Mild Speech Impairment

Voice conditions Non-impaired
speech

Non-impaired
speech

Mild impaired
speech

Wake-Up Word Audio

Sample Type

Positive Negativeb Positive

Average Probability

Achieveda

0.600493349 0.157178358 0.449133078

a Averages are calculated based on several audio frame probabilities [0.0–1.0].
b Negative non-impaired speech results extrapolable to negative mild impaired
speech results.

Finally, to test the convenience of CENDIs for FER in our context, we have
trained ten lightweight DNNs for the first five subjects of OROFACE performing
all the recorded gestures (i.e., two recognition models per subject with α = 0 and
0.5). The data used for training each model includes the rest of the dataset’s sub-
jects, except the targeted one used for testing. We have chosen the EfficientNet-
lite-0 DNN architecture [18] for these models, as it is appropriate for deploying
in devices with limited computational resources.

Table 3 shows that the models trained with α = 0.5 obtain a better recogni-
tion accuracy, as expected, because α = 0 does not include a contrast between
the user’s actual and the neutral expression.

Table 3. Average gesture recognition accuracy (%) for the first five subjects of ORO-
FACE with EfficientNet-lite-0 trained with the 28 gestures.

α value Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Overall

0 75.01 66.57 68.47 63.95 57.45 66.29

0.5 80.83 76.53 72.58 70.78 66.78 73.50

In contrast, α = 0.5 does. Figure 5 shows the normalized average confu-
sion matrix for α = 0.5. It reveals that in this configuration, EfficientNet-lite-0
confuses some gestures. This could be because the model is not discriminative
enough, but also because in practice, some users might perform some requested
gestures also moving other facial parts unconsciously (e.g., open eyes also rising
the eyebrows, in a similar way to the rise eyebrows gesture).
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Fig. 5. Normalized average confusion matrix for α = 0.5, for EfficientNet-lite-0 trained
with all the gestures and tested with OROFACE’s first five subjects.

Moreover, these results are computed per frame in the cropped sequences,
where the highest gesture intensity typically happens around the middle, and
starting and ending frames might not represent the gesture properly in some
cases. Thus, following the proposed approach, the problematic gestures should
be fused, and then the DNN retrained and retested iteratively until sufficient
accuracy is obtained.

5 Conclusions and Future Work

This paper proposes a Smart System Architecture to automate OR accurately
while preserving user experience through facial expression recognition (FER) and
natural language dialogue. Both, textual and spoken interactions are supported,
allowing patients to communicate with the system as they would with their
caregivers. In addition, dialogue skills are introduced as a mechanism to facilitate
the inclusion of personalized expert professional knowledge in the system. The
presented architecture also supports the use of a variety of smart devices and
integrates spoken interaction and visual perception components on the edge,
with the aim of minimising the transfer of sensitive data over the Internet.
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The main features of the proposed Smart OR System Architecture have been
benchmarked against approaches with similar characteristics found in the liter-
ature verifying that, although other published solutions use some of the same
components, none of them combines conversational skills and visual perception to
address the specific problem of orofacial rehabilitation. In addition, spoken key-
word spotting (KWS) and FER models have also been experimentally evaluated.
The developed KWS module has achieved acceptable accuracy and robustness
to mild speech impairment. Regarding FER, the trained model has obtained
an overall recognition accuracy of 73.50 and the OR expressions image dataset
employed for experimentation is shared to support further research in the field.

Future research should further develop and confirm these initial findings by
implementing a concrete use case and piloting with real users. In addition, the
feasibility of using spoken interaction with a wider range of speech impairments
caused by orofacial disorders should also be more thoroughly explored. The same
applies to FER where further investigation should be carried out on gesture
overlapping. Finally, interesting questions for future research can be derived from
working towards embedding all the technological components and algorithms on
smart devices on the edge.
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Abstract. Mosquitoes spread disases such as Dengue and Zika that
affect a significant portion of the world population. One approach to
hamper the spread of the disases is to identify the mosquitoes’ breed-
ing places. Recent studies use drones to detect breeding sites, due to
their low cost and flexibility. In this paper, we investigate the applica-
bility of drone-based multi-spectral imagery and mmWave radios to dis-
cover breeding habitats. Our approach is based on the detection of water
bodies. We introduce our Faster R-CNN-MSWD, an extended version
of the Faster R-CNN object detection network, which can be used to
identify water retention areas in both urban and rural settings using
multi-spectral images. We also show promising results for estimating
extreme shallow water depth using drone-based multi-spectral images.
Further, we present an approach to detect water with mmWave radios
from drones. Finally, we emphasize the importance of fusing the data of
the two sensors and outline future research directions.

Keywords: Multispectral Imagery · mmWave Radar · Aerial Drones ·
Object Detection

1 Introduction

Dengue and Zika are two arboviral viruses that affect a significant portion of
the world population. Each year, almost 400 million dengue infections happen.
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Due to severe dengue fever, around half a million people each year are in need
of hospitalization [39] and about 36.000 people die [23]. The number of dengue
cases varies from year to year. After a reduction in many countries of the world
in 2017, the numbers are increasing again [39]. In Sri Lanka alone, the number of
dengue cases has been substantial in recent years with more than 150.000 cases of
dengue reported in 2017 [1] (see Fig. 1). In 2017, 440 people in Sri Lanka died of
dengue fever. According to government reports, the dengue patient management
cost has reached 2 million USD in the year 2012 (when the number of cases
was much lower than in 2017 and 2019) only for the Colombo district of Sri
Lanka [24].

While there is no direct correlation between the income level of the people
and the possibility of being infected by the dengue virus, the economic impact
on the poor is much larger. According to Senanayake et al. [29] funds spent
by households below the poverty-line for the treatment of dengue amounted to
93.7% of monthly per capita income. This is despite the fact that free health
care is available in Sri Lanka.

Fig. 1. Dengue Fever Cases in Sri Lanka. Some years more than 100000 cases with a
strong health and economic impact, in particular on the poor part of the population.

Dengue spreads rapidly in densely populated urban areas. The principle vec-
tor species of both dengue and zika viruses are the mosquitoes Aedes aegypti
and Aedes albopictus [8]. They breed in very slow-flowing or standing water
pools. It is important to reduce and control such potential breeding grounds to
contain the spread of these diseases. The roofs of buildings in urban environ-
ments, especially blocked gutters, provide ideal breeding grounds for Aedes. In
Sri Lanka, there is a National Dengue Control Unit (see http://www.dengue.
health.gov.lk/) to address this problem. Public health officials, police and mili-
tary personnel visually inspect lands and buildings to locate potential mosquito
breeding sites. This is difficult for the roofs of tall buildings despite that these
may contain potential water collecting structures.

http://www.dengue.health.gov.lk/
http://www.dengue.health.gov.lk/
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In this paper, we present our approach to fight dengue fever. In particular,
we propose to use drones equipped with multi-spectral imagery cameras and
mmWave radios to provide aerial inspection capabilities. This paper describes
our system design and presents initial results in two of the projects’ direc-
tion. First, we discuss how we use multi-spectral imagery to detect water from
drone flights. In particular, we present our experiments to detect water reten-
tion areas from deep learning based object detection utilizing drone-based multi-
spectral images. To the best of our knowledge, this is the first work that intro-
duces a water detection method via deep-learning-based object detection and
multi-spectral imagery. Moreover, estimating water depth using the bathymet-
ric log-ratio algorithm [33] with the drone-based multi-spectral images is also
not assessed yet. In summary, the main contributions of this work are as follows:
(a) Demonstrate the applicability of the mmWave radios to detect water. (b)
Introduce a deep-learning-based object detection network to detect water bod-
ies via multi-spectral images. (c) Use multi-spectral images recorded by a drone
to illustrate how the bathymetric log-ratio approach can be used to assess water
depth.

The remainder of this paper is organized as follows: The state-of-the-art
methods for drone-based detection of water using mmWave radios and multi-
spectral images are outlined in Sect. 2. Section 3 discusses the system that the
authors intend to develop. Section 4 presents our approaches for multi-spectral
images, the related experiments and results to detect water retention areas.
Section 5 discusses our drone-based water detection method using mmWave
radar. Finally, Sect. 6 summarises our findings and concludes the paper.

2 Related Work

Joshi and Miller review machine learning techniques for mosquito control [17].
Like us, they focus on urban environments due to the high number of cases
of mosquito-borne diseases in such areas. They highlight the challenges and
progress in the area of visual detection for identifying mosquitoes. Vasconcelos
et al. present an IoT-based prototype for counting mosquitoes [37]. In particular,
they detect and classify mosquitoes based on the sound of their wingbeats.

Texas Instruments have presented a demonstration on applying mmWave
radios to classify water and ground in a lab environment [15]. Shui et al. recently
presented a system for measuring water depth using mmWave radios as we
do [30]. We are aiming at going one step beyond by trying to measure water
depth from drones which causes additional challenges. Other related applica-
tions of mmWave radios include the 2D rotor orbit of rotating machinery [11] as
well as robust indoor mapping even in harsh environments such as in smoke-filled
conditions [18].

Drones are capable of reaching locations that humans are unable to easily
reach and they enable rapid observation of the ground with low operation cost. In
recent research, drones are being used extensively in mosquito breeding habitat
observation and other control measures such as spraying larvicides [2–5,7,9,27,
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36,38]. In particular, drone-based multi-spectral imagery has also been used in
several studies to determine areas that are likely to be breeding grounds [6,
22,28,32]. These studies have focused on locating relatively large water bodies
in rural and peri-urban areas, such as ponds, temporary water pools and road
puddles. However, we are looking for water retention areas in all urban (e.g.
water retention areas on rooftops), peri-urban and rural areas.

3 System Description

This section briefly describes the system that we are implementing. Our goal
is to detect the breeding places, i.e., still-standing water with mosquito larvae,
in densely populated areas using drones. The detection of the breeding places
happens in two steps: first drones are sent on what we call scanning flights
at high altitude (around 300 m) to identify areas that need to be more closely
investigated. The scanning flights will be based on digital maps that indicate
potential breeding places, using open formats such as OpenStreetMap Keyhole
Markup Language (KML) that facilitate the exchange of map information among
involved stakeholders.

We construct the initial version of the maps with the help of public health
instructors who currently do this job manually and hence have in-depth knowl-
edge. We then automatically update the maps with data from new flights as well
as weather information, for example, to include the effects of recent rainfalls
that may create new potential breeding places. Based on the updated maps we
construct the paths that consist of the waypoints, i.e., the potential breeding
places for closer inspection flights.

In the second step, drones visit the waypoints. When arriving at a poten-
tial breeding place, the task of the drone is to detect and analyze the water
area and determine whether or not it contains mosquito larvae. We investi-
gate two approaches to solve this problem: First, we employ mmWave radios
to detect water retention areas as potential mosquito habitats. Second, we use
multi-spectral images to analyze the water area, measure the depth of the water
and understand the larvae density. After that, we fuse the results for the final
classification of the water area. Once we have detected a breeding place with
mosquito larvae, the public health authorities and building owners are informed
to ensure removal of the breeding place. Another option is to use spray larvicides
or drop larvicide tablets into water with larvae.

4 Using Multi-spectral Imagery to Detect Mosquito
Breeding Places

In this section, we discuss the usability of multi-spectral imagery to detect larval
habitats. First, we discuss the drone-based multi-spectral image data that is
available for processing. Then we focus on the detection of water as a potential
breeding place. Here, the urban scenario is of particular interest. Finally, we
emphasize the importance of water depth for larval habitats and its estimation
from multi-spectral drone imagery.
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4.1 Drone-Based Multi-spectral Image Data

Previous research on mosquito breeding ground detection is based on identifying
near standing water bodies or water retention areas using natural colour (RGB)
aerial imagery [2–4,27]. However, the information attainable from RGB images
is limited when compared to that of multi-spectral imagery. For example, multi-
spectral images from drones have successfully been used in combination with
machine learning (ML) techniques to detect larval habitats in rural areas more
accurately [6]. Our focus is on urban areas and the use of deep learning (DL)
techniques to detect actual larval habitats in a challenging urban environment.
Therefore, we collect our data with a MicaSense RedEdge-MX multi-spectral
camera fitted onto a DJI Phantom 4 drone as shown in Fig. 2. The sensor has
five spectral bands: Blue, Green, Red, Red Edge, and Near-Infrared (NIR).

Fig. 2. MicaSense RedEdge-MX camera mounted on a DJI Phantom 4 drone.

4.2 Detecting Water Using Multi-spectral Imagery

Several studies have been done to identify water bodies using multi-spectral
image datasets from satellites such as Landsat1. In recent years, drone-based
multi-spectral images have been widely collected for different purposes. The
applications range from agricultural data analysis to the detection of water areas.
For this purpose, different methods have been developed.

Multi-spectral Indices
The basic methods utilize multi-spectral indices to detect water areas. We have
assessed the applicability of the Normalized Difference Water Index (NDWI)
[21] to classify pixels as water or non-water pixels. We have determined the

1 https://landsat.gsfc.nasa.gov/data/.

https://landsat.gsfc.nasa.gov/data/
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index from the source images available for the spectral bands of the MicaSense
RedEdge-MX sensor. The NDWI is defined as

NDWI =
Green − NIR
Green + NIR

. (1)

The index ranges from –1 to 1. Values above zero indicate water features. Values
below or equal to zero suggest non-water features such as soil and vegetation [21].

An experiment in an environment with water on concrete ground is instruc-
tive. We learn that the NDWI is not able to properly segment the concrete area
retaining water. Further, the definition of the NDWI in Eq. 1 indicates that it is
highly correlated with plant water content by using NIR and Green bands [21].
Hence, using only the NDWI for identifying potential mosquito breeding places
in urban environments such as water retention areas on rooftops is challeng-
ing. Therefore, more advanced methods like ML techniques have to be used for
multi-spectral imagery to identify potential mosquito breeding places in urban
areas.

Deep-Learning-Based Methods for Detection of Water Areas
Minakshi et al. [22] recently demonstrated the suitability of CNN-based object
detection for aerial imagery by experimenting with an Inception V2 [35] network
for feature extraction and a Faster Region-based CNN (Faster R-CNN) [25] with
a bounding box based method to localize the areas of larval habitats. Since our
primary goal is to identify potential breeding habitats in urban environments,
such an object detection approach appears appealing. Here, the open question
is the adequate size of the utilized bounding box. In urban environments, the
diversity of water retention areas is high. Segmentation methods may become
more challenging and bounding box-based detection may become more efficient
and reliable.

In this study, we extend the CNN-based object detection approach proposed
by Minakshi et al. [22] to process multispectral images. In order to handle 5-
band multi-spectral stacked images, we modify the initial Keras Faster R-CNN
network2 as well as the pre-processing workflow. For feature extraction, we utilize
either ResNet-50 [12] or VGG [31] networks. Figure 3 depicts the proposed Faster
R-CNN training pipeline with the stacked multi-spectral image. We refer to it
as the Faster R-CNN Multi-Spectral Water Detection (Faster R-CNN-MSWD)
network.

For the experiments, we gather a multi-spectral image dataset using our cam-
era and drone. First, we create the stacked image of 5 bands and the correspond-
ing RGB images for all images in our dataset. Then, we use the RGB images to
annotate manually the water retention regions via rectangular bounding boxes.
As the size of RGB and stacked images match, we can use the bounding boxes
to train the network with the stacked images. Currently, our dataset includes
112 stacked images that depict water retention areas. Finally, we use 70% of
the stacked images for training and 30% for testing our Faster R-CNN-MSWD
network.
2 https://github.com/you359/Keras-FasterRCNN.

https://github.com/you359/Keras-FasterRCNN
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Fig. 3. Faster R-CNN model for multi-spectral images. First, the images from each
band are combined into a single stacked image. A VGG or ResNet50 network is used
to extract feature maps. These feature maps are then used by the Faster R-CNN to
localize water areas.

Fig. 4. Total loss of our Faster R-CNN-MSWD network with a VGG backbone. The
x-axis gives the number of epochs. The y-axis shows the loss value.

We train our Faster R-CNN-MSWD with a VGG region proposal network
(RPN). With this VGG backbone network, we have 136,699,171 trainable param-
eters. In the training phase, we reduce the total training loss to 0.575. For our
test data, we achieve a mean average precision (mAP) of 0.89 at an IoU of
0.25 (Intersection over Union). However, due to the lack of training samples,
we observe a relatively high number of false negatives (FN), i.e., not detected
bounding boxes. The training loss curve of our Faster R-CNN-MSWD with a
VGG backbone is shown in Fig. 4. Loss values for RPN and detector networks
are summarized in Table 1.

Table 1. Loss values of RPN and detector networks of the Faster R-CNN-MSWD with
a VGG.

RPN Classification
Loss

RPN
Regression
Loss

Detector
Classification Loss

Detector
Regression
Loss

0.379 0.079 0.061 0.054
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Faster R-CNN-MSWD and VGG are trained using an Intel(R) Core(TM)
i7-8700K CPU, an NVIDIA GTX 1080 Ti GPU and 32 GB RAM. To visualize
the detection results for a multi-spectral stacked image, we add the predicted
bounding boxes to the corresponding RGB image, as shown in Fig. 5.

(a) Urban Area (b) Rural Area

Fig. 5. Water retention areas as detected by the Faster R-CNN-MSWD with VGG.
The bounding boxes are added to the corresponding RGB image of the given stacked
multi-spectral image. Our network is able to detect water retention areas in both
urban (including rooftops as shown in Fig. 5a) and rural (including large water bodies
as shown in Fig. 5b) areas.

4.3 Water Depth Estimation Using Multi-spectral Imagery

The depth of water has been identified as a vital factor that influences mosquito
larval development [26,32,34]. Several studies have been conducted in order
to determine water depth using multi-spectral satellite imagery [10,19,33].
Recently, Sarira et al. conducted a study to determine the minimum water
depth such that water areas can be accurately identified by multi-spectral
images [28]. As a result, they found that there is a considerable statistical depen-
dency between NIR reflectance and water depth. In particular, they show that it
requires at least 5–10 cm depth for an accurate identification of inundated areas
using NIR images.

Motivated by this, we have collected a dedicated image dataset of water
buckets with varying water depths, ranging from 2–16 cm in increments of 1 cm.
Our earlier paper [20] discusses our initial approach of using bathymetric models
and band reflectances to estimate water depth from drone-based multi-spectral
images. The log-ratio algorithm [33] in Eq. 2 has initially been introduced for
satellite imagery to analyze shallow water of up to 15 m. We apply this model,
determine the logarithm of the reflectance of the NIR band R(NIR) and nor-
malize it by the logarithm of the reflectance of the Blue band R(Blue). The
model assumes a linear relation between the depth and the log-ratio.
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Z = m
log R(λi)
log R(λj)

+ c (2)

Here, Z denotes the water depth. R(λi) and R(λj) are the reflectance values of
the NIR and Blue bands, respectively. m and c are the model parameters that
can be determined by linear regression.

Fig. 6. Regression plot of water depth vs. log-ratio of the NIR and Blue band reflectance
values. There is a linear relationship between logR(NIR)/ logR(Blue) and water
depth. This indicates that we can use the bathymetric log-ratio method to estimate
the water depth from drone-based multi-spectral images. (Color figure online)

Figure 6 depicts the regression plot of the initial experiment. The moderate
variance of the data points around the linear regression line demonstrates the
applicability of the bathymetric log-ratio algorithm to determine the depth of
extremely shallow water areas using multi-spectral drone images. Note that some
data points are rather noisy. In the future, we plan to improve the quality of
the data in order to measure the depth of extremely shallow water areas more
accurately.

The depth of water areas is just one feature to detect larval breeding grounds
more reliably. Deep-learning-based approaches are promising when identifying
potential mosquito habitats in urban areas. Spectral indices and water depth will
be valuable features for such learning-based methods. However, a large volume
of annotated images is necessary for well-performing deep-learning networks. In
the future, we will collect an annotated urban image dataset that will allow us to
train a feature-based network for reliable detection of larval breeding grounds.

5 Using MmWave Radios to Detect Mosquito Breeding
Places

In this section, we discuss the usability of mmWave radios to detect water areas.
We start with a brief introduction of the mmWave radio technology. Then we
report on our experimental setup, preliminary results gained from the experi-
ments and identified challenges.



MM4Drone: A Multi-spectral Image and mmWave Radar Approach 421

5.1 MmWave Radio Technology

A mmWave radio transmits an electromagnetic signal (a chirp) using its trans-
mission (TX) antennas and captures the reflection of the chirp by its receiving
(RX) antennas [16]. Then the mmWave radio passes the RX signal and TX sig-
nal to the mixer and an intermediate frequency (IF) signal is the output that
contains the frequency difference between the TX and RX signals (Fig. 7a). This
generated signal contains a single constant frequency and this frequency is pro-
portional to the distance between the target from the mmWave sensor. When
receiving RX signals from multiple objects with different distances, the resulting
signal will be generated as a combination of multiple IF signals (Fig. 7b). By
performing a Fast Fourier transform (FFT) one can compute the frequencies
contained in the IF signal (Fig. 7c). The detected frequencies are then used to
calculate the distance to the target and the receiving power of the signal [16].

(a) 1TX 1RX mmWave
sensor block diagram (b) IF signal (time domain)

(c) Frequencies of the IF signal
(Frequency domain)

Fig. 7. mmWave Sensing

5.2 Detecting Water Using MmWave Radios

For the experiments, we use a Texas Instrument IWR1843boost mmWave sensor
and Texas instrument DCA1000 evaluation module for raw data capturing (see
Fig. 8a). In particular, we conduct several lab experiments to uniquely differen-
tiate water from other target materials like soil, wood, glass pallet, copper sheet
and cardboard that were placed under the sensor at a distance of 1.5 m (see
Fig. 8b).

After obtaining the IF signals for each of these materials, we apply an FFT to
get the corresponding frequencies and receiving power of the IF signal. Figure 9
shows that we obtain different power levels for different materials. This follows
from Eq. 3 [13].

Power Captured at RX Antenna =
PtGTXARXσ

(4π)3 d4
(3)
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(a) IWR1843boost mmWave
sensor with DCA1000evm
data capture card.

(b) Water detection
setup in a Lab environ-
ment.

(c) mmWave sensor
mounted on a DJI
Phantom 4 Standard
drone.

Fig. 8. Experimental setup for the mmWave sensor.

In this equation, Pt is the transmitted power, GTX the TX antenna gain, ARX

the effective aperture area of the RX antenna, σ the radar cross-section (RCS)
of the target and d is the distance.

According to Eq. 3, if we keep the target at a fixed distance of 1.5 m and the
other variables are constant, the receiving power of the signal depends only on
the target’s RCS value. In general, the target’s RCS value depends on its size,
reflectivity of its surface, and its shape [14]. As a result, we receive different
power levels for different materials. Hence, it is possible to only use the distance
and receiving power when detecting water via mmWave radios.

Fig. 9. Power levels of the mmWave radios for different materials. The receiving power
is the highest for water but close to that of copper.

Figure 9 shows that the IF signal’s receiving power for water areas is rel-
atively high compared to other materials assessed except copper. This implies
that mmWave radios are able to detect water areas. However, it also confirms
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that we cannot rely solely on the mmWave sensor as some materials such as
copper lead to similar receiving power levels. Therefore, to identify water with
very high accuracy using a second technology such as imagery is required.

5.3 Detecting Water with MmWave Radios from Drones

We integrate the IWR1843boost mmWave sensor to the DJI Phantom 4 Stan-
dard drone as depicted in Fig. 8c. Notably, the TI IWR1843boost mmWave sen-
sor is capable of working alone without connecting to the DCA1000 evaluation
module and it has its own Digital Signal Processing (DSP) chip on it. To record
data from the mmWave sensor, we develop a python program3 and run it on a
Raspberry Pi Zero W module. Initially, we record two data sets targeting ground
and water by hovering the drone at the same height. As depicted in the Fig. 10,
the receiving power of the water areas are relatively high compared to the ground
areas. This suggests that the mmWave radios can detect water from drones. The
vibration of the drone generates instability in the receiving power of the signal.
Hence, we use the average values for a window to stable the signal.

Fig. 10. Receiving Power for the ground and water

Based on the results we believe that further research on utilizing mmWave
radios for detecting water using drones is essential. Moreover, we expect to verify
that using mmWave radios to estimate water depth [30] is possible also from
drones. Our results also indicate that fusing the results from mmWave radio and
multi-spectral imagery would make the results more reliable.

6 Conclusions and Future Work

In this paper, we have evaluated multi-spectral imagery and mmWave radio
waves to identify possible mosquito breeding areas by detecting water bodies.
3 https://github.com/amweerasekara/mmWave-IWR1843Boost-UART-Data-Recor

der.

https://github.com/amweerasekara/mmWave-IWR1843Boost-UART-Data-Recorder
https://github.com/amweerasekara/mmWave-IWR1843Boost-UART-Data-Recorder
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In particular, we propose our Faster R-CNN-MSWD network that uses drone-
based multi-spectral images to detect both urban and rural water retention
areas. Moreover, our results show that shallow water depth can be estimated
from drone-based multi-spectral images by using a bathymetric method. Our
experimental results further demonstrate that drone-based mmWave radios are
capable of differentiating water areas from other targeted materials. In future
work, we will collect more data and improve the Faster R-CNN-MSWD network.

It is unlikely that only one method will be able to accurately identify poten-
tial mosquito breeding sites. Hence, the fusion of multi-spectral and mmWave
sensor data may lead to more reliable results. A system which incorporates both
approaches may be used for a future commercial drone system that is able to
detect breeding sites and automatically spray larvicides or drop larvicide tablets
into the detected water bodies.
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Abstract. The inappropriate use of illegal and prescription drugs is an
ongoing public health crisis across the United States and beyond. The
demand for treatment services quickly outstrips the available supply,
limiting access to care. Thus, a data-driven approach to assessing where
new treatment facilities are to be built is an essential way to ensure new
investments are strategically and optimally located. In this exploratory
research, we report the findings of using 24 different public data sets
to create three index variables used within a spatio-temporal modeling
approach to predict what urban, suburban, and rural counties would
most benefit from new substance use disorder treatments across the state
of Indiana in the United States. Finally, we discuss the importance and
potential limitations of taking this type of approach to develop policies
that address complex societal issues.

Keywords: substance use disorder · treatment · predictive model ·
public policy · community health

1 Introduction

Substance use disorder (SUD) includes the continuous use of drugs and alco-
hol despite negative consequences. Criteria for diagnosing include the inability
to stop even though you want to, neglecting responsibilities and using more of
the substance than intended or using it for longer than you are meant to [11].
Approximately one in 12 adults in the U.S. has experienced a SUD in the last
year, struggling with illicit drugs, alcohol, or both [12]. Indiana has the 10th
worst drug problem in the nation [13] and the 14th worst overdose death rate
[18]. In addition to this human tragedy, this epidemic imposes a significant bur-
den on the healthcare system—approximately $11.3 billion annually in hospital
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care for overdose clients. Healthcare systems struggle to deliver care to peo-
ple needing substance use treatment with only 17% of individuals with SUD
receiving any treatment in 2018 [14]. Those with SUD are at greater risk for
long-term medical issues [15], and the relapse rate of 40–60% means that many
cases are chronic, which positions SUD alongside other chronic illnesses [16].
Engaging clients in treatment, especially early, is critical to long-term recov-
ery. SUDs are often multifactorial; hence, client-centered care, including shared
decision-making and strong therapeutic alliance with healthcare providers, is a
key strategy for effective treatment and whole-person, 360-degree care [17].

It is estimated that over 3.8 million Americans aged 12 and older receive
treatment each year, representing only 8.4% of those in need [9]. Access to treat-
ment is a major barrier to fighting this increasing epidemic. Financial/costs,
stigma, geographic location, and co-occurring disorder treatment are some of
the most common [10]. Geographic access is considered one of the key barriers
[8]. Most treatment centers are located in urban/population settings, creating
even more disparity for those in rural areas [36]. Current approaches to data-
driven decisions on where to invest recovery resources use various data indicators
for their assessments [37], but often lack the nuance and complexity of taking
into consideration various aspects of community decay. For the purpose of this
paper, we are defining community decay as a broad category of deterioration in
the foundation of a specific county or region of a state. While in the strictest
terms community decay refers to the break down of physical structures to a point
where it is a threat to the health of a community, we look more broadly at the
breakdown of social infrastructure as well.

Connected to the geographic location of treatment centers are the types of
treatments offered at centers. The use of medication assisted treatment (MAT)
has become the standard in long-term treatment [7] as it has been shown to
reduce overall mortality and healthcare utilization [3–5]. However, it is estimated
that only 41% of facilities offer one form of MAT (methadone, buprenorphine,
and naltrexone) and only 3% offer all forms [2]. Geographical proximity is impor-
tant as it has been found that the presence of a treatment facility is connected
with decreased county-level overdose fatalities [6]. The level of care is also a
further differentiation of treatment centers. Treatment facilities are broken into
three levels of intensity: high, moderate, and low intensity [1].

To better understand the potential needs across different regions and counties
in our state that are related to quickly evolving on-the-ground trends, we devised
an exploratory analysis of various categories of social and community decay in
an effort to better predict where new SUD treatment should be placed around
the region to better support those in need of treatment using a spatio-temporal
approach. This research makes the following contributions: connect various levels
of community, social, and infrastructure decay to levels of substance use disorder
in a given a specific geographic location and provide outputs of spatio-temporal
predictive modeling of recommendations for a specific geographic region.
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2 Related Work

There are many facets to the nature of a community in decline and/or collapse.
Traditional markers include increased poverty rates [19], decreases in gradua-
tion rates [20], and increased overdose and incarceration rates [21]. Historically,
various urban studies initiatives have looked at combining spatial economic and
social differences to measure urban decline [22], however with the help of compu-
tational modeling approaches, these approaches can be expanded across larger
regions that represent various levels of population density. Other popular the-
ories of social decline include the reduction of in-person, social interactions.
In Putnam’s seminal work, he charts how declines in inter-personal commu-
nity engagement maps to the rise in personal technologies as one of the factors
including other aspects related to modernization [23].

There are also more unique, non-traditional ways to measure social and com-
munity decline. The Dollar Store has become a focus of interest of late related
to measure of poverty and the role the store plays in trying to combat issues like
food deserts [25], access to vaccines [26], and tobacco sales [24] to name a few.
By creating index variables of multiple factors, it allows us to manipulate and
align data, assigning weights or understanding to classes of phenomenon.

Substance use disorder has a rippling and compounding impact on individu-
als, families and communities [27]. There are many ways to measure the impacts
of SUD on communities, including the calculations associated with loss of pro-
ductivity [28], loss of life [29], and costs taken on by the healthcare systems and
safety nets within the community [30,31]. Additionally, there are aspects related
to impacts of substance use and abuse like erosion of trust [32], and how it relates
to other social factors related to decay like decreases in high school graduation
rates [33].

One way to computationally analyze the types of measures outlined above is
the use of Latent class analysis (LCA). LCA is a modeling technique based on the
idea that individuals can be divided into subgroups based on an unobservable
construct(s) at a given point in time. Latent transition Analysis (LTA) is an
extension of LCA [34]. The power of LTA is it can be used with longitudinal
data, allowing to take into consideration the dynamic nature of human behavior
[35]. The epidemic of SUD (including opioid use disorder) is continually evolving,
thus methods like these that take nuance and complexity into consideration are
critical.

3 Methods

3.1 Clinical Setting

This research was based in the state of Indiana, located in the Midwestern United
States. The state is a majority rural – 70.65% of all counties are designated as
rural with only 5.4% designated as urban (see Fig. 1). The total population is
estimated at 6.8 million (17th most populated in the U.S.) [38]. Indiana is ranked
10th most severe state with respect to drug problems and drug related deaths,
which have been consistently climbing since 2000 (see Fig. 2).
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Fig. 1. Population Designation by County (Urban/Suburban/Rural) [38]

Fig. 2. Drug Induced Deaths in Indiana: 2000–2016 [18]

3.2 Data Collection

This analysis used publicly available data collected by the State and Federal
governments. This is done for two key purposes - first, data collected by the
government is deemed as a gold standard and is highly reliable and thus valid
data for data-driven experiments. Second, publicly available data will ensure
that the model can work well over a period of time and can be updated as newer
iterations of collected data are updated, further reducing potential for model
shift over time.

Thus, we created three index variables for this experiment: physical commu-
nity decay, social community decay and addiction. The data that will comprise
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the initial index variables are located in the table below. Data collected for all
elements were collected at the county level from 2015–2019 (See Table 1).

Table 1. Overview of data elements within each index variable and the data sources

Index Variable Individual Data Elements Sources

Substance Use (7) Overdose deaths
Overdose/Opioid hospitaliza-
tions
Opioid prescriptions
Non-fatal overdoses
Fetal dependency rates
Fetal death rates
Proximity to current
treatment

Indiana State Department of
Health (ISDH)
US Centers for Disease Con-
trol (CDC)
US Department of Health
and Human Services (DHHS)

Physical Community
Decay (7)

Bankruptcy (Business)
Density of low-price shopping
Housing vacancy rates
Job opportunities
Labor turnover
Housing Price Index (HPI)
Foreclosure rates

US Bureau of Labor and
Statistics (BLS)
US Department of Justice
(DOJ)
US Federal Financing and
Housing Agency (FHA)
STATS Indiana

Social Community
Decay (10)

Bankruptcy (personal)
Poverty level
Incarceration rates
School drop out rates
High school graduation rates
Unemployment rates
Divorce rates
Child protective service place-
ment
Free/reduced lunch rates
TANF (food stamps) rates

US Bureau of Labor and
Statistics (BLS)
US Department of Justice
(DOJ)
US Department of Education
(DOE)
Indiana Department of Child
Services (IDCS)
STATS Indiana
ERS

3.3 Data Analysis

The analysis was conducted using a local, linear spatial regression model with
multinomial outcomes for each county. Specifically, we assumed a stationary,
(d+1) dimensional spatial process with a geodesic metric observed over a rect-
angular domain adapted from Hallin et al. 2004. We trained the resultant ker-
nel estimator on a re-sampled training set using a standard SMOTE algorithm
(n = 1000) using a 80-20 split. Further we used a 10-fold cross-validation to val-
idate our results.

4 Results

Data from all 92 counties across the time period were collected and run through
model. The outcomes of the model are presented here for the top three in each
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category of urban, rural and suburban locations. On an average, we achieved
78% accuracy with a 82% precision rate. The social and SUD related variables
had more of an impact on predictions when compared to the community/physical
variables (see Table 2). The demographics of the counties are the most influential
as they correlate with levels of SUD recovery support in the model. Rural coun-
ties were more influenced by indicators of SUD, suburban counties were more
influenced by the social decay factors and urban counties were consistently more
influenced by physical decay factors.

Table 2. Outcomes of predictive model on where new SUD treatment facilities
are needed based on county-level data. SD=Social Decay; PD=Physical Decay;
SU=Substance Use

Type of
Region

County Influential Indicators Model Accuracy Rate

Urban 1. Marion
2. Allen
3. Vanderburgh

- Homeownership rate (PD)
- Incarceration rate (SD)
- Child welfare referral rate (SD)

77%

Suburban 1. LaPorte
2. Hancock
3. Johnson

- Unemployment rate (SD)
- HS graduation rate (SD)
- School dropout rate (SD)

79%

Rural 1. Crawford
2. Putnam
3. Fayette

- Opioid prescription rate (SU)
- Overdose deaths (SU)
- Unemployment rate (SD)

73%

Additionally, two of the suburban counties are part of the greater Indianapo-
lis (Marion County) region, the largest population center in the state. As high-
lighted on Fig. 3, half of the six non-urban counties have no SUD treatment
facilities as of 2021, thus bolstering the outcomes of the model. Crawford and
Fayette Counties are the only regions not located within a 60-minute drive of an
urban population center. Interestingly, there was one urban county in the state
that did not predict a high need – Lake County – which the model output showed
there was a moderate need for new SUD treatment facility development. Within
the Suburban category, Warrack was the only county that predicted having a
low need for new facilities.

5 Discussion and Limitations

Complex societal issues are at the heart of many public policies, thus having
a data-driven approach to address them is advantageous. The predictive model
built for this analysis shows how different facets of SUD coupled with indices
of decay impact are connected with population density. By understanding the
impacts different indices have on need, potential biases are removed from the
policy and decision making process [39]. Additionally, by taking into consider-
ation many different types of data in the analysis, we also hedged against the
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Fig. 3. Map of SUD treatment facilities in Indiana with suburban and rural outcomes
of the predictive model

potential to have bias within the model outcomes because of a lack of data [40].
Making the output from the predictive model even more robust, accessible and
actionable is essential. The differences in how local, state, and federal govern-
ments report various statistics is often highly variable, requiring immense levels
of post-production of the data.

SUD is a rapidly evolving and ever-changing crisis. Street drugs and their
complications can quickly evolve, leaving some medical complications under-
recognized [41]. This coupled with the rise in prescription drug misuse [42] can
leave communities scrambling as to how to get their hands around this public
health issue. Utilizing computational approaches – like the one used in this anal-
ysis – on a regular, cyclical basis could provide decision makers with actionable
data to inform near-term investments. Ensuring that action is taken to miti-



436 J. A. Pater et al.

gate biases and ongoing measurements to catch potential issues as they arise are
essential for the ethical integration of computing into the policy making process.

There are several limitations related to this exploratory analysis. First, com-
putationally there are potentially biases of low populations within the model
optimizations. More data and analyses would be needed to know the extent of
the impact this has on the model. Additionally, we only used a 5 year time inter-
val for this analysis. Looking at data and investments in treatment over a longer
time horizon (e.g., 20 to 30 years) could provide enough window to account for
other confounding impacts. While doing an analysis at a zip code level pro-
vide acceptable geographical boundaries, going even deeper to the zip code level
would provide more nuance and attenuation to the results. However, due to the
varying datasets used, the minimum specificity that could be obtained was to
the county level. We chose to use government websites as they are perceived as
gold-standard data that is more trusted and repeatedly updated than datasets
curated by other special interest groups.

6 Conclusion

Data-driven decisions are critical in resource constrained environments like our
state governments in the United States. Utilizing previous scholarship on the
factors that go into substance use as well as social and community/physical
decline of our local regions can offer unbiased and real-time information for pol-
icy makers, investors, and healthcare systems as to where investment is needed
for expanded SUD treatment services. Future work on how telemedicine, mobile
treatment, and other out-of-the-box treatment modalities can address the gap
in access to care beyond large urban population centers and meet the last-mile
healthcare needs of rural populations struggling to help individuals in their com-
munity enter into recovery.
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Abstract. Advancements in technology, such as smartphones and wear-
able devices, can be used for collecting movement data through embed-
ded sensors. This paper focuses on linking Parkinson’s Disease severity
with data collected from mobile phones in the mPower study. As refer-
ence for symptoms’ severity, we use the answers provided to part 2 of
the standard MDS-UPDRS scale. As input variables, we use the features
computed within mPower from the raw data collected during 4 phone-
based activities: walking, rest, voice and finger tapping. The features are
filtered in order to remove unreliable datapoints and associated to ref-
erence values. After pre-processing, 5 Machine Learning algorithms are
applied for predictive analysis. We show that, notwithstanding the noise
due to the data being collected in an uncontrolled manner, the regressed
symptom levels are moderately to strongly correlated with the actual
values (highest Pearson’s correlation = 0.6). However, the high differ-
ence between the values also implies that the regressed values can not be
considered as a substitute for a conventional clinical assessment (lowest
mean absolute error = 5.4).

Keywords: mobile health · Parkinson’s disease · mPower data

1 Introduction

Parkinson’s disease (PD) is a chronic neurodegenerative disease characterised
by a complex symptomatology, including impaired motor function, sleep and
neuropsychiatric disorders [1]. It is the second most common neurodegenerative
disease and affects more than 6 million people worldwide - a number that is
expected to double in 20 years [2].

Diagnosing and assessing PD is based on clinical criteria such as the Uni-
fied Parkinson Disease Rating Scale (UPDRS). The first version of the scale
was established in the 1980s, while the revised MDS-UPDRS was established in
2008 by the Movement Disorder Society (MDS) [3]. Although highly accepted
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in clinical practice, these scales are used intermittently, are based on subjective
criteria, and can be unreliable [4]. Subsequently, this negatively affects optimal
patients’ care.

Technological advancements such as smartphones and wearable devices have
the potential to gather objective data for assessing disease severity on PD
patients [5], thus addressing the subjectiveness of the UPDRS and MDS-UPDRS
scales. To validate the usefulness of smartphones for PD treatment, the mPower
observational study consists of longitudinal and frequent data collection from
14,684 individuals, both PD patients and healthy participants [6]. The study
includes surveys and activities captured by smartphone sensors. Such activities
include memory tests, finger tapping, vocalization test and walking test, while
surveys include demographic data and other PD rating scales such as a subset
of MDS-UPDRS. Previous research, cf. [7–9], has shown that these data can be
used to distinguish between subjects with PD and subjects without PD, but
little evidence exists that they can be associated to symptoms levels.

This paper describes an extended analysis of the mPower data set. This is
done by first providing an overview to ensure that readers have a general under-
standing of the data set, then moves on to assessing if it is possible to predict the
disease severity level based on the partial, self-reported MDS-UPDRS, together
with the data collected within the smartphone-based activities.

2 Related Work

Using mobile applications to monitor health state and evaluate cognitive and
motor deficits in patients with diseases that affect the central nervous system
can be achieved as shown in [10]. For what regards Parkinson’s Disease several
studies have tried to link data from sensors and smartphones to severity levels.
These include, for example, the quantification of dexterity levels of PD patients
through finger tapping and spiral drawing tests using a smartphone [11]. After
using machine-learning models on a set of 37 spatiotemporal features, the authors
could report weak to moderate correlations between smartphone-based scores
and ratings of some motor items from Part III of UPDRS. Hand tremor, another
common symptom in PD, was assessed using smartphones’ accelerometers in [8].
As part of that study, the authors propose an objective hand tremor severity
score based on spectral power features of the acceleration signal that is shown to
be significantly correlated to the self-assessed tremor score in UPDRS part II. In
another study, gait analysis was conducted using an app to collect data in two
20-meter tests with PD patients walking normally and walking while performing
a mental task [7]. Results from this study show how gait features such as stride
time variability correlate with the UPDRS part III total score.

The mPower dataset, which we focus on in this paper, has been used in
previous studies for predicting dopaminergic medication response using sensors
data [9] and in the DREAM Challenge [12], where different teams competed to
develop the best algorithm to e.g. differentiate between PD cases and controls.
More related to the aim of our work, the mPower dataset has been also used to
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associate smartphone-based data with in-clinic assessments in a sub-study with
44 participants over a 6-month period [13]. The study shows how the original
dataset, where volunteers were recruited online and were not followed up by any
clinician, presents several biases, such as age and gender, which are not balanced
when classifying PD vs non-PD. Using the controlled 44 patients cohort, authors
could develop an “mPower symptom severity score” which they derived from the
prediction probability of being affected by PD generated from the data of each
of the activities. They showed that task performance, especially finger tapping,
is predictive of self-reported PD status and correlated with in-clinic evaluation
of disease severity.

While this study shows that smartphones allow remote, objective and per-
sonalized assessments of PD patients [13], the work relies on patients recruited
in a controlled study. In this paper, we instead exploit the full 14-thousand
uncontrolled volunteers dataset to identify links between smartphone data and
symptom levels. As ground truth, we specifically use the subset of part 2 of the
MDS-UPDRS self-reported questionnaire that volunteers were asked to answer.

3 Methods

3.1 The mPower Dataset

The data from mPower study was collected through Apple smartphones using
ResearchKit [6]. Enrolled participants include people diagnosed with and with-
out PD, with the latter participating as control. Patients were asked to perform 7
tasks using the smartphone: 3 surveys and 4 activity tasks. The surveys include a
demographics questionnaire for PD assessment, the Parkinson Disease Question-
naire 8 (PDQ8), and a selection of items from the MDS-UPDRS, particularly
questions 1.1 to 2.13, which can be self-reported and do not need clinician’s
observations.

The non-survey tasks consist of 4 activities: Memory activity, Tapping activ-
ity, Voice activity, and Walking activity.

1. Memory activity: used to evaluate short-term spatial memory. This is achieved
by asking the participant to observe a grid of flowers that is illuminated in
a sequence and to replicate the pattern in the same order by touching the
flowers on the screen of the phone.

2. Tapping activity: used to measure dexterity and speed of fingers’ movement.
This is done by asking participants to tap on the screen of the phone with
two fingers, alternatively, for 20 s.

3. Voice activity is used to measure sustained phonation by asking participants
to vocalize “Aaaah” steadily for about 10 s.

4. Walking activity: used to evaluate the gait and balance of participants. They
are asked to walk in a straight line for about 20 steps, turn around, stand
still for 30 s and then walk again for 20 steps to get back to the same spot
they started. The standing still phase also worked as a balance test.
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In our study, we use the mPower data collected for the motor-related activ-
ities as input (tapping, voice, rest and walking), more concretely, the features
computed and made available in [6], and the subset of part 2 of the MDS-UPDRS
questionnaire, which is related to motor symptoms, as disease level reference.

Each question in the MDS-UPDRS allows one answer on a 5 levels scale,
where ‘Normal’, ‘Slight’, ‘Mild’, ‘Moderate’, and ‘Severe’ are mapped to 0, 1, 2,
3, and 4 respectively. The answers thus allow us to compute a score for each part
of the MDS-UPDRS and a compound one for the whole questionnaire.

In order to compare our results with existing literature such as [1], we strived
to predict the full rating of part 2 of MDS-UPDRS. That part of the scale
consists of 13 questions with a total score of 0 to 52. However, in mPower only
10 questions are provided (missing questions are 2.2, 2.3 and 2.11), thus reducing
the maximum score to 40. As a result, we normalized the scoring by summing
all the questions’ scores, dividing this score by 40 and multiplying it by 52. The
formula looks as follows:

Normalized Score =
∑

All Question Scores

40
∗ 52 (1)

.

3.2 Descriptive Statistics of the Data

The features computed in [6] for the 3 motor-related activities are separated into
4 subsets, because the walking activity is further split into features related to
the walking phase of the activity and features related to the rest/balance phase.
The number of subjects (including both PD and healthy) differs depending on
the different activity data: finger tapping, walking, rest and voice (see Table 1).

Table 1. Total number of unique participants and number of tests for each activity.

Finger tapping Walking Rest Voice

Number of subjects 8003 3070 3100 5810

Number of tests 78880 34679 35407 64391

As visible in Fig. 1, the dataset is highly skewed, with few participants having
performed a high number of tests and most participants having contributed with
a few tests.

The number of unique participants for self-reported answers to motion-
related MDS-UPDRS questions is 2024. Whereas the total number of answered
questionnaires is 2305. Skewness can also be observed for these answers, with
most participants (1951) having answered only once (see Fig. 3). In addition, the
distribution of the score for motor symptoms computed as in Eq. 1 is also highly
skewed, with most participants reporting low levels of symptoms severity (Fig. 3
and Fig. 2).
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Fig. 1. The distribution of tests per patient, in logarithmic scale. Most participants
contributed with a few tests.

Fig. 2. Frequency of number of times the MDS UPDRS questionnaire was answered
by unique participants, in logarithmic scale. Most participants (N = 1951) answered
this questionnaire only once during the study.

The skewness of these distributions is indicative of the fact that the majority
of participants in the study were in relatively good health, were engaged in the
study for a short time, and contributed to the study by completing a few tests
and questionnaires. This was also observed in [13]. Training machine learning
algorithms under these conditions is challenging and requires a well-designed
pre-processing and filtering strategy.

3.3 Data Filtering and Pre-processing

As a first step, we collected the features available in the mPower dataset that
corresponded to motor tasks and included additional information to link data
to subjects through their ‘healthCode’ (unique subject identifier), ‘createdOn’
(timestamp of the data when it was recorded) and ‘PD’ (boolean variable indi-
cating if the subject declared to have been diagnosed with PD). This yielded the
following number of features for each activity type as seen in Table 2:
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Fig. 3. Standardised score of MDS UPDRS questions. The score is skewed towards
lower values.

Table 2. The number of features for each activity type.

Finger tapping Walking Rest Voice

Nr. of features 45 116 22 16

After selecting motor features, we checked for missing values. There were
missing values in some features across the different activity types, with the high-
est number of missing values in the ‘PD’ feature (self-declared PD diagnosis).
As our analysis only focuses on actual PD patients, we decided to drop the rows
where that value was missing and not try to impute them because we preferred
to rely on accurate data.

In terms of motor symptoms level, we selected only those participants who
answered the MDS-UPDRS questionnaire more than once. This is motivated by
the risk in an uncontrolled data set like mPower - where anyone could down-
load and use the app - that several participants wrongly declared themselves as
diagnosed with PD. Without better control over the use and users, it is feasible
that a number of users downloaded the app to try it, and, during that time,
inserted fake data as they were testing how the app worked. Our hypothesis is,
thus, that fake users would abandon the app quickly and that the data analysis
would benefit from not including such users. As we observed that participants
who responded the MDS-UPDRS questionnaire more than once had contributed
with more tests, we used the number of answered MDS-UPDRS questionnaires
as an indicator of participants’ reliability.

After selecting participants we considered reliable, we used the answers to
part 2 of the questionnaire to compute the normalized score and used it as our ref-
erence symptoms level. Activity data was then associated with symptoms level,
by selecting the tests within +/– 14 days from the time each MDS-UPDRS ques-
tionnaire was answered. This was based on the hypothesis that motor symptoms,
while known to be fluctuating every day, would not change if averaged within a
2-week period.
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In order to account for the highly skewed distribution of performed activities
per patient (standard deviation of 108.89), we limited the number of activities
per patient to the 50th percentile computed on the whole population (92 for
Finger tapping, 97 for Walking, 80 for Rest, 85 for Voice).

All features were normalized with the PowerTransformer from the scikit-learn
library. This was used to make the data more ‘Gaussian-like’ to minimise the
skewness of the distribution of each feature [14].

Finally, the most relevant features for each activity were selected. Since we
are addressing this as a regression problem, we employed a backward elimination
regression technique with a linear model [15]. After feature selection, we were
left with 30 features for tapping data, 60 for walking data, 11 for rest data and
12 for voice data (including meta-information such as patient ID, timestamp and
reference symptoms level).

Features Collapsing Strategy. When more than one activity of the same
type (finger tapping, voice, walking, rest) was found within a time window of
±14 days from the date of the reference symptoms level (derived from the answers
to the MDS-UPDRS questionnaire), we computed the mean for each associated
feature, grouping by participant, the symptoms level score and timestamps. This
strategy has been used in previous research [13] to improve generalization and
reduce the impact of identity confounding.

After averaging the features overlapping in the same time window, we merged
all the features from all activities into one table together with timestamps and
reference symptoms level. The resulting table contains, for each symptoms level,
only one row with columns corresponding to the different features of the differ-
ent activity types. Rows with missing columns, e.g. because of missing activity
associated to a given symptoms level, were discarded.

Data Splitting Strategy. Similarly to [13], when splitting the data into train-
ing, test, and validation sets, we randomly shuffled the rows based on the partic-
ipant identifier (‘healthCode’). This was done to reduce the impact of identity
confounding, which is strong in this dataset. The ratio between sets was 80/20
% between training and testing. When a validation set was required, the set was
obtained from the training set by splitting the participants into 85/15 % for
training and validation, respectively.

Regression Analysis. Given that our target attribute is a continuous attribute
ranging between 0–52, we treated the problem of predicting the normalized
symptoms level score as a regression problem. For that, we used 5 Machine
Learning algorithms: Linear Regression, Lasso regression, Random Forest regres-
sor, Support Vector Machine (SVM) and TabNet neural networks. Considering
the number of data points we were left with after all the pre-processing steps,
overfitting is a concern, thus, simpler models were applied such as Linear regres-
sion and Lasso regression. Furthermore, not having a huge dataset to feed, but
having a high dimensional space after combining all the different data modali-
ties, models such as SVM were supposed to perform well. TabNet was also tried
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as a promising, though more computationally expensive, alternative for tabular
learning [16].

A Monte Carlo cross-validation was used, where we re-shuffled patients for
each of the training/test and validation sets randomly 5 times [17] and then
averaged the 5 results for each evaluation metric. The shuffling was done based
on subject ID so that the same subject could not end in both the training and
the testing set. This was done to avoid the possibility of the model to learn more
about specific subjects.

Evaluation Metrics. In order to evaluate our prediction analysis of the regres-
sion models, we used the following evaluation metrics: Mean Absolute Error
(MAE), Root Mean Squared Error (RMSE), Adjusted R-squared score, Pear-
son’s correlation and Spearman’s correlation.

4 Results and Discussion

The effect of pre-processing and filtering data results in the data reduction shown
in Table 3. Only 293 rows were eventually used in the regression analysis. These
correspond to a total of 101 participants, 80 of which were randomly chosen for
the training set, and 21 for the test set. When a validation set was required, 12
patients were removed from the training set.

Table 3. Number of participants and observations per activity after each step of the
pre-processing and filtering pipeline.

Finger tapping Walking Rest Voice

After dropping missing values and non-PD

Observations 42549 23391 23998 39051

Participants 1060 640 658 968

After selecting patients with > 1 reported symp-
toms level and
observations ±14 days apart from symptoms level

Observations 15444 12324 12819 14756

Participants 125 102 116 124

After limiting the number of tests per patient to 50th percentile

Observations 8305 6832 6096 7512

Participants 125 102 116 124

After averaging features

Observations 354 295 314 352

Participants 125 102 116 124

After collapsing features

Observations 293 293 293 293

Participants 101 101 101 101
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The performances of the algorithms employed in our analysis are shown in
Table 4. All the algorithms achieve similar performances, with linear regres-
sion and lasso being slightly better and showing moderate to strong correlation
between predicted and regressed values (a scatter plot for the linear regression
algorithm is shown in Fig. 4). The algorithm obtaining the best performance is
also the simplest, linear regression, whereas Tabnet, a deep-learning algorithm
suitable for datasets with a considerably higher number of rows, obtains the
worst metrics.

In terms of clinical applicability, the correlation between regressed symptoms
level and the reference confirms the validity of the approach (i.e. what is mea-
sured is related to motor symptoms) [18]. The metrics refer to patients who were
never introduced to the algorithm before, which suggests that the algorithms
generalise well. However, none of the error statistics (mean absolute error, or
root mean squared error) is below the clinically significant smallest change for
part 2 of UPDRS, estimated between 3.05 and 2.51 [19], which indicates that
the predictions are not accurate enough.

Table 4. Evaluation metrics of the regression algorithms. The results represent the
mean result of 5 random different splits.

Evaluation Metric Linear
Regression

Lasso
Regression

Random
Forest

SVM TabNet

Mean Absolute Error 5.4 5.5 5.6 5.9 5.8

Root Mean Squared Error 6.6 6.7 7.0 7.1 7.5

Adjusted R-squared score 2.5 2.5 2.6 2.7 2.7

Pearson’s correlation 0.6 0.5 0.3 0.4 0.2

Spearman’s correlation 0.5 0.5 0.4 0.4 0.3

Fig. 4. Predicted symptoms level vs reference for the linear regression algorithm on the
test and train sets. A positive correlation between the two quantities can be observed
for the test and train set.
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5 Conclusions

The mPower dataset contains an unprecedented quantity of data collected from
mobile phones that can be used to detect and quantify Parkinson’s disease symp-
toms. Given that the data was acquired in an uncontrolled manner, the dataset
is skewed and likely to contain more noise. In this paper, we show how it is
possible to process the dataset to focus on the parts of the dataset that is more
reliable. Through such filtering, the number of participants was reduced from
1060 to 101 which we could confirm had contributed with high-quality data.

Using machine learning algorithms, we show that it is possible to correlate the
data collected within the activities related to motor symptoms to the symptoms
level, as measured from the answers to part 2 of the MDS-UPDRS questionnaire.
The regressed level, however, still presents a high margin of error and should not
be considered as a substitute for a conventional clinical assessment.

Future work could try to exploit the voluminous data available in mPower
by exploring further optimization of the filtering stages with a goal to increase
the number of remaining participants compared to our study and allowing more
tests to be used in the training process in order to potentially improve accuracy.
Additional studies could also aim at recruiting participants with a more uniform
distribution across symptoms level compared with what the mPower data set
currently shows, and ensuring that volunteers have been clinically diagnosed
with PD.
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Abstract. The daily self-management of type 1 diabetes (T1D) has benefitted
from the advancements in real-time continuous glucose monitoring and hybrid
closed-loop insulin delivery. These technologies comprise, in parallel, significant
sources of data providing insight into daily glucose control and insulin treatment.
The concurrent real-time continuous monitoring of vital signs, 24/7, complements
the exploitable information for one individual. In this study,we investigatewhether
respiratory, hemodynamic, and body temperature vital signs correlate linearlywith
the subcutaneous glucose concentration in T1D, and improve its short-term, up to
60-min ahead, prediction as compared to a univariatemodel. To verify our research
hypothesis, (i) we approximate the prediction of glucose concentration via a long
short-term memory (LSTM) function of the recent 30-min history of glucose and
those vital signs with a Pearson’s r > 0.5, and (ii) contrast its performance with
that of the univariate model. LSTM has been trained and tested individually, using
a dataset with 22 T1D people monitored for 2 or 4 weeks. Our analysis identified
that: (i) subcutaneous glucose concentration is linearly correlated principally with
heart rate and systolic blood pressure, and (ii) the value of the vital signs lies in the
improvement of the predictions in hypoglycaemia as the prediction horizon (PH)
increases, where we observed a substantial reduction of erroneous predictions
from 19% to 7% for a PH of 60 min.
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1 Introduction

Type 1 diabetes (T1D), as a chronic autoimmune disorder of the glucose-insulin
metabolism, is characterised by an abnormal blood glucose concentration regulation
leading to hyperglycaemia (defined as glucose concentration values above or equal to
180 mg/dL) [1]. The advancements in continuous glucose sensing technologies as well
as insulin analogues and continuous subcutaneous insulin infusion technologies provide
people living with diabetes (PLWD) and healthcare professionals with a continuous
healthcare model where insulin treatment and other modifiable factors affecting dia-
betes management (e.g., diet, physical activity) are adjusted efficiently according to
objective measures of the glucose control [2, 3]. Hyperglycaemia is an independent risk
factor of long-term micro- and macro-vascular complications, which, in turn, account
for increased morbidity and mortality rates in diabetes. Nonetheless, hypoglycaemia
(defined as glucose concentration values below or equal to 70 mg/dL) remains a most
significant barrier for PLWD since its acute life-threatening symptoms have a direct
effect on the quality of their life (QoL) [4, 5].

Whilst the problem of short-term prediction of subcutaneous glucose concentration
in T1D has been extensively investigated andmodelled via linear or non-linear, machine-
learning (ML)-based functions, provided the wealth of data amassed by the continuous
glucose monitoring (CGM) systems, the meta-analysis of a number of recent system-
atic reviews points out that it remains still a challenging problem which calls for a more
comprehensive representation of the biology, behaviour and context of PLWDwithin the
prediction function [6, 7]. The addition to the model’s input information on the insulin
therapy, carbohydrates consumption, physical activity or physiological characteristics
(e.g., heart rate, galvanic skin response, skin temperature) has been shown to improve
the error of predictions as compared to the univariate prediction models [8, 9]. In addi-
tion, the combination of mechanistic models of the processes of intestinal absorption of
carbohydrates and the absorption of subcutaneously injected insulin increases the gran-
ularity of the information fed into the prediction function [10, 11]. An interesting finding
of head-to-head comparison studies is that non-linear univariate models compare with
linear ones with respect to prediction horizons up to 60 min, which might be reflective of
the fact that short-term glucose regulation features linear dynamics or can be attributed
to the existence of unmodelled inputs [12–14]. On top of these, the clinical impact of
prediction errors has been also considered as not only a performance metric but also an
optimisation metric embedded into the training of the ML model [15].

In this study, we examine for the first time in the literature whether daily haemody-
namic changes, as they are captured by: heart rate, heart rate variability, systolic blood
pressure, diastolic blood pressure, stroke volume, systemic vascular resistance, cardiac
output, cardiac index, pulse pressure, mean arterial pressure, may improve the short-
term prediction of subcutaneous glucose concentration in T1D. The transient cardiac
stress associated with hypoglycaemic events is well documented in the literature, while
its predictive capacity has not been studied yet. To this end, we contrast the predictive
capacity of a univariate long short-term memory (LSTM) neural network with that of
a multivariate LSTM fed with the cardiac indices alongside CGM values. A dataset
of 29 T1D patients is leveraged for this purpose generated by the GlucoseML-Phase I



452 D. N. Katsarou et al.

observational prospective study, which enables an unbiased evaluation of the prediction
models.

2 Materials and Methods

2.1 Materials

The GlucoseML-Phase I prospective study has been designed as an observational study
aiming at the collection of real-world data from T1D patients following an intensive
insulin therapy scheme (i.e., multiple daily injections (MDI) of insulin or continuous
subcutaneous insulin infusion (CSII)) (as it is shown in Table 1), which data will com-
prise the training/validation/test sets upon which short-term prediction models of subcu-
taneous glucose concentration time series will be development and internally evaluated.
Participants use the GlucoMen Day CGM Menarini®1 system and the Biobeat® wrist
monitor2, and, in parallel, they manually record the carbohydrate content of daily meals
and administered insulin therapy using specially designed logs; the GlucoseML-Phase I
study encompasses special training sessions on carbohydrates counting to alleviate the
errors introduced in the collection of data. The target number of patients to be recruited
and the target duration of the studyhas been set to 30 patients and 4weeks, respectively. In
total, 32 patients were recruited among whom 26 patients (82%) completed the 4-weeks
monitoring period, 3 patients (9%) completed the 2-weeks monitoring period, while 3
patients (9%) drop out. Table 1 describes the overall characteristics of the GlucoseML-
Phase I study cohort, while Table 2 presents the average glucose statistics observed at
the end of the study according to the Ambulatory Glucose Profile report.

2.2 Methods

The prediction function of the subcutaneous glucose concentration time series has
been approximated by an LSTM network, defined, fine-tuned and trained using the
GlucoseML-Phase I dataset. The LSTM function maps the feature vector x(t):

x(t) = [
v1

(
t − hv1

)
, v1

(
t − hv1 + �tv1

)
, . . . , v1(t), . . . , v14

(
t − hv14

)
, v1

(
t − hv14 + �tv14

)
, . . . , v14(t)

] (1)

to the observed subcutaneous glucose concentration value over the next t+ PHminutes,
y(t + PH ), where {vi}14i=1 denotes the set of input variables (Table 3), hvi is the history
window (expressed in min) specified for vi, Δtvi is the sampling interval of vi, and PH
is the prediction horizon (expressed in min) [16]. In this study, we have considered
two input cases: (i) Case 1 constitutes a univariate prediction problem relying on the
assumption that the recent CGM profile suffices to predict its future short-term course,
and (ii) Case 2 forms a multivariate prediction problem accounting additionally for
the relationship between glycaemic excursions and changes in vital signs expressing
the cardiovascular autonomic nervous system function. We have considered an equal
history window hvi = 30min for all input variables vi, while the sampling interval of the

1 https://glucomenday.com.
2 https://www.bio-beat.com.

https://glucomenday.com
https://www.bio-beat.com
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Table 1. Descriptive characteristics of the GlucoseML-Phase I study cohort

Feature Distribution of values

Demographics Gender Male: 62% (18)
Female: 38% (11)

Age 38 ± 12 years

Anthropometrics BMI Normal weight: 24% (7)
Overweight: 41% (12)
Obese: 34% (10)

Waist circumference Female: 86 (71–124 cm)
Male: 96 ± 15 cm

T1D management Years since diagnosis 0–12 years: 38% (11)
12–24 years: 35% (10)
24–36 years: 17% (5)
36–48 years: 10% (3)

Type of insulin treatment MDI: 66% (19)
CSII: 34% (10)

History of severe hypoglycaemia 59% (17)

Baseline HbA1c 7.5 ± 1.0%

Complications of T1D Albuminuria: 10% (3)
Retinopathy: 10% (3)
Neuropathy: 3% (1)

Other metabolic comorbidities Dyslipidaemia 52% (15)

Central obesity 31% (9)

Thyroid disease 24% (7)

Hypertension 10% (3)

Lifestyle Smoking 52% (15)

Alcohol 7% (2)

Data are presented in the forms: percentage of patients% (number of patients), or mean± standard
deviation, or median (min-max).

subcutaneous glucose concentration time series is reduced to the one of physiological
vital signs, i.e., 5 min, by applying the Dynamic Time Warping method (Δtvi = 5min
for all input variables vi) [17].

The LSTM network, comprising two LSTM layers of 4 units and one dense output
layer of one unit, has been trained and tested individually for each patient using the time
series data segments defined by the first 70% of time points and the remaining 30% of
the entire time series, respectively. All input variables have been scaled to [0, 1] over
the training set. In Case 2, the linear relationship between the subcutaneous glucose
concentration and each of the vital signs time series is examined using the Pearson’s
correlation coefficient, with only those vital signs featuring a > 0.5 correlation with the
glucose concentration feeding the LSTM model. The hyperparameters relating to batch
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Table 2. The Ambulatory Glucose Profile (AGP) report across all patients using CGM data over
the entire period of the study.

AGP Report Variables Mean ± Standard Deviation

Time Below Range – Very low (<54 mg/dL) 2.3 ± 2.6%

Time Below Range – Low (<70 mg/dL) 3.6 ± 2.3%

Time in Range (70–180 mg/dL) 61.4 ± 14.0%

Time Above Range – High (>180 mg/dL) 22.4 ± 6.4%

Time Above Range – Very high (>250 mg/dL) 10.3 ± 10.2%

Average Glucose (mg/dL) 159.9 ± 26.2%

Glucose Management Indicator (%) 7.1 ± 0.6%

Glucose Variability (%) 39.5 ± 6.3%

size, number of epochs, and the optimization algorithm itself are finetuned to minimise
the 2-fold cross-validated RootMean Squared Error (RMSE) computed over the training
set. The grid of hyper-parameters search space is presented Table 4. The selected model
was trained using Adam optimiser with a batch size equal to 16 and iterated over 100
epochs.

Table 3. The input variables space of the GlucoseML prediction function.

Variable Measurement method Sampling frequency (min)

Subcutaneous glucose
concentration

GlucoMen Day CGM
Menarini®

1 min

Respiratory rate, oxygen
saturation, heart rate, heart rate
variability, systolic blood pressure,
diastolic blood pressure, stroke
volume, systemic vascular
resistance, cardiac output, cardiac
index, skin temperature, pulse
pressure, mean arterial pressure

Biobeat® wrist monitor 5 min

3 Results

The performance of the predictionmodels was assessed using: (i) two pure error metrics,
i.e., theRMSEand theMeanAbsolute PercentageError (MAPE), and (ii) theContinuous
Glucose Error Grid Analysis (CG-EGA) which evaluates, in parallel, the clinical impact
of the errors depending on the glycaemic range the actual glucose concentration value
lies in [18]. It should be noted that the results reported herein concern 22 out of 29
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Table 4. The hyper-parameters search space.

Hyper-parameters Range

Batch size [16, 24, 32]

Number of epochs [50, 100]
Optimiser [‘adam’, ‘Adadelta’]

patients of the GlucoseML study; the vital signals of 7 patients were excluded due to a
considerable percentage (>50%) of missing values.

Via the Pearson’s correlation analysis, heart rate and blood pressure were selected for
most patients, mean arterial pressure was retained as a feature for 2 patients, while stroke
volume and skin temperature were retained as features only for one patient. Table 5 and
Fig. 1 describe the distribution of test RMSEs and the test MAPEs associated with 15-
min, 30-min and 60-min ahead predictions of subcutaneous glucose concentration when
either Case 1 or Case 2 is applied. First, we observe that both input cases yield low errors
in the case of a 15-min PH, retaining the averageMAPEof 30-min and 60-min PHs below
5% and 8%, respectively. Second, we observe a modest but systematic improvement of
the average prediction errors in Case 2, with their interquartile range being located lower
for all prediction horizons except for the MAPE for a 60-min PH, which is also captured
by the narrower standard deviation achieved in Case 2. The CG-EGA (Table 6, Fig. 2)
confirms that the predictive capacity of the additional vital signs becomes evident in
the hypoglycaemic range for all PHs, where Case 2 reduces apparently the Erroneous
Predictions in this critical range. The contribution of Case 2 in the reduction of erroneous
prediction in the hyperglycaemic or euglycemic ranges becomemore evident for 30-min
and 60-min PHs.

Table 5. Prediction errors over the test set achieved by the LSTM models.

RMSE (mg/dL) MAPE (%)

15 min 30 min 60 min 15 min 30 min 60 min

Case 1 5.7 ± 3.0 9.8 ± 5.8 15.6 ± 7.4 2.6 ± 1.4 4.7 ± 3.3 7.7 ± 4.2

5.1
(4.7, 5.6)

7.0
(8.3, 11.6)

13.3
(11.4, 18.2)

2.2
(2.0, 2.5)

4.2
(3.1, 5.0)

6.8
(5.7, 7.5)

Case 2 5.3 ± 2.5 8.5 ± 4.3 14.8 ± 6.3 2.5 ± 1.3 4.0 ± 2.7 7.4 ± 3.2

4.7
(4.1, 5.6)

7.7
(5.7, 9.3)

13.7
(10.7, 17.4)

2.1
(1.7, 2.5)

3.4
(2.8, 4.5)

6.8
(5.3, 8.6)

Data are presented in the form mean ± standard deviation or median (25th, 75th quartiles).
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Fig. 1. Box plot of the RMSE and MAPE associated with the LSTM predictions.

Table 6. The classification of the prediction errors according to the CG-EGA.

15 min 30 min 60 min

Hypo Hyper Hypo Hyper Hypo Hyper

Case 1 AP 0.90 ± 0.22 0.94 ± 0.06 0.88 ± 0.14 0.91 ± 0.08 0.66 ± 0.34 0.86 ± 0.07

BE 0.02 ± 0.03 0.04 ± 0.04 0.05 ± 0.08 0.07 ± 0.04 0.04 ± 0.08 0.07 ± 0.05

EP 0.08 ± 0.23 0.02 ± 0.02 0.07 ± 0.09 0.03 ± 0.04 0.30 ± 0.36 0.07 ± 0.06

Case 2 AP 0.96 ± 0.05 0.94 ± 0.06 0.87 ± 0.13 0.92 ± 0.06 0.77 ± 0.19 0.86 ± 0.08

BE 0.02 ± 0.04 0.04 ± 0.04 0.05 ± 0.07 0.06 ± 0.05 0.08 ± 0.15 0.09 ± 0.05

EP 0.03 ± 0.03 0.01 ± 0.02 0.08 ± 0.09 0.02 ± 0.03 0.15 ± 0.17 0.05 ± 0.03

Data are presented in the form mean± standard deviation. AP: Accurate Predictions, BE: Benign
Errors, EP: Erroneous Predictions.
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Fig. 2. Box plots of the classification of errors according to the CG-EGA. AP: Accurate
Predictions, BE: Benign Errors, EP: Erroneous Predictions.

4 Discussion and Conclusions

This study explores the predictive capacity of a set of cardiac indices monitored con-
tinuously 24/7 in the context of the GlucoseML study, with respect to the short-term
prediction (setting the maximum prediction horizon to 60 min) of subcutaneous glucose
concentration in T1D. The initial results achieved by an LSTM network, trained and
tested over a dataset of 22 people living with T1D who are monitored for a period of 2
or 4 weeks, indicate that these variables can improve the clinical accuracy of predictions
in the hypoglycaemic range in spite of the modest improvements in the overall RMSEs
and MAPEs.

Clinical evidence supports that hypoglycaemiabrings about temporal haemodynamic
changes, stimulated by the autonomic nervous system, including: “an increase in heart
rate and peripheral systolic blood pressure, a fall in central blood pressure, reduced
peripheral arterial resistance (causing a widening of pulse pressure), and increased
myocardial contractility, stroke volume, and cardiac output (7)” [19]. The results of
our analysis coincide with the above statement in that: (i) Pearson’s correlation analysis
identified a linear correlation between subcutaneous glucose time series and heart rate
and systolic blood pressure for the majority of patients, and (ii) the introduction of
such variables into the glucose predictive function improved the clinical accuracy of
short-term glucose predictions, as it is captured by the CG-EGA analysis.

The selected LSTMmodel produces highly accurate predictions for both input cases,
Case 1 and Case 2, and, although a head-to-head comparison of the different approaches
cannot be directly applied since the underlying datasets and the associated clinical studies
settings differs substantially, the results presented herein compare well with state-of-the-
art performances attained for the same research problem. Nonetheless, we are currently
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refining the dimensionality reduction step, the prediction function and the training app-
roach targeting the minimisation of the errors in the critical zones of hypoglycaemia and
hyperglycaemia, fully exploiting not only linear but also nonlinear correlation between
the glucose time series and the investigated herein cardiac indices time series, and, in
parallel, investigating adaptive learning algorithms.
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Fund of the European Union and Greek national funds through the Operational Program Compet-
itiveness, Entrepreneurship and Innovation, under the call RESEARCH – CREATE – INNOVATE
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Abstract. The resource-constrained nature of developing regions and also the
positive impact of early intervention show the need for a minimal and faster sys-
tem to identify loneliness. However, existing pervasive device-based promising
systems’ requirement to run in the background for prolonged periods can be costly
in terms of resources and also may not be effective for early intervention. Thus,
we conducted a study (N = 105) in Bangladesh by developing a minimal system
that can retrieve the past 7 days’ app usage behavioral data within a second (Mean
= 0.31 s, SD = 1.1 s). Leveraging only the instantly accessed data, we developed
models through features selected by 3 different methods and exploration of 14
diverse machine learning (ML) algorithms including 8-tree-based algorithms. We
found that the Gaussian Naïve Bayes model, developed by filter method Infor-
mation Gain selected features, can identify 90.7% of lonely participants correctly
with an F1 score of 82.4%. Through SHapley Additive exPlanations (SHAP), we
explained the ML models showing how the features impacted the model’s out-
come. Due to being minimal, faster, and explainable, our system can play a role in
resource-limited settings for early identification of loneliness which may create a
positive impact by mitigating the loneliness rate.

Keywords: Loneliness · Smartphone · Resource-limited settings · Real-time ·
Explainable ML

1 Introduction

Mental health of people in Low- and Middle-Income Countries (LMIC) is much
neglected than in high-income countries [1]. For example, compared to low-income
countries, high-income countries have more than 35 times mental health workers for
every 100,000 people [1]. The large divide persists in mental health research also where
only 6% of literature emanated from the LMIC [2]; where, over 80% of people hav-
ing a mental disorder, and also 80% of the world’s total population reside in LMIC
[3], highlighting the necessity of prioritizing research in that context. Loneliness, a per-
ceived feeling of being separated from others [12], is linked with poor sleep, dementia,
depression, and suicidal ideation [5] which may deteriorate if it remains for a prolonged
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period. In Bangladesh, around 43% of university students feel high loneliness [7]. How-
ever, there are only 270 psychiatrists and 565 psychologists in the country having over
160 million people [6] and 1.2 million students of universities [34]. For the early iden-
tification of loneliness in resource-limited settings like Bangladesh, the smartphone can
be incorporated due to its high availability among the youth where 86.62% of university
students in Bangladesh own smartphones [14].

Given the usability of the digital behavioral markers, researchers explored pervasive
devices for a wide range of problems including loneliness [8–11, 21]. Existing stud-
ies leveraged phone usage [8–10, 21], smartphone sensed [9, 11], Fitbit sensed [9] and
other systems [21] retrieved data to develop machine learning (ML) models for loneli-
ness identification. While Austin et al. [21] focused on older adults, other studies [8–11]
used youth as the samples who have higher loneliness [22]. ML models of the existing
studies show promising performance. For example, Doryab et al. [9] found an accuracy
of over 80% in identifying lonely participants. The positive impact of early interven-
tion of psychological problems [20] shows the need for a faster system. However, the
main limitation of the existing pervasive device-based system is the requirement for a
prolonged data collection period (e.g., 2 weeks [10], 10 weeks [8], 16 weeks [9], and
several months [21]) which may not be effective for early intervention. Also, existing
systems’ [8–11, 21] requirement for running a tool in the background throughout the
whole study period may introduce research reactivity problems (e.g., Hawthorne effect).
In addition, due to the consumption of much battery power of the background services
[23], there may be significant barriers to having quality data in low-resource settings
where electricity and internet services are limited [25].

To overcome these limitations, we present a minimal and unobtrusive system that
can identify loneliness in real-time. Our study makes 3-fold contributions:

• Leveraging our tool’s instantly (Mean = 0.31 s, SD = 1.1 s) retrieved app usage
behavioral markers only, our ML model can identify 90.7% of lonely participants
correctly (F1= 82.4%). As far as we know, compared to any other existing pervasive
device-based systems, to identify lonely students, our system is faster and minimal
which can enable it to play a significant role in low-resource settings.

• We developed ML models by 14 classification algorithms including the linear, non-
linear, Stacking and Weighted Voting algorithms. We selected important features by
1 feature selection (FS) algorithm from each of the 3 main FS methods [19]. With
comprehensive exploration, we presented a parsimonious ML model developed with
around 6 features (Mean = 5.8, SD = 1.3) which has a sensitivity and specificity of
over 70%. Due to having a lower number of features, this finding can be useful to
have a more resource-insensitive system.

• Through SHapley Additive exPlanations (SHAP), we present how different behav-
ioral markers impacted the predicted class. We discuss the findings of explainable
MLwhich can facilitatemental healthcare professionals to understand lonely students
more and take steps in intervention accordingly.
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2 Related Work

2.1 Relation of App Usage Behavioral Markers with Loneliness

Smartphone usage behavior has a relation with loneliness [9]. In a smartphone, there
remains a diverse set of apps and each app’s unique features keep it in a distinct category
[27]. Apps such as Facebook, Instagram, and Snapchat are in the Social Media category
and their higher usage has a relation to lower loneliness [26]. However, depending on
the category, there is a variation in users’ behavior [27] and also the relation between
loneliness and app usage [8, 10, 28]. For instance, while the number of messages has a
negative relation, browsing searchers at late night has a positive relation with loneliness
[10]. Even within the same category, there can be variation in relation depending on
the behavioral markers. For instance, though loneliness has a negative association with
the number of incoming calls, the number of missed calls does not have any significant
association [10]. This reflects the importance of leveraging different behavioral markers
while developing computational models to identify loneliness.

2.2 Identifying Loneliness Through Pervasive Devices

Comparatively, a significantly higher number of research about the identification of par-
ticular mental problem through sensing devices has focused on depression as presented
by a recent systematic review [30]. However, loneliness has an effect on depression
[31] and depression can be mitigated by mitigating loneliness [32] which presents the
importance of prioritizing research on loneliness identification.

Nevertheless, little research has been conducted in identifying loneliness through
unobtrusive ways. Some of these studies [8, 11] leveraged smartphone data. In a study
[8] on 46 participants, researchers correctly identified 67.89% of the lonely partici-
pants by their smartphone usage and sensed data. Another study [10] used 2 weeks’
smartphone usage, WIFI, and Bluetooth sensed data and their model correctly identified
loneliness with an accuracy of 90%. However, due to having only 9 participants and
due to unavailable details of their ML model (e.g., building and evaluation details of the
classifier) [10], their findingsmay not be generalizable. In a previous study [11], utilizing
the smartphone sensed geospatial data, an ML model distinguished the lonely from the
non-lonely with an AUC value of .74. But their study has some limitations. For instance,
the researchers [11] used the response of a single question as ground truth to group
the lonely and non-lonely which may not be a standard method such as the validated
UCLA Loneliness Scale-8 (ULS-8) [12]. In addition, to get stable performance, they
needed several days’ data which was collected by running their tool in the background
for an equal number of days. In other previous studies also, researchers needed to use
the data for several weeks (e.g., 10 weeks [8], 16 weeks [9]) running the tool for the
whole study period. However, loneliness is associated with physical and psychological
problems [5] where early identification and intervention can play a role in mitigating the
severe consequences as early intervention has a positive impact [20].
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3 Behavioral Data Collection Tool

3.1 Development and Validation of the Tool

To retrieve the actual app usage behavioral markers (e.g., launch) unobtrusively, we
developed an Android app. We chose the Android platform as it is used by 95.68% [41]
phone users of Bangladesh. To retrieve the foreground and background events’ data, we
used several functions of the Java Class UsageStatsManager [33]. However, since app
usage events are kept only for a few days [33], our tool can retrieve instantly (Sect. 3.2.)
the app usage data of the past 7 days.

There were 3 steps in the app testing phase. We compared our tool’s retrieved app
usage data with the manually calculated data and retrieved data of such tools (e.g., [13])
available in Google Play Store which needs to run in the background. Considering the
variations of phones, we also checked our app’s retrieved data in 9 different phones.

3.2 Required Time to Retrieve Data

To estimate the generalizable time required to retrieve the foreground and background
events from smartphones, we tested our tool on 20 smartphones of 19 different models
and 8 different operating system (OS) versions of Android. From each phone, we col-
lected the past 7 days’ app usage data 500 times, and in total, we calculated the required
time 10,000 times. The average number of retrieved foreground and background events
was 7,447.61 (Min. = 306, Max. = 24,297, Median = 6,641, SD = 4986.62) (Fig. 1(a))
and on average, it took 307.94 ms (ms) (Min. = 13 ms, Max. = 61,087 ms, Median =
211 ms, SD = 1103.91 ms) (Fig. 1(b)).

  

(a) Number of retrieved events (b) Required time
(c) KDE plot showing relation be-

tween time and number of events

Fig. 1. Performance of the data collection tool. KDE: Kernel Density Estimation. In figure b and
figure c, 97 instances where the required time was more than 1000 ms were truncated to make the
smaller values visible and we did not scale the required time to present the actual data.

To understand the factors that can impact the time in data retrieval, we explored
the correlation of required time with 20 phones’ API level and the number of retrieved
events. We calculated the Spearman correlation coefficient (rs) as the data did not satisfy
the assumptions of the parametric test. We found no significant relation between the
Android API level and required time (rs = .18, p = .44). In exploring the relation with
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the number of events, we used the average number of events and the required average
time for each phone as within each phone, there was almost no variation in the number of
retrieved events (Fig. 1(a)). We found that the events’ number has a significant positive
relation with the required time to retrieve data (rs = .56, p = .0096) (Fig. 1(c)). After
that, to estimate the plausible number of events on the students’ phones, we used our
constructed dataset for this study having 105 students (please, see Sect. 4.1 and Sect. 4.3
for details). In the dataset, on average, therewere 8,174.04 events (SD= 4972.5). Among
our data retrieval for 10,000 times, there were 4,500 instances for which the number of
retrieved events was more than 8,000, and to retrieve this large number of events, our
app needed 430.31 ms (SD = 1596.455 ms) which reveals that on average, our app can
retrieve past 7 days’ app usage data within a second.

4 Methodology

4.1 Research Ethics and Participants

Our study was approved by the Center for Research and Development of a university. All
participants provided their consent before voluntary participation and data were stored
in secure storage where only the researchers of this project can access. We collected
data during the COVID-19 pandemic from January to June 2021. From 8 educational
institutes, 105 students participated whose mean age was 22.3 years (SD = 1.57) and
they were from 33 districts among the 64 districts of Bangladesh.

4.2 Categorization of Lonely and Non-lonely Participants

To understand loneliness and to use as the ground truth labels for ML models, we used
the score of ULS-8 [12] which has been used for identification of loneliness in different
countries (e.g., USA [12], Bangladesh [15]) showing the validity. There are 8 items
and participants responded to the items through our developed app while donating app
usage data. The options to respond for each item is Never (score 1), Rarely (score 2),
Sometimes (score 3), and Always (score 4). Having a score of more than 16 means there
is at least one loneliness measuring item that was bothered sometimes. Following the
previous studies [9, 15], we categorized the participants having ULS-8 score of more
than 16 into the lonely, and others were kept in the non-lonely group.

4.3 Feature Extraction and App Usage Behavioral Markers

In 7 days, 105 students used 867 apps and therewere 868,636 foreground and background
events’ data from which we extracted the features.

App categories.For app categorization, at first,we retrieved the developers’ preferred cat-
egory available in PlayStore using a JavaHTMLparser. Students used several appswhich
were not available there, and thus, using the package name, we explored those apps’ fea-
tures in online app stores (e.g., apkmonk.com) and developers’ websites. Finally, we did
categorization by understanding the process of previous studies (e.g., [17]) and through
a discussion with 2 graduate students of engineering faculty. We found 105 students



Less is More: Leveraging Digital Behavioral Markers 465

Fig. 2. Example apps along with the number (#) and percentage (%) of apps of each category.

using 867 apps of 26 categories (Fig. 2). Most apps were from Tools (32.45%) and the
least apps were from the Auto & Vehicles (0.12%) category (Fig. 2).

Ratio of hamming distance. As uniqueness in terms of app usage varies among smart-
phone users (e.g., between the depressed and non-depressed [17]), in the case of each stu-
dent, we calculated the ratio of the hamming distance from the nearest lonely to the near-
est non-lonely student. To get an unbiasedMLmodel, we did not consider the group (e.g.,
non-lonely) of that student while calculating the distance: DLij = (Ai ∪ Aj)− (Ai ∩ Aj)

where DLij denotes the distance of the ith student from the jth student of the lonely
group; Ai and Aj denote the set of apps used by the ith and jth students respectively.
In this way, we calculated the minimum distance DLi of the ith student in the lonely
group. We followed the same process to calculate the minimum distance DNLi of the ith

student in the non-lonely group. Finally, we calculated the ratio of hamming distance
for the student: DLi

DNLi
. The main motivation behind using ratio, instead of global distance

(minimum distance among all participants regardless group) is that it tells us how much
or less a participant is unique compared to the lonely and non-lonely participants which
are intuitively more informative.

Other behavioral data: For total smartphone usage (i.e., regardless of app category) and
each of the 26 app categories, we also extracted duration, frequency of launch, duration
per launch, launch per app, duration per app, and session data to extract the participants’
app usage patterns. In addition, as app usage behavior varies by days [17], we extracted
features regarding the difference in app usage between weekdays and weekends dividing
the days (Weekdays: Sunday to Thursday, Weekends: Friday and Saturday) based on the
working schedule of Bangladesh.

Characteristics of the features: Apart from the features using the 24 h data, for each of
the above-mentioned behavioral markers, we also extracted diurnal usage data dividing
days into 4 equal time periods: Night: 00:01–6:00; Morning: 6:01–12:00; Afternoon:
12:01–18:00; Evening: 18:01–00:00. After that, we calculated 8 different data from
the diurnal usage to be used as features: minimum, maximum, range, mean, standard
deviation, entropy, skewness, and kurtosis. To understand the app usage patterns more,
we extracted features in twoways using the entropy formula. Firstly, for the diurnal usage
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data, we calculated the entropy Et(j) = −∑4
t=1Pd (i)logPd (i) where for the student j

who has an unequal spending duration in each of the 4 time periods, Et will be lower
compared to the student who has an equal spending duration in each time period. Let’s
say, a student has 1, 1, 3, and 3 min whereas another student has 2, 2, 2, and 2 min
per app spending duration on apps of a category in the night, morning, afternoon, and
evening periods respectively. Then, the 1st student will have an entropy Et of 1.81 which
is lower than the entropy Et of 2.0 of the 2nd student presenting that the 1st student is
more focused on the phone during certain time periods and also has variation in app
usage over the day compared to the 2nd student. Secondly, we calculated entropy Edl(j)
for the student j on the basis of spending duration and frequency of launching of each
app of an app category.

Edl(j) = − 1
2 (

∑n
i=1Pd (i)logPd (i)+∑n

i=1Pl(i)logPl(i)); here, Pd and Pl denote the
probability to use ith app based on spending duration and launch respectively.

4.4 Feature Selection

As there is no feature selection (FS) method that can find the best set of features ensuring
the maximum performance of the ML models, we explored 1 FS approach from each
of the 3 main FS categories [19]: wrapper, filter, and embedded method. As a wrapper
method, we used the Boruta where, unlike the minimal-optimal methods, all-relevant
features are selected [18]. In Boruta, Random Forest (RF) is used as the base estimator
[18] and it is suggested to use 3 to 7 as the base estimator’s maximum depth [35]. As the
filter and embedded methods, we used the Information Gain (IG) and RF respectively.
However, unlike Boruta, these two methods do not inform a fixed set of features that can
have the best performance. Hence, we set the lower boundary of features using the 1 in
10 rule [38] where 5 features are to be selected due to having 54 lonely participants in
our study. We increased the number of features gradually up to 20 and did not increase
further to prevent the possibility of having overfitted models.

4.5 Model Development, Validation, and Explanations

We preferred machine learning (ML) to deep learning since ML models have higher
transparency. We extracted the features (Fig. 3(a)) ourselves and also explained the
ML models which can be insightful, particularly for mental healthcare professionals.
As there is no ML model which can fit for all solutions, we developed models by a
set of classification algorithms where both linear and non-linear including 8-tree based
algorithms were explored: AdaBoost, CatBoost, Decision Trees, Extra Tree, Extreme
Gradient Boosting (XGBoost), Gaussian Naïve Bayes (NB), Gradient Boosting (GB),
K-Nearest Neighbor (KNN), Light GBM, Logistic Regression (Logit), RF, C-Support
Vector Classifier (SVC). In addition, as a baseline, we used a Dummy classifier.

To develop the models, we used the nested cross-validation approach which shows
a generalizable and unbiased performance [16]. In the outer loop, we used the Leave-
One-Out-Cross-Validation (LOOCV)methodwhich has a lower variance [36] andwhere
we divided the dataset into n equal portions presenting each participant’s data. In the
inner loop, n− 1 participants’ data were used for 2 purposes: to select a set of important
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(a)  Behavioral markers and the process for extraction of the features

          

Fig. 3. Overview of the ML model development process.

features and to tune the hyper-parameters by the Bayesian search optimization technique
using 20-fold CV instead of the LOOCV method to reduce the time complexity. In the
Bayesian optimization technique, the informed search technique is used where the next
step is taken based on the performance of the previous step and unlike Grid Search, this
method does not need to explore every combination which makes it faster. After finding
the best estimator, we predict the remaining 1 participant’s class who was not included
in FS and hyper-parameter tuning steps (Fig. 3(b)). To predict each of the 105 student’s
class, we repeat the same process. It can be noted that to build the ML models, we used
open-sourced Python libraries.

After developing the individual MLmodels based on the aforementioned 12 classifi-
cation algorithms, using the best 5 classification algorithms, we developed an ensemble
model Stacking and Weighted Voting. In the Stacking classifier, the predictions of the
individual estimators were stacked to train the meta-learner Logit (Fig. 3(c)). On the
other hand, in the Weighted Voting classifier, we calculated the weights by dividing the
training data into 10-folds. The weight was multiplied by the final predicted probability
of each of the top-5 classifiers for the test participant. After that, the final class for the
participant is decided based on the soft-voting.

We evaluated the models’ performance by comparing the models’ predicted class
with the ground truth class based on ULS-8 score. We calculated sensitivity and speci-
ficity which present how many of the lonely and non-lonely were identified correctly
respectively. In addition, we presented precision which informs us the percentage of
predicted lonely participants was truly lonely. We focused on maximizing the F1 score
which is the harmonic mean of precision and sensitivity. To explain the ML models, we
used the SHAP [4] which works based on the concept of cooperative game theory.
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5 Findings

5.1 Participants’ Loneliness

Among105participants, 54 participants (51.4%)were lonely and51participants (48.6%)
were non-lonely (please, see Sect. 4.2 for categorization process). Except for the reverse
items (3rd item: I am an outgoing person; 6th item: I can find companionship when I
want it), lonely participants had a much higher frequency of bothering with loneliness
(Fig. 4(a)). For instance, lonely participants’ average frequency of feeling isolated from
others (5th item) was more than sometimes which was rarely in the case of non-lonely
participants (Fig. 4(a)). Also, lonely participants’ most (45.37%) responses for the items
were sometimes and 21.53% responses were always (Fig. 4(b)) presenting around 67%
responses containing feeling of loneliness at least sometimes.

(a) (b)

Fig. 4. (a) The difference between the lonely and non-lonely students in frequency of the ULS-8
scale’s items’ appearance. (b) The link between the items and the frequency of appearance, based
on the 432 (54 lonely students * responses of the 8 items) responses of the lonely students.

5.2 ML Models’ Performance

Exploring the Boruta selected features, we found that the mean number of selected
important features varied with the variation of the maximum depth of the base estimator
Random Forest (RF) algorithm. In each depth, the average number of selected features
in each iteration of LOOCV was around 6 (Fig. 5(a)). However, the performance of the
models varied largely where we found the minimum F1 score of 66.7% at depth 3 and
a maximum of 73.4% at depth 7 (Fig. 5(b)). At depth 7, the average number of selected
features in LOOCV was 5.8 (SD = 1.3) and the best performing model among the
explored classification algorithms was Gradient Boosting (GB) which had sensitivity,
specificity, and precision of 74.1%, 70.6%, and 72.7% respectively (Fig. 5(b)). These
present that the GBmodel identified 74.1% lonely and 70.6% non-lonely correctly. Also,
the predicted lonely class was correct in 72.7% of cases.

In the models based on the filter method Information Gain (IG) selected 5 to 11
important features, the best models’ sensitivity score varied from 53.7% to 68.5%, and
the specificity score varied from 56.9% to 70.6% (Fig. 6(a)). At the number of features
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Maximum depth of the base estimator Maximum depth of the base estimator

(a) Mean number of selected important features in 

each iteration of LOOCV with varying depth

(b) Best model’s performance with varying 

depth 

Fig. 5. (a) Wrapper method Boruta selected important features and (b) performance of the best
models. The rectangle box presents the model which had optimal performance.

12, though the specificity (35.3%) reached a minimum, sensitivity (85.2%) increased.
Gradually, increasing the number of selected important features, we found the best
performance when the Gaussian Naïve Bayes (NB) was built on 17 important features
selected in each iteration of LOOCV (Fig. 6(a)). The NB model identified 90.7% of
lonely students correctly (sensitivity = 90.7%) and also predicted lonely students were
truly lonely in 75.4% of cases (precision = 75.4%).

On the other hand, in the embedded method RF selected 17 features, the C-Support
Vector Classifier (SVC) model performed best which had a sensitivity and specificity of
53.7% and 64.7% respectively (Fig. 6(b)). Among the RF selected important features
from 5 to 20 (range setting process is available in Sect. 4.4), we found the best model
while the Logit model was developed based on 5 features. The Logit model had a
sensitivity, specificity, and precision score of 57.4%, 66.7%, and 64.6% respectively.

Number of features Number of features
(a) Filter method Information Gain (IG) (b) Embedded method Random Forest (RF)

Fig. 6. Best models’ performance in a varying number of selected important features by the (a)
IG and (b) RF FSmethods. The rectangle box presents the model which had optimal performance.

Interestingly, it appears that the Boruta selected important features-basedMLmodels
have a higher performance with a lower number of features. For instance, with 6 features
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selected by the IG, the XGBoost performed best having a sensitivity of 61.1% (Fig. 6(a))
while the RF selected 6 features based best performing model SVC had a sensitivity of
57.4% (Fig. 6(b)). However, in all of the explored maximum depths of the Boruta, the
number of selected features was around 6 (Fig. 5(a)) where the minimum and maximum
sensitivity were 63% and 74.1% respectively and the maximum performing model was
GB (Fig. 5(b)) as aforementioned. This presents GB as a parsimonious model having
higher predictability with a lower number of features.

Among all models of all feature selection (FS) methods, we found the best per-
formance in terms of F1 score, sensitivity, precision, and accuracy from NB model
(sensitivity = 90.7%, F1 score = 82.4%) which was developed based on 17 important
features selected by the IG (Fig. 7). However, the specificity of the model was 68.6%
whereas the GB model based on the Boruta selected features had a specificity score of
70.6% (Fig. 7) presenting relatively higher ability to identify the non-lonely participants.

Fig. 7. Performance of the top-5 classifiers, based on the best (in terms of ML models’ perfor-
mance) set of features in each FS method. “# of features” present the number of features used in
each iteration of LOOCV. D: Decision, E: Extra, G: Gradient, N: Naïve, W: Weighted.

Based on each FS method’s top-5 classifiers, we developed Stacking and Weighted
Voting models. Among these, IG selected features based Weighted Voting model had a
higher performance which identified 87% lonely and 51% non-lonely students correctly
(Fig. 7) having a balanced accuracy ( Sensitivity+Specificity

2 ) of 69%. Though all the models
had a higher performance than the baseline Dummy classifier’s balanced accuracy 50%,
and specificity of 0%, the Stacking, and Weighted Voting classifiers’ performance were
not higher than the best classifier of each FS method (Fig. 7).

5.3 Explanation of the ML Models

Exploring the top-30 important featureswhichwere used for theMLmodel development,
we did not find a common feature that appeared in each of the 3 FSmethods (Fig. 8). This
is reflected in the performance of the MLmodels also where we found a higher variation
across the FS methods (Fig. 7) which presents FS methods’ different mechanisms of
selecting the important features and also explains the rationale behind the exploration of
3 different FS methods. Among the top-30 features, 3 (10%) features were regarding the
whole day whereas the remaining 27 (90%) important features were based on the four
time periods of a day (night, morning, afternoon, and evening) (Fig. 8). This presents
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that the diurnal usage data contains more information in identifying the differences
between the lonely and non-lonely students. Similarly, compared to the features on total
smartphone usage regardless of the app category (6.67%), there were a higher number
of important features in the case of the app categories (93.3%).

Fig. 8. Top-30 (average presence in each FS method) important features among the features used
for the top-5 classifiers of each FS method. The values present the percentage of iterations a fea-
ture appeared as important among all iterations of LOOCV. Dif_bet_weekdays_ends: Difference
between weekends and weekends, SD: Standard Deviation.

Exploring the features’ data characteristics, we found more than half of the features
(53.3%) among the top-30 contain the ratio of hamming distance and entropy data
(Fig. 8) presenting these features’ higher ability to differentiate the lonely and non-lonely
students through the ML models. On the other hand, we found almost the same number
of solely weekdays (12 features, 40%) and weekends’ (13 features, 43.33%) data-based
features (Fig. 8) which presents equal importance of weekdays and weekends’ data.

Summary plot of the SHAP analysis showed that on the weekend when the Tools
app category’s (e.g., Assistant) maximum duration per launch among the usage in 4 time
periods became lower, students were more likely to be in the lonely group (Fig. 9 (a, b)).
In addition, when the entropy regarding duration per app became lower on weekdays,
the students were also likely to be lonely. Having a lower entropy means there is a higher
variation in spending duration per app over the 4 time periods of weekdays (a detailed
discussion on entropy is available in Sect. 4.3).

Apart from these, the SHAP analysis demonstrated that when the difference in the
number of used Lifestyle apps (e.g., Athan) in night time periods of weekdays and
weekends became lower, students were more likely to be in the lonely group (Fig. 9(a,
b)) which indicates that over the whole week’s night, lonely students were likely to use
Lifestyle category’s apps.We found that among the students’ used 7 apps of this category,
4 apps (Athan, App Of Ramadan, Prayer Time Quran Qibla Dua Tasbih, Muslim Pro)
were related to prayer. Our findings also showed that the lonely students were more
likely to have a lower duration per launch of Social Media apps (e.g., Facebook) on
the weekend (Fig. 9(c, d)). In addition, lonely students’ kurtosis values regarding the



472 Md. Sabbir Ahmed and N. Ahmed

Week-
ends_Tools_Duration_per_Launch_Ma
ximum
Week-
days_Smartphone_Duration_per_App_
Entropy 
Differn-
ce_Between_Weekdays_Weekends_Lif
estyle_#_of_Apps_Night
Week-
ends_Finance_Ratio_Hamming_Distanc
e_Entropy
Weekdays_Unknown_Entropy_Mean

(a) Gaussian Naïve Bayes (NB) model 

on the test data.

(b) Gaussian Naïve Bayes (NB) 

model on the training data. 
Week-
ends_Social_Duratio_per_Launch_Who
le_day 
Week-
ends_Launcher_Duration_per_App_Kur
tosis 

(c) Gradient Boosting (GB) model on 

the test data.

(d) Gradient Boosting (GB) 

model on the training data. 

Fig. 9. Shapley summary plot for the NB model (a, b) based on 17 features selected by the IG
and for the GBmodel (c, d) based on the Boruta selected features when the maximum depth of the
base estimator was 7. The plot shows the impact of the features (which appeared in all iterations
of LOOCV) on the ML models’ outcome. In figures b and d presenting models’ outcome based
on the training data, there is a higher number of feature values since for each iteration of LOOCV,
n − 1 participants’ data were in the training.

duration per Launcher (e.g., Launcher3) apps’ usage on the weekends in the 4 time
periods were lower which presents a lower tail in the distribution of their data.

6 Discussion

Our findings present that it is possible to identify loneliness unobtrusively and accurately
(Sensitivity = 90.7%, F1 = 82.4%) within a second (Mean = 0.31 s, SD = 1.1 s). On
the other hand, the existing robust systems have the need to run in the background for
a prolonged period (Table 1) such as 10 weeks [8] and 16 weeks [9] which may not
work for early intervention. As a consequence, lonely students’ situations can deterio-
rate. Moreover, current systems’ need of running in the background [8–11, 21], and also
the need for access to the sensors such as GPS [8, 9, 11] which consumes significant
battery power [23] may make the systems infeasible for the resource-limited settings,
especially, where limited electricity and internet are two of the barriers to use technology
[25]. However, our system does not need to run in the background. In addition, it relies
solely on the instantly accessed computationally cheaper app usage data where simple
mathematical formulas (please, see Sect. 4.3) are used to extract the features and does
not have any dependency on additional computational models (e.g., usage of conver-
sation detection classifiers to extract conversation related features as used in explored
dataset of [8]) for feature extraction. All these make our systemminimal which can have
potential implications for loneliness identification in resource-limited settings such as
in developing and underdeveloped countries.

We explored 14 different classification algorithms and the models were built by the
features selected by a FS method from each of the 3 main categories [19]. We found
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Table 1. Comparison of our system with existing pervasive device-based systems in classifying
the lonely and non-lonely. Existing systems’ “data retrieval time” is mentioned based on the
systems’ description available in the research article. NA: Not Available.

Reference Sample
size (N)

Example of
the explored
data

System’s
need to run
in
background

Duration
of the
collected
data

Data
retrieval
time

Sensitivity Accuracy F1

[8] 46 App usage,
location,
conversation

Yes 10 weeks 10 weeks 67.89 68.67 66.54

[9] 160 Screen,
sleep, steps,
location

Yes 16 weeks 16 weeks 80.1 80.2 80.1

[10] 9 App usage,
Bluetooth,
Wi-Fi
sensed

Yes 2 weeks 2 weeks NA 98.0 NA

Our
system

105 Only app
usage data

No 1 week Mean:
307.94
ms

90.7 80 82.4

that the GB model developed by Boruta selected around 6 features (Mean = 5.8, SD =
1.3) have maximum sensitivity and specificity of 74.1% and 70.6%where the sensitivity
is more than 10% compared to the filter method Information Gain (IG) and embedded
method RF selected 6 features-based models. One of the plausible reasons for having
a higher performance is that the Boruta works by selecting all-relevant features to the
target variable [18], unlike the minimal-optimal method which is followed by the filter
and embedded methods. Due to having a higher performance with a lower number of
features, the GB model appears as a parsimonious model. With the lower features, the
requirement of computational resources to develop models decreases [40] and thus, the
presented GB model can be used to develop a more resource-insensitive system.

SHAP analysis [4] on our best ML model NB based on the IG selected 17 features
showed that the lonely students were more likely to have a higher variation in duration
per app on weekdays over the 4 time periods. This finding aligns with the studies con-
ducted through conventional statistical methods showing depressed students’ variation
of diurnal app usage patterns [17]. The variation can reflect students’ mood swings while
going through a negative experience [24]. In addition, with the variation of time periods,
people stay at different places which is related with the variation in usage behavior of app
categories [39]. That being said, aggregated data of the whole day may not contain such
contextual information and as a result, that may not be informative enough to find subtle
differences between the lonely and non-lonely students. This phenomenon is reflected
in important feature analysis where compared to the whole day, we found a much higher
number of diurnal usage data-based features of the app categories as important. How-
ever, the diurnal usage data of the app categories were unexplored in the previous studies
[8–10] to develop models to assess loneliness. To improve performance, our findings
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suggest incorporating the diurnal usage data-based app categories features also while
developing computational models to assess loneliness.

With the goal to facilitate mental healthcare professionals, we explained the best ML
models by SHAP. The analysis showed that the lonely students were more likely to have
a lower spending duration per launch of Social Media apps on the weekends. This can be
explained by the fact that negative feelings can lead to the launch of Social Media apps
to seek social support or to be distracted [29]. We speculate that the lonely students’
duration per launch can become lower due to facing negative experiences (e.g., negative
content, comparison with others [29]) while using Social Media apps. In the case of the
lonely students, we also found that they were likely to use a higher number of Lifestyle
apps during the night time period. In that app category, students used apps mostly related
to prayer which may also reflect their support-seeking behavior. Our findings through
explainable ML which was based on the unobtrusively collected data, are in line with a
qualitative study’s findings [37] where prayer was found as a coping strategywhile going
through negative experiences amid the pandemic. Going beyond the study’s main focus
on loneliness identification, these findings can help mental healthcare professionals to
take steps in the interventions.

7 Limitations

Mental health being a taboo topic in Bangladesh [6], the sample size was limited (N =
105). This research is expected to generate interest as mental health is a growing research
field in developing countries and our findings can facilitate the researchers to develop a
better system. Currently, we are conducting a country-wide study and are expecting to
come up with a more robust system to more precisely predict loneliness.

8 Conclusion

We present a minimal and real-time system that can identify loneliness by leveraging the
instantly (Mean = 0.31 s, SD = 1.1 s) accessed app usage behavioral data. In our study
on 105 students of Bangladesh, our developed ML model correctly identified 90.7%
lonely students with an F1 score of 82.4%. This shows the efficacy of our minimal
system in faster identification of loneliness which can make a worthwhile contribution
to minimizing the loneliness rate in low-resource settings.
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Abstract. Mental health apps are gaining increasing research attention. One rea-
son for this is that many users find mental health apps a good alternative for self-
management of mental conditions, especially in the last two years when access to
physicians was limited because of the COVID-19 pandemic. Despite the existence
of several mobile apps targeting mental health, studies show the need to explore
and enhance existing mobile health (mHealth) apps to better serve patients and
health practitioners. This work aims at analyzing data generated from users of a
mobile app to enhance mHealth apps for improving mental health. Particularly,
this paper aims to extract knowledge about the relationship between different
activities (e.g., sport, home, school, etc.) that affect users’ moods. To achieve this
goal, an association rulemining technique was applied on a dataset collected in the
wild from 232 users of a mental health app called the FeelingMoodie app. They
used the app from September 2021 to May 2022. Our results revealed interesting
associations between various daily life activities. Based on these association rules,
we provide insights and recommendations for building better mHealth apps and a
more personalized user experience.

Keywords: Mental health · Mobile health app · mHealth · Mood tracker ·
Mobile app · Association Rule Mining

1 Introduction

Recent years have witnessed significant adoption of technology in the health domain
[4, 26]. Advanced technologies are nowadays an essential tool in the toolset of health
service providers and patients. These technologies allowed for the delivery of health
care services on a larger scale and with more efficiency. Among these technologies are
mobile health (mHealth) apps, which are defined as “medical or public health practice
supported by mobile devices” [20]. mHealth apps have shown strong evidence in sup-
porting conventional health systems by augmenting diagnosing and treatment processes
and increasing individuals’ participation in managing their mental health. They have
been shown to be useful for a wide range of health areas. Due to its importance, mental
health apps comprise about one-third of disease-specific mHealth apps [29].
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Despite their prevalence, existing studies have shown that to be effective, mHealth
apps need to be explored and enhanced so that they provide the best assistance for patients
and health practitioners. For instance, existing studies show that mHealth apps need to be
personalized, interactive, and easy to use. The availablemHealth apps collect a significant
amount of data, which can be explored to generate insights that can be used to advance
these apps. Various data analytic approaches for processing data and generating insights
fromdata havebeen exploredbyknowledgediscovery anddatamining (DM) researchers.
Knowledge Discovery (KD) is defined as the process of analyzing and discovering
interesting knowledge and patterns from a large amount of data [19]. Data Mining (DM)
is the core process of knowledge discovery from databases [6]. It is used to extract
meaningful information and infer relationships among variables, through classification,
clustering, and association rule mining [5]. Association RuleMining (ARM), which is of
special importance for this study, is one of the most common techniques of data mining.
It was introduced in the early 1990s [1], and it aims to infer interesting correlations and
associations, and frequent patterns among sets of items in the data.ARMiswidely used in
different domains, including market, risk management, medical diagnosis, bio-medical
literature, protein sequences, and inventory control [35].

This work aims to use existing data to enhance mHealth apps for improving mental
health. Particularly, the goal of this research is to extract knowledge about the relation-
ship between different activities that affect users’ moods. To achieve this goal, ARM
techniques were applied on a dataset generated by users of a mental health app, called
the Feeling Moodie (Moodie for short) app [3, 22]. Users used the Moodie app to log
their moods along with associated activities that users believe affect their mood. The app
allows users to select moods that belong to five main categories (Good, Mad, Sad, Rad,
and Neutral). Then, users can select one or more activities (e.g., family, event, friends,
sports) that might have affected their moods. The data contains 2336 records collected
from 232 users from September 2021 to May 2022, and it contains several features,
including moods and activities, which are related to our study.

This work is part of ongoing research toward developing an adaptive and evidence-
based mental health app. Identifying the relationship between moods and environmental
aspects can help understandwhat factors (both negative and positive) and patterns impact
people’s moods and wellbeing. As a first step in designing an AI-based adaptive mental
health app, this work aims to explore the relationship between factors affecting moods
and how this relationship varies based on users’ moods to inform the design of better
mental health apps. To achieve our goal, we adopt the association rule mining concepts
and applied them to uncover the relationships between activities. ARM explores the
relationship between unrelated data. For instance, a supermarket can use data about cus-
tomers’ purchases and ARM to identify which products are frequently bought together.
Association rules are if/then statements that identify the relationship between data ele-
ments [24], and they are used to identify the objects that frequently happen (or used)
together. In this work, we used the same technique to uncover the relationship between
different activities (or factors) that may affect users’ moods. That is, we explore the
relationship between the activities that lead the user to be in a particular mood.

The quantitative analysis of the data revealed that Home-, Work-, Relaxation-, and
Family-related activities are themost common factors that affect users’ moods, and Chill
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emerged as the most common mood. The current work adds to the ongoing efforts to
understand how technology can be used to enhance positive wellbeing and how humans
interact with mood-tracking apps for improving mental wellness. The analysis also
revealed several association rules that describe the relation and association between
different activities. This research contributes to the ongoing efforts to understand how
self- and mood-tracking apps can be used to change negative to positive moods, as well
as restore positive moods while reducing negative ones. This research also provides
insights and recommendations for designing adaptive user-centric mental health apps.

2 Background and Related Work

This section introduces association rule mining and its applications. Then, it discusses
related work on mHealth apps.

2.1 Association Rule Mining

Association Rule Mining (ARM) is an effective data mining technique that uses rule-
based machine learning methods to discover relations between items in a dataset [2,
5]. Given transactions with a variety of items, ARM is meant to explore the rules that
determine how certain items are connected. Association rules were firstly defined in the
early 1990s by Agrawal et al. [1], as follows: let I = {i1, i2, . . . , in} be a set of items,
where items could be literals, shopping items, images, etc. Any subset X ∈ I is called
itemset. LetR be a table with a set of transactions t involving elements that are a subset of
I . An association rule is an expression of the form X → Y , where X and Y are itemsets
and X ∩Y = ∅. X is called the antecedent (or body) of the rule, and Y is the consequent
(or head) of the rule. An ARM algorithm usually mines several rules. The number of the
mined association rules depends on the size of the dataset, and two essential measures:
Support (S), and Confidence (C) [1], which are defined as follows [34]. Support is the
percentage of transactions (or records) that contain X and Y to the total number of
transactions |X |. Confidence is the percentage of the number of transactions that contain
X and Y to the total number of records that contain X . Confidence shows the strength
of the association rules. For instance, if the confidence of the association rule X → Y
is 0.8, it means that 80% of the transactions that contain X also contain Y [35].

The process of mining association rules involves finding rules that satisfy minimum
support and minimum confidence. These thresholds are domain-dependent, they are
specified by the user, and they are used to drop less interesting and less important
rules. Sometimes even the association rules generated from not so frequent itemsets
(low support value) are still important. For instance, some items are not purchased so
often because they are very expensive, consequently, they are not purchased as often as
the threshold required. However, the association rules between those expensive items
are as important as other frequently bought items to the retailer. Once the list of the
most important rules is identified, it can be ordered based on Lift value (a measure of
the importance of a rule), which helps select rules with high predictive power [34]. For
example, the lift of α for the association rule X → Y tells us that Y is α times more likely
to be bought by the customers who also buy X compared to the default likelihood sale
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of Y . Many algorithms for generating association rules were presented over time, such
as Eclat, FP-Growth, and Apriori algorithms [6]. The most commonly used approach
for finding association rules is based on the Apriori algorithm [35].

ARM is one of the most important data mining tasks. It has been extensively studied
and applied inmarketing, where it is known as the “market basket analysis”. For instance,
in a bookstore, association rules discovered from the transaction database can be used
to rearrange the presentation of books on the shelves such that books that are found
to be bought together are placed close to each other. Also, association rules are used
for building marketing strategies. For instance, if the ARM process revealed that item
Y is bought with item X 60% of the time, it indicates that promoting X can increase
the sales of Y . In addition to this typical use of ARM, it has been also introduced to a
wide array of applications, such as: classifying the student based on their performance
in academics [6], to find the best combination of courses based on users’ enrolment data
[9], classifying text documents in associating terms of text categories [27, 39], and in
transportation domain to explore the causes of accidents and maintenance issues [2, 28].

In addition, ARM techniques can be applied in the health domain (which is the focus
of our research) to achieve various goals. For instance, Ribeiro et al., [34] proposed a
method based on association rule-mining to enhance the diagnosis of medical images.
Pan et al., [32] presented a solution using association rules to relate objects and categories
of brain tumors.Wang et al., [38] investigated usingARM techniques to discover patterns
of interest in a dataset containing digital mammographic images and textual reports of
radiologists. Other researchers [30] deployed ARM and heart disease data to predict
healthy and sick heart. Several researchers have also explored the use of ARM for
disease and health issues [10, 25], such as cardiac diseases [31], diabetes [15, 16],
cancer analysis [33], and explore epidemic and pandemics (e.g., dengue fever [11, 37]
and virus outbreaks such as Ebola virus [18], and COVID-19 [23, 36]).

2.2 Mental Health Apps

The use of mental health apps has been shown to improve health behaviours and help
with the regulation of moods. A recent review of the literature on mHealth apps that
foster emotion regulation, positive mental health, and wellbeing found that although
there is emerging evidence showing the benefits of these apps for improving mental
health and wellbeing, very few apps are targeted at promoting emotion regulation. The
researchers concluded that future mHealth apps may consider the inclusion of features
that promote emotion regulation. One of the aims of the present research study is to
make it easier for users to identify connections in their moods and help with emotion
regulation, and coping with the ups and downs of life.

There has also been research on how people’s moods are correlated with activities
of daily living [the fundamental skills required to independently care for oneself such
as eating, shopping, housecleaning, and communication with others. For example, Chan
et al. [13] investigated the relationship between daily mood changes and one’s personal
characteristics, demographic factors, and daily health behaviours. For 30 days, 130 users
completed a program called “ClickDairy” which allows users to enter their daily health-
related behaviours. Results showed that a user’s mood can be associated with health
behaviours and daily life activities. The same conclusion has also been demonstrated
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by other researchers [3, 12]. Results also showed that users experience better moods on
the weekends and users who perform more exercise experience better moods compared
to users who do not perform an exercise. The quality of sleep was also related to mood
fluctuations from day to day – better-quality sleep leads to the experience of a more
positive mood the following day. In a different study, Bakker and Rickard [17] evaluated
a self-reflection focussed app called “MoodPrism” for improving one’smental health and
wellbeing. Results showed that users who had more positive and engaging experiences
using the app experienced greater decreases in depression and anxiety. Results also
showed that users who already had knowledge of mental health issues were more likely
to use MoodPrism over the longer term.

More recently, Huberty et al. [21] examined the effectiveness of the “Calm” app for
reducing stress and improvingmindfulness and self-compassion among college students.
Results showed that the use of the Calm app helped reduce stress, and self-compassion,
and improve sleep quality. However, results did not show any association between the
use of the app and changes in health-related behaviours such as alcohol consumption,
physical activity, or healthy eating. The researchers concluded that there is a lack of
research evaluating the impact ofmindfulnessmediationmobile apps onhealth behaviour
outcomes and the short- and long-term effects.

Similarly, Cho et al. [14] conducted a 1-year pilot study to evaluate the effectiveness
of a smartphone app called “Circadian Rhythm for Mood” for helping patients with
mood disorders prevent the reoccurrence of mood episodes. Results showed that the
total number of mood episodes was fewer and shorter for patients who used the app.
Positive changes in health behaviour were observed and the appwas found to be effective
in preventing the reoccurrence of mood disorders, improving prognosis, and promoting
better health behaviours.

Finally, Athanas et al. [8] investigated the effects of immediate and long-term use of a
guided meditation and mindfulness app called “Stop, Breathe & Think (SBT)” on users’
emotional states. To explore the long-term effects, the changes in the user’s basal emo-
tional state were assessed before they completed the guided meditation activity. Results
showed repeated engagements with the SBT app are associated with an improvement
in users’ emotional states over time. Results also showed that after using the app for an
extended period, users who felt sad at the beginning of the intervention became happier.
The researchers concluded that repeated use of the SBT app can change a user’s emo-
tional state from negative to positive and suggest that more elaborate studies are needed
to better understand the potential benefits of these apps to reduce the cost of healthcare
services.

While there are many studies on the use of mHealth apps for reducing stress and
improving health and wellbeing, and how moods are associated with people’s daily life
activities, there is a lackofworkonusing association rulemining to uncover howdifferent
activities are associated, the result of which could be used to inform the development of
mHealth apps that are more adaptive, and easy to use. In this paper, we describe how we
adopted the ARM concepts to identify relationships between activities that affect users’
moods.
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3 Method

This sectiondiscusses the researchmethodweused to achieveour goals. First, it describes
the Moodie app and its features. Then, it discusses the implementation of the Apriori
algorithm (the association rule mining algorithm we used in our study).

3.1 The Moodie Mental Health App

The Feeling Moodie (or Moodie) app [22] is a mental health app that tracks mood and
health-related information. It is a HIPPA (Health Insurance Portability and Accountabil-
ity) [7] and PIPEDA (Personal Information Protection and Electronic Documents Act)
[40] compliant. The app allows users to track their moods by reporting their moods and
associated activities (Family, Events, Friends, Sports, Travel, Romance, Finance, Shop-
ping, Exam, Relax, Hobbies, Music, Work, Sleep, Home, Food, Weather, and Other).
These activities are the most common activities, and they were selected based on an
exploration of related apps. Users can identify their moods using a mood grid designed
around four moods dimensions: Great (Happiness or good mood), Chill (being in a calm
state, or to relax completely or being relaxed), Meh (indifference, boredom, or a lack of
enthusiasm), and Sad (feelings of unhappiness and low mood). These four moods were
selected as general moods representing a wide range of sub-moods. To make sure that
thesemoods are clear, the app present thewide range of submoods as a grid, whichmakes
moods clearer to users. The submoods explain the general moods and providemore fine-
rained categories. The Moodie app also allows users to enter free-text journaling entries
to talk about their moods and associated activities.

Moodie app has four main features: (1) Mood Tracking where users can enter their
moods and associated activities, (2) Mind Fitness Plan, which provides assistance for
users to change their mood to a better state using cognitive behavioral therapy [11]
treatment, (3) Journaling, which allows users to track events and situations that might
affect their mood and (4) Visualization where users can see historical data and track their
moods, which help users’ and health care practitioners to recognize emerging trends and
respond rapidly. Figure 1 depicts screenshots of theMoodie app.

3.2 Implementation

To analyze the association between different activities that affect users’ moods, we
applied the Apriori algorithm, a well-known and one of the most widely used ARM
algorithms. It is mainly used for finding frequent items over transactional data sources
[27]. Apriori algorithm takes a set of itemsets and tries to find the most common subsets.
To do so, Apropri algorithm uses a “bottom up” approach where frequent subsets are
extended one item at a time in a step known as candidate generation, which is based
on the minimum support value. Apriori uses breadth-first search and a tree structure
to count candidate itemsets efficiently. We used Apriori algorithm because it is easy to
implement, and works efficiently in relatively small dataset [5]. So, it is suitable for our
study.

All our experiments were executed in a laptop with Intel Core i7 CPU, at 2.1 GHz
(4CPUs), and Windows 10 as the operating system. Python 3.7 (64-bit) was used to
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Fig. 1. Main features of the Moodie App1

implement the ARM algorithm. We set the minimum support (0.2) and the minimum
confidence (0.8), to obtain all frequent itemsets and filter out the strong association rules
based on confidence. Then, the lift value was considered to sort the rules based on their
importance.

3.3 Dataset

The data set used in this study was obtained from users who used the Version II of the
Moodie app. The data contains several features, including moods and activities, which
are related to our study. Due to privacy concerns, users demographics were not collected
and, therefore, it is not considered in our study. As mentioned above, users can use the
Moodie app to log their moods along with associated activities that users believe that
they affect their entered mood. The app allows users to select moods that belong to
five main categories (Good, Mad, Sad, Rad, and Neutral). Then, users can select one
or more activities that might have affected their moods. Particularly, eighteen different
activities were provided to users: family, events, friends, sports, travel, romance, finance,
shopping, exam, relax, hobbies, music, work, sleep, home, food, weather, and others.
The data contains 2,336 records collected from 232 users from September 2021 to May
2022. Users logged their moods and activities as they wished and at the convenience
of their schedule. According to previous studies [5], most of the research in ARM for
health informatics uses small to medium datasets, containing less than 2,000 records.
So, the number of records available in our dataset is adequate to mine association rules.

4 Results

This section discusses the results based on the data collected using the Moodie app.
First, it shows a descriptive analysis of mood and activities distribution based on the
overall data (including all the moods and activities). Then, it represents the association
rule analysis of the overall data, followed by association rules per mood.

1 AppAdvice: https://appadvice.com/app/feeling-moodie/1581336127.

https://appadvice.com/app/feeling-moodie/1581336127
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4.1 Descriptive Analysis

A cross-tabulation of moods and activities is shown in Table 1, where the columns
show moods, and the rows represent activities. The bolded-text between brackets values
indicate the least frequent activity for each mood, while the bolded-text without brackets
are themost frequent activities. As shown in Table 1, Finance is the least frequent activity
for Rad, Neutral, and Sad; Travel is the least frequent activity for Good and Neutral; and
Shopping is the least frequent for Mad. On the other hand, Food is the most frequent
activity for all moods according to users’ self-reports. This means that Food is the most
frequent activity overall, as it is depicted in Fig. 2, which shows the overall frequency for
each activity in the whole dataset. As Fig. 2 shows, Food is the most frequently selected
activity, followed by Sleep, Home, and Relax. In contrast, Travel is the least frequently
selected activity, while Finance and Shopping is the second and third least frequently
selected activities, consequently.

Table 1. Frequency of moods and activities

Activity Rad Good Neutral Mad Sad

Family 132 214 78 19 73

Event 40 67 23 5 26

Friends 107 168 68 19 61

Sprots 77 113 43 7 38

Travel 18 (17) (16) 5 12

Romance 73 136 45 7 46

Finance (13) 25 (16) 7 (12)

Shopping 43 31 17 (2) 17

Exams 71 133 82 16 100

Relax 133 272 93 10 71

Hobbies 59 71 27 4 22

Music 75 107 43 13 56

Work 100 171 91 43 101

Sleep 293 427 164 44 118

Other 45 54 31 16 63

Home 177 319 146 33 122

Food 348 604 267 85 245

Weather 88 117 58 18 48
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4.2 Association Rule Mining

This section shows the association rules mined by the Apriori algorithm, setting the
minimum support to (0.2) and minimum confidence (0.8) in order to filter the most
significant rules. After getting the most significant rules, we sorted them based on the
lift value, which measures the importance and interestingness of the rule [6]. For clarity
purposes, the results presented in this section show the ten most important rules. A
complete list of the rules can be provided as a supportive material.
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Fig. 2. Frequency of activities over all data

Overall Data Analysis
This section presents the association rules for the whole dataset. The total number of
rules generated was 63 with confidence >80%. Table 2 shows the top ten association
rules. As the table shows, the top rule indicates that moods that are affected by Romance-
and Sport-related activities, are more likely affected by Family-related activities. It also
shows that Sleep is associated with six itemsets. This is not surprising given that Sleep
is the second most common activity (as shown in Fig. 2).

Mood-Based Analysis
This section presents the association rules for each mood. Tables 3, 4, 5, 6 and 7 depict
the association rules per mood. That is, each table represents the association rules mined
using only the records of the corresponding mood. Table 3 shows the association rules
for Neutral mood. Our analysis revealed a total of 100 rules related to Neutral mood.
The top rules show that Romance-related activities are highly associated with Weather,
and Hobbies activities. This rule has (8.34) lift value with high confidence, which means
that whenever Weather- and Hobbies-related activities made users be in a neutral mood,
then there is a very high chance that a Romance-related activity is also affecting their
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Table 2. Association rules based on the whole dataset

# Rule Confidence Lift

1 {‘Romance’, ‘Sports’} → {‘Family’} 0.808 3.655

2 {‘Shopping’, ‘Relax’} → {‘Sleep’} 0.923 2.061

3 {‘Shopping’, ‘Food’} → {‘Sleep’} 0.882 1.968

4 {‘Hobbies’, ‘Sports’} → {‘Sleep’} 0.873 1.948

5 {‘Shopping’, ‘Home’} → {‘Sleep’} 0.841 1.876

6 {‘Music’, ‘Hobbies’} → {‘Sleep’} 0.806 1.799

7 {‘Music’, ‘Romance’} → {‘Sleep’} 0.803 1.793

8 {‘Shopping’, ‘Sleep’} → {‘Food’} 0.965 1.454

9 {‘Friends’, ‘Sleep’} → {‘Food’} 0.948 1.429

10 {‘Hobbies’, ‘Sleep’} → {‘Food’} 0.944 1.423

Table 3. Association rules for “Neutral” mood

# Association Rule Confidence Lift

1 {‘Weather’, ‘Hobbies’} → {‘Romance’} 0.900 8.340

2 {‘Hobbies’, ‘Sports’} → {‘Friends’} 0.900 5.519

3 {‘Shopping’, ‘Friends’} → {‘Family’} 1.000 5.346

4 {‘Weather’, ‘Romance’} → {‘Friends’} 0.867 5.315

5 {‘Romance’, ‘Work’} → {‘Friends’} 0.846 5.189

6 {‘Shopping’, ‘Family’} → {‘Friends’} 0.833 5.110

7 {‘Romance’, ‘Sports’} → {‘Friends’} 0.813 4.983

8 {‘Romance’, ‘Sleep’} → {‘Friends’} 0.808 4.953

9 {‘Hobbies’, ‘Sleep’} → {‘Friends’} 0.800 4.906

10 {‘Friends’, ‘Weather’} → {‘Family’} 0.905 4.837

moods. AlthoughAs Fig. 2 shows, Food is themost frequently selected activity, followed
by Sleep, Home, and Relax. In contrast, Travel is the least frequently selected activity,
while Finance and Shopping is the second and third least frequently selected activities,
consequently.

4.3 Association Rule Mining

This section shows the association rules mined by the Apriori algorithm, setting the
minimum support to (0.2) and minimum confidence (0.8) in order to filter the most
significant rules. After getting the most significant rules, we sorted them based on the
lift value, which measures the importance and interestingness of the rule [6]. For clarity
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Table 4. Association rules for “Good” mood

# Association Rule Confidence Lift

1 {‘Exams’, ‘Hobbies’} → {‘Food’} 1.000 1.377

2 {‘Music’, ‘Hobbies’} → {‘Food’} 1.000 1.377

3 {‘Other’, ‘Sleep’} → {‘Food’} 1.000 1.377

4 {‘Shopping’, ‘Sleep’} → {‘Food’} 1.000 1.377

5 {‘Hobbies’, ‘Sleep’} → {‘Food’} 0.980 1.349

6 {‘Romance’, ‘Hobbies’} → {‘Food’} 0.957 1.318

7 {‘Exams’, ‘Sleep’} → {‘Food’} 0.953 1.313

8 {‘Friends’, ‘Sleep’} → {‘Food’} 0.951 1.310

9 {‘Other’, ‘Family’} → {‘Food’} 0.947 1.305

10 {‘Shopping’, ‘Home’} → {‘Food’} 0.947 1.305

Table 5. Association rules for “Sad” mood

# Association Rule Confidence Lift

1 {‘Event’, ‘Sports’} → {‘Friends’} 0.900 6.374

2 {‘Exams’, ‘Sports’} → {‘Friends’} 0.867 6.138

3 {‘Romance’, ‘Sports’} → {‘Friends’} 0.846 5.992

4 {‘Romance’, ‘Sports’} → {‘Family’} 1.000 5.918

5 {‘Family’, ‘Sports’} → {‘Friends’} 0.800 5.666

6 {‘Event’, ‘Sports’} → {‘Family’} 0.900 5.326

7 {‘Friends’, ‘Sports’} → {‘Family’} 0.842 4.983

8 {‘Event’, ‘Romance’} → {‘Exams’} 0.917 3.960

9 {‘Event’, ‘Friends’} → {‘Exams’} 0.833 3.600

10 {‘Music’, ‘Work’} → {‘Sleep’} 0.833 3.051

purposes, the results presented in this section show the ten most important rules. A
complete list of the rules can be provided as a supportive material.

Although Table 1 shows that Friends-related activities are not among the most com-
mon activities related to Neutral mood, the ARM results show that Friends-related activ-
ities are associated with seven itemsets, with high lift values, as shown in Table 3 (Rules
2, and 4 to 9). This means that whenever any of these seven itemsets made the user be
in a Neutral mood, then it is almost five times more probable that their moods have also
been affected by Friends-related activities.

With regards to the Good mood, Table 4 shows the top ten rules among a total
of 54 association rules. Surprisingly, all the top ten association rules show the relation
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Table 6. Association rules for “Mad” mood

# Association Rule Confidence Lift

1 {‘Friends’, ‘Hobbies’} → {‘Relax’} 1.000 14.300

2 {‘Exams’, ‘Family’} → {‘Music’} 1.000 11.000

3 {‘Romance’, ‘Sleep’} → {‘Music’} 1.000 11.000

4 {‘Weather’, ‘Sleep’} → {‘Music’} 0.857 9.429

5 {‘Exams’, ‘Music’} → {‘Family’} 1.000 7.526

6 {‘Finance’, ‘Home’} → {‘Family’} 1.000 7.526

7 {‘Friends’, ‘Music’} → {‘Family’} 1.000 7.526

8 {‘Family’, ‘Romance’} → {‘Friends’} 1.000 7.526

9 {‘Friends’, ‘Romance’} → {‘Family’} 1.000 7.526

10 {‘Music’, ‘Work’} → {‘Family’} 1.000 7.526

between an itemset and Food activity. Also, we notice that the confidence values of these
association rules are very high (>94%), with 100% confidence of the top four rules.

A total of 51 association rules were found in the Sad-related data. Table 5 shows the
top association rules related to Sadmood. The top three rules show that if the users’mood
is Sad because of {‘Event’, ‘Sports’}-, {‘Exams’, ‘Sports’}, or {‘Romance’, ‘Sports’}-
related activities, then it is highly likely that Friends-related activities have also affected
users’ moods and made them feel sad.

Table 6 summarizes the top association rules among 63 rules related to the Mad
mood. It can be noticed that these rules have a very high confidence (100% for most of
them). Also, the lift values for these rules are high. For instance, Relax activity is 14.3
times more likely to cause a Mad mood if Friends and Hobbies related activities also
made users feel Mad.

Finally, the ARM revealed a total of 141 rules related to Rad mood. The top ten
rules are shown in Table 7. The table shows that Music and Sports are 5.76 and 5.61
times, consequently, more likely to make users feel Rad if Exams- and Hobbies-related
activities made them Rad. It also shows that Family is the consequent of five antecedent
itemsets (rules 4–8). These five associations indicate that Family is an important activity
that leads to Rad mood. Although it is not the most common activity in rad mood (as
shown in Table 1).

5 Discussion and Future Work

In the previous section, we presented the results obtained from our ARM analysis.
These rules can be used to develop mHealth apps that are more adaptive, and easy to
use. Particularly, the benefits of these association rules can be summarized as follows:

BetterUnderstanding of Users. Themined association rules allow designers ofmHealth
apps and researchers to better understand factors that are associatedwith users’moods by
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Table 7. Association rules for “Rad” mood

# Association Rule Confidence Lift

1 {‘Exams’, ‘Hobbies’} → {‘Music’} 0.846 5.765

2 {‘Exams’, ‘Hobbies’} → {‘Sports’} 0.846 5.615

3 {‘Shopping’, ‘Music’} → {‘Weather’} 0.923 5.360

4 {‘Shopping’, ‘Friends’} → {‘Family’} 1.000 3.871

5 {‘Shopping’, ‘Music’} → {‘Family’} 0.846 3.276

6 {‘Romance’, ‘Sports’} → {‘Family’} 0.824 3.188

7 {‘Shopping’, ‘Weather’} → {‘Family’} 0.813 3.145

8 {‘Exams’, ‘Weather’} → {‘Family’} 0.810 3.134

9 {‘Shopping’, ‘Sports’} → {‘Home’} 0.917 2.646

10 {‘Shopping’, ‘Relax’} → {‘Home’} 0.909 2.625

discoveringmore activities thatmight affect the user’smood but are notmentioned by the
user. For example, based on the association rules ({‘Romance’, ‘Sports’}→ {‘Family’})
mentioned in Table 2, if the user mentioned that Romance- and Sport-related activities
only, the system understands that the user’s mood could also be affected by Family-
related activities. Therefore, the app may recommend interventions related to family
activities as well.

Enhancing Credibility and Usability. The rules can be used to reduce the steps and
inputs required from users. For example, instead of asking the user to continuously enter
as many activities as possible, the system may ask for 2–4 inputs. Based on these inputs,
the system can predict other activities of various kinds based on the provided rules. For
instance, suppose that the user selected {Romance, Sport, and Hobbies} as the activities
that caused their mood. If we look at Table 2, searching for the rules that have at least
two of these three activities, we will find 3 rules. Accordingly, the system can infer that
in addition to these three activities, Sleep, and Family are most likely affecting the user’s
mood as well. Adding these capabilities to the apps will increase their credibility and
usability.

Personalization and Adaptation. The app can also use our results to personalize the list
of activities and make it more adaptive. For instance, the order of the activities in the
list can be changed based on their importance (how they are related) to the activities
selected by users, or the activities can be presented as groups. This adaptability will in
turn enhance the usability and credibility of the app.
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As shown in Sect. 4.2, the results revealed interesting patterns that can inform
the development of an adaptive AI-based mental health app. APPENDIX 1 summa-
rizes the results presented in the previous section and acts as a reference for design-
ers and researchers. Below is a summary of the key observations and recommenda-
tions/guidelines for designing mHealth apps:

• Food, Sleep, and Home are the most common activities, while Travel, Finance, and
Shopping, events are the least common activities. It seems that the COVID-19 pan-
demic has had an impact on users’ selections since, during the pandemic, people
spent more time at home because of isolation and work from home. Also, during that
time shopping activities were limited, and many people switched to delivery service
options. To best understand the impact of the context on users’ selection of activities,
our data collection is continuing.

• Food is the most common activity in the overall dataset. Considering this observation
in isolation reveals that a mental health app should emphasize food-related activities.
However, the ARM results (Sect. 4.2) revealed that Food activities are associated
with other activities. For instance, the association rules of the overall data (Table 2)
shows that {‘Shopping’, ‘Sleep’}, {‘Friends’, ‘Sleep’}, and {‘Hobbies’, ‘Sleep’} are
all associated with Food activities. Also, other activities are associated with Food.
For instance, Table 2 shows that if the user selected ‘Shopping’ and ‘Food’ activities,
then it is more likely the user will select ‘Sleep’ activity to be associated with their
moods. Therefore, designers should not focus only on the absolute popularity of the
activities, but also consider the associated activities.

• Overall, Travel is the least frequent activity. Also, the top association rules did not
reveal any association between Travel and other activities. However, it is important
to mention that the data collection was done during the COVID-19 pandemic when
travel was limited in most countries. So, users’ activities during this time might be
affected, and therefore their selection of activities. It will be important to do further
studies as the pandemic situation shifts to an endemic.

• Friend-related activities are associated with neutral mood, although it is not among
the most common activities related to neutral mood. Our results (see Table 3) indicate
that Friends-related activities are associated with seven of the top itemsets (with a lift
value of more than 5). This means that whenever the users indicate that any of these
seven itemsets made the user feels Neutral, then it is almost five times more probable
that their moods have also been affected by Friends-related activities.

5.1 Limitations and Future Work

Despite the interesting results and insights revealed by this study, this study is based on
data collected in the wild, demographical information was not collected due to privacy
reasons. Also, it is worth mentioning that the data were collected during the COVID-19
pandemic, we believe that it might have affected users’ daily life activities (e.g., travel).
Therefore, as a future work, we will conduct a subsequent study to expand on this study,
investigate, and compare the association rules after the pandemic. Again, although,Mad-
related association rules has a very high confidence (100%). However, Mad is the least
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frequent mood in the dataset (only 353 records). So, we need to collect more data related
to this mood and repeat the analysis.

6 Conclusion

This paper presented our ongoing effort toward providing adaptive and personalized
mental health apps. In this research, we used a dataset containing 2,336 records col-
lected from 232 users of a mental health app in the wild, from September 2021 to May
2022. Themental health app is called theFeelingMoodie app.We used this data to extract
knowledge about the relationship between different daily life activities that affect indi-
viduals’ moods. To achieve our goals, we applied the association rule mining techniques
on the dataset. Our results revealed interesting associations between various daily life
activities, and these associations vary based on mood. The paper also shows how to use
these rules to enhance mental health apps and provides insights and recommendations
for building better mHealth apps and a more personalized user experience.

APPENDIX 1. Summary of the Association Rules

Rule Mood

Antecedent Consequent

{‘Romance’, ‘Sports’} {‘Family’} Overall

{‘Event’, ‘Friends’} {‘Exams’} Sad

{‘Event’, ‘Romance’} {‘Exams’} Sad

{‘Event’, ‘Sports’} {‘Family’} Sad

{‘Friends’} Sad

{‘Exams’, ‘Family’} {‘Music’} Mad

{‘Exams’, ‘Hobbies’} {‘Food’} Good

{‘Music’} Rad

{‘Sports’} Rad

{‘Exams’, ‘Music’} {‘Family’} Mad

{‘Exams’, ‘Sleep’} {‘Food’} Good

{‘Exams’, ‘Sports’} {‘Friends’} Sad

{‘Exams’, ‘Weather’} {‘Family’} Rad

{‘Family’, ‘Romance’} {‘Friends’} Mad

{‘Family’, ‘Sports’} {‘Friends’} Sad

{‘Finance’, ‘Home’} {‘Family’} Mad

{‘Friends’, ‘Hobbies’} {‘Relax’} Mad

{‘Friends’, ‘Music’} {‘Family’} Mad

(continued)
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(continued)

Rule Mood

Antecedent Consequent

{‘Friends’, ‘Romance’} {‘Family’} Mad

{‘Friends’, ‘Sleep’} {‘Food’} Good

{‘Food’} Overall

{‘Friends’, ‘Sports’} {‘Family’} Sad

{‘Friends’, ‘Weather’} {‘Family’} Neutral

{‘Hobbies’, ‘Sleep’} {‘Food’} Good

{‘Friends’} Neutral

{‘Food’} Overall

{‘Hobbies’, ‘Sports’} {‘Sleep’} Overall

{‘Friends’} Neutral

{‘Music’, ‘Hobbies’} {‘Food’} Good

{‘Music’, ‘Hobbies’} {‘Sleep’} Overall

{‘Music’, ‘Romance’} {‘Sleep’} Overall

{‘Music’, ‘Work’} {‘Family’} Mad

{‘Sleep’} Sad

{‘Other’, ‘Family’} {‘Food’} Good

{‘Other’, ‘Sleep’} {‘Food’} Good

{‘Romance’, ‘Hobbies’} {‘Food’} Good

{‘Romance’, ‘Sleep’} {‘Friends’} Neutral

{‘Music’} Mad

{‘Romance’, ‘Sports’} {‘Family’} Sad

{‘Family’} Rad

{‘Friends’} Neutral

{‘Friends’} Sad

{‘Romance’, ‘Work’} {‘Friends’} Neutral

{‘Shopping’, ‘Family’} {‘Friends’} Neutral

{‘Shopping’, ‘Food’} {‘Sleep’} Overall

{‘Shopping’, ‘Friends’} {‘Family’} Neutral

{‘Family’} Rad

{‘Shopping’, ‘Home’} {‘Sleep’} Overall

{‘Food’} Good

{‘Shopping’, ‘Music’} {‘Family’} Rad

{‘Weather’} Rad

{‘Shopping’, ‘Relax’} {‘Home’} Rad

(continued)
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(continued)

Rule Mood

Antecedent Consequent

{‘Sleep’} Overall

{‘Shopping’, ‘Sleep’} {‘Food’} Good

{‘Food’} Overall

{‘Shopping’, ‘Sports’} {‘Home’} Rad

{‘Shopping’, ‘Weather’} {‘Family’} Rad

{‘Weather’, ‘Hobbies’} {‘Romance’} Neutral

{‘Weather’, ‘Romance’} {‘Friends’} Neutral

{‘Weather’, ‘Sleep’} {‘Music’} Mad
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Abstract. Machine learning has become a powerful tool to assist humans
making decisions. In most cases, machine learning models act like a black
box, a user can only view the outcome without knowing the decision-
making process or the deciding factors. Explainable AI has shown good
performance in interpreting prediction models and identifying the influen-
tial parameters behind the prediction/decision. Our previous works have
been analyzing health checkup data collected by a digital healthcare sys-
tem, called Portable Health Clinic (PHC), developed by us. The system
uses a standard logic set based on WHO recommendations to triage the
health status of a patient. The triage used in PHC is almost a static stan-
dard logic set that works for any patient at any age. We argue that the
triage logic should vary from person to person. This paper attempts to use
explainable AI to check whether triage could be personalized. An exper-
iment has been carried out over a health check-up data set (N = 44,460),
by applying XGBoost, a popular machine learning algorithm to predict a
patient’s health status (risky or not risky). An eXplainable AI (XAI) tech-
nique called SHAP is used to explain the prediction results. The SHAP
value clearly indicates that each health parameter (BMI, Blood Pres-
sure, hemoglobin, etc.) has different cut-off points for different age groups,
which suggests that the threshold to determine one’s health status is dif-
ferent and can be obtained. The results will be useful to improve the exist-
ing triage static logic. This paper demonstrates cut-off points for BMI
and Blood Pressure (Systolic) for two age groups which is an indication of
group triage. Our future work will search for the individual cut-off point
for developing personalized triage. The obtained cut-off points need to be
verified by health professionals.

Keywords: Explainable AI · Health Checkup · Personalized Triage

1 Introduction

Artificial intelligence (AI) and machine learning(as subset of AI) have shown an
extremely high performance for many applications in various fields of science and
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technology. It allows a system to make predictions from existing data which can
enable learning, reasoning, and decision-making. Machine learning algorithms
can handle millions of data sets in a few seconds while the understanding of
what happens in the models is not advancing at the same pace. The issue is more
serious in sophisticated models such as deep neural networks [1,4]. Explainable
AI (xAI) emerged to make it possible to build a model which can be interpreted
and understood by the users or developers.

Explainable AI is a generic term to describe artificial intelligence. The results
of the solution can be understood by humans. By applying the xAI techniques
to the model which handles the data, the explanation for the results can be
obtained. One way to achieve explainable AI is to develop powerful and fully
explainable models, such as deep k-nearest neighbors and teaching explanations
for decisions [1]. Another way is to explain the output of well-established machine
learning models, instead of replacing models. An example is the Local Inter-
pretable Model-agnostic Explanations (LIME) developed by Ribeiro et al. [2].
LIME is a novel explanation technique that explains the predictions of any clas-
sifier in an interpretable and faithful manner by learning an interpretable model
locally around the prediction.

The most common explanations for classification models are feature impor-
tance [3]. Feature importance refers to the usefulness of the features to make
certain decisions. More specifically, it describes the individual contribution of the
corresponding feature to predict a target variable. Generally, feature importance
can be divided into modular global and local importance. Global importance
measures the importance of the whole model while a local importance measures
the importance of one observation. One example of global feature importance
is the calculations of Gini impurity in decision tree. Decision tree is a tree-like
model which can cope with classification problems by starting at the root of
a tree and taking the branch appropriate to the outcome until encountering a
leaf node. Gini impurity will be calculated in each node which can measure the
feature importance of the entire data set. Based on the B-Logic and the values
of each checkup item, health status/risk level as a new variable for every patient
can be determined.

The effectiveness of the Explainable AI technique has been examined in many
research activities. Authors in [1] assessed the LIME, an xAI framework on a tab-
ular dataset to predict rain, and it has been shown that LIME helps to increase
model interpretability. Furthermore, Nohara et al. [4] adopted Shapley additive
explanation (SHAP) to interpret a gradient-boosting decision tree model using
real hospital data. In their experiments, the authors found that the interpreta-
tion by SHAP was mostly consistent with that of the existing methods. Another
approach based on the XGBoost algorithm and SHAP method was proposed in
[5]. It showed the ability to provide meaningful explanations of the prediction
model by identifying the influential risk factors. These works are useful for inter-
preting machine learning models and can uncover the underlying relationships
between features and outcomes.
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1.1 Portable Health Clinic System

Portable Health Clinic (PHC) is a digital primary health screening system that
aims to control non-communicable diseases (NCDs) and to provide affordable
primary healthcare services to general people [6–12]. A PHC box contains basic
diagnostic tools which can be easily carried by a female health worker, shown in
Fig. 1.

Fig. 1. A prototype of the PHC with 12
basic diagnostic tools which can measure
more than 12 clinical parameters [7].

A health worker visits a patient’s
home with the PHC box, takes the
clinical measurements, and uploads
the health-related information to the
online PHC database server. This data
can be accessed by remote doctors or
researchers as shown in Fig. 2 [13]. In
order to improve the quality of PHC
service and make proper decisions, an
understanding of the PHC big data is
indispensable. xAI can be used to com-
pute the explanations for any black-
box model with high accuracy. By
the interpretable understanding of the
machine learning models which processed PHC big data, PHC should ideally
provide actionable and helpful advice for patients’ prevention.

Fig. 2. PHC System Architecture. The system comprises four components: (1) PHC
Device Box (2) Health Worker (3) Database System and (4) Telemedicine Center [14].
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1.2 Research Motivation and Objective

In the PHC system, a standard triage logic(we call it B-Logic or Bangladesh
Logic) is used to judge the health status of a patient. The results are graded
in four risk categories: green (healthy), yellow (caution), orange (affected), and
red (emergency) as shown in Fig. 3 [7,14]. Based on the values of each checkup
item in B-Logic, the health status level for each patient can be added as a new
variable.

By design, the B-Logic is almost static for all the patients. In B-logic (as in
Fig. 3), the gender of a patient is the only dynamic variable for three parameters
e.g. Waist, Waist-Hip Ratio, and Blood Uric Acid. These can be considered as a
group behavior of the logic. However, health behavior should vary from person to
person. Therefore, a personalized triage needs to be designed. However, it is not
an easy task for a human being manually design and follow such a personalized
triage. Doctors do it from their own experience. A machine learning tool can
learn from previous experience to determine a personalized triage to make a
personalized clinical decision. Thus, it is important to develop a personalized
logic that can determine the health status of an individual patient. The objective
of this paper is to investigate whether personalized triage can be obtained by
interpreting the explainable AI tools.

The rest of the paper is organized as follows. Section 2 introduces the tech-
niques and analysis framework used in this research. Section 3 discusses the pro-
cess of the experiment and the findings. Finally, the conclusions and future
research directions are presented in Sect. 4.

2 Prediction and eXplainable AI

This section describes the technologies that are used for prediction and their
explanations. A machine learning algorithm named XGBoost is used to predict
the health status from health checkup data. A popular explainable AI framework,
SHAP (SHapley Additive exPlanations) is used to explain the predicted health
status.

2.1 XGBoost

Among many machine learning algorithms for prediction, XGBoost (eXtreme
Gradient Boosting), has gained significant attention in the last few years for
its high performance in solving data science problems. XGBoost is an imple-
mentation of gradient boosted decision tree algorithm proposed by Chen et al.
[17]. It can construct boosted trees efficiently, and operate in a parallel way, to
solve classification, regression, and ranking problems [18]. This work selected
XGBoost to predict the health status of the PHC patients. The model training
and data analysis were performed with Python 3.7, using the XGBoost package
and scikit-learn library.



500 L. Sixian et al.

Fig. 3. Concept of B-Logic and Human Acceptance Range for each clinical parameter.
Each health checkup item is compared against a risk stratification matrix based on
International diagnosis standards (WHO) [6].

2.2 Shapley Additive Explanation

There are various xAI techniques such as LIME (Local Interpretable Model-
Agnostic Explanations) [2], SHAP (SHapley Additive exPlanations) [16], GRAD-
CAM (GRADient Class Activation Mapping) [19], DeepLIFT(Deep Learning
Important FeaTures) and so on [20]. Among them, SHAP has been proven to
show a powerful and insightful measure of the importance of a feature in machine
learning model [15]. Therefore, we applied it in this work to explain the prediction
results by XGBoost.

As mentioned in Sect. 1.1, tree-based machine learning algorithms like deci-
sion tree or XGBoost can provide interpretation by calculating the gini impurity
or gain, which quantified the contribution to the outcome by each feature. How-
ever, Lundberg et al. found that gain is inconsistent and proposed a unified
framework for interpreting predictions, SHAP [4,16]. It is a game theoretic app-
roach that can explain the output of any machine learning model by applying
SHAP values to represent the feature importance. SHAP values have proved
to be consistent and SHAP summary plots are very useful for overviewing the
results.
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2.3 Towards Developing a Personalized Logic/Triage

The final goal of this research is to investigate the possibility of identifying
personalized triage by analyzing past health records by using an eXplainable
AI tool. A personalized logic/triage is a cut-off point to categorize the person
to be healthy or not healthy. The current NCD triage developed by WHO for
Bangladesh and applied by the PHC system is a generalized one for all the popu-
lation. This paper argues that it can be made more appropriate by developing a
personalized one. As for the first step towards that goal, this paper attempts to
develop a logic for a group. By understanding how the clinical parameters con-
tribute to the patient’s prediction, it will be possible to discover the threshold
to determine a patient’s health status, which will lead to the development of a
personalized triage logic. This section explains the process to design a personal
logic and a group logic.

Fig. 4. A schematic view to show the development of personalized & group logic pro-
cess.

A. Personalized Triage/Logic. Figure 4 shows the process to find out person-
alized and group logic from raw data sets. Firstly, the collected PHC data set is
processed based on the criteria described in Sect. 3.1. Then the processed data is
fed to the XGBoost model to predict the health status of all the patients. SHAP,
an Explainable AI technique is applied to the prediction results to obtain the
explanation. The SHAP value explains how the health parameters contribute to
a patient’s health status. The SHAP value also indicates a cut-off point between
the healthy and unhealthy status. A personalized logic set can be determined
from these cut-off points for each health parameter.

B. Group Logic. Figure 5 shows the process to obtain group logic based on
the PHC data set. The general idea is to select the patients who have the same
feature values. For example, in this work, we divided the patients into several
groups based only on their age. Then the explainable AI algorithms were used to
explain the models which handle different age groups. Through the explanation,
we will be able to understand how the features influence the health status of
the group with a certain age. The other age groups are treated in the same way.
Finally, we can develop the logic to determine the health status of different age
groups.
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Fig. 5. Block diagram to present intuition for the way to achieve group logic.

3 Experiment, Results, and Discussions

The section describes the experiment environment and characteristics of the data
set. The data preprocessing criteria, selection of prediction algorithm, and xAI
tool are also explained.

3.1 Data Preprocessing

A list of 44,460 health checkup data have been collected since 2010 by using PHC
as shown in Fig. 2. The data collection environment is explained in [10]. We have
applied the data preprocessing steps (as in Fig. 6) on the raw data to solve the
missing values and outlier problems [22,23]. The number of features in the raw
data (V0) is 34, since it contains personal information such as name, checkup
ID, and mobile number which has no relationship with our study, 7 of them
will be removed. Then we applied the human acceptable range as a standard to
replace the outliers with null values. Finally, after removing the rows containing
the null values, we will get a complete dataset (V3). Moreover, among the 22
columns in V3, 6 unnecessary features (e.g. Checkup date, Site id) besides the
target feature were removed. The final dataset (V3) contains 3085 records and
16 features that had been used for our research.

The categorical data include urinary glucose, urinary protein, urinary Uro-
bilinogen, arrhythmia, and health status. These are encoded by label according
to the triage status. For convenience, patients under Green and Yellow are con-
sidered as a new group, “Healthy”. In the same way, those who are under Orange
and Red are classified as “Unhealthy”.

3.2 Prediction of Health Status by XGBoost

After the data preprocessing steps, XGBoost was applied to predict the health
status of the patient with a training to test ratio of 70:30. A 10-fold cross-
validation process was used to evaluate the performance of the model. The accu-
racy (according to Eq. 1) was 99%, which indicated that XGBoost achieved a
good prediction accuracy. Furthermore, the confusion matrix is given in Table 1.
Balanced accuracy is 99% which can be calculated through Eq. 2, 3, 4, where
TP is true positive, FP is false positive, FN is false negative and TN is true
negative.
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Fig. 6. PHC data preprocessing for prediction

Table 1. The confusion matrix for PHC data health status prediction model.

Actual Predicted

Negative Positive

Negative 596 3

Positive 0 327

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Balanced Accuracy =
TPR + TNR

2
(2)

TPR =
TP

TP + FN
(3)

TNR =
TN

TN + FP
(4)

Figure 7 shows the feature importance scores calculated through the gain
method by XGBoost. We observe that among the 16 clinical parameters, uri-
nary protein is detected as the most influential feature to determine health sta-
tus. Arrhythmia, bp dia, and blood hemoglobin are also highly ranked features.
Gender, waist, waist hip ratio, age oncheckup, and oxygen of blood have the
least effect on the prediction of health status. However, through this result, it’s
difficult to understand how every feature influences the target i.e. how the value
of a feature bring positive or negative contributions to the prediction. Therefore,
Shapley Additive Explanation will be used to discover the potential relationship
behind the features.
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Fig. 7. The Prediction result of XGBoost. Y-axis shows different health parameters
and X-axis shows the feature importance to determine health status. Global feature
importance values showing urinary protein was selected as the most influential feature.

3.3 Use of SHAP to Explain the Prediction Results

The SHAP summary plot shows the positive and negative contribution of the
features with the target variable. Each point on the summary plot is a Shap-
ley value for a feature and an instance. Figure 8 shows the explanation for the
XGBoost model which handled the data processed in Sect. 3.1 and it delivers
the following information:

– Feature importance: In the y-axis direction, features are ranked in descend-
ing order according to their importance. In this study, blood hemoglobin was
extracted as the most influential feature.

– Impact: The x-axis shows whether the feature has a positive or negative
contribution to the target value. The points distributed on the positive x-axis
have a positive impact on the status of unhealthy, and the negative points on
the x-axis lead to a healthy status.

– Original value: Color indicates the value of the feature. Blue indicates low
and red indicates high for that individual instance. For categorical features
with only two possible values such as arrhythmia, it will take only two colors,
but numerical data like bmi or blood pressure can contain the whole spectrum.

– Correlation: Through combining the impact and original value, we found
that a low value of blood hemoglobin increases the risk, which indicates blood
hemoglobin is negatively correlated with the target variable, that is, patients’
health status.
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Fig. 8. SHAP Summary Plot output for explaining XGBoost. The figure shows the
sorted feature importance and the relationship between each feature and target i.e. the
health status. Among 16 of them, blood hemoglobin is detected as the most influential
feature.

For detailed analysis, we plot the SHAP dependence plot of BMI for the
different age groups in Fig. 9. It shows the relationship between BMI and its’
effect on health status. Each dot is a single prediction from the dataset and the
x-axis represents the value of BMI. The figure on the left shows the result by
SHAP for patients whose age is 25. We observe that a higher BMI value causes
a higher risk to be unhealthy. Moreover, SHAP values are above zero when BMI
is higher than 26, in contrast, there are some negative dots for the 35-year-old
group on the right side until a BMI value of 27.5. The results suggest that for
different age groups, the standard to determine a patient’s health status should
be different.

Figure 10 shows the impact of blood pressure (systolic) on health status.
The figure indicates that a value of approximately 130 is the threshold of a
healthy status for patients whose age is 25 and the threshold for 35-year-old
group patients should be about 135. Furthermore, the summary of several con-
sidered features’ cut-off points is shown in Table 2. In this way, we are able to
design a new standard for every feature in the PHC dataset based on patients’
age.
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Fig. 9. SHAP Dependence Plot of BMI. The left figure shows the SHAP value for
Age = 25 and the right figure shows the same for Age = 35. Two dotted lines are drawn
in a way such that no negative SHAP value exist on the right side. This way, the cut-off
points for both the ages are determined.

Fig. 10. SHAP Dependence Plot of blood pressure (systolic). The left side is the result
of the 25-year-old group, the right side is for the 35-year-old group. The cut-off point
for the age group 25 is indicated as 130, and for the age group 35, the cut-off point is
135.

Table 2. The cut-off points for different clinic parameters show the threshold of a
healthy status for the two age group patients.

Feature Cut-off Point(Age25) Cut-off Point(Age35)

bmi 26 27.5

bp sys 130 135

waist hip ratio 0.93 0.91

temperature 98.7 98.7

bp dia 88 89

blood hemoglobin 9.8 9.9

blood glucose PBS 133 141
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4 Conclusions and Future Work

This paper used explainable AI to determine a cut-off point for a person’s binary
health status i.e. personalized triage. The research began with determining triage
for an age group. A PHC data set (N = 44,460) and a popular machine learning
algorithm, XGBoost were used to predict a patient’s health status (risky or
not risky). An eXplainable AI (XAI) technique called SHAP is used to explain
the prediction results. The SHAP value clearly indicated the cut-off point for
each health parameter (BMI, Blood Pressure, hemoglobin, urinary protein, etc.)
for different age groups. The results suggest that the threshold to determine
one’s health status is different and can be obtained, which is useful for us to
refine the existing triage static logic. Cut-off points for BMI were found for
different age groups. For example, the cut-off point of BMI for the age group
25 was 26 whereas, for the age group 35, the value was 27.5 respectively. The
obtained cut-off points need to be verified by health professionals. Moreover,
the SHAP summary plot showed the ability to identify the risky feature for
the PHC dataset by calculating the SHAP value as a global feature importance
score. As a result, blood hemoglobin is detected as the most influential feature
to determine a patient’s health status and it shows that lower blood hemoglobin
causes a higher risk of unhealthy.

In terms of future work, we will continue the research about Explainable AI
and try to implement the novel explainable framework on PHC dataset. Through
the understanding of how the clinical parameters contribute to an individual
patient’s prediction, we should ideally discover the threshold to determine a
patient’s health status, which leads to the development of a personalized triage
logic. We aim to implement the SHAP dependence plot for each age group in
the PHC database. The current size of the dataset for some age groups is not
sufficient to build the model, imputation of the raw PHC dataset will increase
the size of the data and will be considered.

Acknowledgment. The authors are grateful to the members of the Global Commu-
nication Center in Grameen Communications for their assistance in collecting PHC
data in Bangladesh.
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Abstract. Physiotherapy can lead to a long and tedious process
where the progress of rehabilitation is usually not immediately visible.
Exergames introduce a fun factor to the therapy while keeping rehabilita-
tion as the primary goal, promoting patient engagement to foster adher-
ence to therapy. This paper presents a participatory design of exergames
for children with disabilities. We intended to explore the interaction with
dance mats as a means of promoting rehabilitation and therapy adher-
ence using a fun and low-cost off-the-shelf device for interaction. The
games are designed to be adaptable, with different degrees of speed,
difficulty and modality. Using the mat, the children can play standing
up, seated or laying down. We worked with a rehabilitation clinic cen-
ter for children to create a suite of exergames following a design thinking
methodology, benefiting from the collaboration between developers, ther-
apists, and patients. Therapists and children participated actively in the
process design to help us create games suited to their needs. We present
the participatory design process with focus on the user study that pro-
vides important insights on what works for certain groups of children
with disabilities.

Keywords: Exergames · Physiotherapy · Children with special
needs · Participatory design · Low-cost controllers · Dance mat

1 Introduction

Traditional therapy must be repeated for long periods, leading to patients that
may become demotivated and lose focus on the therapy program [9]. Therapists
are always in need of tools that can help them mask this repetitiveness, making
it important to research ways of keeping the patients motivated and engaged in
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the therapy. It is known that motivated patients spend more time and effort into
promoting their recovery [14].

By combining video games with physiotherapy, therapy sessions can be more
motivating [12] and accessible without a significant increase in healthcare costs.
Al-Nasri and Salim [1] describe two main issues with physiotherapy adherence:
(1) the barriers patients face that lead to non-adherence, from low levels of
physical activity before physiotherapy to depression and poor social support; (2)
the lack of adoption of new technologies that could encourage intrinsic motivation
for adherence in patients. Al-Nasri and Salim [1] claim the lack of adoption of
new technologies for physiotherapy is more apparent than in other health sectors
since the nature of rehabilitation requires hands-on applications, where clinicians
need to be able to control parameters such as speed, duration, and difficulty.

Creating games for children with disabilities may generate particular chal-
lenges that are easier to address by employing a participatory design approach.
Since typical interaction designers do not usually have a deep understanding
of the children’s needs, the process should always be multidisciplinary, where
experts in the rehabilitation area should be involved, as much as possible, to
work with the system developers to find the requirements needed and design the
solution to achieve the therapy goals [10,13]. A participatory design provides
three main benefits [15]: 1) a better understanding of problems, 2) the building
of realistic expectations in target groups, 3) the empowerment of marginalized
groups by giving them a stake in the technology design, giving them with a sense
of ownership and control over shaping one’s own environment.

In this paper, we present research work focused on exploring the creation of
therapy-oriented games under a participatory design setting, as a research goal.
We enlisted the collaboration of therapists from a clinic with deep experience
and expertise on developmental disabilities - a group of lifelong conditions caused
by an impairment in the physical, learning, speech, or behavior areas. Children
diagnosed with such disabilities typically require therapy, or other services, to
address behavioral and developmental challenges [30].

As a second research goal, the team decided to explore the use of simple, yet
motivating, interaction devices like a dance mat (similar to the one from Dance
Dance Revolution1). The mat has distinct characteristics that make its usage
very flexible, as it can be displaced horizontally on the floor (Fig. 1 (left)), where
it can be used with feet, hands, and even the body, or vertically on a wall (Fig. 1
(right)), to be used with the hands, for instance.

Therefore, we have applied a design thinking [8] process in which the thera-
pists participated actively in the define, ideate and test stages. The partnership
produced four exergame prototypes that can be played with the dance mat and
have several adjustable parameters to be more adaptable.

The paper is organized as follows. Section 2 contextualizes the background
and related work. Afterwards, we present our participatory design approach in
Sect. 3. A first user study appears in Sect. 4 and results are discussed in Sect. 5.
Finally, conclusions and Future Work are summarized in Sect. 6.

1 https://www.konami.com/amusement/products/am ddr/ (last access: sep 2022).

https://www.konami.com/amusement/products/am_ddr/
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Fig. 1. Physiotherapists testing the prototypes and exploring the mat in different ways,
using: (left) lower limbs; (right) upper limbs.

2 Background and Related Work

We focused mainly on the subject of therapy for children and on how others
approached the task of developing serious games.

Therapy can be habilitative when the goal is to develop new skills or rehabili-
tative if the patient had the skills previously. Its goals are, among others, to help
the patient achieve an appropriate level of functional skills for their development;
lower the impact of body part impairments, and ensure that families are supplied
with support and training to carry over the therapy into other settings [17].

Traditional physiotherapy programs in children with Cerebral Palsy (CP)
have been shown to improve muscle strength, local muscular endurance, and
overall joint range of motion. A program [25] of progressive resistive exercises is
used to improve muscle strength, while a program that uses low resistance and
more repetitions will enhance local muscle endurance. To maintain and improve
joint mobility, patients need to repeat several passive range of motion exercises,
and to prevent joint contracture, patients also need to stretch. Traditional occu-
pational therapy has also been used to improve fine motor skills and the use of
the upper limbs to increase the ability to perform daily living tasks. Occupa-
tional therapy also empowers children with the knowledge and skills they need
for self-care and information processing [25].

Despite its benefits, low motivation and engagement with therapy are very
common problems. Pervasive computing technologies can make play-based occu-
pational therapy more effective by embedding digital technology into playful
activity [22]. In occupational therapy, an effective means to motivate a change in
a child’s behavior is by designing playful activities that leverage the child’s desire
to play. Video games designed specifically for rehabilitation can do the work
without adding significant costs to both the healthcare system and patients [5].

Moreover, the use of participatory design [4,18] is important to have a wider
discussion about different aspects and perspectives on what a solution should



516 G. Roxo et al.

be. The integration of experts in the design team can be used to leverage their
knowledge to create a more meaningful experience to the players, as Thompson
et al. [28] report in their article about how behavioral science guided the design
of a serious video game to prevent Type 2 diabetes and obesity. The final solution
should be the result of an iterative process involving different actors, such as,
therapists, children, parents, designers and developers.

Exergames can be an important component for the rehabilitation process,
but aspects, such as, Fun vs Effectiveness, Variations of Exercise, Goals, Positive
Feedback and how to present Negative Outcomes should be considered [2]. Burke
et al. [9] identified two main principles of game design to be very important in
the development of serious games: meaningful play and challenge.

Meaningful play stems from the relationship between players’ actions and
the system’s outcome. The actions must have feedback when performed to give
players the awareness they need regarding their choices. In rehabilitation games,
the feedback [29] should take into account the difficulties patients playing the
game might have. Failure should be handled more conservatively with an initial
focus on increasing engagement and then rewarding players with success. Cor-
rect identification of failure can also be used to teach players by making them
reconsider strategies [27].

Challenge is closely related to the difficulty of the game objectives. Gener-
ally, starting with a lower level and gradually increasing throughout the game
according to the player’s ability. A balanced experience has shown increased
motivation and higher perceived levels of fun and fairness, even when players
compete against each other [19,20].

A study [11] comparing exergames designed for individuals with autism spec-
trum disorder (ASD) with commercially available ones, on their performance
as a tool for supporting visual-motor coordination training, showed exergames
designed for individuals with ASD excel in many aspects when compared to
commercial games and provide an overall better experience for the players.
Another study [21] developed two games using the dance mat and reported
balance improvement on patients with CP.

Games for rehabilitation have to be prepared to adjust their parameters
according to the patients’ difficulties. After an evaluation from the therapist,
the game speed could be adjusted to set its pace [6]. The position of objects
could also be adjusted to account for different ranges of motion, making the
game’s difficulty more appropriate for a specific patient. It is always better to
have a conservative starting difficulty when the user is being introduced to the
system to minimize the risks of failure.

Despite their limited motor capacity, children with cerebral palsy still want
to play action-oriented games similar to the ones played by their peers without
motor disabilities [16]. Through a year-long participatory design process with
children with CP, researchers have found that it is, indeed, possible to develop
such games for children with disabilities. However, they also recognize that using
what they call “traditional guidelines” can still be the correct choice for some
kinds of games, such as those focusing on stretching and balancing actions where
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the goal is not to encourage cardio-vascular exercise. Following those guidelines
will also make the user group that can benefit from the games as large as possible.
The guidelines are as follow: avoid fast pace, do not require precise timing,
provide a simple control scheme, do not require multiple simultaneous actions,
avoid repeated inputs (button mashing), and automate the player’s input.

3 Participatory Design of Rehabilitation Exergames

We employed a design thinking approach consisting of five different stages:
Empathize, Define, Ideate, Prototype and Test [8]. We had the active collab-
oration of therapists (experts) from a clinic with deep experience working with
children with different disabilities. Their integration in our design team allowed
us to leverage their therapy expertise to create more meaningful experiences.

The Empathy stage of the process was already taken through previous col-
laboration on different projects, mainly “just Physio kidding” [23], which is a
solution based on the use of serious games with Kinect-based natural user inter-
faces and personalisation. In the Define stage, the team focused on discussing
and selecting the therapeutic exercises that needed motivational support to be
executed by children, like repetitive reaching exercises or the ones that require
moving to different positions to train mobility and balance while standing. It was
established that therapists sometimes used commercial games in their sessions,
but these were often hard to adapt to their patients’ capabilities and did not
allow them to collect relevant data to measure progress. Therefore, they would
like to see exergames where they could still use off-the-shelf controllers but have
more control over the game parameters. They considered the dance mat a great
controller to explore due to its possibilities regarding different therapeutic exer-
cises’ dimensions, because of its ability to, not only, be used as a stepping mat,
but also be folded or hung on a wall, for example.

Reaching the Ideate stage, we had brainstorming sessions with the therapists
to understand how we could build games that benefit the therapy of children
followed by the clinic. When possible, we also asked children what themes they
enjoyed to make the games more appealing. We settled on a game suite where
children would have to use body movements to control the games so it would
be possible to train balance and mobility. The idea of having different games
would also allow us to test which kind would be more suitable for the children at
the clinic and their characteristics. If games had an element of symbol/pattern
recognition, they could also be used to train focus and stimulate cognitive func-
tion. Again, we found the dance mat could satisfy these requirements while being
very affordable, easy to use, and requiring no calibration, unlike other sensors
like the Microsoft Kinect.

With the suggestions and ideas collected in the define and ideate steps, we
initiated the development (Prototype stage) of four prototype games. They
were called“Matchmat”, “Left or Right?”, “Crazy Car” and “Fishing”. With the
dance mat being a simple interaction device, all games follow the same interac-
tion principles with varying degrees of complexity. We tried to integrate different
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Fig. 2. Top Left: Depiction of Matchmat ; Top Right: Depiction of Left or Right? ;
Bottom Left: Depiction of Crazy Car ; Bottom Right: Depiction of Fishing

game modes and input layouts that would allow the games to be more suited to
a higher number of patients depending on their physical and cognitive strengths.
In every game, it is also possible to adjust parameters, such as, speed, button
and obstacle placement, a.o., as required by the therapists. The games had a
first iteration as proof of concept, with simple 2D visuals to allow the therapists
to see the dance mat interaction in person and test it with two children. After
this small test session and getting their approval, a more developed version of
the games was created (Fig. 2) with updated 3D graphics, and better visual and
audio feedback because the children had found the previous design boring.

Matchmat (G1): Matchmat shows a representation of the dance mat on-screen
with a human character in the middle that the children can recognize as a
reference. Buttons will show up on the screen for a limited time, with their
virtual positioning matching the one in the real world. There are two modes in
this game, one where only the correct button is displayed and another where
all the buttons are always shown on the screen, with the correct one being
highlighted with a red animated square. This way, children will have an easier
time identifying which button to press and can train the matching between real-
world positioning and the visual representation of the buttons, as well as having
to use real-life movements to reach each button. Goal: Improve equilibrium,
Real-virtual visual matching, Mobility.

Left or Right? (G2): Left or Right? Is a more complex variation of Matchmat.
There are two colored squares on the screen with a symbol representing the left
and right feet below them. When a button appears on the red square, the patient
must press it using their left foot. When it appears on the yellow button, it must
be pressed with the right foot. In this game, the children no longer see the whole
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Fig. 3. Dance mat controller layout options for Crazy Car. Highlighted squares repre-
sent the buttons used to play the game (from left to right: V1, V2, V3, V4).

representation of the mat in the virtual space. They must not only recognize
the symbol and find its position on the mat but also decide which is the correct
foot to use. Goal: Improve Equilibrium, Real-virtual visual matching, Mobility,
Limb laterality recognition.

Crazy Car (G3): Instead of having to match symbols shown on the screen, this
game is an “endless runner” style game where a car continuously moves forward.
The patients must use the buttons on the mat to dodge obstacles placed on the
road. For more adaptability, this game offers four controller layouts that allow
the game to be played while standing, sitting, or possibly, laying down. The
control layouts ( Fig. 3) use button presses to make the car switch lanes, with
variations V1, V2, and V4 using the buttons on the left and right sides of their
layout to move the car in the respective direction. Variation V3 matches each
button from the first row of the mat to each of the three lanes the car can
occupy, allowing to move instantly between lanes. Goal: Improve Equilibrium,
Real-virtual visual matching, Mobility, Reflexes, Decision making.

Fishing (G4): Fishing is harder to play because it requires a higher cognitive
capacity. The grid representation of the mat is not visible on the screen, and no
buttons appear in this game. Instead, a fish will appear in a around the player
character in a zone that represents a position on the mat. The patients must
then understand in which position the fish is in relation to them without the
help of any other visual cues, like they had in the previous games, and press
the correct button. Once they press the correct button, a mini-game is triggered
where they must counter the movement of the fish by going left or right on
the mat to catch it. Goal: Improve equilibrium, Real-virtual visual matching,
Mobility, Situational awareness.

4 User Study

In the Test stage of the design, we ended-up conducting a user study focused on
testing the usability of mat-controlled games and how children with different dis-
abilities would be able to interact with them. The therapists did a pre-selection
of children they considered able to use the system at the clinic. We were able
to achieve a sample size of ten participants with varied diagnostics and abilities,
which allowed us to test the mat in different ways. In Table 1, we can see these
characteristics which include, for the patients with cerebral palsy, the Gross



520 G. Roxo et al.

Table 1. Diagnosis and Characteristics of the patients that tested our system.

ID Diagnosis Characteristics

P1 Spinal Muscular Atrophy
- Type I

General muscle weakness. Restricted amplitude
of movement (mainly elbows, knees, and hip)

P2 Articulation and
Phonological Disorders

Neurotypical development

P3 CP - Spastic Diplegia GMFCS II. Able to walk, run, and climb stairs
with the support of a railing. Difficulty jumping
and balancing on one foot

P4 CP- Spastic Tetraparesis GMFCS IV. Higher function with the upper left
limb. Limited amplitude of movement of knees
and hip. Able to roll independently. Slight
cognitive deficit

P5 CP- Spastic Tetraparesis GMFCS IV. Able to roll with assistance and
remain seated with the support of the upper
limbs. Difficulty dissociating lower limbs.
Cognitive deficit

P6 CP - Spastic Diplegia GMFCS III. Lower limb constraints and
difficulty maintaining balance while standing
without support. Can perform all posture
transfers but with a higher risk of falling. Prefers
to stand with flexed knees and hip. Slight
cognitive deficit

P7 CP - Left Hemiparesis GMFCS I. Bigger upper limb constraints and
difficulty maintaining balance while standing on
one foot. Able to walk, run and climb stairs
without assistance

P8 Global Developmental
Delay

Lack of motor coordination and planning

P9 Autism Spectrum
Disorder

Difficulties with information processing and
motor planning. Difficulty performing the same
activity for long periods

P10 Autism Spectrum
Disorder

Difficulty focusing and managing frustration.
Slight trouble with motor planning

Motor Function Classification System (GMFCS) [24] level. This is a I to V scale
where V means less mobility. Participant P6 was a female, and the other nine
were males. The ages ranged between three and eleven with a median of 7.5.
All tests were performed with parental consent. Before each session, the children
were asked if they wanted to participate and the therapist assessed how com-
fortable they were in the process. Testing was done over the course of two weeks,
and we only had limited time with each patient. Our testing sessions had to be
done during small time windows that coincided with the time patients went to
the clinic for their regular therapy sessions without disrupting their treatments.
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Fig. 4. Left: The mat can be folded to allow children with very limited mobility to
play using elbows; Right: Child using Pilates ball to play a game while laying down.

Children with severely limited mobility could only play the endless-runner
game while sitting down (Fig. 4, Left), supported by the therapist. The mat
was placed over a table to allow them play using the elbows. Another option
for children with trouble standing and maintaining balance was laying over a
Pilates ball (Fig. 4, Right). That allowed them to roll with it and reach every
button with the help of a therapist.

At this stage, our main concern with this first evaluation was to assess the
children’s acceptance of the system and the therapists’ enthusiasm for using it
in their therapy sessions. Due to the many different ways in which the children
at the clinic were affected by their respective disabilities, the studies can not be
as standardized as when working with neurotypical children with normal motor
function. We decided our approach with this study would be to test the usability
of mat-controlled games and how children with different symptoms would be able
to interact with them. We also wanted to assess the degree of success they would
have in their interactions and if we could establish some kind of patient profile
that could benefit more from these games.

We found that the Fishing game was not adequate to use with the children
because it was hard for them to recognize the place of the fish and press the
correct button. Also, in some cases, since the character used for reference, at the
center of the screen, always turns to face the fish, some children were inclined
to always press the button representing the “front” position. For these reasons,
we focused only on the first three games when moving forward with testing.

Therapists showed interest in the system from the start and looked forward
to seeing the potential of its integration into the children’s therapy sessions.

5 Results and Discussion

Given the nature of our users and their very different characteristics, we believe
achieving a sample size of ten was good and allowed us to test the mat in
different ways. Each child went through each game, and we logged which ones
they were able to play and which variations did they play. We also registered if
they needed active support to play the game and collected data, sent in real-time
to an external platform [3], from each game execution.
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Fig. 5. Visual Likert scale used to help children answer the questions.

A questionnaire was set up to be answered by both the therapists, and,
when possible, by the children after each session to assess their thoughts and
suggestions about the proposed solution. The first set of questions was directed
at the children, using a simplified System Usability Scale (SUS) [7] where the
questions were adapted to a younger audience [26] to get their direct opinion
about the games and their overall experience with the system using the support
of a visual representation of the Likert scale (Fig. 5).

The second set of questions, also using SUS, was directed at the therapist that
accompanied the child during the game session. The SUS questions were directed
to the specific interaction of each child with the system from the therapist’s point
of view. Since the therapists were always involved in the development process
of the system and given the many variable patient characteristics, our goal with
this questionnaire was not necessarily to attain a high score with the SUS. Our
interest was in using the SUS structure to understand how children with different
disabilities would interact with the mat and their motivation to do so. Then, on
the side of the therapists, we wanted to see if exergames designed to be controlled
with a dance mat could have a role in the therapy regimes of their patients.

Regarding the first set of questions, out of the ten children, only two didn’t
manage to answer the questions at all. We had SUS scores ranging from 25 to
100, averaging 68.75. It makes sense that the children that were not able to play
the games as intended or didn’t understand them produced a lower score on the
questionnaire. But we were optimistic when seeing that the children that can
play gave the system very high scores. Although it is important to note that in
their enthusiasm, most children tended to rate every question with the highest
score, we believe that same enthusiasm shows that they were motivated to use
the system and wanted to keep playing the games.

On the therapist side the system got an average SUS score of 77.5. But we
would like to focus on the statement: “I think that I would like to use this
system frequently with this patient.” In the context of this study, the answer
to this question is the most important since even when a therapist understood
the system and the child had no trouble playing the games, the therapist can
consider that the system does not meet the therapy goals set for a given patient,
as happened with patient P2. P2 is only enrolled in speech therapy and does
not need to practice the kind of movements required by our games, so their
expected usage in therapy sessions was “Unlikely”, as seen in Table 2, where we
grouped every child based on the therapist’s answer to that statement. The table
also shows each child’s main constraints, GMFCS level, when applicable, if they
needed support to play the game, and the results for each game played.
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Table 2. Expected usage of the system by each patient in their therapy sessions with
their respective game results. Total error Manhattan Distance (MD) for game G1 and
G2, and play time for G3.

Expected

Usage

ID Main Constraints GMFCS Needs

Support

?

G1

MD

#

G2

MD

#

G3

Time

(s)

Frequent P6 Lower limb movement & balance III Yes 80 - 26

P7 Balance & right upper limb I No 2 4 17.6

P8 Motor coordination & planning - Yes 44 - 12.3

P10 Autism Spectrum Disorder - No 0.5 8 29

Occasional P3 Balancing & jumping II No 3 4 27

P9 Autism Spectrum Disorder - Yes 49 - 18.5

Unlikely P1 General weakness & joint movement V Yes - - 53.25

P2 Neurotypical development - No 2.6 6 42.8

P4 Severe lower limb limitations IV Yes - - 54.2

P5 Severe lower limb limitations IV Yes - - 25.3

We observed that children with a higher GMFCS level and, therefore, less
mobility are less likely to be able to play the games using the dance mat and, as
expected, require more active support from the therapists. Especially when they
also suffer from cognitive disabilities. For the patients on the autism spectrum,
the bigger challenges were having them interested in the games for long periods
and the abstract perception of the connection between the button pressed on
the mat and the movement of the car, but the therapist accompanying them
believed these were all aspects that could improve in subsequent sessions as the
children got more used to the games, and that the style of the games developed
could be useful to train their focus.

For each game we collected data that was considered to be relevant to eval-
uate patient performance. For “Matchmat” (G1) and “Left or Right?” (G2), for
each button that the child presses we save which button was pressed and the
timestamp for that action, how much time the button was held, if it was the
correct button, and we also calculate the Manhattan Distance (MD) of the but-
ton pressed to the target button. For the purpose of this paper we focused on
the last stat as our success measure, the shorter the total Manhattan distance
is, the better the child performed at the game. For the “Crazy Car” (G3) game,
since the goal is to dodge obstacles for as long as possible the metric for success
is the game play Time (s), the longer the better, but we also save each button
pressed with an associated timestamp.

Because of the size of our sample, it is hard to make general assumptions
about the collected data. Even so, taking another look at Table 2, we can see
the average results each patient got in the games they played. In the column
for Manhattan Distance (G1 MD#) of the “Matchmat”, we can see that the
values vary greatly from patient to patient and that the ones with more mobility
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constraints could not play it. Each of the abnormally high values are justified
for a different reason for each patient. For P6 it was her slight cognitive deficit
and even when she recognized the correct button, since she was playing while
laying on a Pilates ball, she preferred to press the buttons closer to her because
she didn’t feel like stretching to reach buttons further away - this was one the
aspects of her condition that therapist felt could be improved with the games.
When his session started, Patient P8 was not very interested in playing the
games and wanted to be held by the therapist leading to poor cooperation in
the “Matchmat” game. Patient P9 was someone who had trouble processing
new information and had trouble making the connection between the mat and
computer screen. He was also much more interested in playing with the computer.

Only the four patients that managed to play “Matchmat” correctly were able
to play “Left or Right?”. We can see in the G2 MD# column that the Manhattan
distance remained within understandable values, despite raising slightly. This
was the result we expected since the interaction method is practically the same
but the visual representation is a little more complex.

Finally, the last column of Table 2 (G3 Time (s)) present the time each patient
managed to play the “Crazy Car” game without hitting an obstacle. The rea-
son we some patients with less mobility achieving better results is because the
patients with less mobility were playing the games, sitting down, with excessive
help from the therapists accompanying them, which to a certain degree would
nullify the benefits of having the child play the game. That is also one of the big
reasons therapists said it is unlikely that they would be interested in integrating
the games in the therapy sessions of these patients. Regardless of that, both the
development and the expert team are optimistic with the obtained results and
look forward to continue exploring this co-design process.

Analyzing patients P6, P7, P8, and P10, we observe the system was more
suited for children that retained some mobility in at least one group of limbs.
These children can harness more potential from the mat because they do not
require a level of assistance that would essentially have therapists playing the
games for them. It is obvious that children with typical cognitive development
understand the games faster and better, but patient P6 shows that having a
slight cognitive deficit is not an obstacle to interact with the games, as long as
they can understand and recognize shapes, which is something they might even
train while playing by having to recognize the symbols on screen repeatedly.

The different ways the children interacted with the dance mat also showed
us it is a versatile game controller capable of adapting to the different needs of
patients. The dance mat can act as a very flexible controller that can be used
in a myriad of ways at a very affordable price, which would allow the parents to
easily get one and help their children play the games at home. This expands the
places where the system can be used, which can only benefit the end-user.

The participatory design based on a design thinking approach gave us valu-
able insights on the creation of exergames for children with disabilities using a
dance mat, which can be summarized in the following main guidelines:
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– Usability: The games can be used by children, who find the experience posi-
tive, and the therapists identify they might be mostly useful for children with
motor and balance constraints. Therapists also consider the game to be able
to potentially train focus in occupational therapy.

– Flexibility: The dance mat is a very robust and flexible controller, being
important that the games can be highly configurable for each child’s needs.

– Feedback: Whether positive or negative, it is one of the most important parts
of the game. The patients must understand if they are performing the actions
correctly and feel they are progressing.

– Tracing: Therapists want to register the progress and observe the history of
the patient. It is also important to have an online platform to offload the
burden of managing records from the game designers.

6 Conclusions and Future Work

In conclusion, throughout every stage, the therapists were very interested in this
collaborative process. The participatory design allowed the developers to create
a product that may prove to be useful to therapy in further studies. Going
forward, patient selection must be done in a careful way to make sure children
are not frustrated when playing the exergames. In general, every child seemed
enthusiastic to play the games using the dance mat, but therapists believe the
potential therapy benefits could only be harvested by children with a GMFCS
level III, or lower, or with other children that retain some level of independence
of movement in the upper and/or lower limbs.

The integration with an external framework [3] will be further explored to
make use of the provided tools allowing real-time update of game settings and
managing game result recordings. Finally, we must conduct a thorough evalu-
ation with children from the clinic, but also with therapists and children from
other clinics, who did not participate in the design.
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Abstract. Assistive technologies support people with disabilities in living inde-
pendently. However, perceived stigma towards using assistive technologies can
lead to issues such as non-acceptance or abandonment of these technologies. This
study deconstructs stigma perception in people with hearing impairment sup-
ported by social psychology and design elements. Users’ feelings towards hearing
aid products and their stigmatization are illustrated through related literature and
findings from an empirical study. The study revealed the stigmatization associated
with hearing impairment and hearing aids, and strategies to overcome related barri-
ers.We then developed a series of hearing aid prototypes in a design workshop and
evaluated their efficacy in mitigating stigma in people with hearing impairments.
We discuss our findings on stigma threats in hearing aid products, as they relate
to the sources of stigma, strategies to eliminate stigma. We suggest considering
inclusive design principles to develop mainstream hearing aid products.

Keywords: Human-Centered Design · Stigma · Hearing Aids · Hearing
Impairment · Assistive Technology

1 Introduction and Related Work

Peoples’ ability to hear is one of the most significant tools to explore the world since
it provides them with vital information about their surroundings. Hearing loss affects
more than just the ability to hear and has become more frequent in recent years across
all age categories. As a result of hearing loss, people may feel socially isolated and
communicate ineffectively, even be stigmatized, with their mental health and quality
of life detrimentally influenced [14]. Assistive technology (AT) is any item, piece of
equipment, software program, or product system that is used to help people with disabil-
ities increase, maintain, or improve their functional abilities across a variety of living
domains [2, 17]. Despite the abundant advantages of AT devices, people with disabilities
may refuse to utilize these products due to various reasons, including cost, discomfort,
a sense of foreignness, stigmatization, social rejection, and embarrassment [7]. The use
of assistive technologies can be affected by users’ acceptance and acceptability of the
products [18].

For a person living with disability, stigmatization is often a reality having varying
effects, including, but not limited to, 1) less treatment; 2) disrupted social relations;
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3) personal avoidance, anxiety, and depression; and 4) disordered self-image and poor
self-esteem [6]. People of any age can feel stigmatized by AT devices that represent their
loss of physical functions. The majority of studies of ATs are primarily concerned with
functionality and usability, ignoring the value of self-expression and social context in
determining the long-term adoption of these technologies [7]. Social context is an essen-
tial element that influences people’s attitudes towards those with specific impairments
and use of AT devices. Many psychosocial factors, including personality, response to
disability, and the environment or social milieu where the technology is applied, affect
the acceptability of AT. Social acceptability has been identified as one of the critical ele-
ments impacting whether a person uses a particular AT device [9]. People’s acceptance
of AT products is an important factor contributing to higher volume manufacturing and
engaged use, thus reducing the risk of product abandonment [11].

Currently, design has moved to human-orientation shifting from designing for users
to designing with users. Considerable emphasis has been placed on the exploration of
the relationship between AT products and stigma, and several design strategies are used
to achieve destigmatization [15]. The first strategy is to reshape the societal context. As a
response to product-related stigma in this context, one should choose interventions that
either produce fundamental changes in attitudes and beliefs or change power relations
that underlie the ability of domain groups to act upon their attitudes and beliefs [5].
The second strategy is to reshape the meaning of the products. Factors such as shapes,
material qualities and other sensory demonstrations, are considered as design elements.
Through their presence coupled with other sensory elements, a product has the poten-
tial of imposing a stigma on its users or wearers, both physically and psychologically
[10]. The means of managing stigma can be divided into three categories: disguising
the stigmatizing features, shifting the attention from the stigmatizing features to other
features, and transforming stigmatizing elements into features that convey prestige or
a higher social status [4]. To identify factors that affect the perception of stigma, this
study conducted an online survey and semi-structured interviews to ascertain whether
people with hearing loss faced stigmatization and identify the origin of stigmatization.
We then developed proof-of-concept porotypes of hearing aids to evaluate their benefit
in potential reduction of stigmatization in people with hearing impairment.

2 Methodology

2.1 Online Survey

A ten-question survey was dispersed to Facebook groups, including Hearing Aid Forum,
Community for the Deaf and Hard of Hearing, and Living with Hearing Loss Group.
In the first phase, 98 people took the survey. Basic demographic information, including
age, gender, and the cause of hearing impairment, was collected to understand the differ-
ence between various user groups. Participants shared their feelings, current habits, and
concerns regarding hearing aid through open-ended survey questions. We coded their
responses (PS-1 to PS-98) to protect their identities. This study has been reviewed and
approved by the Institutional Review Board (IRB) at Georgia Tech.
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2.2 Semi-structured Interview

Remote interviews were conducted after the completion of the survey to collect more
in-depth data concerning participants’ perception of stigmatization. Seven participants
were recruited through Facebook groups, who had completed the online survey and were
willing to share more about their experiences with hearing loss and hearing aids. The
semi-structured interview centered around users’ feelings regarding hearing loss, their
experienceswith current hearing aids, their perceptionwith stigmatizationwhenwearing
assistive products, and their expectations towards next generation products. Participants
included 5 females and 2males ranging in age from 35–70. All interviewees used hearing
aids in their daily lives. Their names were coded (PI-1 to PI-7) to protect their identities.
Answers from the survey and interviews were organized into an affinity diagram to
identify emerging themes and underlying codes.

3 Results

3.1 Stigmatization Associate with Hearing Impairments

Communication. Communication, and self-perception [16] in people’s daily lives are
subject to the influence of hearing loss, thus resulting in the occurrence of stigmatization.
Analysis of the survey results revealed that almost every participant had difficulties in
communication, even those with hearing aids. Hearing aids improved their hearing by
amplifying sounds around them, but at the same time, noises were amplified as well. It
was revealed in the online survey that, given the noise from hearing aids, approximately
37% of the participants refused to wear any hearing aid. Additionally, PS-11 said that
hearing aids did not reduce noises, and her voice resonated through traditional hearing
aids: “I tried a traditional hearing aid but did not like it because the sound was muffled
like it was underwater, but it was also way too loud regardless of how much I turned it
down. Plus, my voice resonated through the hearing aids”.

Although newer technologies have effectively reduced noise, some people suffering
from hearing loss still have trouble communicating. They cannot follow every word
when talking, especially when the pitch is too low (males) and too high (children). In the
survey, some participants complained that communication required more effort on their
part, which made them less willing to talk with others. Daily communication is still a
difficult task, and barriers in communication can bring negative emotions to people with
hearing impairment. As PI-6 stated in the interview,

“I worked in the library, so I need to talk with different people. I feel embarrassed
if I cannot hear them clearly or cannot understand what they say. There are lots
of men in my previous work, and their pitch is very low, so I cannot hear them. I
need to talk to different people. And if I couldn’t hear them, they got frustrated,
and I got frustrated. I will show less confidence about that”.

To tackle these issues, participants shared strategies they use such as speech-text
software, sign language, and lip-synch. However, PS-70 noted in the survey that “with
the use of face masks I now realize I was relying more on lip-reading than I thought”.
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People’s hearing loss significantly affects their ability to participate in social activities,
which derives from their inability to converse with more than one person at a time as
PS-57 shared: “When I talk to a group of people, I cannot hear them clearly, and I need to
interrupt them. It is very awkward and impolite”. Lack of ability to communicate in group
activities cause sensation of isolation as one of the stigmatizing factors. For example,
PI-1 mentioned in the interview: “In some social activities, everything is emphasized,
including hearing loss and my isolation from crowds. Everyone involved in this activity
would know that I have a hearing impairment”.

Self-perception. Functional disability affects people’s self-perception, which can be
referred to as stigmatization. In the survey, participants under the age of 45 were more
concerned about their hearing loss, which hampered their personal development, and
they felt stigmatized. People with hearing disabilities have long refused to mention or
try to talk about their disabilities, and they are sensitive to words not directly related to
their bodies, such as “deaf,” since they feel that these words carry malice. Participants
shared ideas about how their perceptions were affected by hearing loss and hearing aids,
and how they thought of others’ perceptions of them. For example, PS-45 stated that:

“Some people think that deaf people are not smart, so they treat me differently. I
mean with my training and the help of hearing aids; the hearing function can be
restored a lot. I don’t need their special treatment. These treatments just reminded
me that I was different from others, and I would feel stigmatized”. She also noted
that she felt hearing loss “diminishing one’s authority” and that authority mattered
considerably in her work role.

“I am a teacher, but sometimes it is hard for me to follow students. I cannot have
eye contact with students. I need to look at their lips. That’s why there was a
certain distance between the students and me. Parents may not trust me, a teacher
with hearing loss. They would doubt my capacity to communicate effectively with
pupils and the quality of my instruction”.

Overall, hearing loss itself can cause stigma, mostly in the form of obstacle to com-
munication and altered self-perception. The survey and interview results revealed that,
adults can expose to more psychological strain while dealing with problems brought
by hearing loss. When people had been accustomed to a certain way of life, a sudden
shift in their sensory system could be jarring. This sensation of psychological discord
was accompanied by challenges in daily life and manifested as the perception of stigma.
As PS-4 shared, children were more receptive to hearing loss and hearing aid devices:
“for children/babies, they underwent surgery at a very young age, so they will not suffer
hearing problems during growth. And they could accept hearing devices more easily
than teenagers and adults”.

3.2 Stigmatization Associated with Hearing Aids

The primary reason for perceived stigmatization shared by participants with hearing
loss was associated with wearing hearing aid products. From the survey, about 87%
of participants stated that hearing aids could help them improve their hearing in most
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situations, but some still refused or struggled with hearing aids. While hearing aids
amplify the sounds around people, they also amplify/accentuate one’s personal defects,
i.e., a person with hearing impairment will be more easily noticed so several participants
shared they do not want to expose their impairment to the public. PI-3 stated that:

“Without my hearing aids, I wouldn’t be able to communicate. They work well.
I would compare this with visual impairment. If you have a visual impairment,
you can wear glasses. And you still look like a normal person. But if you wear a
hearing aid product, everyone will know that I have a problem with hearing”.

She also remarked that she, like many others, tended to conceal her hearing aids.
The invisible design conceals not only the hearing aids but also the stigmatization that
surrounds them:

“Anyonewho says they are not embarrassedwearing hearing aids is lying. I choose
the CIC variant as nearly invisible. In my case, it makes me an ‘old man’ before
my time. It might be better for women with longer hair. They can hide BTE aids
better.”

Participants shared their concerns about products in the actual use process, not only
for the practical support, but also for the humanistic care behind additional items. People
prefer hearing aid items that hide their impairments and make effort to hide the items.
For example, PI-7 shared how she helped her son hide his hearing aids:

“My son had a cochlear implant when he was very young. I was worried that he
would receive discrimination and feel inferior because of his hearing aids, and I
would help him hide them in his hair. He now has a haircut that looks like a little
hat to block his hearing aids”. She stated she made many compromises to hide
the hearing aid: “Since his cochlear implant surgery, my kid has had the same
hairstyle, and it hasn’t changed in years. Even though it’s hot, many little girls
may leave their hair long for a long time to conceal their cochlear implants.”

3.3 Strategies to Overcome Stigma

Not all participants were impacted by the perception of stigma. For example, some par-
ticipants decorated their hearing aids instead of hiding them and gave their hearing aids
a different definition, which was easier for others to accept their functional impairments.
As shared by PI-7, her son designed many stickers for his hearing aids. He would show
his hearing aid to his friends and tell the children around him that it was a gift from an
anime character:

“He figured out how tomake his hearing aids look cool. It was hard for him tomake
friends because of his hearing before. But ever since he got into watching anime,
he started to think about how he could make himself look like anime characters.
So, he started designing anime peripherals and combining these with his hearing
aids. He showed his design to the kids around him and soon attracted many of
them. This was also an opportunity for him to integrate into the circle of his peers
slowly”.
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PI-6 also stated that a considerable number of people had grown more accepting
of ear electronics due to the presence of a wide variety of Bluetooth headsets. One of
the participants eagerly expressed her expectation of the next generation of hearing aid
to more closely resemble electronic products, to be more beautiful while maintaining
functionality, thus allowing the technology to be blended into fashion trends in modern
society: “Although I can hide my hearing aid under my hair, if it is like the AirPods, I
just look like a normal person”.

4 Iterative Prototyping of Hearing Aids

4.1 Design Workshops

Adesignworkshopwas adopted in the project to developdesign alternatives and elements
that effectively reduce stigmatization in potential users. The research team created a
design workshop with three design students. A design workshop was chosen to assist
designers better understanding the usage scenarios encountered by hearing loss people.
Before the establishment of the workshop, existing hearing aid models on the market
were compared and their benefits and drawbacks were correspondingly evaluated. There
are many different types of hearing aids available on the market, and their suitability is
determined by the degree of hearing loss (see Fig. 1).

Fig. 1. Different types of hearing aids. Images are taken from hkincus.com.

The workshop was comprised of several activities, including the production of sto-
ryboards, 3D prototypes, and debriefing interviews. Each participant was asked to com-
plete at least one storyboard, in which a usage scenario was predefined. The target users
were further subdivided based on the defined scenario. Participants illustrated the action
in the storyboard and considered the functional design and product form of a hearing
aids. Participants were asked to draw sketches and create 3D models based on their
proposed scenarios. They were provided with various modeling materials such as wire,
pipe cleaners, and clay. Designers created different design scenarios and use cases. For
example, a designer mainly focused on female users and combined hearing aid products
with fashionable designs based on BTE Model. Other designers explored hearing aids
to encourage participation in social activities and broaden the social circle of those with
hearing impairments, thereby lowering stigma (see Fig. 2).
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Fig. 2. Storyboard and prototype developed by designers in the design workshops.

4.2 Prototyping

Based on the result from the workshop and the preliminary empirical findings from the
survey/interview, we developed two design prototypes. The first strategy was to reshap-
ing product by de-identification. This strategy can be divided to into camouflage and
diversion of attention categories. Designers would utilize translucent or skin-colored
materials in the camouflage method. The device was concealed consumer electronics so
the user would not draw attention while wearing the product. There were two design
directions available in the first strategy: the first was a binaural independent Bluetooth
earphone based on the ITE Model, while the second was a neckband headphone based
on the RIC Model (see Fig. 3). The second strategy was to reshaping product by identi-
fication. Personalization allows users to choose or change the product in such a way that
it compliments and expresses their identity, for example, the adding of lifestyle compo-
nents. Compared to the design of traditional hearing aids, this product was defined as
smart jewelry to transform them into fashionable wearables (see Fig. 3).

Fig. 3. From left to right: Binaural independent Bluetooth earphone based on the ITE Model;
Neckband headphone based on the RIC Model; and Smart jewelry based on the ITE Model.



Designing Hearing Aids to Mitigate Perceived Stigma 535

4.3 Interface Design

The interface design (see Fig. 4) is used to configure hearing aids. Users need to connect
their hearing aids with the app via Bluetooth when they log in. They are allowed to
check current hearing aids moods and make adjustments. They can also switch between
different modes and link their aid with other electronic devices such as cell phones,
iPads, and laptop computers. A sound enhancer and tinnitus management tool are used
to fine-tune the sound output and make the sound output more acceptable for the hearing
impaired. Based on the literature review and design workshop, different scenarios are
defined in the interface design to satisfy the demands of various circumstances, including,
modes for noisy places, transportation as well as speech to text option and microphone
mode focuses on more private communication. The multi-functional hearing aid design
avoids the need for users to switch between products while using them. Users can also
monitor the current connection status and usage of their hearing aids, making it simple
to manage their hearing aids.

Fig. 4. Interface design associated with hearing aids.

5 User Study

A user study was conducted after the prototypes were fabricated. The goal of the user
study was to evaluate whether the proof-of-concept prototypes could reduce stigma-
tization and whether the mental application model established by the users matched
conceptual design of the porotypes. Five users who had previous experiences with hear-
ing loss and hearing aids were recruited, four of whom were female, and one was male.
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In the user study, the participants were assigned to engage with both the mobile applica-
tion and the 3D-printed prototypes. To guide their interactions, participants were asked
to complete 7 tasks that had been developed for the user study:

• Participants wore different prototypes one by one.
• Participants adjusted the prototype to fit their ears.
• Participants connected the hearing aids with the App.
• Participants adjusted the volume of hearing aids using the interface prototype.
• Participants changed different usage modes through the interface prototype.
• Participants checked hearing aids connection status.
• Participants use the APP to find their hearing aids.

We observed their tasks and encouraged them to think out loud and describe their
experience as they were exploring the prototypes. Following the user study, the partic-
ipants completed a questionnaire consisting of Likert scale questions to evaluate their
satisfaction with the design prototypes. After completing the questionnaire, participants
were asked to voice their sentiments toward the system and evaluate the usefulness of
the prototype and discuss how the conceptual model of the system deviated from their
own. We asked questions such as, what do you think of our concept? Are you willing
to wear them in your daily life? Are you willing to recommend these prototypes to your
friends?

5.1 Results

All participants completed a post-usability survey to evaluate their overall satisfaction,
which included seven questions, rated on a scale of 1= strongly disagree to 5= strongly
agree (Fig. 5). We calculated the mean for each answer provided and found the overall
average number for participants satisfaction rate (Q1 to Q7) is 4.085 out of 5.

Fig. 5. The post-survey results on three prototypes’ satisfaction rates show the calculated average
mean per question. Error bars represent the maximum and minimum values.

All five participants expressed that the prototypes could reduce the perception of
stigma. They believed that disguising stigmatizing features was the most effective app-
roach. People were less concerned about whether assistive technologies were worn in the
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ear when they were hidden behind common consumer products. As P2 stated: “I would
think this is the best design solution! People wear headphones, maybe for listening to
songs, maybe for navigation. If I wear the same product, people will think I’m listening
to a song and won’t notice if I’m using a hearing aid”. They also thought the smart
jewelry design is appealing and regarded it as a demonstration of personality. These
design concepts still have some drawbacks. P1 claimed that the friction of her hair may
affect the effectiveness of the hearing aid. She had to tie her hair at the back of her head
while she wore her hearing aids. P4 expressed his concern about the wearability of smart
jewelry solutions. The hearing aid might fall out in case of quick movements: “I don’t
think it’s the accuracy of 3D printing. I mean, it wasn’t able to fit my ears perfectly. Will
he fall out when I’m working out? Of course, a lot of headphones are not designed to
ensure that they do not fall out completely during exercise”.

The jewelry requirements forwomenvaried greatly in different situations, they hoped
that basic kits could be available for users to design their hearing aids. They hoped the
design could give users more color schemes to meet the preferences of different people.
Color is a design element that can reveal the user’s personality. “Women’s requirements
for accessories will change depending on the occasion. I don’t think a single smart
jewelry design can fully satisfy my social needs”. P5 expressed a desire for the jewelry’s
appearance to be more exaggerated. As a social opportunity point, the current design is
a bit conservative: “This design may be a bit ordinary for being a talking point. It may
attract attention, but far less than a more exaggerated design”.

Additionally, Participants shared that the numerous modes created in the applica-
tion, could be a useful for people wearing hearing aids and help them better participate
in social events. Bluetooth mode could make it easier for them to utilize a range of
electronic devices in a variety of scenarios without being overwhelmed. Hearing aids
could become more powerful due to their systematic design solutions. The design pro-
totypes could be integrated into people’s daily lives life, breaking the constraints of the
original AT products. These design concepts could offer them substantial assistance in
a variety of settings and make them more confident participating in social activities:
“The design of the usage modes is really helpful! I can participate in different social
scenarios, encouraging me to be proactive socially”. Furthermore, the subtitle model
was found to be useful. Even with hearing aids, many people with hearing loss struggle
to communicate with others, and some still rely on visual signals to read information.
Subtitle mode could be customized to fit several situations. As P5 stated: “The subtitle
mode allows me to study and work more efficiently. The subtitle mode is designed with
details that consider the difference between users and is very useful”.

6 Discussion

The perception of hearing aids as being stigmatized is a key impediment to hearing loss
people’s development. Much of the stigma among those with hearing loss is related to
wearing hearing aids, rather than the hearing loss itself [19], defined as the “hearing
aids effect” first mentioned in 1977 by Blood, Blood, and Danhauer [1]. This study
revealed stigma problems from different perspectives, including social behavior and
self-esteem. Social participation is defined as a person’s involvement in social activities
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that provide themwith interaction with others in the community [6]. Social engagement,
as interactions with potential ties in real life, provides individuals with a coherent and
consistent sense of role identity, companionship, and sociability as well [3]. People with
hearing impairments have a substantially lower level of social participation due to their
functional deficiencies and designing appropriate hearing aids can improve their social
involvement and activities. Additionally, self-perception, or people’s personal views
about themselves, has a significant impact on the type of activity people engage in, the
efforts they will put into that activity, and the likelihood that they will engage in that
activity [12]. Self-perception, along with the judgment of individuals from others, helps
assess the quality of social relationships [13].

Designing hearing aids should consider improving self-perception and promoting
social engagement in people with hearing impairment. By deconstructing the using
process and refining the system of hearing aids, the perception of stigma can be reduced
regarding design elements and functionality. Designers should consider adopting an
empathic and human-centered design approach to designing hearing aids (and other
ATs) to better understand people living with impairments needs and enhance their well-
being by proposing mainstream product solutions that improve their self-esteem and
social interaction. The social acceptability of using hearing aids can be affected by their
functional flaws so designers should be aware that these products should psychologically
assist people with disabilities.

Adults with hearing loss are more likely to have a poorer personal and family socioe-
conomic position, leaving them more frequently exposed to negative life events, and
unhealthy behaviors, thus resulting in increased physical and psychological stress. They
may experience rage and irritation on a regular basis, in adjusting to a world that is not
built for them. We suggest designing hearing aids following inclusive design principles,
which emphasizes the notion of mainstream products, which eliminate the need for ATs
in the definition: “The design of mainstream products and/or services that are acces-
sible to, and usable by, as many people as reasonably possible on a global basis, in a
wide variety of situations and to the greatest extent possible without the need for special
adaptation or specialized design” [8]. Considering product semantics can be useful in
solving stigma-related design concerns. This study has some limitations. Firstly, dur-
ing the COVID time, part of the design research and usability tests were conducted
remotely, so important information might have been overlooked. Second, given that the
participants were mostly women, the final design outcome may not be fully representa-
tive of the entire community. Future research needs to be conducted to further develop
and explore mainstream ATs and hearing aid design alternatives to reduce or eliminate
perceived stigma in people with hearing impairments.

Acknowledgments. Wewould like to express our gratitude to all the hearing loss participants and
their families who generously contributed their time and efforts to this study and offered valuable
information for this work.
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Abstract. Information and communication technologies are ubiquitous
in today’s society. They have the potential to enhance the life of its users
in various areas, especially the life of people with intellectual disabilities
(ID). Unfortunately, natural user interfaces are often too complicated to
use and not adapted to the varying needs of every user group. A possible
improvement can be achieved by adapting the respective user interface
to the abilities and skills of the respective user(s). Therefore, this study
evaluates currently available interface types and their adaptation pos-
sibilities and requirements for people with ID. 116 individual solutions
and prototypes were tested with 41 participants. We found that interfaces
with pointing gestures are currently the preferred interface type for most
people with ID, as this input type is used in most technologies today and
provides the most accessibility features and possible adaptations. Other
input types, such as voice or object interaction, offer great potential for
people with disabilities and ID, but are currently more difficult to adapt
to the individual needs of users with ID.

Keywords: natural user interfaces · consumer technologies · interface
adaption · accessibility · intellectual disabilities

1 Introduction

Information and communication technologies (ICT) are ubiquitous in today’s
society and have become an essential part of people’s daily lives [1]. They have
the potential to enhance the life of its users in various areas, especially the
lives of people with intellectual disabilities (ID) [2]. Unfortunately, natural user
interfaces are often too complicated to use and not adapted to the varying needs
of every user group. While design guidelines like “universal design” or the EU
Directive 2019/882 (on accessibility requirements for products and services) [3]
already exist, which is likely to continue to improve the accessibility of ICT,
people with ID have very individual limitations and abilities. This makes it
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difficult for developers or manufacturers of digital technologies to include every
unique physical and intellectual difference.

An analysis of the current accessibility status of the natural user interface
types “touch, voice, and touchless” showed a lot of existing problems when used
by people with ID, but also a great potential for improvement. People with
ID currently have difficulties in “accessing, selecting, or using different types of
interfaces” [4]. This is the reason for the so-called digital divide that has formed
between people with ID and the “regular” user [2]. Because of the underlying
potential of ICTs, it is needed to reduce the digital divide and increase partici-
pation for users with special needs. A possible solution or improvement of this
problem can be achieved by adapting the respective user interface to the abilities
and skills of the respective user(s). Adaptations and customizations of technolo-
gies and interfaces can have different levels of complexity to implement, for this
reason we created a continuum that shows the level of possible adaptation to
modern mainstream technologies and assistive technologies.

The focus of this research is primarily on cost-effective and easy-to-use infor-
mation and communication technologies, e.g., smartphones, tablets or smart
home devices, which we refer to as consumer technologies in the following. The
definition by [5] describes assistive technology devices as “any item, piece of
equipment or product system whether acquired commercially off the shelf, mod-
ified, or customized that is used to increase, maintain or improve functional
capabilities of individuals with disabilities”, there is no clear distinction between
assistive or consumer devices. For this reason, we distinguish consumer technol-
ogy devices from assistive technology devices by the fact that they are not pri-
marily and exclusively developed for people with disabilities, but for the general
public. Consumer and assistive technologies can therefore be divided into differ-
ent categories, depending on the degree of focus on people with disabilities. We
created a continuum in which consumer technologies and assistive technologies
represent the two sides (left and right) of the spectrum (see Fig. 1). In the mid-
dle, there are mixed forms between the two types of technologies, for instance
with different degrees of adaptation. The categories were then coded and named
as follows:
– 1. Consumer technologies: regular consumer hardware, without special

assistive software or hardware adaptations, e.g., an online banking-app used
on a regular tablet or smartphone.

– 1A. Consumer technologies with operating system features that can
improve accessibility: regular consumer hardware that is more accessible
through operating system settings, e.g., usability aids, larger fonts.

– 1B. Consumer technologies running assistive software: consumer
hardware combined with additional assistive software, e.g., an app that was
developed for people with disabilities used on a tablet or smartphone.

– 1C. Consumer technologies with adaptations: consumer hardware com-
bined with hardware adaptions, e.g., adapting and customizing a smartphone
interface with different sensors or additional buttons.

– 2. Special assistive devices: special assistive hardware, developed for peo-
ple with disabilities e.g., speech generating devices, special interfaces.
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Consumer hardware is primarily marketed and distributed via the mass market
while assistive hardware is marketed and distributed via health care providers.

CONSUMER TECHNOLOGIES ASSISTIVE TECHNOLOGIES

consumer 
technologies 

(CT)

1

CT with operating 
system features that 
can improve accessi-

bility 

1A

CT running 
assistive 
software

1B

CT with 
adaptations

1C

special assistive 
devices

2

DEVELOPMENT FOR
THE MAINSTREAM

DEVELOPMENT FOR
PEOPLE WITH DISABILITIES

MARKETING AND DISTRIBUTION
ON THE MASS MARKET

MARKETING AND DISTRIBUTION
VIA HEALTH CARE PROVIDERS

Fig. 1. Continuum of consumer and assistive technologies.

2 Related Work

There is currently not much research that specifically addresses people with
ID and the use of user interfaces; studies available are predominantly related to
specific applications or features, or specific types of disabilities. Research suggests
that, to limit the digital divide and to “exploit the full potential of the respective
device” [4], current digital technologies have to be made usable for people with ID
through adaptation of their user interfaces or through guidance by non-disabled
persons [4,6–8]. While simple or analog interfaces can be modified easily, e.g.,
adapting a door knob with clay or replacing a button with a bigger one, most
natural user interfaces rely on pattern recognition, so they aren’t as easy to be
adapted [4].

2.1 Adaptation Possibilities for Interface Input Modalities

We differentiate between the input and output modality of the respective inter-
face type. Since a suitable classification of input and output modalities of current
interface types does not yet exist, we created our own. In the following sections,
the different input and output modalities of the user interfaces included in the
study are examined for their accessibility and adaptability at the current state
of the art. For the sake of clarity and length of this study, it should be noted that
this overview includes examples of adaptability and does not cover all possible
solutions. Also, we focus on the input modality of the respective interface type.
Other forms of input as the types stated below are interfaces with multimodal
input - with more than one input modality, they can consist of two or more of
the interface types described - and interfaces with no input modality. This is the
case if the interface is triggered by someone or something else than the user or
if there is only output.
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Interfaces with Pointing Gestures: These are interfaces operated with two-
dimensional pointing devices, like touch, computer mouse, or pencil input. Point-
ing gestures are among the most commonly used input modalities, especially
touch interfaces have replaced other interface types in recent years and are nowa-
days used on smartphones, tablets or smartwatches as well as on desktop PCs or
laptops [9]. Although Interfaces with pointing gestures, especially touch-sensitive
interfaces are ubiquitous in society, people with ID still face problems in using
them, caused by small screens, text or button sizes, difficult error handling, inad-
equate feedback, and a wide range of interaction methods [10,11]. Braun et al.
analyzed different natural user interfaces and their accessibility for people with
ID and found several (physical and cognitive) skills needed for using these types
of interfaces. By comparing the needed skills with the actual skills of 44 people
with ID, they found that 29.5% of the participants would face major problems
in usage, 51.0% would still face minor problems and only 19.6% would be able to
use the interface type without problems. Difficulties that the participants faced
while using the interface were for example “small play button size, letting go of
the button (pressing too long and using it as a physical button), keeping their
whole hand on the screen and not being able to only use one finger of their hand
to touch” [4].

Regarding system accessibility features (category 1A of the continuum, see
Fig. 1) Apple developed several accessibility features for its touch interfaces, like
“assistive touch” where the user can choose between different touch gestures
(e.g., tap, double tap, hold) or create their own for certain actions; or “touch
accommodations”, where the user can change the hold duration (time until touch
is recognized), tell the system to ignore accidental repeated taps and only recog-
nizing one of them, or settings and assistance for swipe gestures. Also “predic-
tive text” give suggestions for following words of a sentence [12]. Android also
has certain accessibility features available, like “touch & hold delay” or “action
blocks”, especially addressing people with ID. It is possible to create different
actions that can be triggered with only one touch gesture, making difficult pro-
cesses with multiple steps easier to handle [13]. On Windows users can adjust
and customize the color and size of the mouse cursor [14].

There are some applications available that can make interfaces with point-
ing gestures more accessible for people with ID. The “Shortcuts” app for iOS is
comparable to Androids “Action Blocks” and users can create shortcuts of one
or more actions [12]. Also, there are launcher apps (e.g., “BIG Launcher”, “eas-
ierphone”) available for the different operating systems that replace the home
screen of the device (category 1B). Only the most important functions or apps
(such as taking pictures or writing a message) can be stored there, which can lead
to easier usage and less overwhelm caused by too much information [15,16]. Pos-
sible adaptations for touch interfaces can be finger guide grids, created with the
help of a 3D printer, which can be adapted to the respective touch surface and
application (category 1C ). They provide security when selecting a field and sim-
plify the selection [17]. For people that are not able to use this input modality
correctly, it is also possible to adapt smartphones, tablets or PCs with alter-
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nate input methods, e.g., like additional buttons, pencils, controllers or external
keyboards (category 1C ) or using voice commands or head tracking instead of
pointing gestures [18].

Interfaces with Buttons or Switch Elements: This input modality
describes elements that provide two states, such as keyboards, joysticks, or but-
tons. Problems while using keyboards for people with ID or additional physical
impairments can be the lack of writing skills [19] and therefore not understanding
the different keys. Also, the complexity of the interface input can be a problem
for people with ID. A study of 353 participants, ranging from mild to severe dis-
ability, found that 38.8% of the participants could not use a keyboard at all, and
most of them performed poorly when using the keyboard [20]. More training,
larger buttons or keyboard elements, or a simpler layout focusing on the most
important elements could help improve usage. There are alternative keyboards
and joysticks available for people with disabilities (category 2 ) with different
sizes, layouts, or colors or the possibility to rearrange buttons [21]. Specifically
for gaming, Microsoft has launched the Xbox Adaptive Controller, which con-
nects to a range of devices and to which a variety of different buttons, switches,
mounts, or joysticks can be connected to enable customized use [22]. For peo-
ple with ID that can use keyboards but no other input modalities like touch,
it is possible, for example, to use and navigate mobile devices like tablets with
external keyboards. It is also possible to train keyboard shortcuts that perform
certain tasks or use text replacements or suggested words (category 1A). Possible
adaptations for keyboards can also be finger guide grids that help the selection
and prevent the unintentional pressing of multiple keys (category 1C ) [17]. Peo-
ple who are unable to use keyboards or lack literacy skills can alternatively use
voice commands or dictate text [18].

Interfaces with Voice Interaction: Voice-controlled interfaces are triggered
by voice or sound. They are most commonly used on specially developed devices
such as Amazon Echo (Alexa) or Google Home (Google Assistant), but can
also run on smartphones, tablets, or desktop PCs (e.g., Siri) [4]. They have the
potential to be accessible and inclusive for people with ID and especially with
limited mobility or blind users [23] and computerized speech interaction is even
being used in therapy for people with speech impairments [24]. They can be
useful for people with disabilities and help them to be more independent in their
daily lives, for example by enabling them to operate a smart home [23,25], e.g., to
regulate lights or temperature or play music and use the TV, or by using them
for operating mobile devices and thus avoid spelling and typing problems [7].
However, accessibility challenges that people with ID face are primarily related
to speech impairments or not using standard speech. Most speech recognition
software requires clear pronunciation to recognize a command [7,23]. Balasuriya
et al. propose adjustable input settings for voice assistants to be more accessible
for people with pronunciations that vary from the norm [7].
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There are some operating system features (category 1A) for voice input
devices that improve accessibility, however, most of them refer to the speech
output of the device, not to the user’s speech input. For Amazon Alexa it is
possible to change the input modality and use the device with touch instead of
voice [26]. Google Nest allows the user to set a start and end sound when the
Assistant has recognized the wake word (“Hey Google”, “Ok, Google”) and has
processed the voice command [27]. While these settings do not address the issues
of people with ID and speech recognition, there are solutions that do address
them: “Voiceitt” (category 1B) is an app specially developed for people with
non-standard speech to use voice assistants. By training different commands
or statements, the app learns the user’s individual speech pattern. Any kind
of repeatable audio pattern can be trained, no matter the speech impairment.
When the user gives a trained command, it is translated into the desired expres-
sion and by linking it to Alexa, e.g., smart home devices can be controlled. There
is also a communication mode in which unclear speech is translated into words
and sentences that can be understood by others. Through machine learning
and statistical modeling, “Voiceitt” improves with each use. The developers of
“Voiceitt” are also working on an expansion that recognizes spontaneous speech
and doesn’t require training [28].

Interfaces with Object Interaction: These are interfaces that connect the
digital and physical world by manipulating real objects to trigger an action. They
are controlled via a 3D interaction element and rely on the sense of touch [29].
Although this input modality is rarely used in consumer technologies at the
moment, it could have great potential for people with ID. One example of a
consumer technology that uses object interaction is the “Toniebox” (category
1) - an audio system that is controlled by putting little figures on top of a
box to choose songs or stories to be played [30]. While the official “Toniebox”
cannot easily be adapted, the modified “Phoniebox” - a project of the maker
community - can (category 1C ). There is a large community of makers who are
constantly developing and improving the “Phoniebox”. The interface is fully
customizable, but since it is a “DIY” project, it must be built by the users
themselves, which requires programming and various making skills [31]. The
objects needed for interaction can be individually selected and customized, they
just need to be linked to an RFID tag, which can possibly have a positive effect
on the accessibility of this input modality. People with ID or their caregivers and
relatives can thus choose objects that are usable and tangible for the individual
person.

Interfaces with Touchless Interaction: Interfaces with touchless input are
controlled via 3D body or hand gestures and are tracked via depth sensors.
They allow the user to trigger actions without physically touching an interac-
tion device like a keyboard or screen. They have not fully entered the mainstream
as an input modality of consumer technologies yet and are mostly used in gam-
ing applications (e.g., with the Microsoft Kinect), virtual reality (e.g., with a
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Leap Motion Controller) or semi-public places (e.g., in exhibitions or museums)
and therefore few applications with touchless input have been made available
to people with ID [4,32]. Touchless approaches in the field of assistive tech-
nologies exist that enable the control of wheelchairs or other aids (category 2 ).
They are particularly interesting for people with restrictions in their motor con-
trol who cannot use buttons, joysticks, or touch switches [33]. The capabilities of
touchless consumer devices are constantly improving, e.g., the Leap Motion Con-
troller can detect hands and corresponding fingers including small movements.
This interaction method could also be relevant for people with disabilities (and
people with ID), however, these users often do not have the necessary skills, such
as interaction precision or speed, to use this type of interface, which makes it
mandatory to adapt and personalize the interaction [32]. An application with
the Leap Motion Controller and people with ID was tested by Braun et al. [4].
The authors found that this interface was difficult to use for people with ID who
had an additional motor disability or had problems with fine motor skills. Also,
the concept of touchless interaction was difficult to understand for many of the
users, as evidenced by them touching the device instead of performing touchless
gestures. Although the Leap Motion Software currently only supports a small
number of gestures, it is possible to train custom gestures [34], which could be
beneficial for people with ID.

2.2 Adaptation Possibilities for Interface Output Modalities

Since interfaces always have an input and output modality, possible output
modalities are briefly described here for completeness but are not the main focus
of this study. If interface feedback consists of more than one output modality it
is classified as multimodal output.

Interfaces with Visual Feedback: This covers all forms of visual feedback,
like text, motion graphics, pictures, LEDs or colors. A study in 2013 with over
1600 students with ID found that “29.3% do not read at all, 6.8% read at a
logographic stage, 31.9% at an alphabetic and 32% at an orthographic level” [19].
Problems that can arise for people with ID can be small text or button sizes [4,10,
11], and also lack of literacy skills. Additional disabilities like impaired vision or
blindness can also affect the usage of this output modality [4]. Apple has several
built-in accessibility features regarding visual feedback (category 1A) that can
help people with ID use interfaces with visual feedback better. It is possible to
adapt font size and strength or use display zoom, which enlarges everything.
Also, light or dark modes can be used, and it is possible to increase the contrast
or invert colors or adjust screen brightness. For lesser distractions and sensory
overload, it is possible to cancel out ads or navigation bars when using safari
(with Safari Reader). The size of app icons on the home screen can be changed
or used to only display important apps, and the movement of onscreen elements
can be decreased, also leading to less sensory overload. People with a lack of
literacy skills or vision problems can use “VoiceOver”, which is a screen reader
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that describes elements on the screen or “Spoken Content”, which also reads out
the content of the screen [18].

Interfaces with Auditive Feedback: These interfaces use sound or voice
notifications as output. Problems that could arise for people with ID are not
understanding the auditive output - e.g., because of hearing loss, the output
speed or possibly distracting sounds or sound effects [23]. System accessibility
features that are currently available for Amazon Alexa are settings to change the
preferred speech rate and adjustable volume for timers, alarms or media (category
1A). Amazon Echo devices can be paired with certain Bluetooth speakers for
better sound and some can display captions (visually) [26].

Interfaces with Haptic Feedback: This covers all sorts of haptic feedback
which is mostly vibrations or tactile feedback. For people with ID, an interface
with haptic feedback can “potentially contribute to an enhancement in per-
ception of objects and overall ability to perform manipulation tasks” [35]. For
mobile devices like smartphones, tablets or smart watches haptic feedback has
already been established, like for notifications, phone calls, or alarms. These
vibrations can be turned off and on and the intensity can be adjusted [12] (cat-
egory 1A). Tactile feedback is also used often in navigation systems to deliver
navigation information, increase situation awareness, and to support eyes-free
usage (category 1B) [36]. There are several wearables available for navigation,
e.g., vibration belts (category 2 ) [37], which could also possibly help people with
ID make navigating easier.

3 Methodology

To find out which consumer technologies, interface input modalities and their
adaptations are currently usable and suitable for people with ID, a study was
performed in which people with ID were asked about their most important par-
ticipation wishes to improve their everyday life through consumer technology.
These wishes were analyzed by the researchers according to feasibility and cost-
effectiveness to find suitable consumer solutions.

The individual abilities of people with ID were considered when selecting the
technology and the respective interface type. The prototypical solutions, often
several solutions with different input and output modalities and different degrees
of adaptation, were tried out with the participants in a technology testing sce-
nario. Together with participants and their caregivers and relatives we were then
able to decide in a participatory manner which solution was the most appropri-
ate for the participant. These solutions have been evaluated and analyzed for
their input modality and adaptation level in the presented study.

3.1 Target Group

This study includes people with various degrees of ID, some with additional
motor impairments. Based on this, 3 target groups were identified:
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1. Individuals with mild ID, who can speak and, if applicable, read and write
(with motor limitations, if applicable).

2. Persons with moderate ID, who can understand simple language and can
express themselves with limited speech (if applicable, with motor limitations).

3. Persons with multiple disabilities in the sense of ID with severely impaired
intentionality and understanding of symbols combined with significant motor
impairments.

Access to the field has been secured through three different institutions from the
disability sector in southern Germany, where people with ID live in residential
or outpatient facilities. Recruiting this target group can be a time-consuming
and difficult process since some people with ID cannot give their consent to
participate in studies themselves and parents or legal advisors must give their
consent instead. To best represent the interests of all participants, an ethical
application was approved by the German Society for Educational Science (DGfE)
and data was anonymized.

3.2 Case Selection and Planning

The following method was chosen for case selection and planning of the possible
technical solutions, matching the identification of participation wishes:

1. Case selection by researchers according to the following criteria:
– expected improvement in participation
– technical feasibility

2. Technology identification: Workshops were held with the researchers and 4
experts in aided communication, participation, assistive technology, human-
machine interaction, and interface/interaction design. The goal was to find
out which participation wishes were feasible and to collect 1–3 solution ideas
per case, matching the cognitive and physical abilities of the participants, in
order to use them for further development of prototypes. Consideration was
given to how the solution could be implemented technically and how much
effort would be required. The workshops consisted of a presentation of exist-
ing solutions (based on previous research), followed by an initial phase in
which each participant considered solutions individually. Subsequently, solu-
tion ideas were developed through discussions with all workshop participants
and the further procedure for the development of the prototypes was deter-
mined.

3.3 Participatory Technology Testing and Selection

In order to find the most suitable solution, 1–3 ideas were presented to the
participants and then evaluated and discussed in a participatory manner. This
process was based on the user-centered approach of Scenario-Based Design [38].
It varied depending on the type of solution and individual abilities, e.g., visual
or written solution scenarios, prototype testing, wizard-of-oz testing, or actual



Demands on User Interfaces for People with Intellectual Disabilities 549

technical solutions if they were already implementable (e.g., installing a certain
app, for example for using smart home devices with non-standard speech like
“Voiceitt” or setting up accessibility features like bigger fonts or screen readers
for easier interaction with a device). Here, the participants were given simple
tasks to solve (e.g.: “Turn on the music using the Voiceitt app” or “Open the
Deutsche Bahn app and enter your destination in the search bar”). Afterwards,
the pros and cons of the different solutions and possible adaptations were dis-
cussed with the participants and/or their caregivers. This resulted in one or more
(depending on the number of realizable wishes) suitable solutions for each of the
participants.

4 Study

Here we describe our user study, which took place from June 2021 to July
2022. 43 people with ID who had also previously attended the identification
of participation wishes participated. This resulted in 150 wishes. The number
ranged from 1 to 7 wishes per person, with a mean of 3.5 wishes. The par-
ticipation wishes surveyed primarily concerned more independence in everyday
life in various areas such as entertainment, mobility/navigation, household tasks
(e.g. shopping), learning, or (digital) communication. The IDs ranged from mild
intellectual disabilities to more serious disabilities and were often combined with
motor impairments. Of the 43 participants, 18 were categorized in target group
1, 22 in target group 2, and 3 in target group 3. Of the 18 participants in target
group 1, 4 had an additional motor impairment and one had an additional sen-
sory impairment. In target group 2, 7 had an additional motor impairment. All
the people in target group 3 had severe additional motor impairments. The age
of the participants ranged from 24 to 76 years, with an average of 48.8 years. Of
the 43 participants, 29 identified as male and 14 as female.

4.1 Study Setup

In addition to the participant, one or two staff members from the research team
participated in the technology selection. In many cases, a close relative or care-
giver was also present. The appointments took place in inpatient residential
facilities within these, in familiar surroundings. For evaluation, video recordings
with two cameras from two angles, an additional sound recording, and observa-
tion protocols were made.

4.2 Case Selection and Planning and Participatory Technology
Testing and Selection

The case selection and planning resulted in various proposed solutions, pos-
sibly suitable for the cognitive and physical abilities of the participants. The
participatory technology testing resulted in the selection of different types and
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technologies and interfaces. In this process, 34 participation wishes were elimi-
nated. The reasons for this were, for example, lack of feasibility, no added value
provided by a technical solution, or no further participation of the person in
the study due to personal reasons. The 116 possible solutions - belonging to the
remaining 41 participants - will be examined in this study. For the analysis, each
solution is classified into the interface input and output modalities introduced
in Sect. 2, as well as into the adaptation level category based on the proposed
continuum.

5 Findings

In this section, the collected data is analyzed, and our findings are presented.
As stated before, 116 technical solutions for 41 people with ID were examined.

5.1 Interface Input Modality and Level of Adaptation

Looking at Table 1 and 2, we can analyze the suitable interface input types for the
participants. 67 consumer solutions had one input modality, 41 used multimodal
input with two input modalities, and 3 solutions used three input modalities.
5 solutions had no input modality. The level of adaptation (Table 3) refers to
our classification in the continuum of consumer and assistive technologies intro-
duced before. The percentage in brackets refers to the total occurrence of the
respective input modality. Since we focused on consumer technologies for possi-
ble solutions, category 2 (special assistive devices) is not applicable and therefore
not evaluated.

Table 1. Interface Input Modalities.

Input Modality (N) Overall N=1 N=2 N=3

Pointing gestures 95 60 (89.6%) 32 (68.1%) 3 (100.0%)

Voice interaction 25 0 23 (48.9%) 2 (66.7%)

Buttons or switch elements 22 5 (7.5%) 12 (25.5%) 3 (100.0%)

Object interaction 17 1 (1.5%) 15 (31.9%) 1 (33.3%)

No input modality 5 0 0 0

Touchless interaction 1 1 (1.5%) 0 0

Total 116 67 41 3

Interfaces with pointing gestures are, unsurprisingly, the most used interface
type, appearing 95 times in the 116 solutions. This makes sense since this type
of input modality is used in most devices nowadays [9]. It is used 60 times as a
single input modality, 32 time alongside one other input modality (23 times with
“voice interaction”, 6 times with “object interaction” and 3 times with “buttons
or switch elements”) and 4 times alongside 2 other input modalities (two times
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Table 2. Multimodal Input Modalities.

Input Modalities N

Pointing gestures + Voice interaction 23 (19.8%)

Object interaction + Buttons or switch elements 9 (7.8%)

Object interaction + Pointing gestures 6 (5.2%)

Pointing gestures + Buttons or switch elements 3 (2.6%)

Pointing gestures + Buttons or switch elements + Voice interaction 2 (2.6%)

Object interaction + Pointing gestures + Buttons or switch elements 1 (0.9%)

Table 3. Level of Adaptation.

Input Modality Category 1 Category 1A Category 1B Category 1C

Pointing gestures 26 (43.3%) 4 (6.7%) 30 (50.0%) 0

Voice interaction 0 0 0 0

Buttons or switch
elements

1 (20.0%) 0 4 (80.0%) 0

Object interaction 0 0 0 1 (100%)

Touchless interaction 1 (100.0%) 0 0 0

Pointing gestures +
Voice interaction

7 (30.4%) 4 (17.4%) 12 (52.2%) 0

Object interaction +
Buttons or switch
elements

0 0 0 9 (100.0%)

Object interaction +
Pointing gestures

4 (66.7%) 1 (16.7%) 0 1 (16.7%)

Pointing gestures +
Buttons or switch
elements

2 (66.7%) 0 1 (33.3%) 0

Pointing gestures +
Buttons or switch ele-
ments +
Voice interaction

0 0 0 2 (100.0%)

Object interaction +
Pointing gestures +
Buttons or switch
elements

1 (100.0%) 0 0 0

with “buttons or switch elements” and “voice interaction” and one time with
“object interaction” and “buttons or switch elements”). Because these types of
input modalities are already widely used in current consumer technologies and
have more accessibility features than other interface types, they can already be
used as they are by a lot of participants with ID (43.3% in category 1, where no
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adaptation has occurred and 6.7% has been adapted with accessibility features
(category 1B). However, in 50.0% of the cases where this input modality was
used, it had to be adapted with assistive applications to be usable for the par-
ticipants, which highlights the demand for assistive apps for this interface input
type for people with ID.

Interfaces with voice interaction are the second most used input modality with 25
occurrences in total. Interestingly, they are never used as a single input modality,
only alongside other types of input. They are used 23 times with “pointing
gestures” and 2 times in combination with two other input modalities (with
“pointing gestures” and “buttons or switch elements”). This interface type could
not be used as a standalone input modality in our study, which shows that voice-
only solutions bear difficulties for this target group. Most of the time, they are
used in combination with interfaces with pointing gestures, where 30.4% belong
to category 1, 17.4% belong to category 1A and 52.2% belong to category 1B.
When trying out the different solutions with people with ID in the study, it
also often became apparent how little speech input currently works for people
with different speech impairments and how poorly they are often understood
by the technology. This usually led to frustration and is the reason that in the
end other input modalities were selected for the participant or a multimodal
input was chosen. Voice interfaces need more adaptation options for people with
disabilities so that people with all types of speech can use this input modality.
Solutions like Voiceitt [28] have already taken a big step in this direction.

Interfaces with physical buttons or switch elements are the third most used
interface input type in the study, with 22 uses in total, 5 times as a single input
modality, 14 times alongside one other input modality (9 times with “object
interaction” and 3 times with “pointing gestures”), and 3 times alongside two
other input modalities (2 times with “pointing gestures” and “voice interaction”
and 1 time with “object interaction” and “pointing gestures”). As a standalone
input type, 80.0% belonged to category 1B, and 20.0% to category 1. Used with
object interaction, all solutions belonged to category 1C, in combination with
pointing gestures, 66.7% categorized in category 1 and 33.3% in category 1B.

Interfaces with object interaction are used 17 times in total. This shows the
potential for certain people with ID, even though this input modality is not
often used in consumer technologies. It is only once used as a standalone input
modality and 15 times alongside one other input type (9 times with “buttons
or switch elements” and 6 times with “pointing gestures”). It is used one time
with two other input modalities (“pointing gestures” and “buttons and switch
elements”). This input type was only used once as a single input modality in cat-
egory 1C (where hardware or sensory adaptions had been made) and was most
of the time (n = 9) used in combination with “buttons or switch elements”,
where also all solutions belonged to category 1C. In combination with “pointing
gestures” (n = 6) adaptation wasn’t needed as often (66.7% of the times belong-
ing to category 1, 16.7% category 1A and 16.7% category 1C. The numbers imply
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that interfaces with object interaction must be adapted more when they are used
alone or in combination with “buttons or switch elements” and less when they
are combined with “pointing gestures”, as there are already more adaptation
possibilities available for this interface type.

Interfaces with touchless interaction were only used once, as a standalone input
modality without adaptation. This supports the statement that this type of
interface has not yet finally arrived in consumer technologies [4,32] and that
it is therefore more difficult to use the available solutions with people with ID.
Before this type of input can be used in consumer technologies by people with ID
it has to become standard for the regular user and possible adaptation possibil-
ities must be developed. However, the use of this input type in various assistive
technologies shows the potential for certain types of disabilities [33].

5.2 Interface Output Modality

In total, 105 interfaces used visual feedback (44 as a standalone output modality),
72 used audio feedback (11 as a standalone output modality) and 6 used haptic
feedback (none as a standalone output modality). 67 solutions used multimodal
feedback, the most used multimodal feedback was audio and visual (n=56).
Haptic feedback was always used in combination with visual feedback.

5.3 Correlation Between Adaptation Level, Target Group and Age

We investigated the correlation between the Target Group (Group 1, 2 or 3)
and Level of Adaptation (categories 1-1C ) and Age using Pearson’s correlation.
This showed a positive relationship of r=0.282 (p-value=0.002) and means that
Target Group has a weak effect on Level of Adaptation of possible consumer
technologies and people with more serious IDs or multiple disabilities possibly
need more adaptation. Also, Age had a weak positive relationship with Level of
Adaptation with r=0.316 (p-value=<0.001) showing that age could play a factor
in the needed adaptation level of consumer technologies.

5.4 Target Group and Input Modality

The most used interface input type in target group 1 was pointing gestures
(47.3%) and pointing gestures + voice interaction (30.9%). In group 2 it was
also pointing gestures (58.6%), pointing gestures + voice interaction (10.3%),
and object interaction + buttons and switch elements (10.3%). In group 3 the
only interface input types used were object interaction + buttons or switch
elements (66.7%) and interfaces with no input modality (33.3%). This shows
that especially for people with more severe disabilities, interfaces with physical
object interaction + buttons and switch elements may have a big potential for
participation and that voice interaction now can mostly be used by people with
less severe disabilities.
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6 Discussion and Conclusion

This study focused on current user interfaces, especially their input modalities.
They were analyzed on suitability and adaptation options for people with ID.
The requirements that this target group has for user interfaces and the adapta-
tions that need to be made to make them usable were evaluated. Our user study
resulted in 116 possible solutions and prototypes with different input modalities
and varying degrees of adaptation, tested by 41 participants with ID, with the
aim of being integrated into the participants’ everyday lives. We found, that
interfaces with pointing gestures (e.g., touch or mouse input) are currently the
preferred interface type for most people with ID, as this input type is used in
most technologies today and provides the most accessibility features. Also, voice
input has a high potential for a lot of people with ID but must currently be
used as a multimodal input type, alongside one or more input modalities, as
many necessary accessibility features are missing. As voice input continues to
improve and adapt to the needs of people with ID, this input modality could be
used by many more. Especially people with more severe and multiple disabilities
(target group 3) are unable to use most interface types. The level of disability
(target group) had a significant positive correlation to the level of adaptation
needed, which shows that people with more severe disabilities need more adap-
tation possibilities for current consumer technologies and interfaces. Also, age of
the participants plays a factor in the level of adaptation needed.

The analysis of related work and state of the art has also shown that currently,
most accessibility features and possible adaptations are developed for interface
input with pointing gestures (like touch or mouse input). Other input types,
like voice interaction or object interaction, may have a big potential for people
ID, but are currently more difficult to adapt to the individual needs of different
users. There are approaches to make more interface types accessible to this
target group, but in the future, the needs and abilities of people with disabilities,
especially people with ID, need to be much more involved in the design and
development process of new technologies.

There are some limitations to our research. Since there are no well-researched
methods for conducting usability studies or evaluating different interfaces with
people with ID, an exploratory approach was chosen. Also, not every interface
input type could be tested with every participant, as the consumer solutions
depended heavily on each person’s participation wishes and abilities. This causes,
for example, that not all input modalities occur equally often, which makes the
comparison more difficult (e.g., touchless interfaces only occurred one time). Our
study also did not yet include how training and longer-term use can affect the
usability of an interface type. In future work, we will investigate the usability
and suitability of the different solutions and interfaces in the everyday life of
the participants. It will be shown how useful the individual solutions are and
whether they can be integrated into their daily lives and are accepted in the long
term. This study highlights the current potential of interface used by people with
ID and emphasizes the need for more adaptability of consumer technologies.
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37. feelSpace GmbH. naviGürtel (2022). https://feelspace.de/
38. Carroll, J.M., Rosson, M.B., Farooq, U., Xiao, L.: Beyond being aware. Inf. Organ.

19(3), 162–185 (2009)

https://rehamedia.de/glossar-lexikon/fingerfuehrraster/
https://rehamedia.de/glossar-lexikon/fingerfuehrraster/
https://www.apple.com/accessibility/
https://www.enablingguide.sg/im-looking-for-disability-support/assistive-technology/at-intellectual-disability
https://www.enablingguide.sg/im-looking-for-disability-support/assistive-technology/at-intellectual-disability
https://www.xbox.com/en-US/accessories/controllers/xbox-adaptive-controller
https://www.xbox.com/en-US/accessories/controllers/xbox-adaptive-controller
https://www.amazon.com/gp/help/customer/display.html?nodeId=202158280
https://www.amazon.com/gp/help/customer/display.html?nodeId=202158280
https://support.google.com/googlenest/
https://voiceitt.com/
https://tonies.com/en-gb/
https://github.com/MiczFlor/RPi-Jukebox-RFID
http://dl.gi.de/handle/20.500.12116/8164
https://feelspace.de/


A Rule Mining and Bayesian Network Analysis
to Explore the Link Between Depression

and Digital Behavioral Markers of Games App
Usage

Md. Sabbir Ahmed1(B), Tanvir Hasan1, Md. Mahfuzur Rahman2, and Nova Ahmed1

1 Design Inclusion and Access Lab (DIAL), North South University, Dhaka 1229, Bangladesh
msg2sabbir@gmail.com, tanvirfuad00@gmail.com,

nova.ahmed@northsouth.edu
2 Department of Computer Science and Engineering, Eastern University, Dhaka 1345,

Bangladesh
dean_et@easternuni.edu.bd

Abstract. Amid the COVID-19 pandemic, spending time on Games increased
much, which may impact mental health. While numerous studies were conducted
exploring the relation between Games and depression, none of the studies used
objective (i.e., actual) Games app usage data which could provide unbiased and
real-time insights. To fill this research gap, using our developed app that retrieves
the past 7 days’ actual app usage data accurately, we conducted a study on Games
app users (N = 60) in Bangladesh. We extracted the behavioral markers from the
foreground and background Games app usage events’ data. To explore the relation
betweenGames and depression, wemined rules, did correlation analysis, and built
Bayesian networks. Our analyses demonstrated that the students who spent higher
time and had a higher launch per Games app on weekends were more likely to be
depressed (p< .05). In addition, from the Bayesian analysis, we found that while
some usage data impacts depression, depression also impacts some usage behavior
such as frequency of launching Games apps. Apart from raising awareness about
the negative impact of Games, insights from our study can facilitate the design of
systems to improve the students’ mental health.

Keywords: Smartphone · Games · Depression · Behavioral patterns · Bayesian
network

1 Introduction

Amid the pandemic, Games playing time increased and 75% of the rise is estimated
to persist in the next two years [11]. However, problematic gaming is found to have
a negative impact on mental health [24, 29] which shows the necessity of in-depth
exploration of the link between Games and psychological problems. In Bangladesh, the
rate of psychological problem depression is higher among university students compared
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to other groups of people [10]. The stay at home for the pandemic and the high availability
of smartphones where 86% of Bangladeshi university students have smartphones [2] can
facilitate them in increasing Games playing.

With great interest, scholarly articles explored the relation between Games and
depression where most studies (e.g., [5, 24, 28]) used subjective data. Some of these
studies found a positive association of depression with addiction to video gaming [5]
and problematic online gaming [24]. However, as subjective data does not present the
actual app usage behavior [18, 32], the findings of these studies may not unveil the exact
relation.

On the other hand, previous studies also explored objective data on gaming as well as
of app categories. In the case of gaming, researchers explored gaming data for purposes
such as exploring the feasibility of gamification in having a positive impact on sleep-
wake [12], exploring patterns in Games playing behavior [8], to distinguish the gaming
events from the sensor-collected data [30], to assess problematic internet use [31], and
to find out the factors related with underreported playing time [32]. In a recent study
[18], researchers used both subjective and objective data from an online chess platform to
explore the relationshipwith problematic effects (e.g., disrupted sleep). Objective behav-
ioral markers of different app categories such as Communication [1, 15], Health & Fit-
ness, Photo&Video [1], and SocialMedia [1, 15, 27] have also been explored in different
contexts. Researchers [15] observed that depressed and non-depressed students have sig-
nificantly different app usage duration and frequency of launching Communication apps.
In addition, depressed students have significantly higher unique app signatures in the
case of SocialMedia, Health&Fitness app categories [1]. Though some studies explored
the behavioral patterns of the depressed [1, 15], Hunt et al. [27] did a causal analysis by
keeping students in the control and experimental groups. Their analysis demonstrated
that limiting Facebook, Instagram, and Snapchat use reduce depression [27]. Objective
behavioral markers regardless of the app categories have also been explored in a recent
study [33] to classify the depressed and non-depressed through computational models.
However, as far as we know, no study used objective Games app usage data to explore
the relation between depression and Games apps usage, although Games is the most
popular app category in Google Play Store [6] and amid the pandemic, Games playing
time increased significantly [11].

Therefore, we explore the link between objectively measured Games app usage data
and depression (i.e., Patient Health Questionnaire-8 (PHQ-8) scale’s score [14]) and
contribute to the pervasive health research area in the following ways.

• Firstly, to our best knowledge, using objective data, this is the first study to explore the
relation between a psychological problem and digital behavioral markers of Games
app usage which can provide unbiased findings.

• Secondly, through rule mining, we present Games app behavioral patterns that are
associated with depression which can be potential to understand the nuanced differ-
ences between depressed and non-depressed students. In addition, this can facilitate
in the development of computational models to predict depression leveraging digital
behavioral markers.



A Rule Mining and Bayesian Network Analysis 559

• Thirdly, we develop a Bayesian network that shows that all behavioral markers of
Games app usage do not impact depression and vice versa which can be useful to
design pervasive systems for intervention.

2 Methods

2.1 Participants and Research Ethics

Our study was approved by a university from Bangladesh. We did the study in 2020
during the COVID-19 pandemic where 100 Bangladeshi students from 12 higher edu-
cational institutes participated. Among them, 60 students used the Games apps (please,
see Sect. 2.2.2 for details) on which we conducted this study. All participants’ data were
collected through their consent and in the consent form, we specifically mentioned the
required permission, collected data, data security, usage of their data, etc.Apart from this,
to make the participants more aware of the collected data, our app asked for permission
in runtime to access the app usage data before retrieving it.

2.2 Tools and Analysis

2.2.1 Depression Measurement

Tomeasure the participants’ depression, we used the 8-itemed PHQ-8 scale’s score [14].
We explored the PHQ-8 scores as the continuous values in the correlation and Bayesian
network analysis as described in Sect. 2.2.4 and Sect. 2.2.5 respectively. In addition,
to understand the participants’ depression and also as a requirement in the rule min-
ing through the classification-based association algorithm (please, see Sect. 2.2.3), we
divided the participants based on depression score. In finding major depressive disorder,
the sensitivity and specificity are 100% and 95% respectively for a PHQ-8 score of 10
[14]. Hence, the participants who had a PHQ-8 score of 10 or more were grouped as the
depressed and others (PHQ-8 < 10) as the non-depressed participants.

2.2.2 Data Collection Tool and Extraction of Games App Usage Markers

As subjective data does not reflect the actual habit [18, 32], we retrieved participants’
actual app usage data through our developed Android app (Fig. 1(a)). We used the Java
class UsageStatsManager [9] to retrieve foreground and background events’ data, and
to store it, we used the Google Firebase database. We tested the app on 9 phones, and
also compared it with the retrieved app usage data of the available such apps (e.g., [17])
in the Play Store. Since the system keeps app usage events’ data only for a few days [9],
our app can collect the past 7 days’ app usage data very accurately.

Our developed app retrieved 817,404 foreground and background events data from
100 participants who used 1,129 apps. Two researchers and one student categorized
these apps following the app categories of the Play Store, the app categorization process
of previous studies (e.g., [1]), and an understanding of the apps’ features. Among 1,129
apps, we found 141 (12.49%) apps in the Games category which consisted of 40,339
foreground and background events. The used Games apps were of 15 subcategories
(Fig. 1(b)). Most (17.02%) apps were of Action (e.g., PUBG MOBILE) and the least
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(a) Screenshot of the data collection tool 

showing Games app usage

(b) Number of apps in each of the 15 subcategories

Fig. 1. Data collection tool and participants’ Games app usage.

(1.42%) were of Word (e.g., Word Forest) subcategory. On the other hand, among the
100 participants, 60% (N= 60) participants were Games app users who launched at least
one Games app in 7 days. Since having the value 0 for the remaining 40% of non-users
can make the variables’ data distribution highly skewed, their data were excluded from
the analysis to have unbiased findings.

From the retrieved app usage events, we quantified each participant’s behavioral
markers of Games app usage by calculating spending duration, frequency of launching
apps, number of used apps, duration per app, duration per app launch, and frequency
of launch per app of the Games category. In addition, to explore the Games app usage
pattern, we calculated entropy E(j) = ∑n

i=0p(i)logp(i) where p(i) indicates the prob-
ability to use the ith Games app by the jth participant. Since the app usage behavior
varies by weekdays and weekends [1], to understand the association of PHQ-8 score
with Games app usage data, we explore these 7 variables by calculating each variable’s
data of weekends (Friday and Saturday), weekdays (Sunday to Thursday), and 7 days
(whole week). We divide the days based on the working week in Bangladesh.

2.2.3 Rule Mining and Extraction of Behavioral Patterns

Each of the aforementioned 7 variables presents Games app usage behavior and we
denote this set of behavioral items by Tj for jth participant. Using classification-based
association (CBA) algorithm [16], we mine the behavioral patterns that are associated
with depression in the form of Aj → Bj where Aj is the rule body containing a subset
of Tj items and Bj is the rule head denoting the class (e.g., depressed) of jth participant.
Since CBA works with discrete values, inspired by the previous studies (e.g., [23]),
we discretized the values of each behavioral marker into three equal groups where
top one-third and bottom one-third percentile were grouped as the high and low users
respectively and others were grouped as the medium users. For each rule, there are three
parameters namely support, confidence, and lift based onwhich a rule is selected. Support
( frequency(rule body,rule head)N ) denotes the frequency of a set of items appearing among

all participants (N ) whereas confidence ( frequency(rule body,rule head)frequency(rule body) ) says how likely the

rule head is to occur when the rule body appears. Having lift (L = Confidence
Support(rule head) ;
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Support(rule head) = frequency(rule head)
N ) greater than 1 means rule body and head are

not independent and rule body has an impact on the rule head.

2.2.4 Correlational and Comparative Analysis

Though CBA algorithm can extract unique patterns combining different behavioral data
of different levels (e.g., high usage duration with the medium frequency of launch), it
cannot present monotonic or linear statistical relation. To overcome the limitation, we
did a correlation analysis. We used the nonparametric Spearman rank correlation (rs)
method as our data did not satisfy assumptions of the parametric test. In comparing the
demographic data, we did a T-test (t) when data were normally distributed and in other
cases, we did a nonparametric Mann-Whitney Test (U). As multiple comparisons can
have false positive results, we adjusted p values using the false discovery rate approach.

2.2.5 Bayesian Network Analysis

Though correlation analysis can present the association between variables, it cannot
reveal the direction of association between two variables. Therefore, to find the direc-
tion of the association, we built a Bayesian network [19] where each variable Vi ∈ V is
denoted by a node of a directed acyclic graph (DAG). In the development of the network,
there are structural and parameter learning steps [19, 26] where the structural learning
process is similar to the development of classical regression models [26]. For develop-
ing the network structure, we used the greedy hill-climbing algorithm which restarts
randomly to avoid the local optima. Since the DAG of the network depends on several
parameters such as the distribution of the data, we resample the Games app usage data
and build the network 10,000 times to measure the strength of the associations and their
direction. It can be noted that the strength of each arc was calculated keeping the rest of
the network fixed and thus a relation between variables cannot be confounded by others.

3 Results

3.1 Participants’ Depression

Among the 60 Games app users, 46.67% (N = 28) were depressed and 53.33% (N =
32) were non-depressed (details about categorization process is in Sect. 2.2.1). Except
for symptom 1 (Little interest or pleasure in doing things), every other symptom’s mean
score of the non-depressed group was below 1 (Fig. 2(a)) where score 1 presents the
symptom’s appearance not at all. Between these two groups, there was no statistically
significant difference in age (p = .78) (Fig. 2(b)), monthly family income (p = .78)
(Fig. 2(c)), and the number of family members (p = .78) (Fig. 2(d)) which could work
as confounders in the relation between Games app usage and depression.

3.2 App Usage Behavioral Patterns’ Association with Depression

To extract patterns, we used all the behavioral data of weekdays, weekends, and 7 days.
But to avoid combinatorial explosion, we set .1 as the minimum support and .9 as the
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(a) Depressive symptoms’ 

average score
(b) Age

(c) Monthly family 

income 

(d) Number of family 

members

Fig. 2. (a) Spider chart showing the difference between the depressed and non-depressed students
regarding the mean score of each depressive symptom of the PHQ-8 scale where 0, 1, 2, and 3
scores present Not at all, Several days, More than half the days, and Nearly every day respectively.
Kernel Density Estimation (KDE) plot showing the distribution of (b) age, (c) monthly family
income (in BDT: Bangladeshi Taka), and (d) number of family members of the depressed (G1)
and non-depressed (G2) students.

minimum confidence. In addition, as having a lift value of 1 presents that both the rule
body and rule head are independent, we extracted only the rules which had a lift value
higher than 1. Satisfying these thresholds, we found 3213 rules which were associated
with depression. There were 21 rules where the rule head was non-depressed and in the
remaining 3,192 rules, the rule head was depressed. Among these rules, the maximum
support, confidence, and lift values were .17, 1.0, and 2.14 respectively (Fig. 3).

(a) Support and confidence (b) Lift

Fig. 3. Distribution of (a) support, confidence, and (b) lift values for the extracted 3,213 rules.

From the extracted behavioral patterns, we found that the higher duration per launch-
ing Games appwas associated with depressive status (Table 1). For instance, the students
whose weekdays’ duration per Games app launch and 7 days’ spending duration per app
were high, they were more likely to be depressed. This behavioral pattern was observed
among 17% of students and 91% of them were depressed students (Support = .17, Con-
fidence = .91) (Rule 1, Table 1). The lift value (1.95) regarding this pattern was higher
than 1 and this demonstrated that the rule body and rule heads were not independent.
Also, we found when the students had medium entropy of using the apps for 7 days,
duration per app was high on both weekdays and weekends, they were more likely to be
depressed (Support = .17, Confidence = .91, Lift = 1.95) (Rule 5, Table 1).
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Table 1. Top-5 (in terms of support and lift) Games app usage behavioral patterns of the depressed
and non-depressed students. Con.: Confidence, Sup.: Support.

Depressed Rules (Rule Body = > Rule Head) Sup Con Lift

1.{Duration_per_Launch,Weekday = High;
Duration_per_App,7_days = High} = > {Depressed =
Yes}

.17 .91 1.95

2.{Duration_per_Launch,Weekday = High;
Duration_per_Launch,7_days = High;
Duration_per_App,7_days = High} = > {Depressed =
Yes}

.17 .91 1.95

3.{Duration_per_Launch,Weekday = High;
Duration_per_App,Weekday = High;
Duration_per_App,7_days = High} = > {Depressed =
Yes}

.17 .91 1.95

4.{Entropy,Weekend = Medium;No_of_Apps,7_days =
Medium; Duration_per_Launch,Weekday = High} = >

{Depressed = Yes}

.17 .91 1.95

5.{Entropy,7_days = Medium;
Duration_per_App,Weekday = High;
Duration_per_App,Weekend = High} = > {Depressed
= Yes}

.17 .91 1.95

Non-depressed 6.{Duration_per_Launch,7_days = Medium;
Duration_per_App,Weekday = Medium} = >

{Depressed = No}

.15 .90 1.69

7.{Duration_per_App,Weekday = Medium;
Launch_per_App,7_days = Medium} = > {Depressed
= No}

.15 .90 1.69

8.{Launch,Weekday = High; Launch,7_days = High;
Duration_per_Launch,Weekday = Medium} = >

{Depressed = No}

.15 .90 1.69

9.{Launch,Weekday = High;
Duration_per_Launch,Weekday = Medium} = >

{Depressed = No}

.15 .90 1.69

10.{Launch,7_days = High;
Duration_per_Launch,Weekday = Medium} = >

{Depressed = No}

.15 .90 1.69

On the other hand, the extracted rules regarding the non-depressed students presented
that their spending duration per launch wasmedium (Rule 6 to 10, Table 1). For instance,
the students whose spending duration per Games app launch was medium on 7 days and
duration perGames appwasmediumonweekdays, weremore likely to be non-depressed
(Rule 6, Table1). This behavioral pattern was observed in the case of 15% of students
(Support = .15) and 90% (Confidence = .90) of them were non-depressed. We also
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found that when the weekdays’ duration per Games app and 7 days’ frequency of launch
per Games app became medium, they were also more likely (Confidence = .90, Lift
= 1.69) to remain non-depressed (Rule 7, Table 1). Even when the participants had a
high frequency of launching the apps, having a medium duration per launch presented
a non-depressive status (Rule 10, Table 1).

3.3 Correlation Between Games App Usage and Depression

To explore the statistical relation, we did correlation analysis as discussed in Sect. 2.2.4.
We found that the Games app usage data of weekdays and 7 days did not have any
statistically significant relationwith depression. In relation of depressionwithweekdays’
spending duration (rs = .09, p= .48), frequency of launching Games apps (rs = .08, p=
.57), and the number of used Games apps (rs = -.05, p = .71) (Table 2), the p-value was
much higher than the significance level .05. However, in case of weekends’ spending
duration (rs = .33, p = .026), duration per launch (rs = .29, p = .044), duration per app
(rs = .39, p = .007), frequency of launch per app (rs = .33, p = .026), the p-value was
less than .05 which demonstrated the significant association with depression score. This
says that the students who spent higher time or have a higher frequency of launch per
Games app on weekends were more likely to have a higher depression score.

Table 2. Relation of PHQ-8 score with usage data of Games apps. N denotes the number of users
(who launched Games apps at least once in 7 days), in terms of a usage data. Coef.: Coefficient.

Usage 
data Days N Coef. 

(rs)
p Usage 

data Days N Coef. 
(rs)

p Usage 
data Days N Coef. 

(rs)
p

Duration
Weekdays 58 .09 .481 Duration 

per 
launch

Weekdays 58 .05 .721 Launch 
per app

Weekdays 58 .13 .326
Weekends 47 .33 .026 Weekends 47 .29 .044 Weekends 47 .33 .026

7 days 60 .13 .339 7 days 60 .11 .422 7 days 60 .12 .375

Launch
Weekdays 58 .08 .573

Duration 
per app

Weekdays 58 .12 .39

Entropy

Weekdays 31 -.31 .095Weekends 47 .25 .089
7 days 60 .07 .615 Weekends 47 .39 .007 Weekends 20 -.1 .667

# of 
Apps

Weekdays 58 -.05 .713
Weekends 47 -.14 .331 7 days 60 .14 .290 7 days 37 -.28 .0987 days 60 -.15 .264

3.4 Bayesian Network on Games App Usage and Depression

To understand the direction of the found significant associations (Table 2), we built a
Bayesian network (Table 3 and Fig. 4) using the variables on weekends’ data and by
bootstrapping the data 10,000 times. We found that the probability (.61) of having an
edge in the direction from Games app usage duration to PHQ-8 was higher than the
direction from PHQ-8 to duration (.39) (Table 3). Similarly, the probability of having
edges in the direction from duration per launch to PHQ-8 (.67) and from duration per
app to PHQ-8 (.74) was higher than the probability in the reverse direction. This presents
that the spending duration on Games apps, duration per Games app launch, and duration
per Games app impacted depression (Fig. 4).
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Table 3. Strength regardless of direction and strength in the specified direction. Gray-colored
cells present arcs having more than 50% probability to appear in the specified direction.

Node
(From) 

Node
(To)

Strength 
(Regardless 
direction)

Strength in the 
specified direction 

(From → To)

Node
(From) 

Node
(To) 

Strength
(Regardless 
direction)

Strength in the 
specified direction

(From → To)
PHQ-8 Duration .13 .39

Duration PHQ-8 .13 .61
PHQ-8 Entropy .35 .60
PHQ-8 Launch .19 .69 Entropy PHQ-8 .35 .40
PHQ-8 # of used apps .44 .88 Launch PHQ-8 .19 .31
PHQ-8 Duration per launch .26 .33 # of used apps PHQ-8 .44 .12

PHQ-8 Duration per app .15 .26 Duration per 
launch PHQ-8 .26 .67

PHQ-8 Launch per app .10 .71 Duration per app PHQ-8 .15 .74

Unlike duration, in the frequency of launching the Games apps, we found that the
probability (.69) of having the edge in the direction from PHQ-8 to launch was higher
than the probability of having the edge in the reverse direction (launch to PHQ-8: .31)
(Table 3). In the same way, the probability of having the edge in the direction of PHQ-8
to the number of used apps (.88), launch per app (.71), and entropy (.60) were higher than
the probability of having the edge in the reverse direction. This reveals that depression
also impacted the frequency of launching of Games apps, number of used Games apps,
launch per Games app, and entropy regarding Games app usage (Fig. 4).

Fig. 4. Bayesian network presents the direction of the relation between PHQ-8 score and
weekends’ Games apps usage data.

From the Bayesian network (Fig. 4), it is also apparent that the frequency of launch
node does not have any outgoing edge whereas the duration per app launch node has
6 outgoing edges which is the maximum among all nodes. This node is directly linked
with the PHQ-8 score and also with the 5 behavioral markers, namely, duration, duration
per app, number of used apps, launch per app, and frequency of launch. This presents
that the duration per app launch can be a plausible target node to control the 5 behavioral
markers and also depression.
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4 Discussion

In our study on Games app users, we found a depression prevalence of 46.67% which
is close to the depression prevalence of 47.3% found in a previous study conducted on
Bangladeshi students [25]. Our analysis showing the negative impact of weekends’ usual
usage of Games apps on depression extends previous studies [24, 29] which used subjec-
tive data and found a negative impact of problematic gaming. To our best knowledge, this
is the first study to present this impact using the objective app usage behavioral data and
also using data of all the used Games apps by a participant. Our findings suggest raising
awareness to reduce gaming time for their well-being, especially during this pandemic
when gaming time increased significantly [11]. One of the plausible reasons for having a
negative impact is that gaming makes a poor connection with family and friends [4] and
this may have a significant negative impact on the students amid the pandemic. During
alone time, people use smartphones to seek support [7] and on weekends, as students do
not have classes and also as the pandemic restricted movement, higher usage of Games
apps can present their effort to overcome loneliness through playing Games. Therefore,
having a good connection with the parents, caregivers, or friends on the weekends may
reduce their interest in the Games apps which in turn may reduce their spending time on
Games. Moreover, our findings suggest parents and caregivers need to be aware of the
weekend depression [20] since this has become a rising concern and also as we found a
negative impact on weekends’ Games app usage.

In our developed Bayesian network, we found some association in the opposite
direction also, i.e., depression also impacts some weekends’ behavior regarding Games
apps. For instance, we found that depression has an impact on behavioral markers such
as frequency of launching and number of used Games apps. In previous studies (e.g.,
[5, 24]), researchers showed how gaming is associated with depression. However, our
analysis based on the Bayesian network where directed acyclic graphs were constructed
10000 times, showed the link in both directions depending on behavioral markers (e.g.,
duration, launch) which was unexplored even in subjective data-based studies [5, 24,
28]. Therefore, the insights from our findings can contribute to a better understanding of
the smartphone usage behavior of the people [1, 15], especially the vulnerable group’s
Games playing behavior which can be potential in research to develop systems for
better mental health. The plausible reasons for having such an impact of depression can
be smartphone users’ willingness to be distracted through apps upon facing negative
emotions [21]. Higher launch and higher number of Games apps used by depressed
students as shown in our study can present their multitasking behavior which can also
present their distracting behavior. Therefore, these insights can facilitate in designing
systems to regulate the Games app usage for promoting well-being.

Like the correlation analysis, in mined behavioral patterns through the CBA algo-
rithm [16], we did not find link of depression with a single weekdays’ or 7 days’ behav-
ioral marker. Instead, through mining rules, we found high usage of Games apps in
terms of multiple behavioral markers was associated with depression. It is due to the
fact that to find a relation with a class (e.g., depressed), the CBA algorithm [16] uses
values of several variables in different combinations while the Spearman correlation [22]
uses data of a single variable to find out the monotonic relation with another variable.
This demonstrates the strength of the data mining technique in extracting Games app
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usage behavioral patterns of the students having psychological problems. In a study [23],
researchers presented the application of mined behavioral patterns to develop machine
learningmodels to identify depression with higher accuracy. However, Games app usage
data was unexplored as features for the models. Our findings suggest that as Games
app category’s behavioral patterns are linked with depression, this app category’s data
can be leveraged to develop better computational models for real-time identification of
depressed individuals.

From our developed Bayesian network, we found that the duration per Games app
launch data has the maximum outgoing edges, and also this node is directly linked with
depression. Hence, this can be a plausible target for limiting Games app usage behavior
and also lowering depression. This finding extends the recent study on psychological
problems where researchers discussed the interaction of depressive symptoms [3] pre-
senting a plausible target for intervention. Moreover, as we found that the higher Games
apps usage duration per launch had a negative relation with depression, Games devel-
opers may take this into account for the well-being of the students. They may integrate
different interventions (e.g., intervention through the input [13]) which was found to be
effective in minimizing app usage. But the Games should have the option to integrate
students’ self-defined rules since pre-defined intervention can create frustration [13].

5 Limitations

This study is limited by a small number of Games app users (N= 60) and 7 days’ Games
app usage data. In addition, due to having fewer participants in each sub-category of
Games, we could not explore the sub-categories to analyze the relation with depression.

6 Conclusion

Using the objective app usage data, we explored the relation between depression and
Games app usage behavior. From the Bayesian network-based analysis, we found that
the relation is not in a single direction. Also, our mined class association rules through
the CBA algorithm showed that depressed and non-depressed students have unique
behavioral patterns. Insights from our findings can be potential for the caregivers to
be aware of the negative impact of Games app usage. Researchers, developers, and
healthcare professionals can also use these insights to design systems for well-being.
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Abstract. In recent years, new treatments have become available which have
improved survival rates in lung cancer patients. One promising treatment option
is the rapidly growing field of oral targeted therapies, which employs drugs that
interfere with specific molecules involved in the growth, progression, and spread
of cancer. However, these therapies can cause a variety of symptoms and adverse
events that can impair quality of life. mHealth technologies may help individuals
with lung cancer better track their side effects and manage medications on a day-
to-day basis. However, understanding patients’ attitudes toward smart devices
such as smartphones, smartwatches, and smart pill bottles, as well as their specific
needs when using these devices, is critical before design and deployment studies
of medication adherence can be carried out. In this study, we conducted interviews
with 9 individuals with stage III-IV lung cancer at a National Cancer Institute-
designated comprehensive cancer center in the Mid-Atlantic region of the United
States to assess the feasibility of using such devices for managing medication and
medication related side-effects.We evaluated patients’ attitudes towards the design
and function of smart devices and how these devices fit into their daily life. Our
resultsmay help clinicians and researchers to co-develop effectivemHealth system
deployments for side effect and medication management in oncology populations.

Keywords: mHealth · smartphone · medication adherence · side effect · cancer

1 Introduction

Lung cancer is the second most common type of cancer and the leading cause of cancer
death worldwide, with over 2 million cases newly diagnosed each year [14]. The sig-
nificant impact of lung cancer on the global population has led to the development of
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new targeted oral anticancer medications, which patients tend to prefer for their conve-
nience over intravenous chemotherapy [6, 26]. While promising for survival outcomes,
these new therapies are commonly associated with adverse events (AEs) such as rashes
or edema. AEs can lead to worsening symptoms, dose reductions, and even medication
discontinuation if left undetected or untreated [4]. Researchers and clinicians are increas-
ingly seeking more accurate ways to track medication-taking, monitor side effects, and
detect possible AEs among patients taking oral anti-cancer medications at home, such
as individuals with lung cancer.

Devices, such as smartphones, wearable sensors (e.g., smartwatches) andmedication
eventmonitoring systems (MEMS), enable direct, unobtrusive collectionof clinically rel-
evant behaviors in-situ.Mobile health (mHealth) and human-computer interaction (HCI)
studies have shown that these “smart” devices are less prone to errors than traditional
self-reports [2] and have established the usefulness of smart devices for medication and
symptom tracking in daily life [3, 19].At the intersection of HCI, mhealth, and oncology,
smart devices have been shown to encourage medication adherence to oral chemother-
apy [15], help patients feel more in control and informed about their care [11, 20, 21],
and help clinicians feel better able to monitor patients’ symptoms and tailor treatment
accordingly [21]. However, the use of smart technologies for medication and symptom
tracking in practice is not without its challenges. A 2017 study of medication adher-
ence technologies such as smartphone apps among older adults showed that adherence
was impacted both by participants’ schedules and the symptoms they experienced [19].
Further, a study of medication tracking among patients with atrial fibrillation uncovered
issues such as the inability of smart pill bottles to integrate into patients’ existing routines
[25]. These challenges highlight the importance of further investigation into patients’
perceptions of smart device use during treatment.

Despite the promise of smart devices for symptom and medication management, the
majority of studies in mHealth and oncology have focused on physical activity tracking
for breast cancer patients [13, 16]. Comparatively few studies to date have focused
medication and symptom tracking. Perhaps even fewer have focused exclusively on lung
cancer patients, with a handful of notable exceptions. LuCApp is a mobile application
for patients with lung cancer that sends automated reminders to complete symptom logs
as well as questionnaires related to quality of life and support needs [5]. A proposed
randomized controlled trial for the app will examine the impact of side-effect tracking
on quality of life. A randomized controlled trial has also been proposed for SYMPRO-
Lung, a web application for lung cancer patients that leverages patient-reported out-
comes (PROs) for symptom monitoring [1]. We draw inspiration from these and other
works as we address the following research question (RQ): What attitudes do patients
with lung cancer have toward smart device use for managing their medications and
tracking their symptoms? In this paper, we present the results of a cross-sectional,
qualitative study in which we conducted semi-structured usability interviews with 9
individuals with stage III-IV lung cancer receiving treatment at a large university cancer
center in the Mid-Atlantic region of the United States. Our results give insight into
patients’ preferences and priorities regarding the use of smart devices as part of their
self-management routines during cancer treatment.
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2 Methods

This studywas approved by the Institutional ReviewBoard for Health Sciences Research
(IRB-HSR) at our university, and the study was conducted in accordance with the Dec-
laration of Helsinki and Good Clinical Practice standards. Patients provided written
informed consent prior to enrollment and participation.

2.1 Recruitment

Using purposive sampling, we recruited patients at a National Cancer Institute (NCI)-
designated comprehensive cancer center in the Southeastern United States. All patients
were 18 years of age or older and were being treated for advanced stage non-small cell
lung cancer (NSCLC) with EGFR mutations or ALK gene rearrangements and were
receiving oral targeted therapies (tyrosine kinase inhibitors [TKIs]) as part of their treat-
ment. Patients were first identified for inclusion by the sixth and seventh authors, who
are practicing oncologists. The first author attempted to contact prospective participants
both in clinic and via telephone calls, and provided interested individuals with a secure,
electronic consent form to sign. We approached 40 patients in total, 23 of whom either
explicitly declined prescreening or were unreachable after one or more attempts to con-
tact them. 17 patients agreed to prescreening, and 11 ultimately consented to participate
in the study. Two participants did not respond to study coordinators’ efforts to schedule
the study interviews after consenting, bringing the final number of participants to 9.

2.2 Data Collection

Using a standardized interview guide, we conducted semi-structured interviews with 9
participants between September 2020 and July 2021. Out of an abundance of caution
during theCOVID-19 pandemic, interviewswere conducted by one interviewer remotely
via a HIPPA-compliant version of Webex1 using a standardized semi-structured inter-
view guide. We administered a secure, online demographics survey via Qualtrics at the
end of each interview. The first interview (with P1) focused on smartphone use and an
interactive demonstration (demo) of a smartphone app emulator. P1’s interview informed
the design of subsequent interviews, which included an interactive demo of a smartwatch
app emulator and a researcher-guided demo of a smart pill bottle cap in addition to the
original smartphone app demo. In this section, we describe our process for each device
demo in detail.

Smartphone. We created a high-fidelity prototype of Sensus [27], a smartphone appli-
cation that gathers passively sensed indicators of human health and behavior (e.g., loca-
tion, heart rate, and skin temperature). In deployment studies, Sensus can also be used to
gather real-time participant feedback using ecological momentary assessment (EMA), a
method of gathering data in which participants are polled in real time in order to avoid
recall bias [22]. EMAs are commonly delivered via digital methods such as text mes-
sages or push notifications from mobile apps. We created a Sensus study protype with

1 WebEx; https://www.webex.com/.

https://www.webex.com/
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Fig. 1. Sensus prototype showing EMA survey about symptoms.

EMA surveys about participants’ quality of life (e.g., sleep, symptoms, and side effects)
and day-to-day activities (e.g., location and socialization). We then loaded the Sensus
protocol via Appetize.io2, an app demo platform for the web; the prototype is shown in
Fig. 1. During the interview, we used screen sharing to show participants how to scroll
and select questions within the prototype; this was necessary, as using a mouse for these
tasks is very different from swiping and tapping with one’s finger on a real smartphone.
We then asked participants to use the prototype via screen sharing to practice answering
the survey questions. Finally, we asked participants 15 follow-up questions that cov-
ered their perceptions about the experience of filling out surveys on a smartphone, the
relevance of the smartphone to their current medication management routine, and their
willingness to use Sensus on a smartphone for a long period of time.

Smartwatch. We used a web-based prototype of a smartwatch application (shown in
Fig. 2) that was preloaded with quality-of-life questions, as well as questions regarding
activities (e.g., “Are you exercising right now?”). We explained to participants how the
smartphone could be used to send EMAs and notifications to the smartwatch. We then

2 Appetize.IO; https://appetize.io/.

https://appetize.io/
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Fig. 2. Smartwatch app prototype showing EMA survey about symptoms.

asked participants to use the smartwatch app prototype via screen sharing to practice
filling out EMAs. Finally, we asked participants 15 follow-up questions that covered their
perceptions about the experience of filling out EMAs on a smartwatch, the relevance of
the smartwatch to their current medication-taking routine, and their willingness to use
the app on a smartwatch for a long period of time.

Smart MEMS Cap. For the final segment of the interview, we used screen sharing to
demonstrate the use of the RxCap3, a bluetooth-enabled MEMS cap that records each
time the cap is unscrewed as a medication-taking event. Since most participants had not
seen or used a smart pill bottle before, we first explained the purpose and function of the
cap.We then showed participants how one would remove the cap to take medication, and
how the cap would blink and beep upon removal. We also explained how the cap could
be connected to an application on the user’s smartphone to help keep track of when they
took theirmedication. In order to gain a better understanding of participants’medication-
related needs, we asked questions about the types of medications participants were
currently taking, the frequencywithwhich they took them, their preferred storagemethod
(e.g., pill box; original bottle) and location (e.g., in the bathroom; on a nightstand),
and what kinds of alerts or reminders they used to help them remember to take their
medications (e.g., app; phone alarm) We then asked 15 follow-up questions about the
relevance of the cap to their currentmedicationmanagement routine and theirwillingness
to use a smart pill bottle to store their medications for a long period of time.

3 RxCap; https://rxcap.com/.

https://rxcap.com/
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2.3 Data Analysis

Interviews lasted between 30min and 1.5 h andwere audio recorded. The first and second
author transcribed the interviews verbatim. The first author then applied initial codes
from the interview transcripts to develop a preliminary code-book. She then worked with
the second, third, and fourth authors use an iterative, inductive approach to refine the
initial codes, develop new codes, and extract the overall themes. Iterations continued
until all coders reached consensus.

Demographic data were gathered and analyzed by the first and second author, who
extracted the data from the secure Qualtrics survey and ran descriptive statistics (e.g.,
means, standard deviation, frequencies) using Microsoft Excel.

3 Results

3.1 Participant Demographics

Participants’ ages ranged from 33 to 86 years (μ = 60.2 years; σ = 15.8 years), with a
gender distribution of 6:3 (female: male). Most participants self-identified asWhite (8/9;
88.9%), with one participant indicating they were Asian (1/9; 11.1%). Among those who
reported their ethnicity (8/9; 88.9%), one participant reported being ofHispanic ethnicity
(1/8, 12.5%). All participants (9/9; 100%) had been diagnosed with lung cancer at least
6 months prior to the study. Among those who reported their lung cancer stage (8/9;
88.9%), the majority were diagnosed with stage IV (7/8; 87.5%), followed by stage III
(1/8; 12.5%). One-third were former smokers (3/9; 33%). Among the former smokers,
the mean number of years of tobacco use was μ = 21.7 years (σ = 2.4 years).

3.2 Interview Study Findings

Participants’ attitudes, concerns, and needs regarding smart device use spanned four key
thematic areas: device and application design, lifestyle, and abilities, and obligations. In
this section, we delve into each of these themes in detail to answer our original research
question (RQ): What attitudes do patients with lung cancer have toward smart device
use for managing their medications and tracking their symptoms? In this section, we
present participants’ attitudes and concerns toward the individual devices as well as
their needs and preferences for notifications they might receive from any device. We
also describe how participants’ personal and social obligations affect their willingness
to use smart devices. Finally, we highlight the roles of self-efficacy and obligation to
self and others in motivating smart device use.

Device and Application Design. Smartphone and Smartwatch. Participants appreci-
ated the smartphone and smartwatch for their compact size and ease of use. Both P1 and
P11, for instance, expressed a preference for the smartphone over bulkier technologies. In
P11’s words, “It doesn’t force me to have to go to the computer.” While the smartphone
was familiar to most participants, the smartwatch was not, and participant opinions on
the smartwatch were divided. Some were drawn to the smartwatch because they could
input data directly on their wrist in a discreet way. P4, for instance, described how his
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personal smartwatch was useful for discreetly checking messages while at work. P11,
however, worried that smartwatch notifications in particular were a privacy risk. Given
that the watch must be worn at all times rather than kept aside in a purse or pocket, the
watch has the potential to draw unwanted attention to private messages in social settings:
“Notifications will bother me more on my watch than on my phone…I’m not sure if I
would like going out for dinner, and all of a sudden noticing that my wrist is lighting
up with a message and somebody across the table says, oh, you have a message in your
wrist… [Or] what if I’m having an important meeting with somebody?” P4 also found
the smartwatch somewhat intrusive (despite regularly using his own), and preferred to
keep the device in the background as much as possible: “It requires an answer right
then and there. Personally I don’t like inputting [data]. I see [the watch] as more of a
way to receive information.”

Participants also mentioned several design-related needs and concerns, with regard
to the smartwatch and smartphone. Some worried the surveys were too long and would
become cumbersome, or that the device’s battery might drain too quickly due to running
an app. Attitudes about device size were divided; one participant found the smartwatch
screen too small and hard to navigate, while another, P6, found the watch to be too big for
regular use: “I’m not a big fan of wearing much on my wrist..I would be inclined to forget
wearing it, I’m afraid, because it’s bulky… I do not like intrusive technology.” Several
participants wanted changes to the surveys, including more aesthetically-pleasing color
schemes and the ability to comment on the frequency of their symptoms. Participants
also wanted to complete surveys at their own time and pace, with several wanting to set
their own notification schedule.

Pill Bottle. Of the three smart devices we studied, the smart pill bottle received the least
support from participants. Most participants were taking multiple prescription medica-
tions in addition to multiple vitamins and supplements, and disliked the smart pill bottle
because it could only hold one type of pill at a time. As P11 described, they tended to
prefer divided pill boxes for everyday use: “I think the box that has the separated days
would be more useful because it would be recording not only that you took it, but [when]
you took it…So the data that you would record would be more complete.”

Notifications. In general, participants valued their privacy and peace. Theywanted notifi-
cations to be unobtrusive and discreet, especially in public settings such as theworkplace.
Participants’ preferences, in this regard, were very personal. Some participants preferred
to leave most notifications off and found them “annoying”. P8 was willing to receive
vibrations only, in keeping with his work obligations: “A vibration is best, because a lot
of times I’m in management meetings. Obviously, we all have our phones turned down.”
Others, such as P7, were willing to receive audible “dings” on any device, provided they
were not overly loud or repetitive: “I would want it to be quieter and more subtle, …and
also not persistent. So one notification is fine, [but] five notifications would not be fine…
I would not want to have to keep seeing it. I’m [also] notorious for clearing out my
notifications, and in fact I turn off a lot of my notifications because it’s a privacy issue
to me.” P6 expressed a similar preference: “I set my alarms for my meds so I would
definitely [want notifications]…I would probably have it be a single ding…I don’t want
anything irritating like ‘DA, DA, DA, DA!’ Just like a single ding would work.”
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Several participants also expressed a desire for survey notifications to be integrated
with their electronic health record apps, so that all their health-related notifications
showed up in one place. For example, P4 described how he would be more likely to take
surveyswhen checking for appointments inMyChart4, a popular electronic health record
(EHR) application. Importantly, participants wanted to receive notifications only when
absolutely needed, given the burden of time their cancer treatment already placed on
them. For instance, P11 described how her view of time had changed since her diagnosis
and re-emphasized that notifications should be minimally disruptive, especially during
family and personal time: “When you have cancer, too many things seem too trivial,
and you want to concentrate every day on using your time in the best possible manner.
So it’s funny, I’m now quite bothered by all these notifications that come to me about
celebrities…but I do want to get notifications if my sons do something. So I think it
depends. I would say not too many; enough notifications that we can do this [study], but
not unnecessary notifications.”

Lifestyle. Participants’ lifestyles heavily influenced their attitudes towards smart device
use. P6, echoing many other participants, cited her familiarity and current use of smart-
phones as a reason they would be willing to use the Sensus app as part of a future study:
“Like a lot of people, I use my phone more than any other device.” Participants were
less familiar with the smartwatches. Even P4, who owned a smartwatch, was concerned
about learning to use a different type of smartwatch when he already owned one that
worked well for him: “I wouldn’t like it. I prefer my watch and the features my watch
has, I’ve already gotten used to it. I wouldn’t want to learn a whole new system, and I’m
assuming if it’s a research watch I wouldn’t be able to install any of my own apps on the
watch anyways.”

Participants’ schedules and levels of flexibility varied, though most concluded that
they weremore available on weekdays than onweekends.Weekends were often reserved
for family time and other social activities (e.g., hosting friends or attending church
services). For instance, P1 described the importance of time with her husband: “We’re
out hiking or doing projects. I’m less likely to think about doing something like a survey.”
Similarly, P6 did not want to be interrupted during her valued social time: “Generally
we are busier on the weekends with catching up with friends and family…I set an alarm
on my phone for taking my medication, and then honestly if we’re out socializing, I
end up snoozing the alarm and snoozing the alarm… I take it within an hour or two.
But… [at] nine o’clock on Saturday night I don’t generally want to be interrupted with a
reminder about something, and I think I’ll feel the same way about the surveys.” Several
participants also mentioned that their activities could put them out of range for receiving
push notifications from a study device (e.g., alarms or reminders to take a medication
dose). For instance, before the COVID-19 pandemic forcedmany people to stay at home,
P8 liked to go hiking on the weekends in remote areas with little-to-no cellular service:
“Right now we’re all hunkered down [during the pandemic]. I used to be out of range
of any technology if I was skiing or backpacking. I could be gone for 13 days, out of
range.”

4 MyChart; https://www.mychart.com/.

https://www.mychart.com/
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Throughout the interviews, participants repeated their commitment to habits and
routines as a major influencing factor on their attitudes toward smart devices. Several
participants, such as P6, reported that using the devices would “just become a part of a
daily routine”. P9 even likened smart device use to taking medicine regularly: “What’s
the difference of using the app every day and then using the medicine every day? I
don’t know if there would be a difference.” While participants felt the smartwatch and
smartphone could fit into their existing routines, they did not feel the same way about
the pill bottle. The reasons participants gave for not wanting to use the pill bottle were
as much of a lifestyle concern as a design concern. Namely, managing multiple pills
had driven participants to establish longstanding, personalized medication-management
routines that already worked well for them. P2 put it simply: “I don’t need [the smart
pill bottle] – “I have no problem with what I’m doing now.”

Abilities. Participants exhibited varying degrees of self-efficacy with regard to using
smart devices as part of their medication management routine. P2 noted that, while she
was confident, she could use the real, physical devices, the screen size and difficult
scrolling in the online prototype were challenging for her. Others, such as P1, expressed
confidence in their own technical skills, but were doubtful that other people, especially
in older age groups, would be able to use the devices: “I don’t think I would have any
problem at all using it. I could see if it was my mother, I would have to train her how to
use it. But the way it’s set up, for anyone that uses apps, it’s pretty obvious what to do.”
Still others believed they would need significant support from the study team or another
support person. For instance, P7 asked, “Are you going to train me really well in how to
use that smartwatch?” P3 believed she could use the smartphone if she received outside
help from her grandchildren or a tutor: “I might even hire a tutor to help me…I’m not
that great on a smartphone for sure.”

Obligations. Besides force of habit, participants cited obligations to their doctors and to
themselves as a factor influencing their willingness to use devices. Participants took great
pride and responsibility in managing their health as best they could during treatment.
They valued smart devices for their ability to track symptoms over time and wanted the
ability to share this information with their providers. For instance, P1 described how an
app could help her keep an accurate record of her symptoms and side effects to present
to her oncologist: “I’m not going to call my doctor and say, oh I had a mouth sore
today. But if I had an app, if I was supposed to use it every day, I would put it into the
app.” Likewise, P7 would be willing to fill out surveys more frequently if it helped with
symptom management: “If [there were] questions that I felt like were important for me
and my doctor to know, I would do it five times a day… I would do it… if I thought it
would help manage my symptoms.”

4 Discussion

Our study highlights a number of considerations and challenges for designers at the
intersection of mHealth, medication adherence, and oncology. Participants’ openness to
using certain devices may be mitigated by their familiarity with the device, confidence
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in their technical abilities, work and social obligations, and even their fashion prefer-
ences. Moreover, fundamental challenges, such as whether participants will be available
and within range for receiving push notifications, will necessarily influence the design
and deployment of medication management technologies. Based on these findings, we
present several practical design considerations in the following sections.

4.1 Give participants agency over their notifications

Notifications and reminders to take one’s medication play an important role in interven-
tions for individuals with cancer. Prior work has demonstrated the feasibility of using
information from smart devices to inform the delivery of missed dose messages via
EHRs, such as MyChart [25]. This approach is a promising step towards more person-
alized notifications and interventions. Prior research with cancer patients taking oral
chemotherapy has emphasized the importance of taking the user’s schedule into account
when delivering reminders [23]. In a similar vein, participants in our study overwhelm-
ingly expressed a desire to control the timing and format of notifications as a condition
of using the smart devices in their regular medication-taking routine. We recommend
that designers of smart device applications for medication management give partici-
pants a range of options for customizing their notification frequency from within the
app. Designers might consider setting a default schedule based on times of day most
commonly associated withmedication taking and alertness, then enabling participants to
customize this schedule as needed. For instance, 8 AM and 8 PM often correspond with
morning mealtimes and evening bedtime routines, respectively. Ideally, users would be
presented with a screen that allows them to set the exact day(s) and time(s) they would
like to receive notifications, as well as the type of notification (e.g., vibration, beep, or
banner) for each day and time. Giving participants agency over their notifications in
this manner is a small cost for designers, but a major step toward protecting participant
privacy and ensuring notifications are well-integrated into participants’ daily routines
(rather than intruding on them).

4.2 Advocate for Better Avenues for Secure Sharing of Patient-Entered Data
with Clinical Care Providers

Prior works have established patients’ openness to sharing information such treatment
satisfaction and adverse effects with their clinicians via apps, provided that the informa-
tion can be used to complement their treatment [12]. Our participants shared this attitude.
Given the significant physical and emotional toll of their lung cancer treatment, partici-
pants had a vested interest in being able to review and share as much of their passively-
and actively-sensed health data as possible with their doctors. Researchers have called
for better infrastructure for secure information sharing between patients and providers in
the context of mHealth for cancer care, given the limitations of current modalities [18].
Yet, this remains an open challenge. Electronic Health Records (EHRs) are the gold
standard for health information and records management in our digital world, yet they
are primarily designed for displaying information entered by clinical care providers (e.g.,
patient lab values and test results) and for facilitating basic secure messaging between
patients and providers. EHRs in their current formare not equipped to receive and process
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information from consumer devices, such as smartwatches, or from custom medication
and symptom tracking apps, in part due to strict requirements imposed by laws such
as HIPAA [9] and the HITECH Act [8]. Moreover, building a standalone application
that securely transmits patient-entered data to the patient’s healthcare provider via an
existing EHR platform would be an enormous challenge. Such an application would
not only need to comply with current market standards for secure health information
sharing, such as Health Level 7 (HL7) [10], but would require direct collaboration with
leading EHR vendors. Additionally, such an application would need to navigate the gaps
left by HIPAA with regard to digital healthcare tools [24].

Designers seeking a short-term solution for patients who wish to share information
with their doctors could provide in-app visualizations at different timescales, such as
daily charts of the times of day a patient took their medication, or weekly and monthly
graphs of adherence percentages over time. These should be easily-exportable to images
that participants could save to their smartphone and share with their doctors manually
in-clinic during routine appointments. Designers taking this approach should consult
with both patients and clinicians when designing such visualizations, to ensure they are
clear and concise for both parties. As a long-term solution, designers should consider
advocating for improved guidance on patient-to-clinician information sharing via digital
technologies, at the national level, and should seek out long-term collaborations with
EHR vendors and smart device manufacturers where possible.

4.3 Ensure Participants have Access to Adequate Support Resources During
Deployment Studies

Prior work in mHealth has shown that patients with lung cancer may feel they are lack-
ing sufficient support and self-management skills, in regards to their disease [17]. Sev-
eral participants echoed these concerns specifically with regard to using smart devices.
Indeed, many expressed a hesitancy to use smart devices due to their perceived lack of
technical proficiency. Participants also expressed a need for extensive support from the
study team, should they choose to use the smart devices in a future deployment study.
To increase participants’ confidence, we suggest providing a comprehensive technology
use manual and other written educational materials that describe how to use each study
device.We also recommend that study teammembers review these materials with partic-
ipants, and provide in-depth demonstrations of each device. We note that technological
concerns are likely to arise during deployment. To adequately address these concerns,
we also recommend providing the participant with a specific study contact designated
to addressing and supporting individual technology needs.

5 Limitations

This study is novel given its focus in evaluating perceptions of smart technology
among individuals living with advanced lung cancer. However, it does have limitations,
including the small sample size. We faced several recruitment challenges during this
study. Cold-calling potential participants was largely unsuccessful. Among those who
responded to cold calls or were willing to speak to us in clinic, most declined. Their
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reasons included disease burden (e.g., fatigue from treatment), busyness due to partici-
pating in other research studies, and lacking a computer for the study interview.Whether
these challenges were unique to our study population is outside the scope of this paper;
however, we recommend that future studies cast a broad recruitment net across multiple
treatment facilities if possible.

Like most studies conducted during the COVID-19 pandemic, we also faced chal-
lenges in adapting our study activities to be fully remote. While we were able to conduct
recruitment in clinic by taking many precautions such as masking, we opted to conduct
the interviews remotely to reduce the risk of transmission of COVID-19 to participants.
This decision fundamentally altered who we enrolled in the study. Our remotely con-
ducted interviews required a personal computer (PC) with a mouse and microphone,
preventing those without a PC from participating. Moreover, those who did participate
did not get the in-person experience of physically interacting with the study devices.
Additionally, we struggled to recruit a racially diverse sample. We also urge researchers
in the field to continue to increase efforts to recruit diverse participants. Given the sig-
nificant racial and social disparities present in the incidence of lung cancer [7] and other
diseases, diverse samples are necessary for designing mHealth tools that serve as many
patients as possible.

6 Conclusion

In this study, we presented finding from interviews with 9 individuals with lung cancer
on patients’ attitudes and needs towards mHealth devices for side effect and medication
management. Our findings shows that patients’ motivations for using these devices are
dependent on a number of important factors, including the devices’ design, patients’
lifestyles and existing habits, their unique abilities and feelings of self-efficacy, and their
preexisting obligations. These findingsmay help clinicians and researchers to co-develop
effective deployments of mHealth systems for side effect and medication management
in oncology populations. Specifically, our results will help study developers to identify
which features patients findmost valuable for specific “smart” devices, such as the ability
to view and download one’s data from a mobile app. More work is needed to see if our
results and implications for design overlap with findings for other oncology populations.
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Abstract. Menopause is a phase in a woman’s lifecycle, which is considered to
have occurred when a woman does not have a menstrual period for 12 consecu-
tive months. Despite being perceived just as a biological phenomenon, a woman
experiences several psychosocial symptoms along the way as she transitions into
menopause, which begin well before the cessation of menstruation and sometimes
continue to exist even after the onset of menopause, making it a 2-to-7-year jour-
ney. Ongoing research on women’s health in the Human Computer Interaction
(HCI) research community has led to an increasing number of works focusing on
the intervention of technology in women’s health, including a rising interest in
designing technological interventions for menopause. With approximately 6000
women reaching menopause daily in the US, there is a need to understand the
design space of technological interventions for menopause by surveying prior
studies, to eventually contribute towards designing technologies for menopausal
women. This paper presents a systematic review of prior studies on technolog-
ical interventions for menopause. The aim of the review is to (1) Understand
how prior studies have approached the design of technological interventions for
menopause (2) Identify the technological features and goals of the interventions
proposed by prior studies (3) Identify the symptoms (physiological/psychosocial)
being addressed by the proposed interventions. A systematic review of 12 papers
collected from the ACM Digital Library highlights the characteristics of prior
studies on technological interventions for menopause, such as type of study, study
design and interventions that are discussed in the study. Based on the findings, we
discuss aspects that were comprehensively studied, potential design implications
for interventions for menopause along with limitations of the current study and
opportunities for future research on technological interventions for menopause.

Keywords: Menopause ·Women’s health · Human Computer Interaction

1 Introduction

Menopause is a phase in a woman’s lifecycle, which is considered to have occurred when
a woman does not have a menstrual period for 12 consecutive months [15]. Research has
shown that about 6000 people reach menopause daily in the US [2], usually between the
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ages of 45 to 55. Common symptoms associated with menopause include hot flushes,
night sweats, reduced sex drive and headaches [7]with early research addressing themost
common symptom of hot flush using hormone replacement therapy [15]. Despite being
perceived just as a biological phenomenon, a woman experiences several psychosocial
symptoms along theway as she transitions intomenopause.Menopausal symptoms begin
well before the cessation of menstruation and sometimes continue to exist even after the
onset ofmenopause,making it a 2-to-7-year journey before reachingmenopause [2]. This
has led to the division of menopause into stages, with most of the symptoms occurring
during themenopausal transition stagewhich is the phase between the onset ofmenstrual
irregularities and menopause [15]. Research aiming to understand technology’s support
formenopausalwomen have claimed the need for technologies to facilitate social support
[12] and to enable communication among women and Health Care Practitioners (HCPs),
along with sharing information regarding menopause and self-care strategies [2]. As a
result, menopause has been a growing area of interest for technological interventions
[11].

Technological interventions have been influencing women’s experiences with their
bodies and health. With women’s health research gaining traction in the HCI research
community, an increasing number of works focus on designing and evaluating techno-
logical interventions for several women’s health issues. Much of the works focus on
menstrual health [8, 9] and maternal health [3, 16, 20, 25] followed by menopause [14,
19] and vaginal health [1]. Menstrual trackers are the most widely designed and eval-
uated menstrual health intervention, with works examining menstrual tracking appli-
cations to understand women’s menstrual cycle tracking practices [8] and designing
better menstrual tracking systems [9]. Interventions for maternal health include design-
ing for breastfeeding [3], designing mobile health applications to support women during
pregnancy [16, 25] and designing for emotional well-being of pregnant women [20].
Despite being fairly recent, works on technological interventions for menopause include
proposing mobile health (mHealth) applications for menopause such as a menopausal
period tracking system [14] and a persuasive coaching application for self-care during
menopause [19]. Other forms of technological interventions proposed for menopause
include wearables such as smart cooldown bra [23] and smart spaces using ubiquitous
computing [4] among others.

With a growing interest in designing technological interventions for menopause,
there exists a need to systematically review related literature in theHCI research commu-
nity, aimed towards understanding the landscape of technological interventions designed
or proposed for menopause and identifying opportunities for designing better technolog-
ical interventions for menopausal women. While prior works within the HCI research
community include systematic literature reviews of technological interventions for chil-
dren with special needs [5] and health technologies for families [17], there is a dearth of
works that systematically review literature on technological interventions formenopause.
Informed by the body of literature that showcases the value of a systematic review, we
propose a review of prior studies that combine menopause and technological interven-
tions, in order to explore the design space of technological interventions for menopause.
In this paper, we present findings from the review of 12 papers (the process of identifying
this collection of 12 papers is detailed below) focused on technological interventions for
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menopause, systematically collected from the ACMDigital Library. The contribution of
this systematic review is to characterize prior studies on technological interventions for
menopause by identifying the technologies used, their features, goals of interventions
(particularly the type ofmenopausal symptombeing addressed) aswell asmethodologies
adopted during the design process. The broader aim is to showcase how menopause is
framed by prior studies proposing or designing technological interventions, contributing
towards the mitigation of medicalization of menopause [4, 6].

2 Methods

The systematic review of technological interventions for menopause was a four-step pro-
cess, beginning with a comprehensive search for related literature in the ACM Digital
Library database followed by screening of the collected data to finalize the corpus for
analysis. The following criteria were key to choosing a paper during the screening pro-
cess (1) The paper must target menopausal women (2) The paper must include a design
or proposal of technological intervention for menopause (3) If no technological inter-
vention was designed or proposed, the paper must include implications or guidelines
for designing technological interventions for menopause. The data collection process
involved reviewing the finalized papers and collecting information particularly related
to the study methodology, context and technological intervention being designed or pro-
posed. The final step involved analyzing the data aimed towards answering the research
questions (RQ). The following research questions guided this systematic review, dur-
ing the collection and assessment of characteristics of prior studies on technological
interventions for menopause:

• RQ1: What are the types of technological interventions designed or proposed for
menopausal women?

• RQ2:What symptoms (physiological/psychosocial) have been explored in the design
of technological interventions for menopausal women?

• RQ3: How have prior studies approached the design of technological interventions
for menopause?

2.1 Database Search

As technological interventions for menopause designed or proposed within the HCI
research community was the focus of this review, ACM Digital Library was chosen as
the relevant database. With interventions for menopause falling within the broader area
of interventions for women’s health, a quick search was performed to assess the amount
of data available within the database. The search targeting women’s health and tech-
nological interventions within the ACM Digital Library - Full Text Collection resulted
in a smaller corpus (78 publications falling between the years 2011 and 2022). For a
comprehensive review, the search was expanded to ACMGuide to Computing Literature
which resulted in a slightly larger corpus (91 publications falling between the years 2007
and 2022). As a result, the larger ACM Guide to Computing Literature database was
used to search for literature related to technological interventions for menopause.

The primary search consisted of an iteratively developed boolean search string, con-
taining a total of 18 terms combined with AND/OR operators, distributed across the key
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categories of menopause and technological interventions. For instance, terms related
to menopause included “menopausal women”, “midlife women” and “perimenopause”
to name a few. Whereas terms related to technological interventions included “digital
health”, “health technologies” and “FemTech”. Since the corpus related to the broader
category of women’s health was small to begin with, no constraints were imposed related
to the publication years or publication venue. The resulting corpus consisted of 65 publi-
cations, falling between the years 2005 and 2022. Since prior review of literature related
to women’s health interventions revealed the frequent use of mobile health (mHealth)
as an intervention technology, a secondary search was done, specifically looking for
mHealth technological interventions for menopause. The search string included the pre-
vious terms related to menopause and instead of terms related to technological inter-
ventions, specific terms related to mHealth such as “mobile health”, “mobile app” and
“mobile health application” were used in the boolean search string. To avoid repetition,
the search excluded publications related to menopause and technological interventions.
The resulting corpus from the secondary search included 34 publications (after removing
duplicates). At the end of the database search, a total of 99 publications were moved to
the next step of title, abstract and full text screening.

2.2 Screening Process

The first step in the screening process was to review the total set of 99 publications
for availability of full text. This was conducted since a comprehensive search within
the ACM Guide to Computing Literature database resulted in extended abstracts being
included. Having excluded 6 publications, owing to the unavailability of full text, 93
publications were moved to the title screening step. Publication titles were reviewed for
relevance to menopause and technological interventions. Since the corpus was compara-
tively small, only the completely irrelevant titles, that were neither related to technologi-
cal interventions nor narrowly related tomenopause, were excluded during the screening
process. This step led to 82 publications screened for their abstracts which involved read-
ing abstracts of the chosen publications. The publications whose abstracts were directly
related to menopause or designing technological interventions for menopause were
moved to the full text screening step.While abstracts completely unrelated tomenopause
resulted in the publications being excluded, several abstracts addressed women’s health
issues more broadly, thereby showing potential to be related to menopause. This resulted
in publications related to broader women’s health issues also being moved to the next
step, resulting in a total of 29 publications being included in the full text screening
process. A comprehensive review of the full text of the chosen publications resulted in
the final corpus containing 12 publications, ranging between the years 2015 and 2021.
Figure 1 shows the process followed during the systematic review that led to the final
corpus.

2.3 Data Collection

To curate the corpus for data analysis, each publication was reviewed, and key pieces of
information related to the study were extracted. This included details regarding the type
of study, study design, empirical data being used by the study (along with participant
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Fig. 1. PRISMAflow diagram showing the number of publications at each stage of the systematic
review

demographics) and details regarding the technological interventions being designed or
proposed. Publications that did not include design of technological interventions, empiri-
cal data or those that included just implications for designing technological interventions
for menopause, were flagged for exception despite their key information being recorded.
Table 1 shows the corpus of papers on technological interventions for menopause, sorted
in ascending order by year, that this literature review is based on.

2.4 Data Analysis

Data analysis involved analyzing the key pieces of information curated during the
data collection process and associating them with the research questions, in search of
responses. Since the corpus was relatively small, the analysis focused on the charac-
terization of studies discussed in each paper rather than trying to analyze the corpus
quantitatively or qualitatively. The purpose of analysis was to understand the landscape
of ongoing research on technological interventions for menopause and generate prelim-
inary implications based on the results and guidelines disclosed by the studies being
reviewed. With the broader goal aimed towards understanding how the prior studies and



Exploring the Design Space of Technological Interventions for Menopause 589

Table 1. The corpus of papers on technological interventions for menopause.

Paper Author(s) Year Technological Intervention

Designing MHealth
Intervention for Women in
Menopausal Period

Lee et. al [14] 2015 Mobile health (mHealth) for
menopausal women’s wellness

Understanding Women’s
Needs in Menopause for
Development of MHealth

Lee et. al [13] 2015 Mobile health (mHealth) for
menopausal women’s wellness

Participatory User
Requirements Elicitation for
Personal Menopause App

Trujillo & Buzzi [21] 2016 Mobile application for
personalized coaching system
for menopausal women

Persuasive Design of a
Mobile Coaching App to
Encourage a Healthy
Lifestyle during Menopause

Senette et al. [19] 2018 Mobile application for
personalized coaching system
for menopausal women

Towards a Fuzzy Rule-Based
Systems Approach for
Adaptive Interventions in
Menopause Self-Care

Trujillo & Buzzi [22] 2018 Mobile application for
personalized self-care

Parting the Red Sea:
Sociotechnical Systems and
Lived Experiences of
Menopause

Lazar et al. [12] 2019 No technological intervention
design is being proposed

Inaction as a Design
Decision: Reflections on Not
Designing Self-Tracking
Tools for Menopause

Homewood [10] 2019 No technological intervention
design is being proposed

(Re-)Framing Menopause
Experiences for HCI and
Design

Bardzell et al., [4] 2019 Tracking and relieving stress
balls, Smart vibrator, Smart
mirror, Smart spaces using
ubiquitous computing

HCI and Menopause:
Designing With and Around
the Aging Body

Tutia et al. [23] 2019 Wearable smart cool down bra,
Mobile application for [23]
self-tracking, Interactive story
map, Adaptive gathering tool

Resisting the Medicalisation
of Menopause: Reclaiming
the Body through Design

Ciolfi Felice et al. [6] 2021 Smart textile wearable

Utopian Futures for
Sexuality, Aging, and Design

Schulte et al. [18] 2021 Wearable smart lingerie

(continued)
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Table 1. (continued)

Paper Author(s) Year Technological Intervention

Designing Interactive
Technological Interventions
for Menopausal Women

Warke [24] 2021 Web based menopausal digital
diary, Wearable interactive
jewelry

the designed or proposed technological interventions have framed menopause. Follow-
ing section presents the findings from the analysis of the collected corpus, sectioned
based on key information used for assessing each study.

3 Findings

This section reports findings from the systematic review of 12 papers focused on tech-
nological interventions for menopause. The sections are categorized based on the pieces
of information that played a key role in characterizing each study against the research
questions.

3.1 Type of Study

Following others [17], type of study in each paper was classified as formative, evalu-
ative or design proposal. Studies were considered formative if they discussed research
conducted to elicit design implications or guidelines for designing technological inter-
ventions formenopause. Evaluative studieswere those that evaluate and report the impact
of new or existing technological interventions for menopause. Papers were considered
to contain a design proposal study if they propose a novel design of a technological
intervention for menopause. Most of the papers reported a combination of studies, such
as formative and design proposals or design proposals and evaluative.

Among the 12 papers, only 4 papers discussed an exclusive type of study, with 3 of
them being formative suggesting guidelines for designing interventions for menopause
based on understanding menopausal women’s experiences [12, 14, 18] while 1 of them
containing design proposals [24] for technological interventions for menopause. A total
of 4 papers discussed studies that were both formative and design proposal, amongwhich
1 paper contained formative guidelines followed by designs proposed by the researchers
[13], 1 paper contained formative guidelines but design proposed by participants of
research [6], 1 paper discussed formative guidelines followed by design provocations
rather than proposals [23] and 1 paper contained speculative design proposals followed
by guidelines for designing interventions to enhance menopausal women’s experiences
[4]. Among the 12 papers, 2 of them included a design proposal and an evaluative study
containing a straightforward design proposal of an mHealth intervention followed by
evaluation of the same [19, 22]. There were 2 papers that were within an exception
category of formative and evaluative studies, with 1 containing formative guidelines and
use case for interventions for menopause which were evaluated by participants [21] and
the other taking a reflective approach in evaluating existing interventions for menopause
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and proposing inaction as a guideline for designing menopausal interventions [10]. Note
that some of the design proposals looked beyond using computational technology, as
they included design of textiles, services, and speculative scenarios among others.

3.2 Study Design

This section reports details regarding the study discussed in the 12 papers being reviewed.
Participant size and demographic characteristics are reported wherever available, with
participant involvement denoting the contribution that participants have towards the
design of technological interventions for menopause. Context of study and research
methodologies are included to curate the approaches that prior works have taken in
designing technological interventions for menopause.

Participant Size and Demographic Characteristics
Among the 12 papers reviewed, only 8 of them reported some form of empirical data
that involved participants. Within the 8 studies containing data related to participants,
2 pairs of papers and a group of 3 papers, were related. To elaborate, papers [13, 14]
were both related and works of the same authors, with [14] involving a total of 13
participants includingmiddle agedwomen between 45 and 60 and their familymembers,
located at South Korea, to curate guidelines for designing technological interventions
for menopause based on participant requirements and [13] proposing prototype of an
mHealth intervention for menopausal women, designed based on guidelines gathered
during the study discussed in [14]. Similarly, papers [4, 12] were related, with [12]
reporting findings from analysis of empirical data scraped from an online forum, while
[4] used the same to propose speculative interventions formenopause. The papers [4, 12],
despite not having direct participant involvement, contained analysis of 300 discussion
threads and 2065 corresponding comments, from covering approximately 72% of a
Subreddit menopause forum corpus. The papers [19, 21, 22] were all related to the
same study (divided into four phases) based off of Tuscan region in Italy, with [21]
eliciting initial requirements for a mobile application for menopause gathered from 26
women experiencing pre-menopause or menopause (the first two phases), [19] designing
a prototype based on the requirements gathered and evaluating the same with 14 women
(the third phase) and [22] developing the technical model for the mobile application
for menopause, involving a total of 34 participants (missing demographic information)
during the evaluation of model variables (fourth phase). Among the other 5 papers, only
3 papers reported on some form of participant data. The paper [23] reported on a study
involving 17 cisgenderwomen, recruited from socialmedia groups related tomenopause,
towards understanding participant requirements in designing technological interventions
for menopause. The paper [6] insisted on the value of participants being active actors
during the design process, by involving a total of 12 women between the ages 44 and 58
from one or more of the countries including Argentina, Sweden, Finland, and France,
across two phases, eventually leading to participants proposing designs of interventions
for menopause. The opinion paper [18] summarized a workshop exploring the role
of technology to support aging women with their intimate life, that involved active
conversations among participants and researchers, coming from a Western European
perspective, but the paper did not disclose the exact participant size. Further, papers
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[10, 24] had no form of participant data with [10] taking an autoethnographic, reflective
approach towards designing for menopause whereas [24] contained design proposals
without concrete empirical data.

Research Methodology
Research methodology adopted by each study was included in the review, to under-
stand how prior studies have approached the design of technological interventions for
menopause. From the review, it was evident that most of the studies took the efforts
to actively engage with participants’ experiences including eliciting their requirements
and ideas during the design and evaluation of interventions. For instance, papers [18,
23] discussed studies that adopted a participatory design approach to encourage partici-
pants to actively communicate their experiences and ideas using a speculative narrative.
Another form of participatory designmethod discussed, related to participants designing
interventions withmaterials provided during the study [6]. Some other commonmethods
adopted by several studies were focus group interviews [14, 21, 23] and semi-structured
interviews [6, 14, 23], both aimed towards gathering firsthand qualitative data from
participants’ experiences. The papers [4, 12] adopted a theoretical approach towards
analyzing secondary data collected from scraping, along with [4] using a speculative
design methodology to propose design interventions for menopause. Papers that were
exceptions involved unique methodologies including [19] that described an evaluative
study using thinking aloud protocol and [10] where the researcher reflected based on the
evaluation of existing interventions for menopause, to eventually decide not to design
technological interventions for menopause.

Participant Involvement and Context of Study
All studies that involved participatory design as a research methodology [6, 18] show-
cased ample involvement, with participants actively contributing towards the formu-
lation of design implications or towards the design of technological interventions for
menopause. Participant involvement was also observed in studies involving focus group
interviews [14, 21, 23] aswell as semi-structured interviews [6, 14, 23], as firsthand expe-
riential information from participants contributed towards the design of interventions for
menopause. Evaluative studies [19, 21, 22] also showcased participant involvement with
participants actively involved in evaluating use cases [21], evaluating prototypes [19]
where participants expressed their concerns related to data privacy and evaluating model
variables [22]. Exception papers related to participant involvement included paper [12]
that had secondary data collected from an online forum and papers [10, 24] that had no
form of participant data.

With respect to the context, studies involving participatory design, focus group inter-
views aswell as evaluationswere conducted in a design lab setting or researchers’ institu-
tionwith only one study [6] reporting that the semi-structured interviewswere conducted
including at the participants’ homes orworkplaces. The context of the studywas included
in the review to assess how much of menopausal women’s contextual information was
included during the design of technological interventions for menopause.

An overall observation from the review of participant data and study design showed
that efforts were being made to understand menopausal women’s experiences, by
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deploying participatory design research methods, either through firsthand participa-
tion or through secondary data, during the design of technological interventions for
menopause. The studies reviewed so far, however, suffered from the fact that inter-
ventions for menopause were predominantly west centered, revealing opportunities to
design technological interventions for menopausal women in the global south.

3.3 Technological Intervention

This section reports details regarding the technological interventions designed or pro-
posed by the 12 papers being reviewed. Details regarding the technological interventions
including the type of technology and features are reported wherever available. The sub-
section on goal of intervention is aimed towards assessing the symptoms being addressed
by the designer or proposed intervention, with a broader goal of understanding how the
interventions frame menopause.

Type of Technology and Features
Among the 12 papers reviewed, only 8 of them involved some form of technological
intervention being designed or proposed. With papers [13, 14] being related, the inter-
vention being proposed was an mHealth intervention focused on menopausal women’s
wellness, that allows menopausal women to record their menstrual cycle, provide per-
sonalized information from health professionals and social support. The papers [19,
21, 22] were also related to the same study, with the proposed intervention being a
persuasive mobile application that acts as a mobile coaching system for menopausal
women, automatically adapting to their personalized health needs. The paper [23] pro-
posed design provocations including wearable technologies such as smart cool down bra
and mobile application for self-tracking menopausal symptoms and sharing educational
information. Despite being a research proposal with no empirical data, the paper [24]
proposed a web based technological intervention, the menopause digital diary, to record
menopausal women’s daily personal stories. The paper also included a design proposal
for an interactive jewelry that takes the form of a wearable, for tracking quantifiable
menopausal symptoms. The paper [4] included proposal of smart vibrator, smart mirror
and smart spaces designed using ubiquitous computing, to cater to menopausal women’s
needs. Papers also included design proposals for interventions for menopause that are
beyond technology, details of which are discussed in the following sections.

Goal of Intervention
The review included the goal of technological interventions being designed or proposed,
in order to assess how prior studies have framed menopause, particularly based on the
symptoms such as physiological or psychosocial. As stated earlier, menopause has been
often perceived as a biological phenomenon with research proposing hormone replace-
ment therapy to address the most common menopausal symptom of hot flush [15]. The
assessment of the goals of technological interventions was approached with the pre-
sumption that works continue to reduce menopause to a set of biological symptoms.
However, our presumptions were proven wrong when most of the studies showcased the
efforts taken in addressing menopausal women’s overall well-being. This was particu-
larly the case with the papers [19, 21, 22] that focused on designing a mobile coaching
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application aimed towards self-care for menopausal women. The same was the case
with the papers [13, 14] whose aim was to design mHealth intervention for menopausal
wellness, though there was a lack of clarity on the definition of menopausal wellness.
In the paper [4] the authors clearly stated their belief that menopause is beyond physi-
ological symptoms and the same was evident in their design proposals that were aimed
towards addressing menopausal women’s overall well-being. Despite proposing a wear-
able for the specific symptom of hot flush, in the paper [23] the authors stated that the
focus of their design interventions is to design with and around menopausal women’s
overall well-being. The same was the case in the papers [6, 18] where the proposed
designs seemed to be related to overall well-being of aging women and enhancing their
menopausal experiences. In the case of [24], the proposed interventions were aimed
towards collecting menopausal women’s experiential and quantifiable data, to serve as
a repository for women to understand their own menopausal experiences and eventually
enhance their quality of life.

An overall observation was that mHealth technology was the most opted form of
technological interventionwith proposed designs taking the form ofmobile applications.
Understanding the goals of interventions revealed that efforts are being taken to miti-
gate the medicalization of menopause, by designing for menopausal women’s overall
well-being rather than a specific physiological or psychosocial symptom. The challenge,
however, was the lack of evaluation of the proposed designs to understand their effec-
tiveness in providing delightful experiences for menopausal women. Further, most of
the studies seemed to lack consideration of context and did not explicitly discuss how
the proposed interventions can measure and enhance menopausal women’s contextual
experiences.

3.4 Beyond Technology

This section was a result of the systematic review as some of the papers included design
proposals for interventions for menopause, that are beyond computational technology.
To elaborate, the current review approached technological interventions as those that
involve some formof computational technology includingmHealth, smartwearables and
telehealth, amongothers.However, the collected corpus not only contained technological
interventions for menopause but also included other forms of design interventions such
as design of textiles, services, and scenarios, all contributing towards a bettermenopausal
experience. For instance, [4] discussed speculative interventions such as a menopause
lifestyle brand that provides products and services aimed at the new freedom available
menopausalwomen. In [6], the participatory design study resulted in the design of cocoon
and spike mat, both being made from textile materials inspired by Soma design. The
resulting narratives from a participatory workshop summarized in [18] included a sexual
care package subscription and lingerie suitable for women using urinary incontinence
pads, both aimed towards enhancing aging women’s bodily experiences. Presence of
other forms of design interventions for menopause in the corpus opened opportunities
for design implications that look beyond technological interventions for menopause.
Further, it also exposed a gap in the current review, highlighting opportunities for future
work.



Exploring the Design Space of Technological Interventions for Menopause 595

4 Discussion

The synthesis of findings from the review of 12 papers on technological interventions
for menopause serves as a starting point for initiating conversations on the role of HCI in
designing interventions for menopause and eventually contributing towards mitigating
medicalization of menopause. In the following section, we reflect on how the assessment
of the corpus addresses the proposed research questions, by characterizing the techno-
logical interventions being discussed. This section also sheds light on how such inter-
ventions construct menopause, exposing the existing limitations and discussing impli-
cations and opportunities for future research that contributes towards de-medicalization
of menopause. The proposed implications are nascent owing to the size of the corpus,
which in itself reveal an opportunity - of the need for HCI to intervene more actively in
designing interventions for menopause.

4.1 Characterizing Technological Interventions

The responses to the research questions guided the process of characterizing technologi-
cal interventions for menopause focusing particularly on the aspect of menopause that is
being addressed by the intervention (such as a symptom) leading to understanding how
the intervention operationalizes menopause. We approached the review with an a priori
hypothesis that studies continue to reduce menopause to a set of biological symptoms.
The hypothesis was falsified, when the assessment of studies showcased the efforts taken
by interventions to address menopausal women’s overall well-being rather than focusing
on a specific physiological or psychosocial symptom. However, interrogating each of the
technological interventions being designed revealed menopausal women’s health data
that is being captured and processed, showcasing their limitations. For instance, [13, 14]
propose the design of an mHealth intervention that support menopausal women’s over-
all wellness, by capturing data related to menopausal women’s period cycle alongside
personal demographic information. The proposed intervention is claimed to share per-
sonalized menopause related information by gauging the woman’s menopausal phase.
Additionally, the intervention is claimed to push messages with exercise suggestions,
thereby constructing menopause as a biological condition. A similar approach is taken
in [19, 21, 22] where the authors propose the design of a persuasive menopause mobile
application that supports self-care. Analyzing the prototype, however, revealed that the
application captures menopausal women’s physiological symptoms such as hot flush,
osteoporosis etc. alongside diet and steps walked, with the goal to persuade users into
making behavioral changes, leading to the reduction of cardiovascular risks caused by
menopause. By focusing on an effect of menopause that is clearly physiological, the
aforementioned study continues to construct menopause as a biological condition. Sev-
eral other studies, while speculatively proposing technological interventions, tended to
focus on either a specific physiological symptom such as hot flush [23] or quantifying
symptom related data using sensors and bio signals [24], thereby reducing menopause
to a biological construct. Very few studies that proposed the design of services and
non-technological interventions for menopause [4, 18] looked beyond the physiological
symptoms of menopause.
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In summary, a closer look at the interventions revealed that, while efforts are being
taken to support menopausal women’s holistic wellbeing, there remains a gap in translat-
ing those efforts into design of tangible technological interventions. Additionally, it was
evident that non-technological interventions focused more on designing interventions
for menopausal women’s overall wellness.

4.2 Construction of Menopause

We approached the analysis with the presumption that menopause has been overmedical-
ized. However, several studies proved otherwise, with their discourses centered around
designing technological interventions formenopausalwomen’s holisticwellbeing. Com-
paring the discourse of the studies being reviewed alongside the technological interven-
tions being proposed, including the data being collected and its functionalities, however,
revealed a gap in the discourse being translated into the technological intervention being
proposed. We observed that menopause continued to be operationalized as a biolog-
ical construct, with interventions capturing quantifiable data and taking an informa-
tion processing approach. While the overall analysis showed that studies are moving
away from medicalization of menopause, towards holistic wellbeing, it was evident
that the claims were nascent with the technological interventions continuing to quan-
tify menopausal experiences. The studies that proposed non-technological interventions
were more aligned towards supporting menopausal women’s holistic wellbeing but fell
short of being implemented and evaluated and remained speculative. Additionally, the
review showed that studies on interventions for menopause were predominantly west
centered, revealing opportunities to design technological interventions for menopausal
women in the global south.

In summary, the assessment of the interventions discussed within the corpus showed
that efforts are being taken to mitigate the medicalization of menopause, but the tech-
nological interventions being proposed lacked clarity on how the efforts were translated
to support menopausal women’s holistic wellbeing.

4.3 Towards De-medicalization of Menopause

The assessment of studies proposing technological interventions for menopause,
revealed opportunities to look beyond physiological symptoms and quantifiable
menopausal experiences. Further, the synthesis revealed design interventions for
menopause beyond computational technology, through design proposals of textiles, ser-
vices, and scenarios, all of which were aimed towards addressing menopausal women’s
holisticwell-being.As an attempt to contribute towards de-medicalization ofmenopause,
a potential design implicationwould be to propose systemdesigns that combine emergent
computational technologies along with non-technological interventions such as services
[4], soma design inspired products [18], care packages [18] etc. aimed towards not only
capturing quantifiable data but also providing enhanced experiences for menopausal
women’s overall well-being. This implication was inspired by the design proposal dis-
cussed in [4] where the authors propose the design of Menobuddy, a traditional doll
combining computing capabilities to record and playback menopausal experiences in
the form of stories.
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In order to contribute towards the de-medicalization of menopause, we suggest
that technological interventions be designed acknowledging the “entanglements of the
physical and psychosocial” [6] experiences during menopause.

5 Limitations and Future Work

The aim of this paper was to characterize prior studies on technological interventions for
menopause by identifying the symptoms (physiological/psychosocial) being addressed
and showcasing how menopause is framed, eventually contributing towards the miti-
gation of medicalization of menopause. A systematic literature review was adopted as
the methodology, to survey the landscape of studies on technological interventions for
menopause within the HCI research community.

The database searched to create the literature corpus was the ACM Digital Library.
Despite being recent, designing interventions for menopause have been an emerging
area of interest in various fields. However, this review was focused only on interventions
proposed by the HCI research community, with an underlying assumption that the ACM
Digital Library is the optimal database for a comprehensive review. The resulting size
of the corpus, however, revealed the need for looking beyond the ACM Digital Library,
to include other databases such as Google Scholar, to expand the size of the corpus. The
primary database search focused on technological interventions for menopause with the
secondary search narrowing down to mHealth interventions. However, there could have
been other forms of technological interventions for menopause, which were not captured
by the current review. Furthermore, the review was intended to survey the landscape of
technological interventions for menopause by characterizing studies related to the same,
rather than assessing the quality of each study. As a follow on, review of the corpus
also revealed other forms of design interventions for menopause, that are not necessarily
technological, which are also not captured in the current review.

Menopausal conditions are often experienced alongside other related health condi-
tions, owing to the woman’s age. This means that there could be technological inter-
ventions not necessarily designed for menopause but cater to menopausal women’s
health needs. Since the current review focused exclusively technological interventions
for menopause, a potential future work can be aimed towards expanding the corpus
to include interventions that directly or indirectly cater to menopausal women’s health
needs, to eventually propose technological interventions that cater not only tomenopause
but potentially to other health conditions that women experience alongside menopause,
designing for those experiences as a whole.

6 Conclusion

This review reports a systematic synthesis of 12 papers in HCI literature focused on
technological interventions for menopause, aimed towards exploring the design space
for creating interventions for menopause. The findings revealed that designing techno-
logical interventions for menopause has been a rising area of interest, with studies being
fairly recent (2015 to 2021) but most of them aiming to address menopausal women’s
overall well-being rather than reducing menopause to a set of biological symptoms, by
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involving women during the research and design process. The findings also revealed that
interventions for menopause can expand beyond computational technology, to cater to
menopausalwomen’s health needs.Based on thefindings,weunpackdesign implications
for menopause and recommend areas where HCI might be able to intervene.

References

1. Almeida, T., Comber, R., Wood, G., Saraf, D., Balaam, M.: On looking at the vagina through
labella. In: Proceedings of the 2016 CHI Conference on Human Factors in Computing
Systems, pp. 1810–1821 (2016). https://doi.org/10.1145/2858036.2858119

2. Backonja, U., Taylor-Swanson, L., Miller, A.D., Jung, S.-H., Haldar, S., Woods, N.F.: There’s
a problem, now what’s the solution?: Suggestions for technologies to support the menopausal
transition from individuals experiencingmenopause and healthcare practitioners. J. Am.Med.
Inform. Assoc. 28(2), 209–221 (2021). https://doi.org/10.1093/jamia/ocaa178

3. Balaam,M., Comber, R., Jenkins, E., Sutton, S., Garbett, A.: FeedFinder: a location-mapping
mobile application for breastfeeding women. In: Proceedings of the 33rd Annual ACM Con-
ference on Human Factors in Computing Systems – CHI’15, pp. 1709–1718 (2015). https://
doi.org/10.1145/2702123.2702328

4. Bardzell, J., Bardzell, S., Lazar, A., Su, N.M.: (Re-)Framing menopause experiences for HCI
and design. In: Proceedings of the 2019 CHI Conference on Human Factors in Computing
Systems, pp. 1–13 (2019). https://doi.org/10.1145/3290605.3300345

5. Baykal, G.E., Van Mechelen, M., Eriksson, E.: Collaborative technologies for children with
special needs: a systematic literature review. In: Proceedings of the 2020 CHI Conference on
Human Factors in Computing Systems, pp. 1–13 (2020). https://doi.org/10.1145/3313831.
3376291

6. Ciolfi Felice, M., Søndergaard, M.L.J., Balaam, M.: Resisting the medicalisation of
menopause: reclaiming the body through design. In: Proceedings of the 2021 CHI Con-
ference on Human Factors in Computing Systems (2021). https://doi.org/10.1145/3411764.
3445153

7. Cronin, C., Hungerford, C., Wilson, R.L.: Using digital health technologies to manage the
psychosocial symptoms of menopause in the workplace: a narrative literature review. Issues
Ment. Health Nurs. 42(6), 541–548 (2021). https://doi.org/10.1080/01612840.2020.1827101

8. Epstein, D.A., et al.: Examining menstrual tracking to inform the design of personal infor-
matics tools. In: Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems, pp. 6876–6888 (2017). https://doi.org/10.1145/3025453.3025635

9. Fox, S., Howell, N., Wong, R., Spektor, F.: Vivewell: speculating near-future menstrual track-
ing through current data practices. In: Proceedings of the 2019 on Designing Interactive
Systems Conference, pp. 541–552 (2019). https://doi.org/10.1145/3322276.3323695

10. Homewood, S.: Inaction as a design decision: reflections on not designing self-tracking
tools for menopause. Extended Abstracts of the 2019 CHI Conference on Human Factors
in Computing Systems, pp. 1–12 (2019). https://doi.org/10.1145/3290607.3310430

11. Kemble, E., Perez, L., Sartori, V., Tolub, G., Zheng, A.: Unlocking opportunities
in women’s healthcare. Healthcare Systems and Services: McKinsey & Company, 14
February 2022. https://www.mckinsey.com/industries/healthcare-systems-and-services/our-
insights/unlocking-opportunities-in-womens-healthcare

12. Lazar, A., Su, N.M., Bardzell, J., Bardzell, S.: Parting the red sea: sociotechnical systems
and lived experiences of menopause. In: Proceedings of the 2019 CHI Conference on Human
Factors in Computing Systems, pp. 1–16 (2019). https://doi.org/10.1145/3290605.3300710

https://doi.org/10.1145/2858036.2858119
https://doi.org/10.1093/jamia/ocaa178
https://doi.org/10.1145/2702123.2702328
https://doi.org/10.1145/3290605.3300345
https://doi.org/10.1145/3313831.3376291
https://doi.org/10.1145/3411764.3445153
https://doi.org/10.1080/01612840.2020.1827101
https://doi.org/10.1145/3025453.3025635
https://doi.org/10.1145/3322276.3323695
https://doi.org/10.1145/3290607.3310430
https://www.mckinsey.com/industries/healthcare-systems-and-services/our-insights/unlocking-opportunities-in-womens-healthcare
https://doi.org/10.1145/3290605.3300710


Exploring the Design Space of Technological Interventions for Menopause 599

13. Lee, M., Koo, B., Jeong, H., Park, J., Cho, J., Cho, J.: Designing MHealth intervention
for women in menopausal period. In: Proceedings of the 9th International Conference on
Pervasive Computing Technologies for Healthcare, pp. 257–260 (2015a)

14. Lee, M., Koo, B., Jeong, H., Park, J., Cho, J., Cho, J.: Understanding women’s needs in
menopause for development of MHealth. In: Proceedings of the 2015Workshop on Pervasive
Wireless Healthcare, pp. 51–56 (2015b). https://doi.org/10.1145/2757290.2757295

15. Lund, K.J.: Menopause and the menopausal transition. Med. Clin. North Am. 92(5), 1253–
1271 (2008). https://doi.org/10.1016/j.mcna.2008.04.009

16. Sajjad, U.U., Shahid, S.: Baby+: a mobile application to support pregnant women in Pakistan.
In: Proceedings of the 18th International Conference on Human-Computer Interaction with
Mobile Devices and Services Adjunct - MobileHCI’16, pp. 667–674 (2016). https://doi.org/
10.1145/2957265.2961856

17. Sandbulte, J., Byrd, K., Owens, R., Carroll, J.M.: Design space analysis of health technologies
for families: a systematic review. In: Proceedings of the 14th EAI International Conference
on Pervasive Computing Technologies for Healthcare, pp. 21–37 (2020). https://doi.org/10.
1145/3421937.3421988

18. Schulte, B., Søndergaard, M.L.J., Brankaert, R., Morrissey, K.: Utopian futures for sexuality,
aging, and design. Interactions 28(3), 6–8 (2021). https://doi.org/10.1145/3460204

19. Senette, C., Buzzi, M.C., Paratore, M.T., Trujillo, A.: Persuasive design of a mobile coaching
app to encourage a healthy lifestyle during menopause. In: Proceedings of the 17th Interna-
tional Conference on Mobile and Ubiquitous Multimedia, pp. 47–58 (2018). https://doi.org/
10.1145/3282894.3282899

20. Svenningsen, I.K., Almeida, T.: Designing for the emotional pregnancy. Companion Publi-
cation of the 2020 ACM Designing Interactive Systems Conference, pp. 145–150 (2020).
https://doi.org/10.1145/3393914.3395897

21. Trujillo, A., Buzzi, M.C.: Participatory user requirements elicitation for personal menopause
app. In: Proceedings of the 9th Nordic Conference on Human-Computer Interaction (2016).
https://doi.org/10.1145/2971485.2996737

22. Trujillo, A., Buzzi, M.C.: Towards a fuzzy rule-based systems approach for adaptive interven-
tions in menopause self-care. Adjunct Publication of the 26th Conference on User Modeling,
Adaptation and Personalization, pp. 53–56 (2018). https://doi.org/10.1145/3213586.3226193

23. Tutia,A., Baljon,K.,Vu, L., Rosner,D.K.:HCI andmenopause: designingwith and around the
aging body. ExtendedAbstracts of the 2019 CHIConference onHuman Factors in Computing
Systems, pp. 1–8 (2019). https://doi.org/10.1145/3290607.3299066

24. Warke, B.: Designing interactive technological interventions for menopausal women: design-
ing and developing interactive technology tools to help aging women navigate information
about stages of menopause to increase self-awareness of biopsychosocial changes and man-
age lifestyle for an improved quality of life. In: Proceedings of the Fifteenth International
Conference on Tangible, Embedded, and Embodied Interaction (2021). https://doi.org/10.
1145/3430524.3443692

25. Wierckx, A., Shahid, S., Al Mahmud, A.: Babywijzer: an application to support women
during their pregnancy. In: Proceedings of the Extended Abstracts of the 32nd Annual ACM
Conference on Human Factors in Computing Systems - CHI EA ’14, pp. 1333–1338 (2014).
https://doi.org/10.1145/2559206.2581179

https://doi.org/10.1145/2757290.2757295
https://doi.org/10.1016/j.mcna.2008.04.009
https://doi.org/10.1145/2957265.2961856
https://doi.org/10.1145/3421937.3421988
https://doi.org/10.1145/3460204
https://doi.org/10.1145/3282894.3282899
https://doi.org/10.1145/3393914.3395897
https://doi.org/10.1145/2971485.2996737
https://doi.org/10.1145/3213586.3226193
https://doi.org/10.1145/3290607.3299066
https://doi.org/10.1145/3430524.3443692
https://doi.org/10.1145/2559206.2581179


Personalized Healthcare



Understanding Barriers of Missing Data
in Personal Informatics Systems

Nannan Wen1(B) , Aditi Mallavarapu2, Jacob Biehl1 , Erin Walker3,
and Dmitriy Babichenko4

1 Department of Computer Science, School of Computing and Information,
University of Pittsburgh, Pittsburgh, USA

{naw66,biehl}@pitt.edu
2 Digital Promise Global and University of Pittsburgh, Pittsburgh, USA

amallavarapu@digitalpromise.org
3 School of Computing and Information and Learning Research and Development

Center, University of Pittsburgh, Pittsburgh, USA
eawalker@pitt.edu

4 Department of Informatics and Networked Systems, School of Computing and
Information, University of Pittsburgh, Pittsburgh, USA

dmb72@pitt.edu

Abstract. Advanced personal informatics (PI) tools enable users to col-
lect and reflect on a wide range of personal data. Researchers consider
missing data, or discontinuous (sparse) data caused by device malfunc-
tions or human errors, an important barrier for adopting PI tools in their
daily routines. While a lot is known about why missing data occurs,
less is known about its impact on user reflection or how tools can be
designed to mediate/reduce its negative effects in PI systems. In this
work, we focused on exploring the importance and impact missing data
has on user reflection and extracting insights to improve the design of PI
reflection tools. We present a semi-structured interview to investigate the
impact of missing data on users’ daily usage on two user groups, trainees
and maintainers. We then provide design implications for incorporating
visualization of estimated data (synthetic data) in the reflection stage,
as a potential solution to the missing data problem. In this work, we pro-
vided data-driven implications for the design of future PI tools to help
users reflect upon and mitigate missing data in their tracking activities.

Keywords: Personal Informatics (PI) · missing data · visualization ·
synthetic data

1 Introduction

Personal Informatics (PI), also referred to as “living by numbers”, “quantified
self”, “self-surveillance”, “self-tracking”, and “personal analytics”, is defined as
“those [tools] that help people collect personally relevant information for the
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purpose of reflection and gaining self-knowledge” [20]. PI data have been used
for tracking health through diet [1,35,36], exercise [23,24], changes in moods [2],
sleep [25], menstrual cycles [14], and other physical and psychological activities.
Extensive prior research has examined the use and utility of these technologies to
improve behavior [6,21,27], understand differences in engagement and reflection
on personal data [27], and build descriptive and predictive models of specific
events and activities [13,20]. Research has also sought to expand what can be
quantified, exploring new use domains [4,8,11,12,29]. In this work, we broadly
refer to PI tools as the set of technologies and approaches that include wearable
devices, systems, and applications that participants use to collect data on their
personal behaviors and activities.

While there is great promise for PI-driven interventions, many practical
obstacles impact users’ ability to collect and reflect upon PI tools and asso-
ciated data. For example, Li et al. [20] note three main barriers to data collec-
tion: 1) tools (devices) are not around when symptoms happen, 2) users forget
to record activities, and 3) devices and applications lack necessary accuracy for
helpful measurement. In reflection, the main obstacles include the sparsity of
data and the ability to interpret data and resulting summaries, visualizations,
and recommendations.

These obstacles have been shown to have a significant impact on adherence,
interest, and trust in PI [10,13]. For example, Choe et.al. [6], who studied the
practices of the Quantified Self movement, reported that participants valued
tools (devices) that could capture comprehensive, granular information about
their activities and expressed frustration when collected data was not accurate.
Rapp et.al. [27] found that missing data might cause the users to mistake what
activities were captured. Thomas et.al. [16], in their study of long-term use of
wearable devices, describe that participants spent extra effort to ensure that
they had their tools (devices) with them before their workout. They worried
they would not get proper credit for their activities without the devices. Iden-
tifying incomplete data can also impact users’ affect; Epstein et al. noted that
participants felt guilty when a menstrual tracking application’s interface noted
missing data [12].

The literature, overall, notes that missing data plays a significant role in
defining the value of PI [6,10,12,16,19,27], but few of them focused on resolving
the effects of missing data. In this work, we conduct interviews in the hope of
better understanding missing data’s impact on the reflection stage and propose
design implications to mediate its negative effect.

2 Related Work: Systems that Support Refection in PI

The most widely used definition of reflection in PI follows Schön’s [31] reflection-
in-action and reflection-on-action [3]. Systems that support reflection-in-action
provide feedback during the activity. This concept is widely adopted in appli-
cations (e.g., [7,26,33]) that aim to promote physical health and encourage a
healthy lifestyle using different methodologies. For example, commercial prod-
ucts like Fitbit and iWatch give real-time feedback when walking, running, or
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cycling. The Ally+ app [26] is an academic prototype that acts as a chat-based
digital coach to deliver in-the-moment interventions to motivate participants to
achieve their step goals. Systems supporting the concept of reflection-on-action
usually provide feedback after the activity ends. Fish’n’Steps [22] is an exam-
ple of such a system that promotes reflection-on-action; it is a game that links
a player’s daily step count to the growth of a virtual character, a fish, and a
tank, to encourage physical activities. In the same line of work, the UbiFit [9]
is another educational system designed to improve physical activity by using
positive reinforcement based on past behaviors. In addition, Visualized Self [5]
is a web-based system that supports deeper-level self-reflection through multi-
ple data streams and visual data exploration using participants’ historical data.
Finally, Habito [17] is an android application that utilizes textual feedback on
participants’ activities to study how users engage with activity trackers.

While there are many different techniques to facilitate reflection, a special-
ized field of “personal visualizations” aims to present personally relevant infor-
mation that promotes actionable insights and subsequent changes in behavior.
Among those visualizations designed to increase awareness and encourage behav-
ior change of self-trackers(e.g., [5,17,22]), many of them provided visualizations
in the form of dashboards and supported simple interactions to explore the data,
employing timeline metaphors to present events chronologically. For instance,
Lifestreams [18] is an analytical tool to extract specific behavioral indicators
and inferences from linear, interactive visualizations. Likewise, Moushhumi et al.
[34] visualize time-series data to design just-in-time adaptive stress management
interventions. These tools provided a valuable overview of trackers’ activities.

Even though a considerable number of systems are available to aid data
reflection, missing data was not considered a principle design element of their
tools to the best of our knowledge. Nevertheless, it is well-recognized that miss-
ing data is an important barrier to PI. Two models have been proposed in the
past two decades to study user behaviors through Personal Informatics systems.
In the stage-based model, Li et.al. [20] divide the process of personal informat-
ics into an iterative stage of preparation, collection, integration, reflection, and
action. Epstein et.al. [13] grew their model by incorporating the perspective of
lived informatics [28]. The interrelationship between stages in the lived informat-
ics model is more complex than in the stage-based model due to the iterative
nature between stages and substages. The lived-informatics model [28] includes
the process of deciding, selecting, tracking & acting, and lapsing. Tracking &
acting were further divided into an iteration of the collection, reflection, and
integration process due to frequently switching and abandoning tools and peri-
odically reviewing or reflecting on their data.

In Li’s model, due to the cascaded dependency between the different stages,
starting from the collection stage, missing and inaccurate data prevent people
from going to the next stage or continuing the tracking activity. In the reflection
stage, in both of this models [20,21], the discontinuous and missing data further
prevent users from transitioning to the next stage, the action stage, through
the lack of rich insight. In the lived-informatics model, Epstein et.al. [13] also
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identified that the reasons for stopping to track and starting again are the same
barriers that Li et.al. [20] pinpointed. Even though researchers suggest tools
should collect as much data as possible [20] to mediate the effect missing data
has in the reflection stage, missing data are still present and causing problems.

3 Method

3.1 Research Design

Our study sought to understand the role of missing data and its subsequent
impact on PI usage, utility, and related behaviors. Specifically, we sought to
answer the following research questions: What are users’ expectations of con-
sistency and completeness in PI data? Does missing PI data conflict with these
expectations? How can the design of PI tools be extended to help users reflect
upon and mitigate missing data in their tracking activities?

To answer our research questions, we conducted semi-structured interviews.
The participants need to own or have consistent access to PI systems, such as
Fitbit, iWatch, Garmin, Strava, etc., for at least three months and have reviewed
their systems’ dashboard(s) and report(s) for self-reflection at least once a month.
Twenty individuals participated in the study. In addition, a brief survey collected
demographic information and had users rate (Likert scale) the impact of missing
data on their PI goals and overall attitude towards missing PI data.

3.2 Participants

We sent our recruitment email to private training groups, Panther Cycling Club
and Club Triathlon of Pittsburgh. We also sent out the recruitment questionnaire
to a crowdsourcing website, Prolific, to recruit participants who have been using
PI tools. As a result, 314 people responded to the questionnaire. We applied the
inclusion criteria, which are 1) used PI tools for more than three months, 2)
reflected on their data at least once a month, 3) collected data towards a specific
goal, and randomly selected participants across the three recruitment sources.
As a result, 20 people (11 female, 9 male) participated in the study, and the
participants were aged 19 - 56 years, M = 32.875, SD = 9.34, and resided in the
US. The number of participants was informed by the Qualitative Research and
Saturation Criteria [30]; we concluded the surveys when no new information
emerged from later interviews. As represented in Table 1, all participants had
relatively extensive tracking experience.

3.3 Procedure

The design of this study was approved by our University’s institutional review
board (IRB). The potential participants who took the pre-screening Qualtrics
survey received an email to schedule a virtual interview for up to an hour. This
work was conducted during the COVID-19 pandemic; interviews were conducted
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over Zoom. We recorded the audio of the interviews. In the interview, we first
gained informed consent and then engaged in a series of questions to have the
participants describe the PI tools they used, their motivation, and how they
used them. We then asked them to show us how they reflected on their data and
how missing data would occur and influence this process. Then, we asked them
to express their attitudes toward missing data in descriptive sentences and on a
5-point Likert scale. Finally, we asked them for suggested methods to mediate
missing data. We compensated the participants $15 for their participation.

3.4 Data Preparation and Analysis

The audio files from the interview were imported and machine transcribed using
the cloud-based platform Atlas.ti. Two researchers (both authors on the paper)
used an open coding technique to identify themes and trends in the responses,
and proceeded to identify relationships among the codes (axial coding [32]).
Then the first researcher and a third researcher (not an author on the paper)
separately read and coded 10% of the transcripts using the themes identified
previously. Their initial inter-rater reliability (percentage agreement) was 0.769;
which is higher than the expected agreement by mere chance, 0.56, proposed by
Krippendorff ( [15], p. 224–226). The first and the third researcher discussed dis-
crepancies and updated the existing codebook. Afterwards, the first and a fourth
researcher (not an author on the paper) coded the rest of the transcripts, and
the inter-rater reliability by Krippendorff’s alpha was 0.73, and the agreement
was 0.99.

4 Results

Our study found notable user behaviors and perceptions in situations where data
are missing in personal informatics tools. Specifically, several themes emerged
that link missing data to capture and goal-tracking challenges. Within these
themes, we observed two very distinct classes of users: trainees and maintain-
ers. Trainees are individuals with concrete, even professional athletic training
goals who seek data to guide decisions to improve performance-related met-
rics (e.g., cardiac efficiency, time on interval). Maintainers have broad health
improvement and maintenance goals. They seek data to track milestones (e.g.,
steps per day, active exercise hours). Given these very divergent goals, we present
results from the perspective of both classes of users.

4.1 Usage of the PI Tools

To provide context, we first describe how trainees and maintainers used PI tools
as part of their daily routines. A wide variety of PI tools were used across the
20 participants interviewed. Table 2 summarizes these tools, separating them
between the two classes of users. We performed an analysis of each tool, assessing
the presence of functionality along four dimensions: 1) data export, e.g., use of
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Table 1. Participants demographics, tracking background, and frequency of reflection

PID Age range Gender Occupation Wearables Duration Category Main motive of
use

Frequency and types of
reflection

P1 32–43 Male Cycling coach Garmin watch 13 years Trainees Training
performance,
analysis for cycling
data, balance
training load.

Reflect on physiological data after
biking, deeper analysis on the
weekend to check performance,
modify training load, and analyze
performance per season and year

P2 19–31 Female Service Apple watch 7 years Maintainers Maintain heart
rate, maintaining
weight, be active.

Check data after workouts, check
meal data daily on the app for
nutrition, reflect on weekends for
meal summary

P3 32–43 Male Teacher Garmin
Phoenix five

13 years Trainees Replicate best
performance for the
race, inform
training schedule

Reflect on data after running, reflect
on weekly data to analyze and
identify best performance based on
road conditions, pace, and duration

P4 32–43 Male Software
engineer

Kronos watch 1 year Maintainers Maintaining
weight, improve
health

Check to see if hit daily targets,
check weekly data to see trends

P5 44–56 Female Unemployee VeryFit watch 2 years Maintainers Maintaining health,
losing weight

Reflect on weekly data and daily
data to see if hit targets

P6 19–31 Female Desk job Apple watch > 6 years Maintainers Tracking activities,
checking calories
burned.

Multiple times a day to see if they
hit daily targets, reflect three times
a month to see summaries reflect,
weekly to see if they hit weekly
targets

P7 19–31 Male Student Suunto watch 3 years Trainees Tracking and
analyzing cycling
data, log exercises.

Multiple times a day, reflect after
cycling for performance

P8 19–31 Female Student Garmin watch 2 years six
mo

Maintainers Tracking activities,
hit exercise target.

Check during workouts, reflect at
least once a day to see if hit targets

P9 32–43 Female Unemployee Fitbit > 10 years Maintainers Tracking activities,
log workouts.

Check data after workouts, check
weekly to see exercise types and
duration

P10 44–56 Male Learning
Consultant

Garmin watch 5 years Trainees Maintain certain
pace during
marathon

Reflect after running for pace, heart
rate and road condition

P11 19–31 Female Desk job Garmin watch 5 years Trainees Training to advance
calisthenics

Reflect three times a week for how
many times reached the goal

P12 32–43 Female Desk Job Fitbit 5 years Maintainers Tracking exercises,
maintaining weight,
being active

Check multiple times a day during
exercise, reflect once a day to see if
hit targets

P13 19–31 Female Unemployee Fitbit 1 year Maintainers Tracking activities,
be active

Checking data multiple times a day
and during exercise, reflect daily to
see if hit targets

P14 19–31 Female Student Apple Watch,
Whoop band

4 years Trainees Training for
Brazilian Jiu-Jitsu
competition,
improve
performance

Reflect daily to check recovery score,
inform the types of training the
body is ready for the day, reflect
weekly and monthly to check
trends/patterns of the week&month

P15 19–31 Female Student Apple Watch 2.5 years Maintainers Tracking exercises,
losing weight

Reflect daily to check if hit targets,
check during exercise to see progress

P16 19–31 Female Teacher Apple Watch 2 years Trainees Training for weight
lifting, building
muscles

Checking after training for
performance: duration, weight;
reflect to inform training load

P17 32–43 Male Pilot Whoop band 1.5 years Trainees Training for hike
Mount Rainier

Reflect after hiking for speed, heart
rate, and altitude of the mountain

P18 44–56 Male Maintenance
technician

Garmin
Vivoactive
Three

8 years Trainees Training for
running

Checking data for time and heart
rate during training. Balance
training load. Reflect after running
for hill work, pace, distance,
elevation, and duration

P19 32–43 Male Teacher Misfit Vapor
X

4 years Trainees Training for
cycling, making
sure to hit
endurance targets

Reflect weekly to inform training in
the following week, reflect after
cycling to check for performance

P20 19–31 Male Wine tasting
host

Apple Watch > 1 year Maintainers Tracking workout,
stay active

Checking data multiple times per
day for progress, reflect weekly for
summaries

data captured by the tool for use in another tool, 2) data visualization, e.g., visual
depictions of activity and progress towards a defined goal, 3) data analysis, e.g.,
identify performance trends and calibrate future goals, and 4) social features,
e.g., posting on social media a physical activity or accomplishment.
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Table 2. PI wearables/applications used by participants. “ ” means feature was being
used by at least one participant, “ ” means features was not being used by participants
who reported using the wearables/applications, “—” means device does not have such
a feature

Category PI tools used Usage of the PI tools

Data export Data visualization Data analysis Social features

Trainees

Strava

Pedometer — — —

Google Fit —

Power meter — — —

Whoop band

Couch to 5k — — —

Suunto watch

Apple watch

Garmin watch

Golden cheetah — —

Bike computers — —

GPS foot pedals — — —

Garmin Fenix watch

Garmin Vivoactive watch

Maintainers

Lose it —

Virgin Pulse —

Apple watch

Fitbit watch

Veryfit watch —

Kronos watch

My fitness pal

My Maintainers Pal

Apple health

Garmin Connect

Garmin Vivoactive watch

The analysis of feature presence included reflection on participants’ explicit
descriptions of use, our assessment of manufacturer marketing materials and
technical manuals, and (if application-based) our independent installation and
exploration. The four latter columns of Table 2 report the result of this analysis.
A circle indicates we assessed the feature dimension to be present in the tool,
and a dash, if assessed, is not present. A solid shading indicates at least one
participant indicated using the feature. An empty circle indicated the feature
was present, but observed no reported use among participants in the interviews.

We discovered several interesting patterns through this analysis. Most promi-
nent, many of the same tools were used in different ways by the different classes
of users. Specifically, trainees overwhelmingly favored the use of data export
and data analysis functionalities over the built-in (or even non-present) data
visualization features. The opposite use pattern was observed for maintainers,
who favored visualization features. We captured sentiment and motivation for
these divergent behaviors in the interviews.

Interviews explored the lifecycle of personal informatics tools. As expected,
tools are most commonly discontinued when users acquire new, more capable
tools (e.g., upgrading to the latest fitness watch), resulting in missing data in
their records.
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Table 3. Reflective behaviors

Category Motive of use Data Usage (goal) Frequency of use Features used

Collection Reflection

Trainees Cycling Training power Upon
training

Daily,
upon
training,
weekly,
monthly

Identify important moments;
Training stress balance;
Chronic training load;
Elevation gain; Speed; Power;
Heart rate zones; Cadence;
Pace; Training intervals;
Identify min/max value for
each feature; Recovery score.

Marathon Training strength

Martial arts Training sprint

Coach others Analyze performance

Weight lifting Balance training load

Cycling tournament Inform training plan

Running tournament Optimize performance

Improve performance

Maximize abilities in running

Replicate best performance

Maintainers Educate self Map routes Daily Weekly,
monthly

Calories intake and nutrition;
protein and carbohydrates in
each meal; Active hours;
Sleep duration per day; Total
workout hours; Check
completion rate; Check
targets set for activities;
Compare performance.

Log activities Plan meal

Improve health Monitor Sleep

Maintain health Lose weight

Manage weight Maintain weight

Maintain heart health Check Mileage

Regulate heart rate

Check step counts

Check Calories burned

Monitor Sleep conditions

Log Swimming hours

4.2 Users’ Expectations of Consistency and Completeness in PI
Data

Knowing how people utilize their PI tools for different motivations (see Sect. 4.1,
Table 3 further discriminates participants’ usage behaviors into trainees and
maintainers. We analyzed the features and frequency of use, during two stages:
1) collection, e.g., collecting sensory data using the PI tools, and 2) reflection,
e.g., reflecting on the collected data to gain actionable insights for behavior
change.

The analysis of the frequency and features used during reflection is extracted
from participants’ explicit descriptions of how they reflect. The last two columns
report the result of this analysis. A notable distinction emerged between the
different classes of users. Maintainers would regularly use and interact with
the tools at the time of collection, often to confirm data collection and assess
progress towards the goal. In contrast, the trainees were found less engaged,
often checking the tools only once a day or periodically throughout the week to
reflect on their activity trends and broader health maintenance goals.

Reflection behaviors with trainees often centered on understanding the past
and predicting the future. For instance, P1, a trainee, stated the need to guide
adjustments in a training routine, by reflecting on previous performance data:
“if somebody is losing races and their sprint is not as good as before, he/she
will need more sprint work (recommended method of choice for cardiovascular
exercise)”. P3, also a trainee, noted he believes “it helps you predict how fast you
can actually race because you know exactly how long you can hold at a certain
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heart rate for”. P13, a trainee again, stated the need to maintain a reasonable
training stress balance: “based on how recovered I am, this is how much strain I
should put on my body”.

In comparison, maintainers would often reflect to assess past behaviors
against goals knowing the present. For example, P6, a maintainer, commented
“usually just checking how far I am from the target”. In addition, 7 out of 10
maintainers (P5, P6, P9, P4, P13, P8, and P20) stated they mainly log how
many exercises, or how many times for an exercise session, to see if they met
the perfect week (hit targets every day), the perfect span, exercise, and weekly
goals.

The value of precision and detail in PI also differed. Trainees were found to
be interested in specific insights and would compare exact data across multiple
periods or durations (e.g., daily, weekly, and monthly). For example, trainees
use important moments, chronic training load, training intervals, and recovery
scores to balance easy and heavy training. P3 noted that knowing the min/max
of all these features helps him “analyze from an analytical perspective about
what my body is capable of”, and claims one can even replicate a certain level of
heart rate and pace to mimic past victories in a new tournament. On the other
hand, maintainers focused on summative insights across the broad set of past
activities. As the last column shows, features like active hours, sleep duration,
total workout hours, etc., are oriented toward tracking trends and broad health
goals.

4.3 Missing PI Data Conflict and Users’ Expectations

The reflective behavior described in Sect. 4.2 is dependent on the PI data col-
lected. We noted the presence of missing data in either of the stages to be
problematic. For trainees, activities that had no data prevented effective com-
parisons across activities or tracking specific performance metrics. For main-
tainers, a lack of data could incorrectly imply long-term goals are not being
achieved. Across both groups, the absence of key data was linked to the aban-
donment of the devices, indicating little tolerance for adapting to the functional
limitations of the tools.

Both maintainers and trainees claimed they had experienced missing data
when using the PI tools in our study. We analyzed the causal factors that lead
to missing data and its effects during the lifecycle of personal informatics. Our
analysis revealed two dimensions: 1) human reasons, e.g., missing data caused
by participant error or behavior; 2) device reasons, e.g., missing data caused by
malfunction or misconfiguration of wearables or applications. These dimensions
apply in both groups.

Missing data caused by humans are: 1) Forgetting to initiate data collection,
e.g., participants would forget to invoke the application or device to collect data
for an activity. This could also include forgetting to annotate data or input
manual entries. 2) Forgetting to bring the device, e.g., participants would forget to
bring or wear the device for an activity. In some cases, like for P4, a maintainer ,
and P8, a maintainer again, who forgot to bring their smartwatch on vacation,
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Table 4. Quantifiable questions

Questions Ratings

Q1. Please rate your frustration level when the data is missing “Not at all”

Q2. Please rate your frustration level when the data is inaccurate “Slightly”

Q3. Please rate your trust level towards your tracking data. “Somewhat”

Q4. Please rate the level of influence missing data has on your goal. “Moderately”

“Extremely”

these gaps can be over many days. Most common, was forgetting to put the device
back on after charging.

Missing data caused by devices include: 1) Battery died, a significant portion
of the participants experienced battery issues during their activities. e.g., P8,
maintainer , claims “sometimes I forget to charge my watch, it’ll die in the
middle of a workout or run”. 2) Malfunction or limitation of the device, e.g.,
P6, a maintainer , reported that her smartwatch did not count the swim laps.
3) Syncing problem, e.g., P7, a trainee , stated that he uses multiple applica-
tions, and when syncing the data to other applications, data points were lost.
4) Precision of the device, all participants claimed that their device would often
not capture activities at the correct level of precision, e.g., P4, a maintainer ,
claimed that sometimes, when he was holding the wheel and driving, the smart-
watch would pick up the vibration and count it as steps. P16, a trainee , stated
“sometimes, if I’m walking around the class and talking really loud, my heart
rate might spike a little bit, but it (smartwatch) may count that I’m actively
working out, which I’m not”.

The quantitative analysis on the 5-point Likert scale rating (questions shown
in Table 4) showed that 20% maintainers and 40% trainees claimed missing data
does not affect their goals (Q4, rating of “Not at all”), 60% maintainers and 40%
trainees reported that missing data slightly influences their goals (Q4, rating
of “Slightly”), 20% maintainers claimed missing data somewhat affects their
goals (Q4, rating of “Somewhat”), and 20% maintainers reported missing data
moderately or extremely influence their goals (Q4, rating of “Moderately”).

20% maintainers and 30% trainees reported taking action when they noticed
the missing data, and the same percentage of participants also claimed that if the
data is missing, they will refer to their friends’ data who were on the same route
to estimate their PI data. Furthermore, 20% of the trainees would estimate the
data based on how their body feels. In the reflection stage, if participants noticed
the tools did not capture their hours/activities during the day, they would redo
the workout to make up for the missed data. For those estimated data, they
reflect on it with no difference from regular data, but some participants also
claimed that they prefer no data to inaccurate data under some circumstances,
e.g., P18, a trainee , claimed “The estimated calories burned are accurate to
about 90%, which is fine. But for the estimated heart rate? No, absolutely not. I
would rather the app (Google Fit) tell me it did not capture it (heart rate). ”



Understanding Barriers of Missing Data in Personal Informatics Systems 613

Interestingly, having data towards a goal would even impact some partici-
pants to repeat activities to properly capture the PI data. For instance, P8, a
maintainer , who claimed missing data somewhat affects her goal, commented
that “If I set 100 (minutes), and I had missing data and the watch shows I would
have gotten 30 (minutes). I’ll probably just run again with my watch, and then
get more minutes, just so I can reach my goal (set) on the app”.

Frustration with missing data (and, by consequence, inaccurate data) was
also varied, 10% trainees and 20% maintainers claimed they felt somewhat frus-
trated when their data was missing (Q1, rating of “Somewhat”), 30% trainees
and 20% maintainers stated their frustration towards missing data is moder-
ate (Q1, rating of “Moderately”), and 30% trainees rated their frustration as
extremely (Q1, rating of “Extremely”), an equal percentage of 20% in both
groups expressed as slightly (Q1, rating of “Slightly”), and 10% trainees and
30% maintainers said they were not at all frustrated about missing data (Q1,
rating of “Not at all”). All participants acknowledged that the data collected had
some discrepancies, and it is not technically practical to have data with 100%
accuracy. P5, a maintainers, commented “I like things to be accurate, I won’t
say I’m a number person per se, but I like things organized and proficient, so it
(inaccurate data) did bother me at first”. While acknowledging PI data is not
100% accurate, overall levels of trust in collected PI data were high. 50% trainees
and 30% maintainers trusted their data extremely (Q3, rating of “Extremely”),
30% trainees and 50% maintainers trusted moderately (Q3, rating of “Moder-
ately”), and 20% trainees and maintainers in each group trusted the data at a
somewhat level (Q3, rating of “Somewhat”).

From this analysis, we noticed that although missing data impact partici-
pants negatively in both groups, there are minor differences regarding the level
of effects. For example, participants in the trainees’ group tend to be more frus-
trated when their data is missing. On the other hand, the maintainers’ group is
more frustrated if the data is inaccurate.

5 Implications

From the semi-structured interview, we found different usage patterns for
trainees and maintainers; we identified that missing data causes conflicts. We also
elaborated on how their expectations were different between these two groups.

Our results contextualized the impact forgetting to wear or charge devices
has on the value and utility of PI tools. This is a fundamental design limitation
of PI technology – there is no clear technology horizon where these tools and
devices automatically charge and attach to users. Designing for these events
is critical to the long-term use and the utility of PI. Thus, in this section, we
address the question: “how can the design of PI tools be extended to help users
reflect upon and mitigate missing data in their tracking activities?”

Here we propose to take synthetic data as a principle when designing PI tools.
By synthetic data, we meant to provide a visual representation in helping users
to distinguish missing data vs. no data collected. And assist users in estimating
their missing data during the reflection process.
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Our results pointed to several key implications on how PI tools could be
improved to embrace synthetic data in the user experience. Including synthetic
data (missing data estimation) in the design principle of PI means the tool should
not only consider where to include it in the tool, how to implement it based on
different motivations, but also on how to represent it in the tool.

5.1 Usage Behavior

Our study showed three usage behaviors: 1) understanding the past, 2) knowing
the present, and 3) predicting the future (see Sect. 4.2). Usage behaviors towards
collected data are essential to self-reflection and finding actionable insights for
behavior change. Our analysis indicated that current tools lack support for inte-
grating that three usage behaviors. As a result, participants use separate PI
tools for different use cases. This implies tools that enable synthetic data should
consistently represent: 1) where synthetic data exists of weekly, monthly, and
yearly data; 2) how synthetic data is used to estimate goal tracking; 3) control
the use of synthetic data to discover patterns used to inform future behavior
towards specific events or goals. All three usage behaviors are interconnected; a
consistent representation of how missing data is represented and interpreted can
reduce fallacious insight and increase users’ confidence in their data.

5.2 Sensitivity to Missing Data

The result showed diverse levels of tolerance to missing data by participants
(see Sect. 4.3). For example, some participants claimed they could accept one
or two days of missing data per week. Some tolerate only a few hours per day.
Participants consistently expressed tolerance for missing data within the context
of interference with tracking goals, trends, and specific activities. This finding
suggests no easy solution to meet missing data sensitivity through a single mit-
igation approach. Feedback from participants suggests three design approaches:
1) Allow the user to fill in the missing data manually; ideal for small gaps where a
specific activity was performed (e.g., an outdoor run). 2) Use algorithmic medi-
ation to estimate gaps in data based on prior data collection; ideal for large
data gaps in daily, repeated activities (e.g., determining steps taken on a routine
evening walk). 3) Use algorithmic mediation and guiding user interfaces to help
users refine estimates based on known conditions of the missing data; ideal for
larger gaps where a specific activity or set of activities was performed) (e.g.,
determine the performance of a long-distance run based on knowing the start
and stop times and locations). Future work is needed to understand the effec-
tiveness of each approach, and under what conditions each approach is preferred
by users.

5.3 Visual Representation of Missing Data

For all the PI tools reported in use by participants in our study (See Table 2),
the analysis indicated the tools handle missing data as the absence of data.
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Exercise or activity could have been performed, but because data on the event
was not collected, the tools often convey to the user no activity was conducted.
This is misleading and can incorrectly impact a user’s personal health goals.
Tools should provide a better visual distinction between when data is missing
and when activity is simply low. Identifying gaps when a device was worn can
help users contextualize the data in the view, allowing them to reflect better on
their physical activities. Further, visualizing gaps can be a natural opportunity
in the user experience to allow users to estimate missing data manually or to
enable an algorithm to generate heuristically derived synthetic data.

5.4 Trust in Data

Our analysis showed that participants largely believe the PI data collected is
accurate (see Sect. 4.3). Trust towards the PI tools is critical to adherence and
continued use. Participants would identify other sources for direct or interpretive
comparison to further verify this trust. For instance, participants would compare
data of individuals that also performed the same activity, examine the map while
they ran or walked on a specific route in real-time, and estimate data reflecting
on the tiredness of their body. These behaviors imply tools that enable synthetic
data creation should enable users to: 1) observe synthetic data within the con-
text of plausible and prior representative behaviors to assure synthetic data is
grounded in primary data (e.g., comparison to previous five similar activities);
2) group and label synthetic data as specific, personally relevant events (e.g.,
labeling ’run with John’); and 3) be able to manipulate and revise algorithmic
estimates based on intuition or preference in how missing data should be created.

6 Conclusion

This work considered a new perspective (missing data) on personal informatics
and investigated how missing data impacts user behaviors and perceptions in
authentic, everyday use. The work extended the community’s understanding of
the circumstances that cause missing data and how those circumstances influence
collection and reflection behaviors. Our analysis demonstrated the issues caused
by missing data at the level of individuals and technical issues. In addition, it
contributed new insights into how personal informatics tools should adapt to
support synthetic data and provided insights to guide how they can do it.

During the analysis, we identified two distinct groups, trainees and main-
tainers. We found trainees mostly use their PI tools to understand their past
and predict the future. In contrast, the maintainers often use their PI tools to
know the present. For both groups, we have provided a comparative result on
missing data’s influence on the lifecycle of personal informatics, and the implica-
tions capture lessons from the perspective of both groups. The resulting analysis
point to key limitations of current tools, which is the lack of representation for
missing data, and outlined design guidelines for future tools to improve the user
experience with PI data. For future work, we would need to implement different
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methodologies based on the implementations to generate and represent synthetic
data, conduct user studies to investigate the effectiveness of each approach, and
determine under what conditions each approach is preferred.
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Abstract. Chronic Obstructive Pulmonary Disease (COPD) patients need to
track their symptoms for health professionals to adapt treatments in a timely man-
ner in case of health deterioration. Clinicians typically analyzed the tracked data
and recommended actions to patients who acted as mere data collectors. Con-
sequently, patients have little agency and motivation to self-track. Two studies
investigated how digital dashboards influenced patients’ motivation, agency, and
reflections. Study 1 (one week) focused on how five patients used a paper diary
to self-track and reflect on their symptoms. Additionally, the patients evaluated
a tablet-based digital dashboard using four data visualisations. Study 2 looked
at how five patients tracked and reflected on their data using a tablet-based dash-
board for two weeks. By using reflective questions to prompt patients to compare
and reflect on time series charts with data annotations, patients gained new knowl-
edge about what factors might influence their symptoms and identified actions to
improve their health (e.g. increase oxygen supplements). This strengthened their
sense of agency and motivated them to participate more in the management of
their condition.

Keywords: Self-tracking · chronic obstructive pulmonary disease · COPD ·
personal informatics · data collection · reflection · dashboard

1 Introduction

To prevent the health decline of patients with chronic obstructive pulmonary disease
(COPD), healthcare professionals need to monitor their condition and symptoms. Some
countries (e.g. Denmark) and hospitals require patients to submit data on symptoms,
so-called patient-reported outcomes (PRO), for clinician analysis and decision making
on when to take actions [29,32,40]. This gives patients little agency or insight into
their health, which reduces their motivation to collect health data consistently [17,25].
Patients also lacked knowledge on how to interpret and reflect on health data to
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improve their condition which impeded their self-tracking [17,25,26,29]. Some stud-
ies hypothesized that providing instructions on self-tracking to encourage patients’
reflection can increase their motivation to self-track and enable them to improve their
health [25,26,29]. Current digital dashboards have employed visualisations, written
guides, and reflective questions to instruct patients on how to collect and reflect on
data [1,20,29]. While many studies investigated how patients interpreted dashboards in
single sessions lasting no longer than one hour [3,24,29,32], only few investigated how
reflecting on self-tracked data can impact COPD patients’ motivation and knowledge
over a longer period of one or more weeks [25,26].

This paper describes two studies investigating how a digital dashboard for COPD
patients impacted knowledge and motivation for self-tracking after extended use. Our
findings suggest that patients can gain new knowledge about how to track and allevi-
ate their symptoms after using a dashboard promoting reflections for two weeks. We
describe how reflections self-tracking gave COPD patients a sense of agency over their
illness and motivated them to actively reflect on and improve their health.

2 Background

Healthcare professionals (i.e., clinicians) cannot cure or reverse COPD but can admin-
ister treatments to reduce symptoms. Clinicians relied on PRO measures through tele-
health applications to initiate these treatments and prevent health declines [32,40]. In
the absence of a model for such mandated use, we relied on Li’s stage-based model of
personal informatics systems [20] to define the activities of self-tracking. The model
breaks down self-tracking into five stages: 1) determining variables, tools, and fre-
quency of tracking (preparation), 2) logging data (collection), 3) preparing data for
reflection e.g. by aggregating and analysing data (integration), 4) examining data to
generate knowledge (reflection), and 5) deciding what actions to take (action) [20].

In the COPD case, clinicians prepared the collection stage by predefining relevant
symptoms for tracking through objective numerical measures (e.g. oxygen saturation
measures) and subjective binary measurements (e.g. yes/no answers to whether dysp-
nea has increased more than usual). Clinicians integrated and reflected on the patient-
provided data to determine whether these fall into acceptable ranges and advise patients
on possible actions [29,32,40]. Thus, patients only received feedback when clinicians
identified declining health which demotivated some patients to incorporate self-tracking
into their daily habit as they could not reflect on their data themselves [1,17,41]. To
gain a sense of agency, patients recorded data for their own use using notebooks,
diaries, and applications [16,27–29,31]. However, many patients lacked the knowl-
edge and skills to reliably track data and identify variables impacting their results (e.g.
weather) [1,7,11,30,40]. Both healthy users [2,13,36] and patients [17,25,29] did not
know how to reflect on their data nor identify appropriate actions to improve their
health (e.g. losing weight). Instead, self-trackers; including patients, needed actionable
(expert) advice [20,30,41].

Self-trackers often lost their motivation due to tracking fatigue caused by the contin-
uous effort needed to measure and log data [6,20,28]. Chronically ill patients (e.g. with
cancer) experienced fatigue more strongly due to their symptoms, prompting them to
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stop self-tracking earlier than healthy users [1,31]. Demotivation may lead to patients
postponing the recording data [1,23], which biased later entries and reduced data relia-
bility [18]. Alternatively, patients measured symptoms in a disorganised manner result-
ing in poor self-tracking data (e.g. incorrect measures) [3,19,40]. Both healthy [11,20]
and COPD [17] self-trackers felt motivated by monitoring progress towards goals and
their curiosity in the data which lead to concrete actions towards health improvement.

These actions stemmed from either short-term reflections where self-trackers
reflected on their status immediately after data entry or long-term reflection where self-
trackers reflected over trends after several days or weeks [20]. Long-term reflection
allowed for higher levels of data exploration by comparing, exploring, and finding pat-
terns [20]. Typically, reflections arose from discrepancies between actual and expected
measurements (e.g. recommended levels, goals, and previous levels) [1,13,27,35]. To
trigger reflections, some systems guided patients’ towards discrepancies in the data
through reflective questions asking patients to explain discrepancies [17,27,29]. Pre-
senting data through data visualisations aided healthy users in exploring patterns to
discover discrepancies [6,13,20]. Therefore, self-tracking applications employed data
visualisations to aid both healthy and chronically ill users in short-term reflections about
their health [5,12,34,44]. However, data visualisations must account for the users’ con-
dition, skill, purpose, and motivation to aid reflection [9,28]. For example, data visual-
isation can support the questions self-trackers pose while reflecting: 1) What is my cur-
rent status? 2) How does the current status compare to earlier values (history)? 3) How
is it related to other variables? 4) What affects my current status? 5) What is an appro-
priate goal? 6) How does the current status compare to my goal? [21].

Single value charts provided self-trackers with a quick overview of their current sta-
tus [28]. Time series charts visualized past experiences (history) to reflect on trends or
deviations and triggered storytelling about experiences behind data [1,28,35]. Compari-
son charts with time series visualisations for multiple variables sharing the same vertical
axis supported reflection on discrepancies between variables [9,38]. Calendar heatmap
visualisations can illustrate periodic patterns by color-coding variables [9]. Baselines
(e.g. general averages) added to visualisations provided context to measurements when
reflecting [15] and helped chronic patients determine the severity of their symptoms,
which they previously found difficult as they were constantly symptomatic [17,40].
However, self-tracking applications often limited reflections by only having either sim-
ple visualisations invoking short-term reflection or more complex charts (time series)
invoking long-term reflection [21,23].

Dashboards can contain multiple simple and complex visual visualisations of the
self-tracked data [9]. Most dashboards only allowed for explanatory analysis through
static charts which they could not create, search, or edit [6,7,20,42]. While this limited
users’ knowledge generation, it simplified the task of reflecting for users unfamiliar with
visualising and analysing data [37]. Both clinicians and patients valued dashboards for
patients to reflect on their condition [15,29,39]. Despite this, only a few studies investi-
gated how dashboards affected patients’ self-tracking [22,24]. Patients often struggled
to generate knowledge from dashboards as they did not understand the medical ter-
minology and data [22,24]. When confronted with visualisations depicting worsening
health (e.g. increased symptoms, decline in physical or cognitive performance, etc.),
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patients tended to reject results or stopped reflecting [1,15,17,29]. However, the major-
ity of these studies investigated self-tracking contained in single sessions, typically less
than an hour [15,22,24]. They focused on short-term use and did not investigate how
patients adapted to tracking, knowledge development over time, and motivating factors
of continued self-tracking [26].

This paper investigates how dashboards utilizing data visualisations, contextual
annotations, and reflective questions can support COPD patients to reflect on their con-
dition, thereby improving their sense of agency and motivation to self-track.

3 Study 1 - Reflecting on a COPD Dashboard

This study explored COPD patients’ initial opinions of a web-based dashboard designed
to encourage reflections. To track their health for a week, participants received a paper
diary that utilized different ways to prompt reflection. Afterwards, participants reviewed
four dashboards designed to promote short and long-term reflections using different,
simple and complex data visualisations paired with reflective questions and contex-
tual annotations to prompt reflection. We evaluated, which designs patients preferred
through in-situ interviews.

4 Apparatus

The diary (see Fig. 1) consisted of three assignments conducted over a week (Monday,
Wednesday, and Friday). On each day, participants recorded their: pulse, weight, blood
oxygen level, and answered two questions: “have you experienced shortness of breath
today?” (five-point Likert scale: 1 = none, 5 = extreme) and “have you experienced more
shortness of breath than usual?” (yes/no). To encourage short-term reflection on the first
day, participants could freely annotate external variables (e.g. weather, mood, physical
activity, etc.) which may have influenced their dyspnea. To promote reflection on the
second day, participants could only select predefined external variables using check
boxes in place of annotations. Additionally, a question about their dyspnea using the

Fig. 1. Workbooks with assignments
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Fig. 2. Overview screen: top - buttons for
data entry, bottom - overview of the six
measurements’ gauges

Fig. 3. Data entry screen: top - time-series
line graph, middle - data entry, bottom -
context-relevant variables

seven-point Dalhousie Pictorial Scale was included [33]. To promote long-term reflec-
tion on the final day, participants could insert the measurements they collected through-
out the use of the diary for blood oxygen levels and the two aforementioned questions
into time series graphs. The graphs displayed the participants’ recorded measurements
on the y-axis and the day along the x-axis. The graphs included a line depicting the
recommended health level to trigger reflection in the case of discrepancies between
current and target measures. The dashboard prototype consisted of three screens: 1. an
overview screen (see Fig. 2), 2. a data entry screen for data collection (see Fig. 3), and
3. a previous measurements screen (see Figs. 4, 5, 6, and 7).

The data entry screen mimicked the diary page for entering pulse, weight, and blood
oxygen level but only contained one question: “were you breathless today?” (five-point
Likert scale: none, to extreme). To help patients’ remember previous values during data
entry, the data entry screen included a time-series line graph. For each data entry users
could add context variables describing factors when the measurement was taken (e.g.
being stressed, weather, etc.) to relate them to their measurements and aid in pattern
identification.

Completing data entry returned users to the overview page, which encouraged short-
term reflections and further data exploration by including reflective questions (e.g. “Why
are you more out of breath than last time you measured?”) alongside a gauge. The six
colour coded gauges seen in Fig. 2 indicated the latest measure (arc length) and whether
patients were at or below (yellow, red) recommended healthy levels or not (green) to
trigger reflections. Trend arrows indicated changes from the penultimate measure (up:
improvement, down: worsening).

The comparison page aimed to support long-term reflection and included four dif-
ferent visualisations. The first comparison screen utilized a combined time series graphs
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Fig. 4. Comparison screen 1: Top - select
measurements to include in the dual axis
time series graphs. Bottom - selection of
context-relevant variables

Fig. 5. Comparison screen 2: Top - select
measurement. Bottom - time series graphs
vertically arranged with context-relevant
variables to the right

Fig. 6. Comparison screen 3: Top - select
measurements. Bottom - Calendar heat-
maps with context-relevant variables to the
right

Fig. 7. Comparison screen 4: Top - select
measurements to include in the dual axis
area graphs. Bottom - select context-
relevant variables

to show multiple measurements (see Fig. 4) while the second comparison screen sep-
arated and vertically stacked the time series graphs (see Fig. 5). The third comparison
screen contained a calendar heatmap to visualise periodic patterns using color shades
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to indicate daily deviations from recommended levels (see Fig. 6). The fourth com-
parison screen contained area graphs visualising multiple measurements (see Fig. 7).
The visualisations aimed to promote reflections on patients’ health trends and increase
awareness of possible worsening conditions. The visualisations allowed for compar-
isons of multiple measures and context-relevant variables to trigger reflection on how
measures impacted each other. Recommended levels on visualisations aimed to increase
awareness of discrepancies and trigger reflection.

4.1 Participants and Method

We recruited participants through a local hospital. A nurse involved in the currently
used COPD telehealth service made initial contact over the phone and upon agreeing
provided us with their contact information. We introduced them to the details of the
study over the phone, and after consenting, the participants received an information
letter and consent form prior to an initial in-person meeting.

Five COPD patients, two men (age M: 64.5) and three women (age M: 66.8), par-
ticipated in the study. Three used supplemental oxygen (P3, P4, P5) and all lived in
their own homes with spouses, except for P3 who lived alone. P5 had a speech disor-
der so her spouse (P5S) spoke on their behalf. All patients had multiple co-morbidities
(asthma, diabetes, heart disease, etc.). We required that all participants were currently
using a mandated self-tracking telehealth application - in this case ambuflex - to collect
data for their healthcare professionals. Ambuflex did not provide the patients with any
feedback on their condition.

The participants received the paper diary one week prior to the session evaluating
the dashboard. On the day of its evaluation, we collected the data from the patient diaries
and updated the prototype using the patients’ measurements to allow reflections on their
own data. First, patients provided feedback on the diary in an unstructured interview.
Afterwards, the patients went through each dashboard screen while completing tasks
such as entering blood oxygen saturation data, comparing measures, etc. in a think-
aloud manner [43], followed by a short debrief interview. The entire evaluation was
limited to less than an hour and required minimal physical activity from the participants
as co-designing with COPD patients using generative techniques (e.g. post-it notes and
sketching activities) was often too demanding for them [10]. Nadarajah et al. similarly
experienced that COPD patients within an hour of interviewing experienced breathing
difficulties requiring a slow pace and long breaks [29].

4.2 Results

Collecting Data. Patients varied in terms of when and how they took measures. Three
patients had specific schedules for recording data (e.g. always before breakfast) while
others recorded inconsistently. We identified two types of patients in this study: Passive
patients (P1 and P3) who took the role of data providers without further reflections and
proactive patients (P2, P4, and P5) who engaged and reflected on their data. Passive
patients lacked knowledge on how the context of recording data influenced their mea-
sures. For example, they did not understand how a cold finger when measuring oxygen
saturation reduced the validity of their data. Alternatively, proactive patients ensured
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taking measures under comparable conditions and noted additional variables relevant
for their measures (e.g. mood, supplemental oxygen, etc.). P2 and P5S asked for guide-
lines on taking reliable and valid measures: “For some measures, an explanation would
be good. For example, do not take measure if this and that” (P5S).

All patients preferred higher granularity options (e.g. Likert scales) when rating
symptoms as opposed to binary scales (yes/no): “How much is a no? If we say yes or
no to the hospital, they still do not know what we are thinking. They’ll call us and we’ll
have to explain the severity” (P5S). However, rating symptoms on a Likert scale without
a baseline (“Did you feel breathless today?”) caused difficulties for four patients as
the severity of their symptoms varied during the day: “I have been through all of the
provided options that day. How do you want me to answer that?” (P4) and “If she [P5]
is not more breathless than yesterday, then we’ll just submit a no [when as asked if
they feel breathless today]” (P5S). They also had different perceptions of how to rate
the severity of their symptoms: “I base that [rating] on when I’m at my best” (P3) and
“usual is when it is an ordinary day” (P4).

Reflecting on the Dashboard. While patients diligently recorded data, only P5
responded to the reflective exercises in the paper diary. When given the dashboard,
the passive patients felt unmotivated to reflect on the visualisations, reflective ques-
tions, or data history: “I do not care what my status is. I just submit the data. I do not
walk around and think every day about how I am feeling” (P3). In contrast, proactive
patients reflected on their data to determine actions to take: “I’m more concrete. Where
am I right now and what can I do about it?” (P4). However, four patients found the
data too complicated to reflect on: “I do not know what they use it for, the scales they
use and the language. I do not understand it. I count on them [nurses, doctors, etc.]
to react if there is anything” (P2). These participants relied on healthcare workers to
review the self-tracked data and explain any negative results: “I have a nurse who is
good at keeping an eye on me” (P4). Additionally, passive participants did not feel the
need to reflect on their data due to relying on their healthcare workers: “I do not need
it [access to history data]. If it [measure] is too low, they call and ask me why” (P1).

The overview screen helped patients understand their health status: “[I can] quickly
see if it [a measure] is going up or down”. Additionally, according to three patients,
the gauges of recommended healthy levels for each measure simplified the process of
identifying unhealthy measures and taking actions to improve: “If it starts to go over
here [below recommended], we have to do something” (P5S) and “[my health] is not
that bad if I keep it [a measure] above that lower threshold” (P2). However, three
patients felt demotivated by comparing their data to thresholds when they understood
the consequences of falling outside healthy ranges but not how to avoid this: “I prefer
not to be told in the morning that I’m gonna get an awful day” (P4) and “It’s OK if
it’s just a single measure [outside of health thresholds], but if it is constant, I would
start thinking it [my health] is going away fast now” (P2). To avoid this, they suggested
personalizing the dashboard e.g. setting recommended levels based on the severity of
their condition.

Active patients valued looking at line graphs showing their health over time in the
overview screen: “This gives more information about me (...) it’s nice to be able to go
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back. Is it better than 14 d ago?” (P2). However, one proactive patient needed a purpose
to reflect to gain any benefits from history data: “There might be days where I sit with it
and have an idea about what I’m looking for, which might trigger some thoughts” (P4).
Passive patients did not see the benefits from reflecting on the data themselves: “this
[overview screen] is only for people who have to sit and analyse the numbers” (P1). The
reflective questions in the overview screen did not trigger any reflections in the passive
patients who ignored the questions. While proactive patients did answer the reflective
questions, they did not find an answer using the data but instead proposed one from
their previous knowledge (e.g. to the question “Why are you coughing more than last
time you measured?”, P4 answered: “Right now it is likely because I talk too much”).

When looking at the comparison screens, four patients preferred the dual axis time-
series line (see Fig. 4), which simplified finding discrepancies and relations between
measures: “you can have them [measures] together and see how they affect one
another” (P2). Three patients felt that the calendar heat-map in Fig. 6 provided a sim-
ple explanation of their health over time: “it [Fig. 6] is the one I understand the quick-
est” (P4).

In summary, patients struggled to understand how to collect measures under reliable
circumstances and interpreted questions regarding the severity of their symptoms differ-
ently. Patients’ initial thoughts on the dashboard varied depending on whether they had
a passive or proactive attitude towards their treatment. While passive patients felt the
visualisations offered little benefits for them, proactive patients liked to reflect using the
time-series line charts and calendar heat-maps. However, Study 1 only provided insight
into patients’ initial and potentially - to please the researchers - biased thoughts. A two-
week follow-up study investigated attitudes about and behaviour changes from using a
self-tracking dashboard over time.

5 Study 2 - Evaluating Reflection During Use

Based on the results from Study 1, we redesigned the dashboard to only include the
time-series line chart. In this study, we explored how using the new dashboard over a 14-
day period impacted reflection among COPD patients and their activities in managing
their condition.

5.1 Prototype Redesign

We implemented the dashboard as a web-application accessed through a tablet or phone.
An introductory dialogue box provided information on how to measure data under com-
parable conditions and report context-related variables that can impact measurements.
Reflective questions targeted patients’ overall health instead of specific measures (e.g.
“Have you previously been able to improve your measures? How?”). Some reflective
questions aimed to increase patients’ awareness of symptom changes (e.g. “You have
multiple measures showing red/yellow. Have you explored what your measures might
have been affected by?”). A setting allowed patients to adjust thresholds indicating rec-
ommended levels for each measure to their own preference. The visualisations on the
comparisons screen were limited to the dual y-axis time-series line graph seen in Fig. 4
as patients preferred it most in Study 1.
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5.2 Participants and Method

Five COPD patients, two male (age M: 71.5) and three female (age M: 75), partici-
pated in the study - none of whom participated in Study 1. Patients were diagnosed
with COPD between seven and 25 years ago (M: 12) and experienced either moderate,
severe, or very severe COPD. Two patients (P3, P5) used supplemental oxygen and
three (P3, P4, P5) suffered from multiple co-morbidities (diabetes, osteoporosis, and
fibromyalgia). P4 reported colour blindness but could distinguish between the colour
used in the dashboard. Using the same procedure as Study 1, we recruited participants
through a local hospital with the help of nurses.

During an initial meeting, the patients received both a written and verbal explana-
tion of the study once more and consented that no healthcare professional would review
the data collected through the study’s equipment. They received a self-tracking kit con-
sisting of a pulse oximeter, weight scale, diary containing a template to track mea-
surements, and a tablet with internet access. Patients measured and recorded oxygen
saturation, pulse, weight, self-reported dyspnea, cough, and phlegm into the dashboard
prototype for 14 d. We encouraged the patients to also record their measures in the
diary but made it optional to reduce the effort required from the patients. We suggested
recording measures three times a week and asked those currently using self-tracking to
use our dashboard on days on which they did not use their existing system.

A facilitator instructed the patients on the use of the system such as: Opening the
application, submitting data, accessing previous measures, and adjusting settings. For
each session in which the dashboard was used the system automatically logged all user
interactions: 1) time spent on each screen and total time per session, 2) where, what,
and how many times the screen was clicked. The data was anonymised and stored on a
secured server.

After 14 d, we conducted semi-structured interviews in participants’ homes. Each
interview lasted between 53min and 1 h and 45min revolving around: COPD-related
activities for managing disease, context of use, and comparisons with previous self-
tracking methods. We prepared screenshots of patients’ dashboards showing events of
interest (e.g. worsening or improvement in measures between two days) and scanned
the patients’ diaries for significant events before the interview. The resulting interview
data were analysed using grounded theory methods [14].

5.3 Results

The patients entered data 4–5 times during the 14 d except one patient who did so nine
times. Usage sessions took on average nine and a half minutes. The longest came from
P4 who used 32min to enter measures, answer reflective questions, and interact with
visualisations. The shortest (3min), consisted of only entering measures. Most sessions
consisted of patients spending approximately 75% of their time on the data entry screen,
afterwards they used the overview and comparison screens. While three patients only
viewed these screens after entering data, two patients consulted the dashboard with-
out data entry. Four patients acted on reflective questions on the overview screen by
exploring their measures to identify factors that could explain their negative health.
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Five themes emerged from the analysis: 1) Motivation for reflection and system
use, 2) using measures as health status indicators, 3) feeling empowered in everyday
life, 4) gaining self-knowledge, and 5) becoming motivated to self-improve.

Motivation for Reflection and System Use. Four patients cited their agreement to par-
ticipate in this study as motivation for using the dashboard while the last felt motivated
by reflecting on their health and taking actions to improve it. Similar to Study 1, we
classified three patients as proactive (P1, P3 and P4) and two as passive (P2 and P5).

Similar to Study 1, passive patients lacked the knowledge to improve their health
through reflection: “we can not do anything except measure” (P2) and “if the bright
minds can not make sure that I get better, then neither can I do anything about it” (P5).
These patients doubted that they could improve their health long-term: “I do not worry
about things that I can not change” (P2). However, they still reflected on the dashboard
for short-term improvements such as adjusting their supplemental oxygen levels.

Using Measures as Health Status Indicators. All patients reflected on their health
on days of bad health: “[when] I actually feel good, I do not worry about how I felt
yesterday” (P3). Four patients did not reflect on past data when they felt well to avoid
remembering bad days: “that’s not something I walk around and think about. Life gets
too strenuous if you walk around and think about that [bad days in past]” (P1). How-
ever, four patients reflected on their data to explore possible reasons for why they felt
unwell: “if I do not feel like everything is fine, I might start thinking why (...) it depends
on how I am feeling” (P4).

All patients reported that self-tracking and reflecting increased their awareness of
how they felt: “I start noticing three times a week, how am I feeling right now?” (P4)
and used their pulse oximeter to check their current status and took action to improve
their condition (e.g. performed breathing exercises after measuring low oxygen satura-
tion). According to them the dashboard provided a quick and simple overview of their
health for short-term reflections: “it [the dashboard] is a measure of one’s symptoms
(...) altogether it of course becomes how you are feeling” (P1). Proactive patients used
the dashboard to identify reasons for feeling unwell “you can not always go to the doc-
tor and learn about your status and why you feel that way (...) you can do that here
[dashboard]” (P3).

Questioning and Gaining Self-Knowledge. Proactive patients gained insights by ask-
ing themselves questions and increasing their awareness of what caused their symptoms
to intensify. For example, the reflective questions in combination with annotating mea-
sures with context variables triggered reflection in proactive patients: “with dyspnea,
I had not thought there could be other [reasons]. I just had breathlessness, done. (...)
suddenly I realized how much I was affected by the heat (...) it happened when I sat with
the system and those questions asking ’why?’". Annotating measures with context vari-
ables supported evaluating different causal explanations: “I have started thinking about
it (...) I think, ’no it’s not that [stress]’, ’Talk? No I haven’t talked today’ and then I think
’it’s the weather’" (P3). Some proactive patients would like the dashboards to identify
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and highlight the important contexts which influenced their symptoms. These patients
reflected on previous days to identify changes that effected their health: “I become very
conscious about, how did I feel yesterday? Do I also feel like that today? What caused
that?” (P4).

Empowered Through Reflection. Through reflections, three proactive patients
learned how previously ignored measurements impacted their condition in everyday
life. These patients felt empowered by self-tracking and gained agency over their health:
“I thought that is just how it is. You give up a little and get tired of it [COPD] (...)
without doing anything about it, nobody says anything, but this [the system] does. It
makes you aware of the situation (...) My doctor always told me that it [their nega-
tive mentality] is all because of my condition. The system makes me think that he is
not right” (P3). Two patients felt empowered by identifying correlations between their
symptoms and contextual variables (e.g. warm weather may result in breathing difficul-
ties) which they used to inform their actions: “now I can make up my mind beforehand
[whether to go outside in the heat], because I know how it will end” (P3). Similarly,
these patients aimed to keep their measures within recommended levels and felt safer
knowing that their health has not deteriorated to dangerous levels: “I’m on the right
track then” (P3). Three patients felt empowered by preventing family members from
witnessing bad symptoms: “I can become unsure about how I am feeling.. (...) I do
not want to expose my husband and daughter unnecessarily [frightening events] (...) I
learn more about that now, so that I do not expose them” (P3) and “I have to be self-
centred (...) I have to do things right for myself and in time, so that I also treat others
right” (P4).

Becoming Motivated to Self-Improve. Active patients used the dashboard to set goals
for improving their health which motivated them to seek new knowledge that can aid
their goal: “I’ve tried to acquaint myself with BMI because I wanted to have a goal
to follow. [because] I wondered about the arrows [in the system]” (P4). One proactive
patient learnt about the severity of their weight problem and gained awareness about
the need to improve: “I have not thought about it before, but when you suddenly get it
in writing (...) being confronted with it, I have to do something about it (...) it’s for my
own good” (P3). That patient used the dashboard to track their progress as they tried
to improve their diet: “that’s about getting better at using the device [tablet with the
dashboard]. Not just saying, ‘oh, you are running into a pneumonia, now you have to
use it, it’s about using it [the dashboard] several times a day” (P3).

Three patients stated that the overview screen containing the colour indicators and
arrows provided them with a concrete goal to pursue: “I want all of them [days] to
be green and that things are making progress” (P3) and “when the arrows are point-
ing down I assume it is not so good, that’s the wrong way” (P4). For example, one
proactive patient used the dashboard to help reduce medication intake, which had been
a struggle despite the doctor’s encouragement: “They [doctors] had difficulties easing
me off because I have had high doses for so many years (...) but this time I thought now
you have to stop (...) I did, I needed some days and then it was over” (P3). Two patients
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stated that the dashboard should contain advice on actions to take that can improve their
health. Specifically, they wanted advice tailored to their own goals and health problems:
“to get help when you also have diabetes, that would be nice” (P3).

6 Discussion

The proactive patients in our study felt motivated to self-track their symptoms, unlike
the chronically ill patients in larger scale studies, who, however, could not review or
interact with their entered data [1,41]. Our prototype supported such activities and
as previously hypothesized [1,41], the ensuing reflections empowered the proactive
patients to reduce their symptoms over time boosting motivation for tracking. Using
reflective “why” questions in our dashboard overviews to highlight measurements that
had changed since last time, prompted comparing the contextual annotations to the
change in measurements illustrated in time series graphs. This triangulation of reflected
questions, context annotations, and time series graphs proved instrumental in providing
the proactive patients with agency, similar to findings with healthy self-trackers [13,20].
However, the passive patients lacked motivation to self-track as they felt unable to
reflect and doubted the application’s efficacy to empower them to that end. Our proac-
tive patients shared this doubt until they could identify concrete actions and improve-
ments (see [19]).

Contrasting previous studies [1,25,32,40,41], all our patients tracked their symp-
toms with some proactive patients submitting more data than asked of them. They
attributed much of their motivation to start using the application to the social con-
tract they had entered by participating in the study. However, the proactive patients’
increased sense of agency additionally motivated them to self-track, supporting sugges-
tions from previous studies [1,6,20]. The patients had to identify worsened health and
reflect on visualisations - a common approach in this application type (see [25,26]).
Similar to stroke patients, all our patients had a bias against reflecting on data remind-
ing them of bad health and either disregarded the results [15] or temporarily suspended
self-tracking [1]. Once our proactive patients learned to reflect and identify actions to
potentially improve their health, they analysed their negative health data in relation to
their contextual annotations (see [1,17]). The proactive patients used their newfound
insight to improve their condition, e.g. by not going outside during bad weather, adjust-
ing oxygen supplements, and reducing their condition’s impact on their social lives -
similar to COPD patients in previous studies [17,32].

However, this gained agency did not come without risks. Patients could reach incor-
rect conclusions through their biases, assumptions, and misunderstandings, which is a
common concern in interfaces relying on users to create insights from data visualisa-
tions [37]. For example, our patients preferred dual y-axis time series charts to compare
different measure(s) to identify potential reasons for changes in their health. However,
these charts are known to suggest correlations where none might exist [4]. This points to
more general design dilemmas pointed out by Correll [8] regarding the degree of agency
users should hold to be empowered while protecting them from arriving at potentially
spurious conclusions. This was further exemplified by the articulated need for auto-
mated analysis from proactive patients, who felt burdened by searching through every
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variable presented in the dashboard. Adaptive dashboard could automatically highlight
pertinent variables relevant to goal setting and problems. How much guidance should
these systems provide and should they limit users’ explorations? Other future work
should investigate how novel telehealth interfaces (e.g. virtual assistants) can establish
social contracts with patients as well as help with on-boarding, measuring health reli-
ably, and reflecting on results using visualisations, reflective questions, and contextual
annotations.

While our findings are based on a smaller number of patients than studies relying
on short interaction sessions [15,22,24], our numbers are similar to studies investi-
gating usage of telehealth dashboards for longer, e.g. fortnight, periods [25,26]. Our
participants had all received their diagnoses multiple years ago, adapted their lives to
accommodate their condition, and self-tracked prior to the study. Therefore, our results
may not apply to novice users, who still adapt to their condition and lack self-tracking
experience.

7 Conclusion

When used longer term, tablet-based telehealth dashboards utilizing reflective “why”
questions to highlight change in measurements, and contextual annotated time-series
graphs can encourage proactive patients to reflect, self-track, and improve their quality
of life through an increased understanding of their health. However, patients needed
knowledge about measuring health parameters and how to follow up results indicat-
ing poor or declining health with concrete actions to reflect. visualisations of tracked
data and reflective questions might not motivate patients, who understand their role to
be mere data providers. Future studies should investigate how to create adaptive dash-
boards that can promote reflections and actions relevant to each patients’ circumstances
and how to navigate the inherent design dilemmas between the empowerment of vul-
nerable users and protecting from taking action based on incorrectly drawn conclusions
in interventions that promote taking an active role.
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Abstract. User profiling is essential to help smokers quit smoking, but
filling out a questionnaire is tedious and therefore, a lot of smokers drop
out even though this personalisation can help them greatly in their jour-
ney to quit smoking. In this project a chatbot is designed that acquires
the necessary data for personalisation through games. Combined with
smoking event registrations, the application can detect smoking triggers.
12 participants tested the chatbot for 15 d by talking to it and regis-
tering their smoking events. Results show that the chatbot reaches the
requirements of a social chatbot, gathers for most games good quality
data, and detected smoking triggers are accurate, making the chatbot a
great alternative for smokers with an interest in games.

Keywords: Smoking cessation · Social chatbot · Gamification · User
profiling · Behavioral change interventions · Digital health

1 Introduction

According to the WHO, modifiable behaviors, such as tobacco use and physical
inactivity, cause 80% of non-communicable diseases (NCDs), including cardio-
vascular disease, type 2 diabetes and cancer [21]. NCDs kill 41 million people
each year, equivalent to 71% of all deaths globally. 70–85% of the medical bud-
get of OECD countries is used to treat NCDs. Preventive medicine, focusing
on measures to modify a patient’s behavior in order to prevent diseases, has the
potential to reduce NCD prevalence, improve quality of life and to reduce health-
care costs. Within this research, we specifically focus on encouraging smoking
cessation. Despite smoking cessation program development and policy measures
in the past decades, still almost 1 in 5 Belgians is a smoker [18]. Tobacco use
accounts for over 14.000 premature deaths in Belgium every year. The direct cost
to healthcare in Belgium is estimated at 615 million euro and indirect costs, such
as absenteeism, are another 746 million. These numbers illustrate the societal
and economic importance of designing engaging smoking cessation programs.
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Digital Health Behavior Change Interventions (DBCI) are being developed
that complement the face-2-face coaching using mobile applications and wear-
ables [22]. They aim to empower individuals by collecting and visualizing vast
amounts of behavioral data in a comprehensive manner and incorporating behav-
ior change techniques to promote a healthier lifestyle, e.g. goal-setting, social
support, gamification (rankings and rewards). It has been demonstrated that
DBCIs have higher effectiveness when data insights, social, challenges and moti-
vational messages are tailored to the profile of the user [13]. Personalisation is
thus an import prerequisite to achieve effective smoking cessation DBCIs [9]. An
important part of enabling smoking cessation, is accurately identifying the smok-
ing triggers of a person, i.e. specific contexts, times, locations, social behavior
or mindsets that trigger the person to smoke. This allows the DBCI to inter-
vene at the most critical moments for this particular smoker, so that appropriate
measures can be taken to prevent a relapse [8].

Today, profile and trigger information is mainly gathered through question-
naires, or by using a smartphone or a wearable, e.g. for collection of location
data [19,20]. The problem with gathering personal information through ques-
tionnaires is that users oftentimes tend to lose interest after only a few ques-
tions [12]. Consequently, a significant proportion of users drop out of the ques-
tionnaire. Even though the personalisation would add a lot of value to the user
in the end, the process of filling in the information makes the whole endeav-
our for them not worth it. Sensors that directly detect the information needed
for profiling without explicit input from the smoker can partially solve the issue.
However, the disadvantages is that these sensors, e.g. wearables, are often expen-
sive, and that they require advanced data analysis to make sense of the data.
Moreover, a lot of information is inaccurate because of situational deviations of
normal behaviour, a lack of registrations, difficulty to assess how the data should
be interpreted within a particular context, or mismeasurements [14].

We therefore propose a social chatbot that gathers the necessary data through
games as a solution to the problems regarding the current approaches. Smokers
can play a game while in the background the application and the chatbot pro-
cesses their data, creates their user profile, and detects their smoking triggers. In
order to motivate the smoker to play more games, and thus create an opportu-
nity for the chatbot to gather more data, gamification is used [11]. This method
of information gathering can replace questionnaires while making it fun for the
user to provide their personal information.

This paper is structured as follows. First, the related work is described in
Sect. 2. Section 3 contains the design of the chatbot, while Sect. 4 deals with
the study set-up. Last of all, the results are given in Sect. 5, while the paper
concludes in Sect. 6.

2 Related Work

A few chatbots used in the healthcare already exist. A mental health chatbot
reduces symptoms of stress, depression, and anxiety significantly [3]. The higher
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the engagement with the chatbot is, the more the symptoms of anxiety and
depression lower. Another mental health chatbot Tess is designed to act like a
therapist that has different modules that correspond to different types of treat-
ment modalities for depression [5]. These different modules bring different levels
of engagement according to the length, complexity and style of the question
asked. Furthermore, also other chatbots exist that focus more on promoting
healthy lifestyles with as advantages that this can reach a broad audience and
that automated personalised messages are possible [6].

In the field of smoking cessation, some studies focus on intervention, and
while these do not use chatbots, they indicate that the use of one would be ben-
eficial for behavioral change. None of these apply a chatbot yet either [17]. One
study uses short message service (SMS) texting to help smokers quit and prevent
relapse. Here participants indicate that this texting should be personalised and
interacting, thus preferring a chatbot above the one-way method in the study.
Moreover, another study indicates that just-in-time interventions may result in
similar outcomes as in-person counseling [7]. In this paper smoking triggers are
detected, while in another study known smoking triggers are used to personalize
an intervention [8]. This results in significantly greater reductions in urges than
just general messages.

In the case of chatbots in smoking cessation, a lot of studies focus on interven-
tion for behavioral change while not giving any attention towards the gathering
of the great amount of data needed for personalisation. A chatbot already exists
that supports the smoker in their journey to quit smoking [10]. This chatbot is
used in combination with a popular smoking cessation app - the Smoke Free app.
As far as the limited information allows to discover true features of the Smoke
Free app used in this study without paying for it, it seems to be limited to a
chatbot without engaging games to discover triggers, complementing thus the
questionnaires but not being able to replace them. The work however illustrates
the need for more engaging interaction with people wanting to stop smoking.
Another chatbot elicits reflection in smokers by allowing open answers to ques-
tions and using natural language processing to adequately respond to the given
answer [1]. Subsequently, it also identifies smoking reasons of smokers.

Gamification in the healthcare often appear as serious games without any
involvement of a chatbot. Serious games educate the players about a particu-
lar aspect of their health, or try to help a person by giving the player advice
through the game. A study compared some of these serious games targeted at
changing the behaviour of smokers and concluded that the games positively
affected smoking-related outcomes [4].

In summary, increased engagement and personalization in smoking cessation
programs is required to allow for effective DBHI, and multiple studies already
point towards a chatbot as a possible solution. Even though some interventions
help smokers to prevent relapse, still smoking triggers have to be known first
before an intervention can be staged. Gathering this profile information is done
through questionnaires and sensors, leading user to disengage and lack of accu-
rate information on the profile, as detailed in Sect. 1. Finally, it has been shown
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that games can be an aid for gathering personal data, although this has not
been unified within a chatbot yet to steer smoking trigger detection & smoker
profiling.

3 Chatbot Design

Before diving into the design of the chatbot itself, first the application as a
whole is presented. This contains the interface to converse with the chatbot, and
the server which contains the chatbot, the database, and the smoking trigger
detection module. Then the designed chatbot and games themselves and the
smoking trigger detection module are described.

3.1 General Concept of the Application

The interface of the application is Facebook Messenger because it is the platform
with the most users and the interface is familiar so it requires a lower threshold
to start interacting with the chatbot1. A user can send messages to the chatbot
through a Facebook page. The flow after the user sends a message until they
receive an answer is given in Fig. 1: (1)-(8). The message first goes to the webhook
(1) that is connected to the Facebook page who sends it to the server (2). The
webhook endpoints at the server side give the message to the chatbot (3) who
gets the necessary data to answer from the MongoDB database (4–5). After
constructing its answer, the message is sent back with the post method at the
server’s side (6–7). The message goes back the same way (7–8).

The second flow in Fig. 1 (A)-(B) shows the loop that happens every fifteen
minutes. The module trigger detection checks repeatedly if there is any new
data in the database. If there is, the module either classifies it as a potential or

Fig. 1. Schema of the application

1 https://datareportal.com/social-media-users.

https://datareportal.com/social-media-users
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Fig. 2. Schema of chatbot component

detected smoking trigger. A potential smoking trigger is not confirmed yet, so
the module stores the piece of data separately to process it further later.

Since there is a wide variety of smoking triggers, classifying them into cate-
gories makes processing a lot easier. These categories are based on previous smok-
ing profiling and trigger studies [2,15] and are the following: negative emotions,
stress, activities, smoking cues, substance abuse, location, moment of day/week,
and general.

3.2 Chatbot

The chatbot exists out of different main logical components presented in Fig. 2
and divided according to the time of sending the message and the content. When
starting the chatbot for the first time, it introduces itself and asks after the
user’s name. Then in the help part the user is informed about all the chatbot’s
functionalities and how to call upon help again. The main part exists out of the
four different games: Just One Lie, Story Builder, List Builder, and Where Am
I. These games were chosen based on the literature study of existing games that
seemed to show most potential towards trigger detection. The last part deals
with the smoking registrations and can be called upon by sending “#”.

Every game has questions and subjects related to smoking. Only the combi-
nation of the output of all the games brings a total view of the user’s smoking
behaviour. A demo of the chatbot can be found here: http://predict.idlab.ugent.
be/projects/imperio/.

Just One Lie. In this game one of the players gives two truths and one lie
about a certain subject while the other guesses what the lie is. The smoking

http://predict.idlab.ugent.be/projects/imperio/
http://predict.idlab.ugent.be/projects/imperio/
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triggers that could be derived from this game involve hobbies, friends, family,
stress factors, negative feelings, daily life, alcohol use, etc. Even smoking triggers
themselves are acquired in this game. Moreover, the chatbot informs them about
health effects and facts about smoking while dispelling myths around smoking.

Story Builder. One player starts with a prompt, and then one by one both
the player and the chatbot each add a continuation to the story. This goes on
until the players are satisfied with their story. The smoking triggers that could
be derived from this game are the ones that happen in specific life events.

List Builder. One player starts with a word or group of words around a subject,
and the other player answers with a word that begins with the last letter of the
first player’s word. This goes on until one of the two runs out of options. The
smoking triggers that could be derived from this game are about hobbies, stress
factors, and family. Even smoking triggers themselves are acquired in this game.

Where Am I?. One player is currently at a certain location and gives the other
player hints about where they are. The other player guesses with every hint their
location. The game ends when the other player guesses or gives up on guessing
the place. In combination with smoking events, the smoking triggers that could
be derived here are about a location.

The messages that the chatbot sends are static, and the different games have
randomisation to keep the interest of the player. Just One Lie has 17 lies and
101 truths to educate the user. In the case of List Builder each of the four
subjects has multiple options as answer for every letter of the alphabet. The
hidden feature in Story Builder has for two of the smoking trigger categories
and for all 6 genres a different story for the user to experience. In the game
Where Am I the chatbot can guess 23 different places.

3.3 Smoking Trigger Detection

Processing of the data of the different games depends on the category and type
of data. The different categories are: negative emotions, stress, activities (such
as hobbies and possible breaks during these hobbies), smoking cues (such as
seeing a cigarette, lighter, or other smokers), substance abuse (such as alcohol
consumption), location, and moment of day/week. A last general category keeps
track of all the smoking triggers that do not belong in the former categories.
Emotion detection is done through a natural language processing model on data
that is not yet classified into a category, such as a life event from Story Builder.
If a negative emotion is detected in the life event, it is sorted into the category
negative emotions. When the context is known and thus the category is known,
the potential smoking trigger is integrated into a question to be evaluated later.

Evaluation of the potential smoking triggers is done in the hidden features
in the games Just One Lie and Story Builder. The one in Just One Lie looks at
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Fig. 3. Hidden Feature: Chatbot guesses
severity of trigger [Just One Lie]

Fig. 4. Hidden Feature: Script requires
severity of smoking trigger and personal
data [Story Builder]

former smoking triggers in the same category and determines the likely severity
of the new potential smoking trigger. The guess is either confirmed or refuted by
the player. An example of this for the potential smoking trigger “game” is given
in Fig. 3. The hidden feature in Story Builder acquires profile data through a
scripted story that makes the player the main character. Moreover, a potential
smoking trigger is integrated into each scripted story, and the player gives the
severity when the potential smoking trigger appears in the story. An example of
this with the potential smoking trigger “running” is given in Fig. 4.

3.4 Gamification

Gamification is integrated into every game through a point system, a streak
feature and a leaderboard. Every game gives a minimum number of points, and
more points can be gained the longer the game is played or the more effort is
done. If a game is played multiple days in a row, a streak is formed. The longer
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the streak, the more points that can be accumulated every day. This streak
feature encourages players to play the same game daily to gain more points.
In order to give meaning to the point system, a leaderboard entices the player
to beat other players. It speaks to their competitive side. This combination of
gamification elements is implemented to motivate the player to play more games.

4 Study Design

The goal of the study is to evaluate the effectiveness of the chatbot to profile
users and to study how engaging the users find the chatbot. The study started
with 12 participants who fulfilled the following inclusion criteria:

– Age 18 and above
– A smoker (so someone who is an active smoker and is not currently trying to

stop smoking)
– Has a Facebook account
– Is able to hold a conversation in English (since all the conversations with the

chatbot are in English)

Even though the study is done in the domain of smoking cessation, the partic-
ipants were not required to quit smoking since this was not necessarily needed
for the detection of smoking triggers. This way the impact of the chatbot on the
participants was limited, but still the required personal data could be acquired.
The study was approved by the committee on ethics and data management of
the faculty of Engineering and Architecture of Ghent University. All participants
signed an informed consent form before the start of the study. The requirement
for the study was to play at least one game with the chatbot daily and to register
every smoking event with the chatbot. During the study there were 2 dropouts
due to unforeseen circumstances (IDs 3 and 12) - they only participated for a
week, but they did not ask to remove the data already acquired, so the already
gathered data could still be used in the analysis.

The study lasted 15 d after which the participants filled in a questionnaire
with questions about the gathered data, the chatbot, the smoking triggers, and
general opinions.

5 Results

The first author K. Bosschaerts analyzed all the answers. It was a question-
naire specifically tailored to this study, but constructed in collaboration with
experienced behavioral change user researcher (and co-author) J. Stragier. The
used questionnaire and the code base are made available at: https://github.com/
predict-idlab/chatbot-smoking-profiling.

Engagement is an important factor for effective behavioral change, so this is
discussed first. Then the participants’ answers from playing the games is looked
at next. At last, the user experience gained from the questionnaire is given.

https://github.com/predict-idlab/chatbot-smoking-profiling
https://github.com/predict-idlab/chatbot-smoking-profiling
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Fig. 5. The average number of times a
game was chosen per user per day (num-
ber of participants shown (n) = 10)

Fig. 6. The average number of times a
game was chosen per user per day (selec-
tion of 4 participants that engaged every
day)

5.1 Engagement

The requirements stated that participants needed to play at least one game
per day and that they had to register every smoking trigger, but only a few
participants abode by it. The mean reason for this lower engagement is that the
participants were not required to stop smoking, so they had less motivation to
learn about their smoking behavior. Figure 5 shows that the mean number of
times a game was chosen per user per day lays below the minimum of one - the
green line. A selection of four participants did fulfill this requirement as shown
in Fig. 6. Nevertheless, the other participants’ data can also be used to measure
some aspects of engagement, and their answers can still be used to evaluate the
games.

The participants who did not play the game daily, were also the ones that
stopped registering their smoking triggers midway. For others, a decline in smok-
ing registrations can be seen in Fig. 7. Here the drop-outs - the two participants
who quit in the middle of the study - were removed. Manually registering the
smoking events is tedious, so naturally, participants register less and less smok-
ing events as the study goes on. The impact of this decline is limited to two
categories: moment of day/week and locations. Both of these categories rely on
accurate data to infer the smoking triggers, so results here are skewed.

A chatbot has to have a Conversation-turns Per Session (CPS) - the average
number of conversation-turns between the user and the chatbot in a conversa-
tional session - of at least 10 to qualify as a social chatbot [16]. The CPS of
all participants comes down to 10 with a standard deviation of 9.18, while the
CPS of the selection of 4 participants is 10.29 with a standard deviation of 6.96.
Thus, in both cases the chatbot’s engagement qualifies it as a social chatbot. The
standard deviation of the CPS of all participants lies higher than the selection
because some non-daily players had very long sessions with the chatbot.

The leaderboard in Table 1 gives an other view of game engagement. The
user IDs in bold are the four participants that engaged daily. A few participants
mentioned that the leaderboard spoke to their competitive side and made them
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Fig. 7. Total smoking registrations per day (n=10)

want to get to the top. The game Just One Lie was the most popular one as
it is short and it has additional educational value about smoking. The games
Where Am I and Story Builder were preferred by different participants, but List
Builder was overall the least favourite.

Table 1. Leaderboard; The rank represents all the players from most played to least
played, with their ID in the second column. The third column gives the total amount of
points per player over all the games, while the last four columns gives the total amount
of points per game per player.

Leaderboard

rank id total points Just One Lie Where Am I List Builder Story Builder

1 7 4480 0 4480 0 0

2 1 3430 930 500 1070 930

3 4 2850 1780 570 410 90

4 6 2810 2520 0 120 170

5 2 2540 2330 70 70 70

6 3 1090 500 260 210 120

7 5 1030 710 320 0 0

8 12 860 630 230 0 0

9 11 700 520 0 180 0

10 8 510 450 0 0 60

11 9 30 0 0 30 0

12 10 0 0 0 0 0
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Fig. 8. Potential smoking triggers per
category per user (n=12)

Fig. 9. Detected smoking triggers per
category per user (n=12)

5.2 Analysis of Participants’ Answers

The quality of the data of both Just One Lie and Story Builder cannot be
sufficiently used for smoking profiling and trigger detection. Due to the nature
of the games, the data is riddled with useless information, mistakes, and bad
answers. List Builder and Where Am I are a lot better in comparison. List
Builder brings high quality, short data. Even though Where Am I ’s locations
were sometimes too specific and in the format of a sentence, most of the data is
clean and useful.

A lot of potential smoking triggers, i.e. triggers that could be possible smoking
triggers for a certain smoker, but that are not confirmed or refuted yet by the
participants during the study, were found as shown in Fig. 8. However, very few of
the potential triggers could be confirmed or refuted by the chatbot during follow-
up games. The few detected smoking triggers through the games are illustrated
in Fig. 9. This was a consequence of the small number of hidden feature games
that were played. Half of the participants indicated in the questionnaire that they
were not aware of any smoking trigger they had, while the other half knew about
one, two, or three triggers. Smokers are often not aware of their own smoking
triggers, and the chatbot is able to detect these for them. None of the substance
abuse triggers were found, even though a few users indicated that alcohol was
a trigger for them. More games focusing on this category could prevent this
problem. The location category required the user to play the game Where Am
I multiple times at the same location. Hardly anyone played the game more
than twice on the same location, however, but combining the game Where Am I
with Global Positioning System (GPS) data solves the issue. Since the category
moment of day/week was calculated in the end, every user gained a detected
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smoking trigger in that category. Because of the unreliable manual registrations
of the smoking events, as shown in Fig. 7, these are not accurate though. The
selection of categories was a good choice in the participants’ opinion.

5.3 User Experience

The opinion of the participants about the chatbot in Fig. 10 is very black-and-
white, with persons either liking the games, or not liking them at all. Participants
who do not like games in general, as indicated by them in the closing question-
naire, did not like the method used and they also are causing most of the lower
ratings in Fig. 11. They thought it was taxing to talk with the chatbot every day,
as can be seen in Fig. 12, and would not like to use the chatbot outside the study.
The group who does like games or is neutral towards them, is more divided in
their opinions. One common thing that all users experience is that talking with
the chatbot takes time and is hard to fit into their daily life. With IMPERIO we
will try in the future to determine the optimal intervention point to resolve this
issue. The users will get a notification and they will be more inclined to interact
with the chatbot.

Fig. 10. User enjoyment of the chatbot (n=10)

Even though there are a lot of participants who did not like this gather-
ing of their data through games, when they were asked if they would prefer a
questionnaire instead, only three participants were more inclined towards the
questionnaire, as shown in Fig. 13. This means that there is potential in the
method of the study, but that the games need be refined some more. A few
adjustments in the implementation have to be made before it can be put to
use for a broader public. If some further testing needs to be done, maybe an
additional inclusion criteria for the participants has to be that they have to like
games or minigames.
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Fig. 11. User enjoyment of the method of gathering data (n=10)

Fig. 12. Level of effort required to chat with the chatbot (n=10)

Fig. 13. Preference between questionnaire or study method to ask about personal
information (n=10)

6 Conclusion

When personalisation is needed in an application, a questionnaire is mostly used.
Such a questionnaire is tedious to fill in, and consequently often is not completed.
In an attempt to look for an alternative, the first few steps were taken in this
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paper. This approach of combining a chatbot and games to engage users in
providing as much personal data as possible while keeping their interest in doing
so, can be a possible alternative for a questionnaire after more research around
this topic is done.

The chatbot was tested by 12 participants during a period of 15 d. Since the
user sample is rather limited, the conclusions written here are only an indication.
The engagement with the chatbot was good since it achieved the minimal 10 CPS
needed for a social chatbot. Although the chatbot was not able to convince the
people who did not like games of its charms, some of these people still recognized
that they preferred it above a boring questionnaire. The hurdle of filling out a
questionnaire is thus greater than the participants’ disinterest into games. For
the people who do like games, this project was found to be a great alternative
for a questionnaire as soon as the problems with the current chatbot are fixed,
i.e. poor data quality in some games, more focus on underrepresented categories
of triggers, and changing the manual smoking event registration to an automatic
solution.
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Abstract. Digital phenotyping applications use sensor data from per-
sonal digital devices (e.g., smartphones, smart bands) to quantify
moment-to-moment human phenotype at the individual in-situ level.
Ensuring the quality and distribution of the data used is essential require-
ment in the domain of these applications. Context Quality (QoC) refers
to the Information Quality (QoI) used and the Quality of Service (QoS)
level of information distribution. QoI is measured by parameters that
define how reliable the information is. On the other hand, QoS is pro-
vided by specifying the quality of service for distributing context data.
Some aspects can degrade the QoC of the application, such as informa-
tion from sensors being imprecise, wireless communication technologies
used in the acquisition and distribution of information, scalability prob-
lems can cause information delay, and intermittent connection due to
user mobility can result in data loss. Therefore, this study conceives a
process for incorporating QoC requirements and a Domain-Specific Lan-
guage (DSL) to specify these requirements in digital phenotyping appli-
cations. A case study was carried out where the scenario of an application
for monitoring workers’ health was considered. It was possible to prove
the expressiveness and simplicity of the proposed language when using
it to define the instances of the application classes responsible for the
acquisition and distribution of context information.

Keywords: Digital Phenotyping · Acquisition and Distribution ·
Quality of Context (QoC) · Incorporation of QoC Requirements ·
Domain-Specific Language

1 Introduction

Smartphones and wearable devices are part of people’s daily lives and have sen-
sors that capture the user’s context, and environment [13,18]. Computational
methods can use this context information to make inferences about social, behav-
ioral, and cognitive aspects of individuals [12,14]. For example, it is possible
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to identify if the user is performing some physical activity using location and
acceleration data or if he is carrying out a conversation based on the data cap-
tured by the smartphone’s microphone.

Digital Phenotyping is a research area that aims to use context data from
mobile devices to infer the individual’s health status [19]. Research in digital
phenotyping focuses on developing new solutions to complement and extend
traditional sources of clinical data. Digital phenotyping solutions need to ensure
an acceptable level of data quality to obtain greater decision-making accuracy
due to their applicability in the healthcare field. Quality of Context (QoC) refers
to the Quality of Information (QoI) used as context information and the Quality
of Service (QoS) for distributing this information [2]. With the resources offered
by QoC, it is possible to establish quality contracts between service providers
and consumers, select better context sources, increase application efficiency by
optimizing energy and bandwidth consumption by adapting the frequency of
information dissemination and improving the quality of the user experience [5].

In the literature, one can find several parameters related to QoC to specify
the application quality requirements [8,10]. For example, in an application that
makes decisions in near real-time, the age parameter is crucial, as outdated
information may not represent the individual’s current context. Furthermore, by
distributing this information through the smartphone with battery limitations
and an increase in energy consumption when sending data over the network, it is
soon possible to specify the desired frequency for distributing this information.

Digital phenotyping applications run in environments that can degrade QoC.
First, they use sensor data which can generate inaccurate and erroneous read-
ings [6]. Second, they deal with intermittent connection by allowing individuals to
move and situations where the current network does not meet application require-
ments, resulting in data loss. Finally, a digital phenotyping infrastructure allows
the monitoring a set of individuals, and problems related to scalability may occur.
Therefore, it is necessary to specify QoC parameters to meet the requirements of
each application in order to evaluate the context information used in them. In
addition to evaluating the information, it is necessary to evaluate the quality of
the distribution service. It is also critical to monitor compliance with these require-
ments to resolve potential issues that degrade the QoC of the application.

When designing these applications, it is necessary to develop or use soft-
ware platforms to perform the acquisition, inference, and distribution of context
information. Digital phenotyping is currently a very active research area [11,12].
Regarding middleware platforms and several application proposals were pre-
sented, such as [1,7,15,19,20]. However, the treatment of QoC in the field of
digital phenotyping is still incipient in the literature, especially in middleware
platforms focused on this area. Therefore, when considering the importance and
requirements of these applications, this study conceives an approach that has
a process for incorporating QoC requirements and a Domain-Specific Language
(DSL) for specifying these requirements in digital phenotyping applications.

The article is divided as follows: Sect. 2 presents the theoretical founda-
tion; the 3 section exposes related works; Sect. 4 presents the proposed solution;
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Sect. 5 presents a case study; and finally, Sect. 6 presents the conclusions and
future works.

2 Background

2.1 Digital Phenotyping

Torous et al. [19] define Digital Phenotyping as the “moment-by-moment quan-
tification of human phenotype at the individual level in-situ using data from
smartphones and other personal digital devices.” Personal digital devices are
present in the individual’s daily life (for example, smartphones, smartbands)
that collect a set of data on behavioral and health aspects useful in the domain
of these [14] applications.

According to Mendes et al. [11] the digital phenotyping process (illustrated
in Fig. 1) begins with the collection of raw data from sensors, whether phys-
ical (e.g., GPS, accelerometer, heart rate) or virtual (e.g., phone calls, screen
time on, apps used). After collecting the raw data, behavioral and health events
are inferred. Behavioral events represent actions performed by the individual
(e.g., the time interval in which he socialized with the family). Health events
represent the individual’s physiological state based on vital signs (e.g., heart
rate, blood pressure, blood oxygenation). After the inference of these events,
behavioral patterns are obtained (e.g., the pattern of mobility, sociability, and
physical activity). These patterns refer to routine situations of the individuals
(e.g., the individual always sleeps, from Monday to Friday, at 23:00). Finally,
these behavioral patterns are used in prediction and diagnostic applications.

Fig. 1. The process of digital phenotyping [11].
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The development of digital phenotyping applications requires components
responsible for collecting context data from sensors embedded/connected to
personal digital devices. In addition, developers must implement software com-
ponents to infer behavioral events and distribute collected and inferred data
to external servers via wireless communication infrastructure. Finally, on the
server, it is necessary to implement components for managing large volumes of
data and machine learning models to infer behavioral patterns related to health
aspects. [11].

2.2 Quality of Context

Context is the information used to characterize the situation of an entity (e.g.,
people, objects, or places) that influence an agent’s decisions [4]. Below are
described just some of the various parameters present in the literature used to
quantify the degree of information quality, in addition to allowing the definition
of the quality of the distribution service [8,10].

The Accuracy represents an estimate of how close the context information
is to the actual value. The device manufacturer normally provides the accuracy
value when the information comes from a physical sensor. The Confidence
estimates the degree of certainty of the information provided by the information
source. The Measurement Interval indicates the time interval between suc-
cessive readings. The Delay represents the time elapsed between sending the
message by the producer and its arrival at the consumer. Even though it is a
QoS parameter, it is possible to insert the computed time in the context data
as a meta-information related to QoI. Completeness indicates how complete is
the context information received by a consumer. It can be calculated based on
the ratio between the sum of the weights of the available attributes and the sum
of the weights of the attributes required by the consumer. The Validity Time
indicates the validity of the information. The information producer can specify
the validity of the information as he has produced it. However, the consumer can
decide whether or not to accept the shelf life specified by the producer. The Age
can also be used to check the validity time of the information. It indicates the
difference between the current instant and the information measurement time.
Finally, the Total Delivery Time indicates the time from the measurement of
the information to its delivery to the consumer.

To define the quality level of the information distribution service, we have
the Reliability that determines whether the distribution service should adopt
the best effort policy (best-effort), when there is no guarantee of delivery of
information, or use delivery and retransmission if the context information is not
delivered to the recipient. The Refresh Rate allows the consumer to define how
often context information should be received regardless of how often the data is
produced. The Delivery Time indicates the maximum time a consumer is will-
ing to wait for information. The Latency Control defines an additional delay to
the producer and consumer of the information. By setting a delay, messages are
grouped into a queue and sent or received in a single burst. The History allows
the consumer to store the information for some time feasible for him. By using
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this parameter Order of Destination, the messages stored in the History can
be organized according to their timestamp of publishing or receiving. The con-
sumer can still specify the validity time of the information with the parameter
Lifetime. Through this parameter, the consumer defines when messages should
be removed from the History. Retention allows the information producer to
indicate that he wants to retain the last message sent to new consumers as they
arise. Finally, Liveness allows producers to send consumers the status of their
service, indicating whether they are still active. The consumer must indicate
whether he wants to receive this alert.

3 Related Work

We used as related works the studies selected in the Systematic Literature
Review (RSL) conducted by Mendes et al. [11]. The study authors presented
software platforms designed to support digital phenotyping studies. Based on
this review, we present in this section works that conceive software platforms to
perform the acquisition and distribution of context information.

AWARE [7] is a reusable Android software platform focusing primarily on the
acquisition, distribution, and context inference. The platform provides a library
that allows the developer to design their application. Its architecture is composed
of the Aware Client and Aware Server layers. The Aware Client layer is respon-
sible for acquiring context information from physical and virtual sensors. After
the acquisition, information is processed, and high-level situations are inferred.
Processing is carried out through plugins. Each plugin is responsible for some sit-
uation of interest (e.g., sociability, mobility, physical activity, sleep). The Aware
Server layer has a cloud database and dashboard capabilities for information visu-
alization. The information presented in real time is sent via the Message Queuing
Telemetry Transport (MQTT)1 protocol. The study addresses some measures to
minimize data loss. The first is to use MQTT’s QoS requirements, and the second
is to prevent data collection processes from being interrupted by Android.

SituMan [17] is a reusable software platform that identifies situations in the
individual’s routine based on data from smartphone sensors. Situation inference
is used to solicit self-reports at opportune times. It allows collection related to
the location and activity that the individual is performing. The authors recognize
that the sensor data can sometimes generate inaccurate data, as in the case of
the GPS used by the authors in the study, but the solution does not address the
provision of QoC mechanisms. When using inaccurate location information, it
may not represent the exact location where the individual is.

Beiwe [19] is a platform that collects raw data from sensors and smartphone
usage aspects. Two main components make up Beiwe: a web app and a mobile
app. The web application allows researchers to specify the application’s content,
the sensors used in data collection, and its refresh rate. The mobile application is
responsible for acquiring and distributing context information. They are stored in

1 https://mqtt.org/.

https://mqtt.org/
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a buffer to be sent later. Buffering information is one of the important QoS require-
ments, as, at certain times, the application may not have an internet connection,
so this information is stored to be sent later when establishing the connection.

Purple Robot [15] is a framework that supports the creation of mobile appli-
cations which collect data from sensors through an authoring tool web that helps
researchers who do not know software to develop their applications to acquire
data from smartphone sensors to carry out their studies.

Funf [1] provides a set of functionality that allows the collection and distri-
bution of context information. Funf has a Funf Manager component responsible
for selecting the sensors used to collect context information and configuring the
data collection frequency to minimize battery consumption. The possibility of
changing the data sampling rate is relevant when considering device battery lim-
itations and application bandwidth consumption. The solution also has a buffer
where data is temporarily stored. The Funf sent this data every three hours to a
server in the cloud. Being able to temporarily store information in a buffer is also
a QoS requirement, as constantly accessing the network can consume increasing
device power consumption.

Finally, Sensus is a tool that consists of two [20] mobile applications. The
first one is responsible for collecting data from sensors from the monitored indi-
vidual’s smartphone. A server processes the collected data in the cloud. The
other application is used by the healthcare professional to manage the study.
The study is managed by a protocol designed by the professional. The proto-
col contains the information necessary to apply the study and the sensor data
collected from the subject’s smartphone.

3.1 Considerations

Analyzing the related works, we identified that the platforms designed to acquire
and distribute context information within the scope of digital phenotyping do not
broadly address the QoC requirements necessary for these applications. However,
the treatment of QoC in the domain of digital phenotyping is still incipient in
the literature, particularly in middleware platforms focused on this area.

Each application may require different levels of QoC. Information that does
not meet the requirements required by the application may be useless for the
context. Therefore, this study contributes to the literature in proposing mecha-
nisms that facilitate the specification of QoC requirements in digital phenotyping
applications, considering both QoI and QoS aspects.

4 Proposed Solution

4.1 Process

The proposed solution has a process for incorporating QoC requirements in
developing these applications and monitoring their execution. Figure 2 presents
the steps of this process. The process consists of five steps, namely: specifica-
tion, transformation, implementation, evaluation and monitoring, and finally,
visualization.
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Fig. 2. Process for incorporating QoC requirements into digital phenotyping applica-
tions.

The first step is to specify the application’s QoC requirements with the help
of a domain language. A DSL is conceptualized as a set of models, defined by a
metamodel, that corresponds with an abstract syntax and is represented by one
or more concrete syntaxes [9]. After formalizing the requirements, the transfor-
mation to the target code occurs automatically through a conversion process.
After the transformation stage, the developer, in possession of the artifact gener-
ated based on the DSL, can use it in the design of his application by importing
the generated source code into his project. Next, in the evaluation and mon-
itoring stage, the context information is selected based on the specified QoC
parameters, and event logs are generated regarding fulfilling the requirements.
Finally, the visualization step involves projecting these data events onto the
Dashboard tool.

4.2 Proposed Metamodel

For the design of the DSL, a problem domain analysis was first performed to
identify the concepts, abstractions, and relationships between the entities. This
domain analysis produced an abstract syntax that corresponds to a metamodel.
The proposed metamodel was architected based on the Eclipse Modeling Frame-
work2 (EMF) pattern. EMF consists of a modeling framework based on a data
model with code generation capabilities. Figure 3 presents the abstract syntax of
the proposed DSL. She defines all identified concepts and their respective rela-
tionships. The concepts must be described to be easily understood by the user.
The abstract syntax also includes structural metamodel semantics to define the
rules and constraints of relationships between domain classes.

In digital phenotyping, applications consume context information from, for
example, sensors. In addition, these applications distribute this information to
other applications. Consumption and dissemination of context information are
defined in the metamodel as services. Each service is associated with one or more
context information. Each context information comprises a specific type of data
(e.g., heart rate), a unit of measurement (e.g., bpm), and the source precision
value.

2 https://www.eclipse.org/modeling/emf/.

https://www.eclipse.org/modeling/emf/
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Fig. 3. Proposed metamodel.

For each service, it is possible to associate different QoC parameters. The QoI
parameters, highlighted in green, are specified to ensure that the information
received or sent will have a certain degree of quality required by the application.
When defining a QoI parameter, it is necessary to define a threshold value, its
equivalent unit of measure, and a relational operator. The relational operator is
used to compare the value of the QoI parameter contained in the information
with the specified value. For this, the context information must be annotated
with the QoI meta-information.

The QoS parameters, highlighted in yellow, are specified to guarantee the
distribution service quality. For example, it is possible to set the reliability level
of data delivery by specifying the Reliability parameter and its type. By setting
it to At Least Once, the service disseminates the information and will receive a
puback to confirm receipt. For the Exactly Once type, a handshake is performed.
This action is required to confirm the delivery of the information. If there is no
such confirmation, the context information is retransmitted. It is also possible to
set the QoS level when consuming the context information. For example, we can
set the service that receives data from the heart rate sensor to have a Refresh
Rate of 1 s.
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4.3 Transformation and Incorporation of QoC Requirements

To incorporate the specified QoC requirements, it is necessary to use Middleware
platforms with the mechanisms to implement the requirements in the proposed
metamodel. Therefore, the process of transforming the model into Middleware-
specific source code begins with the creation of code generator modules. Figure 4
presents the process necessary to carry out the transformation of the specification
into the target code.

Fig. 4. Target code generation process for Middleware.

Implementing the MOF Model to Text Language (MTL) standard can be
used to transform an EMF model into target code. The Acceleo tool implements
the MTL standard and comprises two main structures: models and queries. Tem-
plates have a set of Acceleo instructions for generating text. The queries are
performed using the Acceleo Query Language (AQL) and are responsible for
extracting information from the EMF specification. After generating the desti-
nation codes referring to the services that consume (Subscribers) and distribute
(Publishers) context information, the developer can incorporate them into the
application.

5 Case Study

5.1 Worker Health Monitoring Mobile System

Mobile health monitoring systems are applications that run on mobile devices
and aim to infer users’ health status based on information derived primarily from
sensors. These applications use wireless communication technologies to acquire
data from wearable devices of monitored users and disseminate this information.
As a case study, we implemented a mobile app that monitors workers’ vital signs
and physical activity during working hours.

We designed a worker health monitoring app to connect devices with Blue-
tooth communication technology. In addition to performing the collection, the
application infers situations about the worker’s health status and disseminates
this information through the MQTT protocol to consumer applications. One
is a SpringBoot3 application that runs on a cloud server. It is responsible for
3 https://spring.io/projects/spring-boot.

https://spring.io/projects/spring-boot
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receiving the data by storing it. Another application consists of a Dashboard
that presents to the health professional at a time close to the worker’s current
state of health. The Dashboard also allows the professional to consult historical
data. Figure 5(a) shows the Polar H10 device connected to the mobile applica-
tion. Figure 5(b) shows that the mobile application collects data from heart rate,
electrocardiogram, and activity sensors. Finally, Fig. 6 shows the Dashboard pre-
senting the data in real-time.

Fig. 5. (a) Screen that shows options menu. (b) Screen that shows connected devices.
(c) Screen showing available and active sensors.

The CDAL/CDDL Middleware platform was used for data acquisition and
distribution. It is an extension of the M-Hub/CDDL Middleware [8,16], designed
to facilitate the development of Internet of Things (IoT) applications with QoC
requirements. Middleware is composed of two layers, they are: the Context Data
Acquisition Layer (CDAL) and the Context Data Distribution Layer (CDDL).
The CDAL layer runs on Android mobile devices to acquire context data from
Smartphone and smart personal devices that have technologies such as Bluetooth
Classic (BT) and Bluetooth Low Energy (BLE). On the other hand, the CDDL
is responsible for processing and distributing the context data obtained through
the CDAL and can be executed on Android devices, desktop applications and
cloud servers. It provides developers of mobile applications, which use data from
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Fig. 6. Presentation of near real-time data through the dashboard.

sensors from smartphones and wearable devices, mechanisms to ensure QoC
requirements. The developer must explicitly program QoC requirements.

5.2 System Requirements

Digital phenotyping applications run in environments that have characteristics
that can degrade QoC. Therefore, when designing these applications, it is nec-
essary to consider some aspects to ensure their quality. The following describes
some requirements that these continuous monitoring applications must have. We
incorporated all the mentioned requirements in the application developed in this
case study.

– Identify active sensors: The system must identify when a sensor is no
longer active.

– Inference from situations: The system must provide information related
to the worker’s health status based on the sensors’ vital signs information and
activities performed, coming from sensors with a certain degree of imprecision.

– Mobility support: The system must guarantee data delivery even consid-
ering intermittent connections.

– Resource-saving: The system should try to minimize battery consumption
and network interface usage of devices used by the worker when performing
context data collection and distribution.

5.3 Specification of QoC Requirements

After identifying the requirements necessary to guarantee the quality of the
application, the specification of the QoC requirements was carried out based on
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the parameters contemplated by the proposed metamodel. Figure 7 presents, in
summary, how the application’s QoC requirements were specified.

Fig. 7. Specification of QoC requirements for services that consume (Subscriber) heart
rate information and disseminate (Publisher) heart rate alert information.

The monitoring application allows connection to devices that have Bluetooth
technology. Bluetooth has a distance limit to keep an active connection. In the
monitoring environment, in which the monitored user can move away from the
smartphone that receives data from the device, it is necessary to notify consumer
applications about the status of these services. The application developed in
the case study publishes context information from several sensors: heart rate,
breathing, blood pressure, and oxygen saturation. For each sensor, the Liveness
parameter was defined. This parameter indicates that the service that publishes
the sensor information will notify the consuming applications, informing them
if they are still active or not.

Health professionals accompanying workers during working hours want to
receive near real-time alerts when standard vital signs such as normal, altered, or
critical ranges are detected. These alerts are essential to provide the professional
with an indicator of the worker’s current state of health for a quick reaction
depending on the case’s urgency. They are generated based on information from
physical sensors. As the information from these sensors has a certain degree
of imprecision, the information derived has a certain degree of confidence. We
calculate the confidence of the alerts via an algorithm that measures the degree
of confidence of a situation inferred based on the imprecision of the information
source presented in [3]. In addition, the application provides an alert for heart
rate (AlertHeartRate) and breathing rate (AlertBreathingRate), as these data
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are collected continuously. As specified in the requirements, to avoid false alerts
about the actual situation of the worker’s health status, the mobile application
disseminates only the alerts with a degree of 80% confidence to the dashboard.
It should be noted that continuous information must be generated by the sensor
every 1 s, as specified by the RefreshRate parameter, for quick decision-making.

The mobile monitoring application uses the Activity Recognition API4 devel-
oped by Google to identify the worker’s activity. This API, in addition to pro-
viding the activity, also provides the confidence level of the situation. To ensure
that the activity provided really matches the activity performed by the worker,
a threshold of 80% was defined for the confidence parameter. As a result, the
monitoring application will only receive situations with a confidence level of 80%.

Worker mobility can cause intermittent connection. This is a problem when
you have essential items that must be delivered to a consumer application, such
as alerts and information that is not collected continuously (e.g., blood pressure,
glucose, and oxygen saturation). It is worth mentioning that a conventional
sensor collects the blood glucose data, and the information is manually entered
into the application. As specified in the requirements, the Reliability parameter
is defined for this information to guarantee the delivery of the data. Each service
that consumes context information has a History to store the information when
there is no established internet connection or server connection. The Historic
performs the function of a Buffer. Upon reestablishing the connection, the service
disseminates the stored information.

Mobile devices have energy limitations due to the use of batteries that need
to be recharged. The health monitoring system uses the user’s smartphone to col-
lect, infer and distribute information. In a standard data distribution model, the
information is sent to the measure made available by the sensors. With each new
data, network access is requested to send it. As per the Android documentation,
each request to the network interface generates a reasonable power consumption.
Therefore, for the worker monitoring application, a LatencyBudget parameter
was defined that defines a delay for sending the data in a grouped way. As spec-
ified in the requirements, the delay is defined as 60 s, that is, the application will
group the data generated in this interval and time and send them. This results
in the number of network interface request the application makes.

6 Conclusion and Future Work

This study proposed a process to incorporate QoC requirements in digital pheno-
typing applications. The process has five steps, they are: specification of require-
ments, the transformation of the specification into target code, deployment of
the code in the application, evaluation, and monitoring of the requirements, and
finally, the visualization of the monitoring logs in a dashboard tool. From the
proposed process, the study conceives a metamodel used to specify QoC require-
ments considering the structure of digital phenotyping applications in acquiring
and distributing context information.
4 https://developers.google.com/location-context/activity-recognition.

https://developers.google.com/location-context/activity-recognition
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We have developed a system with QoC requirements for monitoring workers
during working hours. It is worth mentioning that the specification transforma-
tion process was performed manually by the developers. The platform has two
main applications. The first is a mobile application that collects signal and activ-
ity information from workers. The second is a dashboard that provides health
professionals with near real-time information and historical data on the worker’s
health status. Through the case study, it was possible to observe that based
on the proposed metamodel, it is possible to formalize QoC requirements that
guarantee the quality of applications for digital phenotyping in the health field.
In future works, we propose the automatic transformation of the specification
into target code, evaluation and monitoring of the specified requirements, and
dealing with conflicting situations between the specified QoC requirements.
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Abstract. Emerging studies are reporting on the implications of self-tracked data
in patients’ everyday life and how it influences self-care activities in chronic care.
The increased uptake of consumerwearable activity trackers in healthcare contexts
and the wider application of advanced analytics is changing the temporal scope
from ‘past-centric’ to ‘future-centric’ personal informatics. At the same time, a
stream of research is making clear that experiences of emotion are constitutive of
patient data work suggesting that the micro practices of engaging with personal
data has an important affective dimension.We conducted an exploratory interview
study with five chronic heart patients with an implanted cardiac device to concep-
tualize the data work, which is involved in making sense of self-tracked data from
a consumer wearable activity tracker (Fitbit Alta HR). In this paper, we contribute
to understanding patient data work as seven forms of micro practices: Verifying,
Questioning, Motivating, Reacting, Accepting, Distancing, and Sharing. We dis-
cuss how these practices relate to temporal and affective dimensions of engaging
with self-tracked data in chronic care and point to future research.

Keywords: Self-tracking · Self-care ·Wearable activity trackers · Personal
informatics · Affective computing

1 Introduction

Self-care technologies in chronic care have traditionally been regarded as tools for sup-
porting disease-relatedmatters [1]. However, during the last two decades there has been a
boom in consumer self-tracking devices, originally designed for sport, leisure, and well-
ness. These wearable and mobile devices are increasingly becoming part of patients’
self-management practices and the line between the realms of medicalized self-care
technologies and consumer self-tracking technologies is gradually being blurred [2, 3].
Along with this pervasive access to consumer health applications and wearable activity
trackers, the work of producing, gathering, interpretating and using health data is no
longer a job solely upheld by healthcare professionals. Instead, individuals with chronic
conditions can engage in various forms of patient health data management practices,
which has been broadly described as “patient data work” [4, 5].
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Outside the medical contexts, engagements with personal information and self-
tracking data have been conceptualised into different stages including activities of prepa-
ration, collection, integration, reflection and action. Studies under the term “personal
informatics” have given shape to a long-standing discourse and multiple contributions
to understanding how people engage with new types of digital devices that allow for
collection of multiple forms of personal data [6]. Moreover, studies of using wearable
activity trackers in clinical care contexts have been studied in health informatics [7],
often with a focus on acceptability and effect in clinical encounters like using Fitbit
in cancer or cardiac care or self-tracking among patients with co-morbidity [2, 8, 9].
In Human Computer Interaction (HCI), studies have examined how participants used
self-tracking technologies as intertwined with self-care practices for disease monitoring
and fitness tracking in chronic care [3, 10, 11].

More recently, two streams of research have appeared, which give rise to new ques-
tions: one stream examines emotion and affect during patients’ data intensive practices
[12–14]. For example, it is known that patients’ experiences in diabetes self-care prac-
tices have an important affective dimension, and that patients and relatives are bound
to the emotional struggle moving between control, freedom, and anxiety [13]. Another
stream of research, which is concerned with future-oriented personal informatics in
health contexts [15–17], has started to examine the opportunities and implications of
artificial intelligence and advanced analytics in the space of self-tracking and self-care.
For example, one study found that supporting “anticipation” and engaging in prospective
and proactive approaches to tracking can provide new opportunities for design, which
is somehow an extension to the withstanding focus on supporting reflection on historic
data.

With this paper, we wish to explore two questions that cut across these newer streams
of research and connect with earlier studies of self-tracking by seeking to conceptualise
the micro practices that emerge when chronic heart patients are exposed to consumer
wearable activity data with a Fitbit device.

• What forms of patient data work do chronic heart patients engage in during self-care
activities when using a consumer wearable activity tracker?

• What are the temporal and affective dimensions of patients’ self-tracking and self-care
activities?

Weconducted a qualitative interview studywithfiveparticipantswho all have chronic
heart disease and an implanted cardiac defibrillator (ICD)which is remotelymonitored at
theRigshospitalet, CopenhagenUniversityHospital, Denmark. The study is an extension
of a previous study where 27 chronic heart patients were invited to use a Fitbit consumer
device for 3–12 months and were interviewed about their experiences of self-tracking
during self-care.
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2 Background

2.1 Self-tracking with Consumer Wearable Technologies in Everyday Chronic
Care

People living with chronic conditions engage in self-care activities to manage their
disease as part of everyday life [1]. Some activities are an extension to the medicalized
part of their treatment, such as the day-to-day management of prescribed medication
and self-monitoring of symptoms as well as using medical grade equipment like blood
glucosemonitors or home telemonitoring equipment tomanage the disease [1, 18]. Other
self-care activities are related more to the mundane character of living with a chronic
condition such as responding to the psychological and emotional impact of the disease
and undertaking lifestyle changes as well as getting support from informal caregivers,
searching for information, or communicating with other patients with similar diseases.

Prior research in health informatics has investigated the experiences of patients when
engaging in self-tracking using consumer wearable activity trackers and smartphone
applications in chronic care contexts [7, 9, 19–21]. Several studies have considered
acceptability and adoption in medical care, for example research on the acceptability
and attitudes towards integrating fitness tracking with a Fitbit device into clinical care of
men with prostate cancer [9]. Other research examined the use of self-tracking among
patients with multiple chronic illnesses and found that there are multiple purposes for
tracking and that some patients consider it as work to track their own data [8]. Research
also considered the implications of sharing “patient-generated” data in different types
of patient-clinician interactions [20] suggesting that data produced and collected by
patients, including activity and biomedical data from consumer wearables, becomes
health data when used as part of the formal and the informal disease management. More
recently, a study found that the effects of self-tracking with a consumer wearable device
(Fitbit) in chronic care constituted ambivalent experiences i.e., both negative and positive
experiences such as gaining new insights from data in one moment and data evoking
doubts in another moment [2].

In HCI, studies of self-tracking have united around the term personal informatics
and have focused on systems that support data intensive practices like collection and
reflection upon self-tracked data [6, 22]. Early studies were mostly oriented towards
the “quantified self” and domains of general health, fitness, and behaviour change i.e.,
non-medicalized contexts [22]. Today, HCI studies are increasingly exploring the role
of self-tracked data in more medicalized contexts such as diabetes [10], irritable bowel
syndrome [11], and multiple sclerosis [3] where findings include unpacking of how
participants used self-tracking technologies as intertwined with self-care practices for
disease monitoring and fitness tracking.

Self-reflection or just “reflection” on self-tracked data has been a prominent theme
and it has been argued that designing for reflection is just as important as designing
for “experience” through interaction [23]. For example, there can be different purposes
of reflection such as learning, prompting action, and self-development and there are
different levels of reflection such as descriptive (i.e., revisiting events), explanatory,
and transformative (i.e., a fundamental change in understanding which might ultimately
lead to a change in practice). The idea of designing for reflection on self-tracked data
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suggests an orientation towards the past and historicmoments of data collected less than a
future-oriented one. However, the advent of artificial intelligence and advanced analytics
has pushed the perspective in HCI and personal informatics from a mostly historically
oriented perspective in self-tracking towards a more future-oriented perspective.

Emerging studies have started to explore future-centric personal informaticswhereby
self-tracking data are turned into prognostics and personalized predictions. Lee and oth-
ers [15] explore the differences betweenwhat they call ‘past-centric’ and ‘future-centric’
and found opportunities for stress management when supporting individuals’ anticipa-
tion and engaging in prospective and proactive approaches to tracking. Similarly, Rho
et al. [17] conducted an experiment on supporting people with predictive information to
lose weight and found that future-oriented ‘consequence information’ had a more pos-
itive impact than traditional ‘performance information’ when self-tracking for weight
loss. Others have explored opportunities in chronic self-care and experimented with
personalized predictions to generate nutrition-driven, and real-time forecasts of blood
glucose levels to support decision-making among diabetes type 2 patients. Desai et al.
[16] developed a smartphone app calledGlucOracle and evaluated its feasibility for facil-
itating nutritional decision-making and found that technologically savvy individualswith
well-managedblood-glucose experienced forecasts to be unsurprising and rarely prompt-
ing action while individuals with limited health technology experience and knowledge
of diabetes self-management found predictions to be insightful and encourage concrete
changes in diet and blood glucose management. These recent studies provide a different
take on self-tracked data in healthcare contexts and foreground a temporal perspective
on data work as well as emphasizing the need to explore the prognostic role which
consumer wearable data may have for chronic patients.

2.2 Emotion and Affect in Design of Self-care Technologies and HCI

When looking across studies of patients’ engagement with self-tracking technologies
there is a growing body of literature that has turned to investigate the role of affect and
the emotional implications of patient data work [4, 5, 24, 25]. Research has investigated
patients’ emotional experiences around self-monitoring, for example the ways in which
bloodglucose data collectedbypatientswith diabetes and their caretakers is tightly bound
to the emotional struggle moving between control, freedom, peace of mind and anxiety,
and the burden of dealing with technology [13]. Similarly, it is found that data tracking
for fertility self-monitoring promotes the achievement of certain positive goals but may
accentuate negative emotions such as feeling burdened or abandoned [12]. Others have
studied patient experiences in cardiac device telemonitoring and found that not having
access to data or feedback fromclinicians can create anxiety and the feelingof uncertainty
as well as emotional and life-changing impact, which in turn creates doubt, guilt, and
concern [26]. Positive and negative affect can therefore co-exist and become present
as emotional ambivalence, which studies have found in healthcare contexts and among
quantified self-enthusiasts [2, 25, 27, 28]. Conflicting or ambivalent experiences appear
constitutive of self-tracking including affective responses like “doubt, guilt, fear, shame,
dismay, disappointment, and hesitation as well as joy, relief, excitement, enthusiasm,
and pride” [28].
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Research into emotion in HCI research is, however, not new. In particular, the notion
of affect has played a prominent role in HCI and design since Picard’s pioneering work
on Affective Computing [29]. Initially, it was argued that Affective Computing would
be “computing that relates to, arises from, or deliberately influences emotion or other
affective phenomena” (ibid.). Nonetheless, the main agenda of Affective Computing
has been formulated as making computers recognize or express emotions [30, 31]. This
has led to critique within HCI and interaction design where it has been argued that this
definition of emotion as a kind of transferable “information” is reductionist and does not
fully encompass the complexity of the human emotional experience [31]. Instead, it was
argued that an “interactional” approach to affect that lets people reflect on their emotional
richness was needed [32]. Within this interactional approach, Höök has suggested the
term ‘affective loop’ pointing to the way that affect and emotion can emerge and be
supported through interactions with technology and data involving both body and mind
[33]. Lately, the concept of “affective health” has been coined by Sanches et al. [14], to
encompass the stream of HCI studies related to affective disorders such as depression,
anxiety, and bipolar health issues. In this paper, we follow this turn towards continued
engagement with affective interactions and the role of emotions as interactive properties
of technology design [34]. We further advance recent research that points to a holistic
and encompassing engagement with how affective interactions on a micro-level can lead
to relational changes on a macro-level [35]. Here, affect is conceptualised as constitutive
for human experience, and not only in affective disorders. We build on this approach to
explore affective dimensions of self-tracking technologies that comes to have an intimate
role in e.g., chronic self-care. We also consider the temporal i.e., historic versus future-
oriented engagement with self-tracked data to explore the implications of patient data
work in a time where application of predictive analytics is emerging.

3 Study Design and Method

This study explores patient data work and the micro practices chronic heart patients
engage in with various information sources including but not limited to their bodily
sensations, communication with health professionals, and wearable activity data using a
Fitbit Alta HR device. The study is an extension of a former study where 27 ICD patients
were invited to use a Fitbit wearable activity tracker for 3–12 months and share their
experiences through three semi-structured interviews [2]. Five patients were recruited
from the original study and the selection was carried out using purposive sampling. Our
criteria for inclusion were based on having a mix of participants who had different ill-
ness severities and diverse uses and experiences of the Fitbit device. The original study
received formal ethical approval by the Capital Region of Denmark’s Committee for
Health Research Ethics (no. H-19029475) and patients provided informed consent and
were carefully instructed about their participation in the extension of the project, which
had no intervention component. Five semi-structured interviews were conducted using
an interview guide with four themes, which revolved around the patients’ day-to-day
prognostic (i.e., future-oriented) work and their use of activity data, their emotional
labor, and their informational needs. In addition, the study added speculative consid-
erations of the usefulness of predictions based on artificial intelligence of severe heart
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arrhythmia in a smartphone app. Two interviews were carried out in-person and three
interviews were carried out over Zoom due to Covid-19. The duration of the interviews
was between 43 min and 131 min. All interviews were transcribed verbatim. Data anal-
ysis was carried out collaboratively using an inductive qualitative approach based on
constructing grounded theory [36] supported by the qualitative data analysis software
NVivo 12 (QSR International, Melbourne, Australia).

4 Findings: Patient Data Work

We identified seven forms of patient data work that describe the micro practices that
participants engaged in by relating their lived, bodily experiences with consumer self-
tracking data. We explored how these data work practices were characterised by having
an emotional dimension as well as a temporal dimension ranging from the here and now
(situational) to the reflective (historic) and prospective (future-oriented).

4.1 Verifying

Themost prevalent patient data work practice with Fitbit was verifying bodily felt symp-
toms. Several of the participants reportedhow theybeganusingheart rate data and activity
data to confirm or check for the alignment with their heart related symptom experiences.
All the participants explained how they had already developed a sensitivity towards
particular bodily sensations for recognizing emergent severe heart arrhythmia. Previ-
ous experiences had taught them how certain symptoms were anticipatory of upcoming
events and how these symptoms functioned as cues for taking action. P4 explained that
when he experienced severe “chest cramps” he knew “automatically” that severe heart
arrhythmia was underway, and it is due time for calling an ambulance and P1 told several
stories of how he learned that “dizziness” and “near fainting” were clear signs of severe
arrhythmias: “I’m 110% sure of VT [severe heart arrhythmia] because when I get the
VTs I feel badly uncomfortable. I almost faint, they are very clear”.

Despite having developed a form of bodily awareness about sensations and symp-
toms, several of the participants began to use wearable data during everyday situations
to check their heart condition and thereby verifying their symptom experiences. One
participant explained that severe heart arrhythmia can feel a bit different from time to
time and that he has begun to use heart rate data to become more certain: “I can see that
the curve is even for a normal high heart rate - it is the same all the way. But the curve
is, definitely, not even when you have VT. I use the watch to be absolutely sure because it
does not always feel the same” (P3). In this way, Fitbit data became a tool for verifying
experiences of symptoms and bodily sensations “here and now” and supported a form
of patient self-diagnosing. By keeping a personal log and using his smartwatch to verify
bodily sensations of severe heart arrhythmia, P3 expressed how he had become more
aware of emergent arrhythmia by turning to the combination of data and symptoms: “I
am becoming more and more aware of it. I experience it every time I get confirmed when
it shows that it is exactly as I have felt it [by combining Fitbit data and personal log
data]”.
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Similarly, P1 described how he used Fitbit to verify his symptoms of atrial fibrillation
(AF), another type of severe heart arrythmia: “It is AF when the heart spins with a pulse
from 110–140. This is the area where things start to get critical and then it is time.
I’ve started to keep an eye on my pulse when I begin to sweat, and I can feel it on my
breathing” (P1). He gave an example of waking up in the middle of the night feeling
uncomfortable, sweating, and having difficulties breathing, and explained how he turned
to the Fitbit device to verify his symptom experiences: “The times I have woken up with
it at night, I could see from the intervals [in the Fitbit data] that I had been lying with a
high pulse for a very long time.” For him, the combination of symptom experiences and
Fitbit data enabled him to verify bodily sensations but moreover supported his decision
on what action to take: “When I had those episodes during the night, I could knock them
down with an extra beta blocker [prescribed heart medicine], right, and if the pulse does
not calm down then I have to call 112 or 1813 [emergency telephone number].”

LikeP4 andP1, P2 began to use Fitbit in relation to her heart condition. She developed
a daily routine of checking in to see that everything is okay: “(…) a couple of times a
day I go in and check what my heart rhythm is, if it is higher” (P2). Similarly, P2 also
began to consult her heart rate data to confirm or disconfirm her symptom experiences:
“If I feel that my heart has been throbbing a little, I can go in and check to see, okay,
is there anything behind this, or not.” She explained how she used the wearable data to
calm her when in doubt about her heart condition while being outside and on the go:
“At the same time it [FitBit] can also calm you. During a winter holiday in Thy I was
out walking. We were four and two of them were walking really fast. I felt I could walk
fast but I could feel that I could not keep up with this, but in reality, I could see on my
app that I could do it without problems. So, in this way you could say that it calms you
down” (P2).

While alike in comparing symptoms and data for verification purposes, these exam-
ples point to quite different temporalities of use. The real-time verification of bodily felt
symptoms was supportive in the situation, but moreover worked as cues for potential
upcoming events by knowing what action to take. This is different from the retrospective
verification work of P3, but both forms of verification were afforded by the data-body
loop. Besides appropriating the use of the wellness-fitness tracker towards a disease
diagnostic device, we also found that some participants used verification for providing
reassurance and emotional comfort, which underlines the importance of the affective
dimension of patient data work with consumer wearable data.

4.2 Questioning

Another type of patient data work that emerged was using self-tracking data to explore
or seek answers to disease related questions. One participant, P1, described how he
began to use Fitbit for exploring associations between behaviour change and his heart.
He was concerned about exploring the effects that smoking may have on his severe heart
arrhythmias. By experiment, he found that his average heart rate clearly decreased when
no longer smoking: “From the day I stopped and ten days onwards my average heart
rate dropped by one per day” (P1). From this active questioning along with his use
of self-tracking, he reasoned that it was the “tangibility” of his heart rate data and the
visualization that enabled his discovery: “This tells me that smoking, along with several
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other factors, can push me to a place where I can get some abnormal and irregular
heart rhythms. If I had not had this [Fitbit], then I wouldn’t have been able to get these
answers. I could, perhaps, feel that I had gotten it a little better, but it is the tangible
and visual, that makes it happen for me” (P1).

Consumer self-trackingdata can, in turn, generate prompts for newquestions that lead
to individual discoveries. Led by curiosity, some participants engaged in keeping track
of their wearable activity data on a daily basis. One participant explained how she used
Fitbit a couple of times a day to look for abnormal patterns. By actively questioning the
relation between her behaviour, bodily sensations, and past experiences, she discovered
that there may be a connection between increased heart rate and normal activity: “I can
see if the heart rate is in the red area, and I know that I have not been out for a walk
then I think: “I need to be a little bit careful”. But, if I know I have been out for a long
brisk walk, then there is an explanation, and everything is fine, and I won’t expect any
events will come unannounced” (P2).

Likewise, P1 discovered that just before arrhythmias occur, there is a traceable dis-
connect between not being active and data showing an abnormally high heart rate. This
led to increased concerns and made P1 take action and contact the hospital: “I think my
heart rate was relatively high when I was in the normal range of activity, right? And
that made me contact the hospital where I said: “we will have to get this under control:
either there is something wrong with my medication, it does not work, or I would like to
have a responsible doctor to take a closer look” (P1).

In this way, participants engaged in micro practices of continuously exploring and
reflecting upon self-tracking data to seek unanticipated discoveries or generate some
form of answers to pertinent questions that may support their self-care practices. While
thework of questioning typically has a retrospective orientation, patientsmay be affected
emotionally in the situation of discovery and decide to take action. Moreover, the par-
ticipants’ discoveries could turn in to patient knowledge that the participants would use
for purposes of verifying bodily felt symptoms.

4.3 Motivating

Motivating relates to the ways in which the wearable activity data became integrated
with exercising, which the participants, like most other people, considered as good for
their heart and overall health condition. For some of the participants, engagement with
steps and heart rate data was linked to a desire to stay in control of their health condition
and afforded positive affect. For P2 who had never experienced a shock from her ICD,
the Fitbit data encouraged her to ensure that the activities she engaged in were good for
her. She described how she was motivated to go from walking 10.000 to 15.000 steps
and how FitBit had gradually motivated her to improve her exercise behavior: “[I]n the
beginning it was just the steps and then it was like the steps and number of days in a
week where I get enough exercise – and then it became interesting with that heart rate
or need for sleep[…]” (P2).

Similarly, for P1, the visual cues of exercising more and improving behavior like
eating healthier, decreasing stress or quitting smoking, motivated and provided reasons
for changing his behavior: “These visual things they make me happy it seems that it’s
actually working that you’re doing this. Tome it’s reinforcing the situation you’re in, well
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okay it’s motivating to continue. Because when I feel better maybe I can do more. I can
visually see the effects […]” (P1). Just like verifying emergent symptoms with activity
data became a routine activity, several participants explained how checking heart rate,
number of steps, and stress levels was motivation for keeping a positive outlook and
encouraged being more active: “I look at it every day. I can get all the information I
want so yes, I use it a lot. It gives me all the information I really want. In relation to my
number of steps, my heart and stress” (P5).

While some patients, like P4, did not find the data useful for motivating exercise due
to inaccuracy of the data that “don’t make sense”, several of the participants used Fitbit
and the self-tracking data as a motivational device, which in general supported positive
affective loops such as feeling motivated or seeing that efforts led to positive health
outcomes such as a lower average heart rate and thus, lower risk of heart arrhythmia.

4.4 Reacting

Reacting was another form of patient data work, which was triggered when patients
were prompted with information about heart arrhythmia episodes or other information
signifying certain changes in their heart condition. For example, P2 explained that one
time she received a phone call from the ICD remote monitoring clinic where they told
her that several severe heart episodes were detected. P2 reacted by looking into her
calendar to understand the circumstances and the possible reasons for having the heart
arrhythmia: “When the hospital called me and said you had an episode at that and that
time then I went back to my calendar and found that it happened during a tough meeting
at work, possibly when I was fired. So, there have been some pinpoints like that where I
have had a mentally hard time. It’s my belief that when I’m under hard psychic pressure
it can trigger heart fibrillation”. In this way, external prompts with clinical information
spurs certain considerations that can involve reasoning between past events and possible
cues for actions. For P2, being prompted with information about certain heart episodes,
initiated reflections, and reasoning, which resulted in increased awareness about how
psychic stress may induce problematic episodes.

Reacting became particularly present in conversations with participants about oppor-
tunities of forecasting the risk of future arrhythmic heart episodes using the wearable
and implantable data. The participants engaged in speculating about what it would mean
to be notified and technology-prompted about increased risk of upcoming arrhythmic
episodes. P3 considered being notified in due time would enable him to react and take
appropriate action: “Getting notified a few hours in advance would mean that I can
react and do something” (P3). Similarly, P2 speculated how a prompt with short-term
prediction of upcoming arrhythmia could enable her to be in secure surroundings: “Well,
I would not drive a car and be behind the wheels. If I was in the danger zone for the
next 48 h, to get a shock, then I would make sure I was not alone but with someone
who could help me” (P2). P1 speculated that he would react by considering the forecast
against his bodily feeling and take appropriate action, somehow reversely verifying the
data induced forecast: “I think I would hold such a risk forecast up against how I feel
right now, to see if it might go in that direction” (P1).

While some data work practices were mostly patient-initiated e.g. verifying and
questioning, we found reacting to be a distinct type of activity, alluded by prompts with
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external informational cues and imposing upon the patient some form of actualization of
the disease. Reacting to data-induced forecasts could – in best cases – support self-care
by enabling the participants to take appropriate action, but the accompanied emotional
labor could overshadow the opportunity and lead to a worsened situation.

4.5 Accepting

While wearable activity data and data from the participant’s implanted cardiac device
could afford a positive outlook, we also found that coping with negative data could be
seen as an active process of accepting. For some participants, accepting was integral
to using self-tracking data and could set negative as well as positive affective loops in
motion: “If there are days where I have not moved enough. Then I got a bad conscience
because then I kind of got reminded of it” (P3). In this way biometrics and activity data
are not “just” data that can lead to a bad consciousness. Instead, it is more pertinent
what is at stake with inactivity for some chronic patients: “Yes, but it is important to
keep going. It is whether you are a heart patient or not. I feel it’s even more important
that I keep in shape. Especially because I know my illnesses. Whichever way it goes,
there is no standby, that is, at some point, I will have to be transplanted. Then, as far
as possible, I want to be in good shape or whatever I can now” (P3). As the quote
demonstrates, self-tracking data carries along emotional labor and managing concerns
in relation to the current health condition and the clinical prognosis. Activity data from
consumer devices can, when incorporated into self-care, act as reminders of how well
or how poorly you manage, not only your daily goals for exercise or lifestyle change,
but moreover the prognostic outlook your chronic heart condition.

4.6 Distancing

Most of the participants had a positive attitude toward accepting their heart condition
and welcoming “good” and “bad” news emerging from implant and wearable data. Yet,
some of the participants also emphasized ‘distancing’ as a strategy to cope with their
disease. P4 only experienced severe heart arrythmia a few times and for him it has been
a meaningful strategy to think less of his heart disease in his everyday life and only
consider it when severe heart arrhythmia emerges: “Well, I did have a lot of concerns
about it when I was diagnosed with the heart disease. But, I have the heart that I have,
and the psyche that I have. It’s just my life condition and it’s not something I go and
fill my head with”. Similarly, for P5, who has struggled with longer periods of being in
a depressive state and crying a lot, now prefers to distance himself from reflecting too
much on his heart condition: “So you start with asking questions all the time like “why
did it happen” and “what can we do to make you feel better”. I believe that the worrying
makes most people more sick than it makes them healthy. We are sick already, there is
no reason to make us sicker”.

P4 and P5, also considered the critical and negative emotional effects that short term
predictions with activity data could generate. P5 speculated about the consequences it
would have had for a recent trip to IKEA where he experienced a cardiac arrest. He
explained that he preferred his bodily sensing and his personal know-how over relying
on data and technology to verify his symptoms: “If you can sense it and if you can feel
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that now it’s on its way to something. And if you can handle it – well then you don’t need
to know it before it comes” (P5). He believes that arrhythmia risk predictions based on
data of upcoming severe heart arrythmia could lead to increased worrying: “Personally,
I would probably be skeptical: is it necessary for me to know? For me, I would not care. I
think it would give more concerns than it would give me joy to know” (P5). Similarly, P4
speculated that his reaction to technology-based prompts of risk prognosis would lead
to more worrying and ultimately trigger arrhythmic episodes: “I think, if I found out
that in 14 days “you can count on getting an event” then it would in itself lead to more
worrying or the anxiety itself would provoke a heart attack”.As such, some participants
prefer – in some situations – to distance themselves from data-initiated actualization of
their disease. For them, it is the experience that negative affective loops emerge from
engaging too much with data that can infer something about their developments in their
disease state.

4.7 Sharing

The participants reported that sharing their disease-related concerns prompted by data
from the implanted and wearable devices with partners was an important part of their
data work and self-care practices. P2 explained that sharing concerns about arrhythmic
episodes with her husband, for example, happened last time they called from the clinic:
“After the clinic called in December, I quickly told it to my husband and my mother.
I was like - whoops, I need to take care of myself”. Similarly, for P5 it is critical for
self-care to involve close relatives in coping with the heart disease whenever arrhythmic
episodes emerge: “It will always, always be a good idea to also involve your relatives
in one way or another”. For P3, his wife supports him when severe episodes arise and
becomes a close partner for detecting and coping with severe arrhythmic events: “Just
after the fainting on Saturday, it still sits in me. Because when I fainted and woke up
again, I actually didn’t know if I got a shock from the ICD. But then my wife was next to
me and could tell me that I did not.”

Sharing concerns about data becomes particularly pertinent when there are opportu-
nities for taking counter measures and managing emergent episodes with heart arrhyth-
mia. When engaging the participants in discussing the use of self-tracking data for
arrhythmia risk prediction, several of the participants speculated that they would share
it with their partners, like P5 explained: “It will make really good sense, because then
you are two who can act”. P2 considered involving her husband, daughter, or others
nearby to co-manage the critical situation: “If I had known that I was in dangerous risk
then I might have told my husband ‘you’ll have go with me’ or one of the riding girls
down at the stable ‘could you please go with me and help out’ or tell my daughter on
the road ‘try to listen here, it’s not so good’”. Similarly, P1 speculated about contacting
his girlfriend if he learned about increased risk: “I would maybe contact my girlfriend
if I was not near her, and then say: ‘Well the forecast looks kind of bad, I just have to
do something’”. These examples describe that patient data work is not only individual
but is oftentimes connected with care activities where partners, relatives and informal
caregivers take part. It suggests a move beyond the individual relation to the coupling
between the bodily-lived and self-tracking and implant data to a wider social sphere,
most commonly consisting of the person and the person’s partner.
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5 Discussion

While the patients in this study are all proactive and engaged users of self-tracking
technologies, the ways in which these patients interpret and use their data vary. Some
patients log and use their data to critically question and follow themedical treatment they
receive. Other patients use their data exploratorily to constantly test the ways in which
they can optimize or improve their health condition. However, one thing that the patients
have in common is that they engage in data work practices of verifying, questioning,
motivating, reacting, accepting, sharing, and distancing in relation to coping and living
with a chronic illness.

Looking at the findings, we can identify several temporal dimensions regarding the
patients’ use of their self-tracked Fitbit data. In particular, we can distinguish between
practices related to collecting and reflecting on data to 1) understand past developments
of e.g. your heart rate when doing exercises or when trying to make sense of events in
the past as seen during activities of questioning or by being prompted by past events as
in the examples of reacting, 2) in cases where the patients explore connections between
in the present moments as in many of the verification examples, e.g. when trying to
figure out whether a severe heart arrythmia is coming within the next few minutes and
3) when concerned about future actions as e.g. in the motivational practices. Naturally,
we see crossovers e.g., when looking at past data to better envision future actions, as in
the case of P2 when verifying arrhythmias and considering the action to take. We also
see that these temporalities are often strongly related to making sense and taking action,
whether by building an understanding of past patterns, by navigating a difficult situation
in the moment, or by developing future strategies of coping and improving quality of
life and avoid severe arrhythmic episodes.

A strong current underlyingmany of the presented data work practices has to do with
the affective and emotional aspects of living with a disease that can be potentially life
threatening, and which has often been initiated by a traumatic event. Examples from the
questioning practices also suggest a relation between positive and negative affect and
the ability to take action in everyday life. Here, we see different ways in which some
patients use self-tracking data from consumer wearables to explore pertinent questions
to generate answers that support their self-care practices. Related to this, we can also see
that the reacting practices carry negative affect since they are often initiated by the health
professionals or prompted by self-tracked data, rather than the patients themselves and
can hence come as a surprise or in the form of unwanted news. The distancing practices
show how patients sometimes feel the need to “escape” their condition, or data that
reinforce negative aspects of their condition – even though this practice is not always
tenable in the long run. Accepting practices are in a different state; here, we see how the
negative affect sometimes surrounding the physical condition and bodily data is always
in process – and that it is also possible to turn negative data into positive affect if you
find a way to act upon it. Importantly, we see that patients developed very different
affective attachments to the interplay between bodily symptoms, their wellbeing, and
data, which can lead to reifying affective loops; if you get motivated, knowing that you
are continuously doing better will be a positive factor. However, if you are constantly
experiencing the data as a reminder that you are not doing enough or that you are in
fact losing your health, it can become a reinforcing negative spiral. This calls for a very
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personalized strategy for understanding the different parameters and ways of presenting
data to best suit the patients’ needs.

6 Conclusion

In this paper, we have explored patient data work among chronic heart patients with
an ICD using a consumer wearable activity tracker (Fitbit Alta HR). We found seven
micro practices: Verifying, Questioning, Motivating, Reacting, Accepting, Distancing,
and Sharing. As we demonstrated in our findings, patients living with a chronic illness
are already emotionally burdened and their health conditions entail that even mundane
activities such as driving a car or going to IKEA is not worry-free. As part of coping with
their health condition, the patients have developed different practices of relating their
bodily cues with their self-tracked data. The ways in which the patients speculate about
their reaction to and use of short-term predictions might also open a path for exploring
how the use of predictive health technologiesmay support everyday planning,whichmay
also be easier to speculate about in contradiction to emotional reactions toward being
told by an app that you are in high risk of a severe arrhythmic heart event. However,
our results also showed that the effect of such predictive health results might differ from
patient to patient; it can potentially introduce feelings of reassurance for some patients,
while for other patients they risk prompting (unnecessary) concern.
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Abstract. Behaviour changes and persuasive mobile health (mHealth) technolo-
gies have shown success in motivating people to be more active and engage in
physical activity. Research has demonstrated that persuasive interventions per-
form better if they are theory-driven and personalized. Thus, various research has
addressed personalizing mHealth technologies based on different aspects. How-
ever, the literature lacks studies on the moderating effect of personality traits on
the determinants of physical activity as identified by the Health Belief Model. To
fill this gap, we conducted a large-scale study of 430 participants’ physical activity
behaviour, associated determinants, and individuals’ personality traits. We devel-
oped a general model showing how the determinants impact physical activity and
a personality-based model exploring the moderating effect of personality. Then,
we explored the differences between the two models, as well as between dis-
tinct personalities within the personality-based model. Our findings show that
people of distinct personalities respond differently to the behaviour change deter-
minants. Based on the results, the paper provides recommendations for designing
personalized persuasive mHealth interventions for promoting physical activity.

Keywords: Mobile Health · Physical Activity · Personality Traits · Health
Belief Model (HBM) · Persuasive Technology

1 Introduction

Being physically inactive is a cause of many health diseases, including diabetes [26],
obesity [29], and cardiovascular [47]. Besides, researchers have found that regular phys-
ical activities are strongly associated with a reduced risk for severe COVID-19 outcomes
[41]. Many health authorities have recommended adults engage in at least 150 min/week
of moderate to vigorous physical activity (MVPA) [36]. Many countries have promoted
this recommendation based on solid evidence that regular physical behaviour results in
a broad range of health benefits [41]. However, many people do not have the motivation
to engage in regular physical activity. Thus, several persuasive interventions have been
proposed to increase individuals’ likelihood of being more physically active.
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Software systems designed to change individuals’ behaviour are called Persuasive
Technologies (PT) [10]. Persuasive technologies have been used extensively in several
behaviour change domains, including physical activity. Furthermore, it has become a
consensus in the literature that a one-size-fits-all approach is insufficient, and the per-
suasive interventions should be tailored to different users’ groups. Thus, several studies
have discussed this issue and proposed potential solutions to personalize PT based on
various theories and models. Among these models is the Health Belief Model (HBM)
[39], which is developed to explain why people may or may not take action to prevent
diseases or activities that cause health issues. It states that the likelihood that an individ-
ual will engage in a health-related behaviour is influenced by six determinants: Perceived
Susceptibility, Perceived Severity, Perceived Benefit, Perceived Barrier, Cue to Action,
and Self-efficacy. The HBM is one of the most widely applied health behaviour the-
ories [14, 25, 32, 33]. Over several years, the HBM has been used to predict factors
that affect people’s behaviours, such as eating habits and physical activity and inform
behaviour change intervention design. Therefore, researchers have used this model to
tailor persuasive interventions based on different factors, such as age, gender, and culture.

The literature has suggested that tailoring persuasive interventions based on users’
personalities is an effective approach to enhance the performance of these interventions
[17]. This suggestion has been demonstrated in the health domain as well as other fields,
such as games [4, 34] and eCommerce [2]. Nonetheless, there is a dearth of research
on whether personality moderates the impact of the HBM’s determinants on people’s
behaviour. This is essential for designing theory-driven interventions that are tailored
to be appropriate for each individual depending on their personality type. This paper
aims to fill this gap by exploring the impact of personality traits on the HBM behaviour
change determinants. It also shows how to tailor persuasive mobile interventions to
various personalities. The research is guided by two overarching research questions: (1)
How does the impact of the HBM’s behaviours determinants of physical activity vary
across Personality Traits? (2) How can mobile persuasive interventions for promoting
physical activity be tailored to individuals who are high in distinct personalities?

To answer this research question, we conducted a large-scale study of 430 partic-
ipants. Following the recommendation of a previous study [1], we employed the six
determinants of the HBM model along with a seventh determinant (namely, the Social
Influence), which has been shown to be a strong determinant of physical activity. To
distinguish participants’ personalities, we employed the Big Five-Factor model (FFM)
[30]. The FFM categorizes people’s personalities based on five broad factors (or traits):
Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism.

Data were collected through a survey study that involved three parts: participants’
demographics, perception of theHBMdeterminants, and personality test. Using our data,
we developed twomodels: a general model showing how the determinants impact physi-
cal activity and a personality-basedmodel exploring the moderating effect of personality
traits. Then, we explored the differences between the two models, as well as between
distinct personalities within the personality-based model. Our findings show that peo-
ple who are high in distinct personalities respond differently to the behaviour change
determinants. Our findings reveal that the relation between the determinants and physi-
cal activity behaviour varies based on an individual’s personality. For example, people
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who are high in Openness are mostly influenced by Perceived Benefit and Self-Efficacy,
while Conscientiousness can be motivated by Self-efficacy and Social Influence, but
Perceived Barrier demotivates them. People high in Extraversion emerged as the most
influenced personality, with five determinants being significantly related to them. In con-
trast, Agreeableness and Neuroticism emerged as the least influenced personalities with
no significant positive relationship with any determinants. Based on our findings and
extensive examination of the literature, we map the determinants to their correspond-
ing persuasive strategies for operationalizing them and provide recommendations for
designing persuasive interventions tailored to different personalities. To the best of our
knowledge, this study is the first to examine the relationship between health behaviour
change determinants (identified by the HBM) and personality traits (identified by the
FFM) to develop guidelines for tailoring persuasive interventions to promote physical
activity.

The contributions of this work can be summarized as follows: 1) It applies the
HBM to conduct a comparative investigation of the determinant of physical activity.
2) It investigates the moderating effect of personality traits on the HBM determinants
of physical activity. And 3) It maps the HBM determinants to the personality traits and
provides recommendations for designing persuasive systems that are personalized based
on the big five personality traits and informed by the HBM determinants.

2 Background

Several studies have demonstrated that designing persuasive interventions based on
well-established theories enhances these interventions and makes them more successful
[7, 31, 40]. These theories help understand health behaviours, which, in turn, help in
tailoring persuasive interventions based on behaviour change determinants [35]. This
section presents an overview of the main concepts used in this work, the Five-Factor
Model of personality and the Health Belief Model. This is followed by a review of
persuasive interventions for behaviour change, with a focus on works related to the
HBM and physical activity.

Five-Factor Model (FFM) of Personality. Humans are different in their character-
istics. The extensive research about human behaviours has led to introducing several
theories about human personality. Among these theories, the Five-Factor Model (FFM)
[44] is the most widely accepted personality theory. It highlights a set of five factors,
known as the Big-five personalities. These personalities are Openness, Conscientious-
ness, Extraversion, Agreeableness, and Neuroticism. These five personality traits cover
a wide range of personalities, and they are known by their relative stability throughout
individuals’ lives. Each of the five factors is described by many characteristics [30].

Personality is hypothesized to affect habits and behaviours [38]. Researchers have
studied the impact of personality on individuals’ physical activity. For instance, Chan
et al. [5] examined the interactions of leisure-time, physical activity and personality
traits on wellbeing, and whether such interactions vary between older adults in Hong
Kong (HK) and older adults in the United Kingdom (UK). Based on the analysis of data
obtained from 349 participants, the authors concluded that “personality needs to be con-
sidered when promoting and providing physical activity for older adults, although more



684 A. Alslaity et al.

research is needed to further explore how this can work effectively”. Gacek et al. [11]
investigated the personality-based determinants of physical activity. The study targeted
Polish and Spanish physical education students. 219 Polish and 280 Spanish students
participated in the study. The International Physical Activity Questionnaire (IPAQ) [43]
was used in the study. The results revealed difference between personality traits. For
instance, the level of total, vigorous, and moderate physical activity increased along
with the increase in extraversion, while a decrease occurred along with the increase in
neuroticism.

Health Belief Model (HBM). One of the oldest and most widely employed models
of health behaviour promotion [32]. It is designed to predict and explain health-related
behaviours. Specifically, HBM explains why people may (or may not) engage in health-
related behaviours. It postulates that the likelihood that an individual will participate
in health-related behaviour is influenced by six constructs (or determinants) [32], as
follows: 1) Perceived susceptibility: assessment of the perceived risk for developing a
health condition of concern. 2) Perceived Severity: individual’s assessment of the conse-
quence of contracting the health condition of concern. 3) Perceived benefit: individual’s
perception of the good things that could happen from undertaking specific behaviours.
4) Perceived barrier: perception of the obstacles and cost of behaviour change. 5)Cue to
action: exposure to factors that prompt action. 6) Self-efficacy: individuals’ confidence
in their competence to perform the new health behaviour.

The HBM model has shown to be successful in designing several persuasive inter-
ventions for health behaviour change, particularly physical activity [14]. For instance,
Jalilian et al. [19] studied the factors related to regular physical activity among Iranian
medical college students based on the HBM. A study by King et al. [25] examined the
impact of HBM on physical activity for college students. Specifically, the study exam-
ines whether college students’ perceived benefits, barriers, cues, and vigorous physical
activity involvement differed significantly based on several factors, including gender,
grade level, parental encouragement, and peer encouragement.

Another study byHoseini et al. [18] investigated the effect of an education plan based
on the health belief model on the physical activity of females at risk of hypertension. The
study’s findings showed a significant increase in the physical activity levels two months
after the intervention, confirming the efficiency of the HBM on the physical activity of
women at risk for hypertension. A large-scale study was conducted by Orji et al. [33] to
understand how health behaviour relates to gamers type. The study investigates gamers’
eating habits and their HBM determinants of healthy behaviour. Based on the results
and the differences between the models, the study proposed two approaches (general
and personalized approaches) for effective persuasive game design.

A more recent study by Almutari and Orji [1] investigates the determinants of phys-
ical activity in collectivist cultures using Saudi Arabia as a case study. In addition, the
study investigates the moderating effect of age and gender on the impact of the determi-
nants. The study found that Perceived Severity, Cue to Action and Social Influence are
the strongest determinants of physical activity in Saudi adults.

The HBM determinants have also been operationalized in several behaviour change
apps. For instance, Lue et al. [27] deployed Cue to Action in a break prompting system
(called Time for Break). The app enables people to set their desired work duration and
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prompts them to stand up or move. The app implemented cue to action through periodic
notifications adjustable via personalized settings to allow people to set up their preferred
work and break duration.

Hatami et al. [16] studied the impact of HBM-based educational resources on nutri-
tional behaviour for cancer prevention. The study found that Self-efficacy, Severity, and
Benefits were perceived to have a higher impact. It concluded that education plans based
on HBM and implemented through multimedia could change nutritional beliefs and
behaviours to prevent colorectal cancer.

The HBM model has also been introduced to more recent studies that concern
behaviours related to the recently emerged COVID-19 corona virus. For instance, Jose
et al. [20] used the HBM determinants to investigate and understand people’s percep-
tion and preparedness towards the pandemic. Another study by Mahindarathne [28]
adopted the HBM to identify factors that affect prevention behaviour against COVID-19.
The study revealed that Perceived Benefits and Self-efficacy had a significant positive
impact, while Perceived Barriers had a significant negative impact. Accordingly, the
study reinstates the usability of the HBM in exploring health behaviour.

These studies and others have shown the effectiveness of the HBM model on pre-
dicting factors that influence several health behaviours, including physical activity and
informing intervention design. However, there is hardly any research investigating the
moderating effect of personality on the impact of these determinants, especially in the
area of physical activity. This paper aims to fill this gap by studying the moderating
effect of the big five personalities on the impact of the HBM determinants on physical
activity.

3 Study Design

Our study follows a quantitative research approach. To acquire the data needed for our
study, we conducted a survey that assessed the impact of the determinants of HBM
along with the Social Influence factor. This section discusses the study design regarding
instruments used to evaluate the determinants and the personality test, participants, and
data analysis.

3.1 Measurement Instrument

We conducted a large-scale survey to study the relationship between determinants that
motivate physical activity andpersonality traits. The surveywas developed after an exten-
sive literature review of behaviour change theories, personality traits, physical activity
behaviour motivators, and persuasive technology interventions for physical activity. The
survey was also pilot tested on 15 participants for refinement. It is worth mentioning
that this study was approved by the Research Ethics Board at the University. This survey
instrument consists of three sections: participants’ demographics, the behaviour change
determinants, and personality assessment.

In the demographic section, we asked participants about age, gender, and education
level. In the second section (behaviour change determinants), we relied on the six deter-
minants of the HBM and the Social Influence. The HBM is used because the literature
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shows thatHBMis a helpful framework for designing both long and short-termbehaviour
change interventions [13]. Also, it has been successfully adapted and deployed in many
persuasive interventions for health [22, 45]. Based on the recommendations and the find-
ings of previous studies [1], we also added Social Influence as a seventh determinant.
This part of the survey involves seven sections: one for each determinant. A 7-point Lik-
ert scale ranging from “1= Strongly disagree” to “7= Strongly agree” was used for each
question. All the survey questions were adapted from previous research where they were
validated [9, 14, 21, 32, 35]. These HBM determinants questions include 1) eighteen
questions measuring Perceived Benefits – e.g., being physically active most of the time
would be beneficial to me; 2) fourteen questions measuring Perceived Barriers – e.g., A
major barrier to physical activity for me is cost; 3) two questions measuring Perceived
Susceptibility – e.g., If I do not stick to regular exercise, I will be at high risk for some
physical inactivity related diseases; 4) three questions measuring Perceived Severity –
e.g., The thought of ending up in the hospital due to physical inactivity related diseases
scares me; 5) fourteen questions measuring Cue to Action – e.g., I am motivated to
exercise if I gain weight and not fit in my clothing; 6) six questions measuring Self-
efficacy – e.g., If I want, I could easily exercise within the next two weeks; and 7) four
questions measuring Social Influence – e.g., I will be more physically active if my friend
goes to the gym regularly. More sample questions are provided in the appendix.

In regards to the personality test, we used the 10-item personality inventory (BFI-10),
a validated instrument for personality traits evaluation that has been widely employed
[37]. The ten items are evaluated in a five-point Likert scale ranging from “1: Strongly
disagree” to “5: Strongly agree”.

3.2 Participants

Before starting the recruitment process, the research was approved by the ethics board at
Dalhousie University. This ethics approval confirm the protection of participants privacy
and information confidentiality.We recruited participants through universities email lists
and posters published to the public on social media, such as Facebook and Twitter. All
participants participated voluntarily, and no compensation was given to them. Informa-
tion confidentiality we received a total of 442 responses, of which 12 were excluded due
to incompleteness and wrong response to the attention determining questions. Among
these participants, 264 are female, 164 are males, and two are not specified. Their ages
range from 18 to 65.

3.3 Data Analysis

The data analysiswas done using SmartPLS, a software for structural equationmodelling
(SEM) using the partial least squares (PLS) path modelling method [48]. SmartPLS is
robust and efficient for analyzing complex relationships such as the one investigated in
this paper. It has been used extensively by previous research and shown to be effective
[1, 23, 32, 42].
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In order to confirm that the collected data fits the model (i.e., whether the data repli-
cates the seven determinants in physical activity behaviour), we conducted a component-
based Confirmatory Factor Analysis (CFA) [8] using SmartPLS 3. Each indicator (ques-
tion) loaded onto its corresponding factors. We retained only indicators that had factor
loadings of at least 0.5 in the data [15]. In the next step, we used Partial Least Squares
(PLS) Structural Equation Modeling (SEM) to establish the relationship between the
seven determinants and the physical activity behaviour of different personalities. To
do so, we developed a model showing the relationship between personality, the HBM
determinants, and the likelihood of physical activity behaviour. Figure 1 shows themodel
structure.

HBM-QuestionsHBM

BFI-10 Personality

EXT

AGR

CON

NEU

OPE

EXT 1
EXT 2

AGR 1
AGR 2

CON 1
CON 2

NEU 1
NEU 2

OPE 1
OPE 2

Barriers

Benefits

Cue to Action

Self-efficacy

Severity

Susceptibility

Social 
Influence

Q 1
Q 2

Q 1
Q 2
Q 3

Q 1
Q 2

Q 4
Q 3

Q 1
Q 2

Q 18

...

Q 1
Q 2

Q 14

...

Q 1
Q 2

Q 14

...

Q 1
Q 2

Q 6

...

Fig. 1. PLS-SEM model structure

3.4 Measurement Validity and Reliability

Data reliability and validity were checked following the same approach implemented
by previous research [1, 32, 34]. Specifically, data reliability was assessed using Cron-
bach’s alpha and composite reliability scores. These measures show the strength of the
correlation between indicators and their variables [32]. The results show that the indi-
cators are reliable because Cronbach’s alpha and composite reliability scores are higher
than the threshold of 0.7 [6, 12]. Regarding data validity, it was checked using both con-
vergent and discriminate validity. Data validity and reliability were satisfied for all the
required criteria for the PLS-SEM. All constructs have an AVE (the Average Variance
Extracted by the variables from its indicator items) above the recommended threshold
of 0.5 [6]. The heterotrait-monotrait ratios of correlations (HTMT) were all below the
recommended limit of 0.9.
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4 Results

This section presents the results of our study, and it provides a discussion about our
findings. The results are presented based on structural models, which determine the
relationship between the determinants (susceptibility, Severity. Benefit, barrier, cue to
action, self-efficacy, and Social Influence) and the behaviour. In particular, we have two
structuralmodels: one for thewhole samplewithout considering the impact of personality
(called the general model) and one showing the moderating effect of personality traits
(we called it the personality-based model). In structural models, there are two important
criteria; the level of the path coefficient (β) and the significance of the path coefficient
(p) [15], where path coefficients measure the influence of a variable on another.

4.1 The General Model

This section discusses the relation between the HBM determinants and the likelihood
of physical activity for the whole sample without considering the impact of personality.
The results presented in Table 1 show that Cue to Action, Social Influence, Self-efficacy,
and Perceived Severity emerged as significant motivators of physical activity. Specifi-
cally, Cue to Action emerged as the strongest determinant of physical activity behaviour
overall. This is followed by Social Influence and Self-efficacy in the second and third
place and Perceived Severity in the fourth place. On the other hand, Perceived Barrier
emerged as the only determinant negatively associated with physical activity behaviour
for the general model. This means that emphasizing this determinant in intervention
design may demotivate people from engaging in physical activity behaviours. Finally,
Perceived Benefit and Perceived susceptibility have no significant effect on people’s
physical activity behaviour.

Table 1. Standardized path coefficients and Significance of the general model (whole sample).
The numbers represent significant coefficients at p < .05, and dash (-) represents non-significant
coefficients.

BAR BEN CUA EFF SEV SUS SI

−0.19 - 0.25 0.21 0.11 - 0.22

BAR: perceived barrier, BEN: perceived benefit, CUA: cue to action, EFF: self-efficacy, SEV:
perceived Severity, SUS: perceived susceptibility, SI: social influence

These results demonstrate the impact of each determinant on the whole sample. As
mentioned above, it has been well established that the HBM determinants can predict
factors influencing health behaviours without considering the impact of personality. The
question that arises here, however, how generalizable are these results? For instance,
can we conclude from Table 1 that Perceived barriers, benefits, and susceptibility should
not be employed for promoting physical activity for all user types? The literature has
shown that determinants’ influence level can be moderated by several factors, including
culture, age, gender, and gamer types [1, 32, 33]. We hypothesize that personality could
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moderate the extent to which the determinants influence physical activity behaviour.
This hypothesis was motivated by the fact that personality has been shown to influence
many aspects of people’s lives, their beliefs, how to use technology, and their worldview
[2, 3, 24, 34]. Nonetheless, there is hardly any research on the possible moderating effect
of personality on the impact of the HBM determinants, especially in the area of physical
activity. The next section shows how personality traits moderate the impact of the HBM
determinants.

4.2 Moderating Effect of Personality Traits

This section discusses the relationship between personality traits and the HBM determi-
nant. To achieve the research objective, we developed a model showing the relationship
between personality, the HBM determinants, and the likelihood of physical activity
behaviour, see Fig. 1. The individual path coefficients obtained from the model are sum-
marized in Table 2. The numbers presented in the table show the level of path coefficients
that are significant (p < 0.05), while the dashes (-) represent non-significant coefficients.
Again, personality is a type scale, hence an individual cannot be classified as belong-
ing to a single personality rather they could be high in one personality trait and low in
others. Hence, we simultaneously modeled the relationship between personality traits
and HBM factors as shown in Fig. 1. Accordingly, whenever we mention personality
traits, we mean people who are high in the corresponding trait. For instance, mentioning
“Openness people” indicates people who are high in openness facets according to the
personality test (BFI-10).

Table 2 shows that the five personality traits are different with respect to how the
HBM determinants impact their physical activity behaviours. People who are high in
Openness are positively related to Perceived Benefits and Self-Efficacy, while Con-
sciousness people are positively associated with Self-efficacy and Social Influence and
negatively related to Perceived Barrier. Extraversion emerged as the most influenced
personality; it is positively associated with five determinants (Perceived Benefit, Cue to
Action, Perceived Severity, Perceived Susceptibility, and Social Influence). On the other
hand, Agreeableness and Neuroticism emerged as the least susceptible personalities as
the results did not show any significant positive association between them and the HBM
determinants. However, Self-efficacy and Social Influence are negatively associatedwith
Neuroticism.

By comparing the results of the general model (Table 1) with the personality-based
model (Table 2), we notice how personality traits moderate the influence of the seven
determinants. For instance, the general model shows that both Perceived Benefit and
Perceived Susceptibility are non-significant motivators for the whole sample. However,
the personality-based model shows that Perceived Benefits emerged as a significant
motivator for Openness and Extraversion, while Perceived Susceptibility is a significant
motivator for Extraversion. Also, the general model suggests that Social Influence and
Self-efficacy are associated positively with physical activity behaviour. Although this
is true for Conscientiousness and Extraversion, this is not the case for the other per-
sonalities. Particularly, Neuroticism is negatively associated with Social Influence and
Self-efficacy. Besides, the general model shows that a total of four determinants (Cue
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Table 2. Standardized path coefficients and significance for each Personality Trait. Dash (-)
represents non-significant coefficients.

Factors BAR BEN CUA EFF SEV SUS SI

Openness - 0.14 - 0.12 - - -

Conscientiousness (−0.35) - - 0.21 - - 0.13

Extraversion - 0.25 0.28 - 0.15 0.26 0.11

Agreeableness - - - - - - -

Neuroticism - - - (−0.10) - - (−0.10)

to Action, Self-efficacy, Perceived Severity, and Social Influence) are significantly asso-
ciated with physical activity behaviour. However, the personality-based model revealed
that the personalities perceive these determinants differently. For instance, Cue to Action
(which emerged as the strongest determinant in the generalmodel) is a strongdeterminant
only for Extraversion, likewise Severity.

These results show that personalitymoderates the influence of theHBMdeterminants
on physical activity behaviour. People with different personalities perceive the seven
HBM determinants differently, highlighting the need to personalize the determinants in
persuasive intervention to individuals’ personality types.

5 Discussion and Design Recommendations

The results presented in the previous section demonstrate that personality traits moder-
ate the impact of the HBM determinants on physical activity. In summary, Extraversion
emerged as the most influenced personality (it has a significant relationship with five
determinants). On the other hand, Agreeableness and Neuroticism emerged as the least
influenced personalities. To a high extent, these conclusions are in line with previous
studies, which have also demonstrated that Extraversion is the most responsive to per-
suasive strategies, and Neuroticism is the least responsive [34]. This section discusses
our findings regarding the seven determinants. Based on these findings, Sect. 5.1 pro-
vides design recommendations for personalizing persuasive interventions for promoting
physical activities.

PerceivedBarriers. The generalmodel shows that PerceivedBarrier is negatively asso-
ciated with physical activity. However, the personality-based model indicates that only
Conscientiousness is negatively associated with Perceived Barriers. People high in Con-
scientiousness could be demotivated by any persuasive intervention that emphasizes
perceived barriers associated with physical activities. A possible explanation of this
negative relation is that individuals high in Conscientiousness are efficient and planful.
Also, they are responsible and tend to be reliable and thorough. Since they are responsi-
ble and reliable, they tend to do things perfectly, and therefore they avoid any source of
obstruction or hindrance that may lead to imperfect work. Thus, exposing people high
in Conscientiousness to barriers can influence them negatively; this is in line with the
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HBMproposition. The results also show that other personalities do not show a significant
response to Perceived Barriers.

Cue to Action. Triggers of a target behaviour are important for promoting healthy
behaviours. The results from our models demonstrate that Cue to Action is an important
motivator of physical activity for people high in Extraversion only. This result was sur-
prising given the diverse cues employed in persuasive interventions, such as reminders,
prompts, and alerts [32]. Also, previous studies found that Cue to Action is an effec-
tive way for promoting healthy behaviour for different groups (e.g., gamers types [33]
and collectivist and individualist groups [1]). Nonetheless, this is actually an interesting
finding because it reveals the impact of personality traits on the effectiveness of persua-
sive intervention employing the determinants to promote physical activity. Our results
show how different personalities can be influenced differently. Besides, other studies
also found that Cue to Action did not promote health behaviour in interventions [31,
32].

Self-efficacy. Our results revealed that Self-efficacy is significantly positively associ-
ated with Openness and Conscientiousness personalities. As mentioned above, individ-
uals high in Conscientiousness are efficient, planful, and reliable. Therefore, they tend
to be confident in their abilities and efficiency as they follow plans. Regarding Open-
ness, individuals who are high in Openness are usually defined as open to experience
because they often seek new and unfamiliar experiences. Thus, they have a high level of
self-confidence to explore new and unfamiliar things. On the other hand, Self-efficacy
demotivates people high in Neuroticism. This negative impact can be explained by the
fact that people high in Neuroticism are characterized by several negative and unstable
moods. These moods lead Neurotic individuals to interpret typical situations as threat-
ening (i.e., they may respond negatively to ordinary situations) [46]. Thus, as Table 1
shows, two determinants are perceived as negative by people high in Neuroticism, but
none of the determinants significantly impact them positively.

Perceived Benefit. Our results show that Perceived Benefit is a significant positive
determinant for Openness and Extraversion personalities. This finding can be explained
by two points. First, people high in Openness tend to be intellectually curious, and they
aremore inclusive in their thinking than other persons. Therefore, they aremore inclusive
in assessing the benefits of their actions. Thus, they are significantly influenced by the
perceived benefit determinant. Second, regarding people high in Extraversion, they are
known as active, energetic, outgoing, and impulsive by nature. They prefer to do activities
rather than think about doing the activities. Thus, they are significantly influenced not
only by Perceived Benefit but also by Cue to Action, Perceived Severity, Perceived
Susceptibility, and Social Influence.

Social Influence. Social Influence emerged as a strong positive determinant forConsci-
entiousness and Extroversion. This result was expected, especially because individuals
high in Extraversion are talkative, friendly, and social. Thus, they are highly influenced
by social-related factors. On the other hand, Social Influence emerged as a significant
determinant that impacts Neuroticism negatively. As mentioned above, this negative
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association can be explained by the negative and unstable emotions that distinguish
neuroticism personality.

Perceived Severity. We found that Perceived Severity is significantly associated with
Extraversion only. This positive association implies that individuals people high in
Extraversion care about the negative consequences of being physically inactive. As
mentioned above, our results show that Extraversion is significantly associated with five
determinants. Previous studies have also demonstrated that Extraversion emerged as the
most responsive personality trait to persuasive strategies [34].

Perceived Susceptibility. Similar to Perceived Severity, the Perceived Susceptibility
did not emerge as a strong determinant for any personality other than Extraversion. As
mentioned before, because individuals high in Extraversion are active and enthusiastic,
they aremore likely to engage in new activities evenwithoutmotivation. Their perception
of the associated risk would increase the likelihood of their engagement in a new activity
(physical behaviour in particular). On the other hand, Perceived Susceptibility is not
associated negatively with any personality trait.

5.1 Design Recommendations

The previous section discusses how different determinants are associated with personal-
ity traits. This section builds on these results and provides recommendations for design-
ing persuasive systems that are personalized based on the big five personality traits and
informed by the HBM determinants. To do so, we relied on the established mapping
between the HBM determinants and persuasive strategies introduced by Almutari and
Orji [1] and depicted in Fig. 1. The mapping was done for the domain of promoting
physical activity, and it was accomplished with the help of seven experts from several
disciplines, including persuasive computing, human-computer interaction, and health.

Table 3. Sample mapping of determinants to persuasive strategies [1]

Determinant Persuasive Strategies

Perceived Barriers Suggestion, Extinction, Punishment, Negative reinforcement

Perceived Benefits Reward, Gain-framed appeal

Cue to Action Reminder, Suggestion

Self-efficacy Incremental goal setting, Recognition, Feedback, Praise

Perceived Severity Punishment, Negative reinforcement, Vicarious reinforcement,
Simulation

Perceived Susceptibility Self-monitoring, Loss-farmed appeal, Simulation

Social Influence Cooperation, Social Facilitation, Social learning, Comparison

Based on these mappings, and the mapping between Personality traits and HBM
(depicted in Fig. 1), we provide the following recommendations for designing person-
alized persuasive interventions for promoting physical activity (Table 4).
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Table 4. Mapping determinants to personality traits. “
√
” indicates strategies that can be used,

“X” indicates strategies that should be avoided, and “-” indicates no strong correlation was found.

BAR BEN CUA EFF SEV SUS SI

Openness -
√

-
√

- - -

Conscientious X - -
√

- -
√

Extraversion -
√ √

-
√ √ √

Agreeableness - - - - - - -

Neuroticism - - - X - - X

Conscientiousness. Individuals high inConscientiousness aremotivatedmainly by two
determinants, Self-efficacy and Social Influence. Thus, to motivate conscientious people
to be physically active, we recommend that designers deploy persuasive strategies
that promote users’ confidence in their ability to perform healthy behaviours (i.e.,
self-efficacy-related strategies) or strategies that use the power of social influence.
A summary of these strategies is presented in Table 3. On the other hand, participants
high in Conscientiousness are negatively influenced by Perceived Barriers. Therefore,
designers should avoid using strategies that allude to barriers associated with phys-
ical activity. Strategies such as Negative reinforcement, punishment, and extinction
should be avoided.

Extraversion. Our study shows that people high in Extraversion are themost influenced
and easily motivated to engage in physical activity. Specifically, five determinants (Per-
ceive Benefit, Cue to Action, Perceived Severity, Perceived Susceptibility, and Social
Influence) emerged as strong motivators of people high in Extraversion. On the other
hand, none of the determinants was found to have a significant negative impact on people
high in Extraversion. These associations indicate that individuals high in Extraversion
are motivated to be physically active by their perceptions of the good things related
to being physically active (perceived benefit) and the risks and seriousness of the con-
sequences of not being physically active (Severity). Therefore, to design persuasive
interventions targeted at promoting physical activity among people who are high
in extraversion, designers could employ the benefit, cue to action, severity, sus-
ceptibility, and social influence related strategies. Based on the established mapping
(Table 3), using persuasive strategies, such as Rewards, Punishment, simulation, and
self-monitoring, would increase the likelihood that extroverts will engage in physical
activity. In addition, people high in Extraversion are motivated by factors that prompt
physical activity (such as reminders and suggestions) and by social influence strategies
(e.g., cooperation, social comparison, or social facilitation).

Neuroticism. Our findings demonstrate that none of the determinants significantly
motivate people high in Neuroticism positively. On the other hand, two determinants
(self-efficacy and social influence) negatively influence Neuroticism personality. Hence,
any persuasive strategy that alludes to self-efficacy and social influence may nega-
tively affect neurotic individuals. Therefore, designers should avoid using persuasive
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strategies, such asGoal Setting, Feedback, Cooperation, or Comparison, in persua-
sive intervention that promotes physical activities for people high in Neuroticism.
Again, designers should investigate other determinants that will motivate neurotics to
be physically active.

Openness. People who areOpen to experience (i.e., high in Openness) emerged as sig-
nificantly positively influenced by two determinants, PerceivedBenefit and Self-efficacy,
and they are not influenced negatively by any determinant. Therefore, to design per-
suasive interventions that promote physical activity among people who are high in
Openness, designers could employ persuasive strategies associated with perceived
benefit (e.g., Reward and Gain-Framed Appeal) and self-efficacy (e.g., Incremental
Goal Setting, Feedback, Praise, and Recognition).

Agreeableness. People high in Agreeableness are significantly associated with none
of the seven determinants. That means none of the seven HBM determinants can sig-
nificantly motivate people high in Agreeableness to be physically active. Hence, we
recommend that research explore more agreeableness-oriented determinants that
can significantly motivate them to be physically active. Another possible implication
is that the HBM determinants do not generalize and cannot predict the likelihood of
health behaviour for everyone.

6 Limitations

Despite our findings that can inform the design and development of persuasive applica-
tions for physical activity behaviour, there are limitations to applying our results. First,
like most large-scale population-based research, our study relied on self-reported data
that could be biased and may not accurately describe peoples’ actual behaviour. That is,
what is measured is peoples’ belief rather than their actual behaviour. Second, although
our work is based on a large-scale study, and the HBM model has been widely used
in several health domains, we cannot confirm the validity of our models in domains
other than physical activity behaviour. Therefore, applying our models’ results in other
domains should be done with caution. As part of our future work, we will apply our
guidelines described above to design and evaluate a persuasive intervention tailored to
the personality type.

7 Conclusions and Future Work

The literature has demonstrated the ability of the Health Belief Model (HBM) determi-
nants to predict factors influencing health behaviours. It has also shown that personality
influences many aspects of our lives. However, there is barely any research investigating
whether personalitymoderates the impact of theHBMdeterminants on health behaviour,
specifically in the area of physical activity. This work is a step toward filling this gap and
developing a personalized persuasive mobile intervention. We conducted a large-scale
study of 430 participants to explore the relationship between the big five personalities,
the seven HBM determinants, and the likelihood of physical activity. Our model results
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revealed differences between personality traits and the HBM determinants. These differ-
ences indicate that personality traits moderate the impact of the HBM determinants on
physical activity behaviour. Hence, there is a need to tailor the HBM determinants to an
individual’s personality in persuasive intervention design. Extraversion emerged as the
most influenced personality, with five determinants being strongly related to it. On the
other hand, Agreeableness and Neuroticism are the least influenced, with no significant
positive relationship with any of the determinants. Based on our findings and extensive
study of the literature, we provided recommendations for designing persuasive interven-
tions tailored to different personalities to motivate them to be physically active. As part
of our future work, we will apply our guidelines described above to design and evaluate
a persuasive intervention tailored to the personality type. Besides, we will also study the
effect of users’ demographics on the determinants of physical activities.
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