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Preface

This volume contains the proceedings of International Conference on Current Problems
ofAppliedMathematics andComputer Systems andScience.The conferencewasheld by
North-Caucasus Centre forMathematical Research, North-Caucasus Federal University.

The papers are focused on four sections: numerical methods in scientific computing;
information and computation systems for distributed environments; data analysis and
modular computing and actual problemsofmathematical education.All presented papers
include significant research achievements.

Numerical methods field contains such contributions as the modeling of the potential
dependence on the permittivity at themetal–dielectricmedium interface andmodeling of
temperature contribution to the interphase energy of the faces of cadmium crystals at the
boundary with organic liquids; difference method for solving the Dirichlet problem for a
multidimensional integro-differential equation of convection–diffusion; the third bound-
ary value problem for a multidimensional convection–diffusion equation with memory
effect; initial–boundary value problems for the loaded Hallaire equation with Gerasi-
mov–Caputo fractional derivatives of different orders; grid method for solving local and
nonlocal boundary value problems for a loaded moisture transfer equation with two
fractional differentiation operators. Additionally, authors describe forced longitudinal
oscillations of a rod with a mass at the end and determining the frequencies of free
longitudinal vibrations of rods by analytical and numerical methods. The section also
includes works on calculating the hyperbolic parameter of a two-dimensional lattice of
linear comparison solutions as well as fast calculation of parameters of parallelepipedal
nets for integration and interpolation. Particular attention was paid to transport in porous
media. Important applied discoveries in themodeling of the adjustableDCvoltage source
for industrial greenhouse lighting systems, unassociated matrices number of the n order
and a given determinant and the problem of restoring the unit of approximation in the
model for studying functional dependence from approximate data were also presented
in the section.

Information and computation systems for distributed environments issues is pre-
sented by analysis of influence of Byzantine robots with random behavior strategy on
collective decision making in swarms; mathematical concept of a model for processing
metadata of employee’s psycho-states for identifying him as an internal violator; mod-
ified CLNet; facemask wearing correctness detection using deep learning approaches;
an approach to the implementation of nonparametric algorithms for controlling multidi-
mensional processes in a production problem. The section presents works on the review
and analysis of artificial intelligence methods. There are also a number of works on
information security issues, including smart cities and companies with a focus on the
application of the residue number system for data protection.

The field of data analysis and modular computing includes such significant contri-
butions, as trust monitoring in a cyber-physical system for security analysis based on
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distributed computing; application of the SIFT algorithm in the architecture of a con-
volutional neural network for human face recognition; temperature profile nowcasting
using temporal convolutional network; guaranteed safe states in speed space for ships
collision avoidance problem; an ensemble of UNet frameworks for lung nodule seg-
mentation; no-reference metrics for images quality estimation in a face recognition task.
Particular attention was paid to the analysis of medical data: neural network skin cancer
recognition with a modified cross-entropy loss function; cloud-based service for recog-
nizing pigmented skin lesions using a multimodal neural network system; application
of bidirectional LSTM neural networks and noise pre-cleaning for feature extraction
on an electrocardiogram. The section also featured a number of important works on
modular computing: modulo 2^k+1 truncated multiply–accumulate unit; RNS reverse
conversion algorithm and parity detection for the wide arbitrary moduli set; improving
the parallelism and balance of RNS with low-cost and 2^k+1 modules. An essential part
of the section consisted of works in the field of developing new approaches to digital
signal processing: uncoded video data stream denoising in a binary symmetric channel;
high-speed wavelet image processing using theWinograd method; fractionation discrete
neural network of bidirectional associative memory and using soft decisions for error
correction.

In addition, the volume contains study in the field ofmathematical education: interac-
tive methods in the study of the discipline “Mathematics” for nonmathematical special-
ties; applied mathematics and informatics bachelor’s and master’s educational programs
continuity during updating educational standards and designing computer simulators in
support of a propaedeutic course on neural network technologies.

The target audience of the conference proceedings includes postgraduates, lectur-
ers at institutions of higher education and researchers who study mathematics and its
applications in computer systems. Based on the conclusions and results offered, repre-
sentatives of the targeted audience are likely to find essential knowledge and suggestions
for future research.
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Modeling of the Potential Dependence
on the Permittivity at the Metal – Dielectric

Medium Interface

Aslan Apekov(B) and Liana Khamukova

North Caucasus Center for Mathematical Research, North Caucasus Federal University,
Stavropol, Russia

aslkbsu@yandex.ru

Abstract. The processes occurring at the interface of metal with organic dielec-
tric media have a wide practical application in various devices. The features of the
metal-organic interface make it possible to create materials with practically useful
properties used in catalysis, energy storage, electronics, gas storage and separation,
magnetism, nonlinear optics, etc. Knowing the course of the potential at the phase
interface, it is possible to obtain interphase characteristics, including interphase
energy. In this paper, the dependence of the potential on the permittivity is mod-
eled in the framework of a modified version of the Frenkel–Gambosch-Zadumkin
electron-statistical theory at the metal–dielectric medium boundary. The course
of the dimensionless potential at the interface is obtained and it is shown that the
greater the dielectric constant of the medium, the more the dimensionless poten-
tial drops at the physical interface. The coordinate of the Gibbs interface for the
metal–dielectric medium system is obtained, which can be found from the condi-
tion of electroneutrality at this boundary. It is shown that with an increase in the
value of the permittivity, the Gibbs coordinate increases, that is, it shifts towards
the dielectric medium. The dependence of the interfacial energies of faces with
different structures on the dielectric permittivity is shown.

Keywords: interfacial energy · electron-statistical method · polarization
correction · dispersion interaction · alkali metals · dielectric medium

1 Introduction

Organometallic structures are widely used in practice [1]. The features of the metal-
organic interface make it possible to create materials with practically useful properties
used in catalysis [2], energy storage, electronics [3], storage and separation of gases [4,
5], magnetism, nonlinear optics, etc. [6–10].

Theoretical and experimental studies devoted to the influence of various factors on
the magnitude and behavior of the surface characteristics of metal crystals are of great
interest and their number is increasing every year. One of the important characteristics
of the surface layer is the interfacial energy (IE). The IE of metals at the boundary with
organic liquids and its orientation dependence have not been sufficiently studied. Within

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the framework of the Frenkel–Gambosch-Zadumkin [11] theory, an electron–statistical
method for calculating the interphase energy at the boundary with nonpolar organic
liquids is proposed, the anisotropy of the interphase energy is obtained, the general laws
of the dependence of the interphase energy on temperature, the atomic number of the
metal and the permittivity of the organic liquid are established [12–20].

In metals at room temperature, the energy of thermal motion is sufficient for a part of
the valence electrons to acquire sufficient energy to overcome the potential barrier and
exit the atom. But this energy is not enough to get out of the metal. These electrons are
in the metal and they form an electron liquid. Atoms of the metal that have lost valence
electrons become positively charged and form a crystal lattice in the nodes of which they
are located. Thus, the positive charge of the ion skeletons is placed in the nodes of the
crystal lattice, which is immersed in an electronic liquid. The coordinate axis is drawn
perpendicular to the interface and directed towards the dielectric medium. The physical
interface has a coordinate x = 0 and is drawn tangentially to the surface ions in such a
way that all positive ions of the solid metal belong entirely to the inner region occupied
by the metal lattice (Fig. 1).

Fig. 1. The physical interface.

2 Materials and Methods

The physical properties of the interphase boundary are influenced by the crystal lattice of
ionic skeletons, an electronic liquid that has an electron density ρ(x), aswell asmolecules
of a dielectric medium. To understand the properties of the interphase boundary, it is
necessary to understand how the electron density behaves at this boundary. In this regard,
we will try to simulate the behavior of the electron density at the interface between a
metal crystal and a dielectric medium.

We will try to find the behavior of the electron density ρ(x) and potential V (x) near
themetal–dielectricmedium interface from the Thomas-Fermi equation for the inner and
outer regions of the metal, taking into account the macroscopic permittivity ε0 organic
liquid:

d2V

dx2
= 4πe

[
ρ(x) − ν+(x)

]
for x ≤ 0, (1)
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d2V

dx2
= 4πe

ε0
ρ(x) for x > 0, (2)

where ν+(x) is the positive charge distribution density of metal ions. Or through the
potential of Eqs. (1) and (2) we rewrite as

d2V (x)

dx2
= 4πeγ

(
V 3/ 2(x) − V 3/ 2

i

)
for x ≤ 0, (3)

(4)

where eVi is Fermi boundary energy, e is electron charge, γ = 23/ 2
/
3π2e2a0, a0 is

radius of the first Bohr orbit of a hydrogen atom.
Equations (3) and (4) are crosslinked on the interface x = 0 by the conditions of

continuity of potential V and its derivative dV
dx . In addition, the potential is equal to the

Fermi potential in the depth of the metal and zero in the depth of the dielectric liquid

V = Vi at x = −∞,

V = 0 at x = +∞.

To solve Eqs. (3) and (4), we proceed to the dimensionless potentialχ(β) = V (x)
Vi

and
the dimensionless coordinate β = x

s , and also reduce these equations to a dimensionless

form assuming s24πeγV 1/ 2
i = 1 (here, s is a linear parameter that reduces the Thomas–

Fermi equation to a dimensionless form). Then the Eqs. (3) and (4) will take the form:

χ ′′(β) = χ3/ 2(β) − 1 for β ≤ 0, (5)

χ ′′(β) = 1

ε0
χ3/ 2(β) for β > 0, (6)

Equations (5) and (6) are solved under the following boundary conditions:

χ(β) = 0 at β = +∞;
χ(β) = 1 at β = −∞;
χ ′(β) = 0 at β = ±∞.

Multiplying both parts of Eqs. (5) and (6) by χ ′(β) and integrating twice, taking into
account the boundary conditions, we obtain solutions:

β = −
χi(β,ε0)∫

χ(0,ε0)

dχ(β)
( 4
5χ

5/ 2(β) − 2χ(β) + 6
5

)1/ 2 for β ≤ 0, (7)

(8)
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where χ(0, ε0) is a dimensionless potential on the physical interface, depending on
the dielectric constant of the liquid, a = 2

/√
5ε0. Since on the physical interface

χe(0, ε0) = χi(0, ε0), , then from (8) we get c = 4χ−1/ 4(0, ε0). Now the solution of
the TF equation in the outer region of the metal will take the form:

χe(β, ε0) = χ(0, ε0)

(1 + β/b)4
for β > 0 (9)

where b = 2
√
5ε0

χ1/ 4(0,ε0)
. . Bearing in mind (9), the solution of Eq. (5) is explicitly

approximated, as in [21] in the form

χi(β, ε0) = 1 − A0

(1 − β/b)n
for β ≤ 0 (10)

Then A0 and n are found from the condition of continuity of th potential χ(β, ε0)

and the first derivative χ ′(β, ε0) at the interface, i.e. we obtain

A0 = 1 − χ(0, ε0), n = 4χ(0, ε0)

1 − χ(0, ε0)
.

Then formula (10) will finally take the form

χi(β, ε0) = 1 − 1 − χ(0, ε0)(
1 − β

/
b
)n for β ≤ 0 (11)

Taking into account the continuity χ ′(ε) on the physical interface, finding χ ′(ε) from
(5) and (6), an equation is compiled to determine χ(0, ε0),

2

5

(
1 − 1

ε0

)
χ5/ 2(0, ε0) − χ(0, ε0) + 3

5
= 0. (12)

From expression (12) at ε0 = 1, we obtain χ(0, 1) = 3
/
5; b = 2

(
125

/
3
)1/ 4, the

value of this quantity for the metal–vacuum boundary.
The calculation of interfacial properties at the boundary of the metal crystal face –

dielectric medium is carried out using the Gibbs determination of the free surface energy
relative to the equimolar interface of the metal – dielectric medium (Fig. 2).

The coordinate of the Gibbs interface for the metal – dielectric medium system is
found from the condition of electroneutrality at this boundary as:

0∫

∞

(
1 − χ

3/ 2
i (β, ε0)

)
dβ +

βΓ (ε0)∫

0

(
1 − χ3/ 2

e (β, ε0)
)
dβ =

∞∫

βΓ (ε0)

χ3/ 2
e (β, ε0)dβ,

(13)

where βΓ (ε0) is coordinate of the Gibbs interface. Substituting (9) and (11) into
expression (13), we find:

βΓ (ε0) = b

⎧
⎨

⎩
χ3/ 2(0, ε0)

5
+

1∫

−∞

[

1 −
(
1 − 1 − χ(0, ε0)

t6

)3/ 2
]

dt

⎫
⎬

⎭
. (14)
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Fig. 2. Gibbs interface.

One of the important characteristics of the phase separation is the interphase energy.
Experimentally measuring its values at the interphase boundaries of small dimension
presents significant difficulties. Sometimes the interfacial tension is measured, and then
using the relationship between interfacial tension and energy, the interfacial energy is
calculated. But basically the values of the interphase energy are obtained theoretically.

The electron–statistical method for calculating the surface energy of metals at the
metal – vacuum interface proposed by Zadumkin S.N., Shebzukhova I.G. was modified
to determine the interphase energy at the metal– organic liquid interface in [12–20].

We divide the metal into Wigner-Seitz cells and replace each such cell with a sphere
of equal volume, which we call an s-sphere. Then the interphase energy f ω

12(hkl) for the
crystal faces with Miller indices (hkl) can be represented as

f ω
12(hkl) = ηn(0)(hkl)

(
F (0) − F (∞)

)
+

∞∑

k=1

(
F (k) − F (∞)

)
n(k)(hkl) +

∞∫

0

[ωe(x) − ωe(∞)]dx,

(15)

where η = 1
4 (1 + g)(2 − g), g = ri

/
R, ri is ion radius, R – s is sphere radius, F (0) and

n(0)(hkl) are the total free energy of the Wigner-Seitz cell and their number per 1 cm2

of the plane located at distance x = k δ (hkl) on the surface k = 0 (δ (hkl) – interplane
distance); F (k) is the free energy of an elementary ball on a plane k, F (∞) is the free
energy of an elementary ball inside a metal at k = ∞; η F (0) is free energy at k = 0;
ωe(x) and ωe(∞) are external energy densities of electron gas and saturated vapor at
a distance x and x = ∞ from the surface. The dielectric medium in the outer region
is taken into account, as mentioned above, through the macroscopic permittivity of the
liquid.

Let us represent F (k) and F (∞) in formula (15) as:

F (k) = E(k) + F (k)
osc for F (∞) = E(∞) + F (∞)

osc , (16)

where E(k) and E(∞) are binding energies at T = 0 K per elementary ball; F (k)
osc and F

(∞)
osc

are free energies of the vibrational motion of ions, taking into account the energy of zero
oscillations and anharmonicity. Taking into account the comments made, if we neglect
the excess energy density of saturated steam in the external space, expression (15) can
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be rewritten as:

f ω
12(hkl) = ηn(0)(hkl)

(
E(0) − E(∞)

)
+

∞∑

k=1

(
E(k) − E(∞)

)
n(k)(hkl)

+
∞∑

k=0

(
F (k)
osc − F (∞)

osc

)
n(k)(hkl) +

∞∫

0

[ωe(x) − ωe(∞)]dx + ωeT , (17)

where ωeT is correction related to temperature blurring of the Fermi level.
Interphase energy can be represented as the sum of internal, external and temperature

contributions by entering the following notation

f ω(i0)
12 (hkl) = ηn(0)(hkl)

(
E(0) − E(∞)

)
+

∞∑

k=1

(
E(k) − E(∞)

)
n(k)(hkl), (18)

f ω(e0)
12 =

∞∫

0

[ωe(x) − ωe(∞)]dx, (19)

(20)

where is the interfacial energy at T = 0 K

f ω(0)
12 (hkl) = f ω(i0)

12 (hkl) + f ω(e0)
12 , (21)

and at temperature T

f ω
12(hkl) = f ω(0)

12 (hkl) + f (T )
12 . (22)

The excess energy inside the metal E(k) = E(k) − E(∞) in k-th elementary ball
compared to k = ∞ is composed of the excess free energy E(k) of the electron gas of
the metal, the excess energy of the interaction of the positive ion with the electron gas
W (k) and the electrostatic energy of the interaction of positively charged elementary
balls A(k) in the transition layer, that is

E(k) = E(k) + W (k) + A(k) + E(k)
p + E(k)

g + Eosc, (23)

and

E(k) = E(k)
C + E(k)

K + E(k)
A + E(k)

W + E(k)
V , (24)

W (k) = W (k)
C + W (k)

E + W (k)
K + W (k)

A . (25)

HereE(k)
C is the excess electrostatic Coulomb energy of electron interaction in the k-th

elementary ball; E(k)
K is the excess kinetic energy of the electron gas at absolute zero
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temperature (excess Fermi energy); E(k)
A is the excess exchange energy of an electron

gas in the Thomas-Fermi theory (Bloch excess energy); E(k)
W is the excess correlation

energy of electrons, taking into account the interaction of electronswith antiparallel spins
(excess Wigner energy); E(k)

V is an excess quantum correction to the kinetic energy
of an electron gas in an elementary ball (the Weizsacker–Kirzhnitz correction, which is
introduced due to the inhomogeneity of the potential in which electrons move near the
surface); W (k)

C is the excess Coulomb energy of the interaction of a point positive ion

with conduction electrons in the k–th elementary ball; W (k)
E is the excess electrostatic

energy resulting from the fact that when an electron cloud of valence electrons overlaps
with an electron cloud of an ion in the k–th elementary ball, a change in the electrostatic
interaction is observed compared with the interaction of point charges; W (k)

K is the
excess kinetic energy caused by the penetration of valence electrons into the electron
cloud of the atomic skeleton and is due to the Pauli principle;W (k)

A is the excess energy
of the exchange interaction of the electron gas with the electrons of the atomic skeleton
in the k–th elementary ball.

If we substitute an expression for the course of the electron density at the interface
into the Poisson equation and integrate it, then we can find an expression for the electric
field strength at the metal–dielectric medium interface in the k-th elementary ball:

E(k) = −
(
dV

dx

)
. (26)

We will proceed from the fact that the excess charge of the elementary ball is dis-
tributed evenly over the volume of the ion. Then, taking the potential and the electron
density in dimensionless form, we can write an expression for the excess energy in the
k-th elementary ball. The electrostatic energy A(k) of interaction of positively charged
Wigner-Seitz cells in the transition layer (per elementary ball) can be approximately
determined by the formula

A(k) = e

2

∫

εk

ν+(x)V (x)dωk = e

2
Vizg

3
(
1 − χ

3/ 2
ik

)
χik . (27)

It is also necessary to take into account the excess energy of the dispersion interaction
between elementary s-spheres E(k)

g , the deformation energy of the polarization of the

atomic core by s-electrons E(k)
p and the oscillation of the electron density Eosc.

The course of the electron density at the interface is defined as

ρik(β)

ρ(∞)
= χ

3/ 2
ik (β, ε0), (28)

Integrating the volumetric energy density by the volume of the elementary ball
∫

�

ρn
ik(x)d� = ρn

ik(x) � (29)
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the expressions for the energy excesses in the k-th elementary ball can be written as

E(k)
C = E(∞)

C

(
χ3
ik(β, ε0) − 1

)
, (30)

E(k)
K = E(∞)

K

(
χ
5/ 2
ik (β, ε0) − 1

)
, (31)

E(k)
A = E(∞)

A

(
χ2
ik(β, ε0) − 1

)
, (32)

E(k)
W = E(∞)

W

(

χ2
ik(β, ε0)

1 + ρ1/ 3(∞)/β0

1 + χ
1/ 2
ik (β, ε0)ρ1/ 3(∞)/β0

− 1

)

, (33)

E(k)
V = kV

2

∫

�

1

ρ(x)
(∇ρ(x))2d� = 9

8

kV
s2

zχ−1/ 2
ik (β, ε0)

(
dχik(β, ε0)

dβ

)2

, (34)

W (k)
C = W (∞)

C

(
χ
3/ 2
ik (β, ε0) − 1

)
, (35)

W (k)
E = W (∞)

E

(
χ
3/ 2
ik (β, ε0) − 1

)
, (36)

W (k)
K = W (∞)

K

(
χ
3/ 2
ik (β, ε0) − 1

)
, (37)

where β0 = 0,1216
a0

, kV = h2

16π2m
.

The individual components of the elementary ball energy at k= 0, included in f ω(i0)
12 ,

were calculated using the formulas obtained in [22]

E(∞)
C = 3Z2 · e2

5R
, (38)

E(∞)
K = 1, 105

Z5/ 3 · e2 · a0
R2 , (39)

E(∞)
A = −0, 4582

Z4/ 3 · e2
R

, (40)

E(∞)
W = −0, 0172

Z · e2
a0

− 0, 0577
Z4/ 3 · e2

R
, (41)

W (∞)
C = −3Z2 · e2

2R
, (42)

W (∞)
E + W (∞)

K + W (a)(∞)
A = 3Z · e2

R3

(
Z · r2
6

− 5r3

32π2a0

)
, (43)

W (b)(∞)
A = α · Z4/ 3 · e2

R4 . (44)
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Substituting (30)–(37) and (38)–(44) into (18), we obtain an expression for the
internal contribution at T = 0 K

(45)

where χik(β, ε0) = 1 − 1−χ(0,ε0)
(1−βk / b)n . The stroke at the sum sign indicates that for k = 0 it

is necessary to multiply all the terms by η = (1 + f + g)2(2 − f − g)
/
4, f = βΓ s

/
R

and g = r
/
R, where r is the radius of the ion, R is the radius of the s–sphere.

3 Results

Table 1 shows the obtained values of the Gibbs surface depending on the permittivity
of the dielectric medium. We have obtained the course of the dimensionless potential
at the metal–dielectric medium interface depending on the permittivity of the medium
(Fig. 3).

According to the formula (22), the values of the interfacial energy of the faces are
obtained depending on the permittivity of the contacting dielectric medium (Fig. 4).

4 Discussion

As can be seen from the table, with an increase in the value of the permittivity, the Gibbs
coordinate increases, that is, it shifts towards the dielectric medium. As can be seen from
Fig. 3, the greater the dielectric constant of the medium, the more the dimensionless
potential drops at the physical interface.

The obtained results show:

• The presence of a dielectric liquid leads to a significant decrease in the surface energy
of the faces of metal crystals. With an increase in the permittivity of an organic liquid,
the value of the IE decreases.

• As the atomic number of the element in the group increases, the IE decreases.
• For metals with a VCC structure at the boundary with nonpolar organic liquids, the

following pattern is observed for IE fω12(110) > fω12(100) > fω12(111).• For metals with the FCC structure, the IE of the faces is correlated as fω12(111) >

fω12(100) > fω12(110).
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Table 1. The coordinate of the Gibbs interface at the metal – organic liquid interface

ε0 βΓ (ε0)

1,843 0,269

1,900 0,290

1,927 0,300

1,946 0,307

1,974 0,317

2,265 0,416

2,275 0,419

2,368 0,449

2,378 0,452

2,510 0,493

Fig. 3. The course of the dimensionless potential at the boundary depending on the dielectric
constant of the medium.

1,8 2,0 2,2 2,4 2,6
100

120

140

160

180

200

220

240
- (100)
 - (110)
 - (111)

Na

1,8 2,0 2,2 2,4 2,6

850

900

950

1000

1050
- (100)
- (110)
- (111)

Au

a) b)

Fig. 4. Interfacial energy of a) sodium with VCC structure and b) gold with FCC structure.
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5 Conclusion

The dependence of the Gibbs surface and the interphase energy on the dielectric constant
of the medium, as well as the course of the electron density at the interphase boundary, is
shown. The obtained results demonstrate that the dielectric medium significantly affects
the interfacial energy. This dependence can be used in the design of electronic devices.
It is of interest to apply this approach to describe the interfacial boundary of different
metals.

Acknowledgments. Thework is supported byNorth-CaucasusCenter forMathematicalResearch
under agreement №. 075-02-2022-892 with the Ministry of Science and Higher Education of the
Russian Federation.

References

1. Czaja, A.U., Trukhan, N., Müller, U.: Industrial applications of metal–organic frameworks.
Chem. Soc. Rev. 38(5), 1284–1293 (2009)

2. Seo, J., et al.: A homochiral metal–organic porous material for enantioselective separation
and catalysis. Nature 404, 982–986 (2000)

3. Liu, Z., Kobayashi, M., Paul, B.C., Bao, Z., Nishi, Y.: Contact engineering for organic semi-
conductor devices via Fermi level depinning at the metal-organic interface. Phys. Rev. B
82(3), 035311 (2010)

4. Mendoza-Cortes, J.L., Han, S.S., Goddard, W.A.: High H2 Uptake in Li-, Na-, K-metalated
covalent organic frameworks and metal organic frameworks at 298 K. Phys. Chem. A 116(6),
1621–1631 (2012)

5. Furukawa, H., et al.: Ultrahigh porosity in metal-organic frameworks. Science 329, 424–428
(2010)

6. Butova, V.V., Soldatov, M.A., Guda, A.A., Lomachenko, K.A., Lamberti, C.: Metal-organic
frameworks: structure, properties, methods of synthesis and characterization. Russ. Chem.
Rev. 85(3), 280–307 (2016)

7. Stroppa, A., Barone, P., Jain, P., Perez-Mato, J.M., Picozziet, S.: Hybrid improper ferroelec-
tricity in a multiferroic and magnetoelectric metal-organic framework. Adv. Mater. 25(16),
2284–2290 (2013)

8. Ferrey, G.: Hybrid porous solids: past, present, future. Chem. Soc. Rev. 37(1), 191–214 (2008)
9. Gibbons, N., Baumberg, J.: Optical minibands in metallodielectric superlattices. Phys. Rev.

B 85(16), 165422 (2012)
10. Bogdanov, A.A., Suris, R.A.: Effect of the anisotropy of a conducting layer on the dispersion

law of electromagnetic waves in layered metal-dielectric structures. JETP Lett. 96, 49–55
(2012)

11. Zadumkin, S.N.: A new version of the statistical electronic theory of surface tension ofmetals.
Fiz. Met. Metalloved. 11(3), 331–346 (1961)

12. Apekov, A.M., Shebzukhova, I.G.: Polarization correction to the interfacial energy of faces
of alkali metal crystals at the borders with a nonpolar organic liquid. Bull. Russ. Acad. Sci.
Phys. 82(7), 789–792 (2018). https://doi.org/10.3103/S1062873818070067

13. Shebzukhova, I.G., Apekov, A.M.: Contribution of dispersion interaction of s-spheres into
the interface energy of a-Li and a-Na crystals bounding to non-polar organic liquids. Phys.
Chem. Asp. Study Clusters Nanostruct. Nanomater. 9, 518–521 (2017)

https://doi.org/10.3103/S1062873818070067


14 A. Apekov and L. Khamukova

14. Apekov, A.M., Shebzukhova, I.G.: Temperature contribution to the interfacial energy of the
crystals faces of Sc, α-Ti and α-Co at the boundary with the organic liquids. Phys. Chem.
Asp. Study Clusters Nanostruct. Nanomater. 8, 19–25 (2016)

15. Shebzukhova, I.G., Apekov, A.M., Khokonov, K.B.: Orientation dependence of the interfacial
energies of chromium and α-iron crystals at boundaries with nonpolar organic liquids. Bull.
Russ. Acad. Sci. Phys. 81(5), 605–607 (2017). https://doi.org/10.3103/S1062873817050173

16. Apekov, A.M., Shebzukhova, I.G.: Interface energy of crystal faces of IIA-type metals at
boundarieswith nonpolar organic liquids, allowing for dispersion andpolarization corrections.
Bull. Russ. Acad. Sci. Phys. 83(6), 760–763 (2019)

17. Shebzukhova, I.G., Apekov, A.M., Khokonov, K.B.: Anisotropy of the interface energy of IA
and IBmetals at a boundary with organic liquids. Bull. Russ. Acad. Sci. Phys. 80(6), 657–659
(2016). https://doi.org/10.3103/S1062873816060307

18. Shebzukhova, I.G., Apekov, A.M., Khokonov, K.B.: Interface energy of faces of manganese
and vanadium crystals at boundaries with organic liquids. Bull. Russ. Acad. Sci. Phys. 79(6),
749–751 (2015). https://doi.org/10.3103/S1062873815060295

19. Shebzukhova, I.G., Apekov, A.M., Khokonov, K.B.: Effect of an organic liquid on the surface
energy of scandium and titanium. Bull. Russ. Acad. Sci. Phys. 78(8), 804–806 (2014). https://
doi.org/10.3103/S1062873814080334

20. Apekov,A.M., Shebzukhova, I.G.:Of the facets at the boundary between calcium/bariumcrys-
tals and nonpolar organic liquids. Phys. Chem. Asp. Study Clusters Nanostruct. Nanomater.
10, 20–26 (2018)

21. Smoluchowski, R.: Anisotropy of the electronic work function of metals. Phys. Rev. 60(1),
661–674 (1941)

22. Gombash, P.: Statistical theory of the atom and its applications (1951)

https://doi.org/10.3103/S1062873817050173
https://doi.org/10.3103/S1062873816060307
https://doi.org/10.3103/S1062873815060295
https://doi.org/10.3103/S1062873814080334


Difference Method for Solving
the Dirichlet Problem
for a Multidimensional

Integro-Differential Equation
of Convection-Diffusion

Zaryana Beshtokova(B)

North-Caucasus Center for Mathematical Research, North-Caucasus Federal
University, 1 Pushkin Str., 355017 Stavropol, Russia

zarabaeva@yandex.ru

Abstract. The work is devoted to a numerical method for solving the
Dirichlet problem for a multidimensional integro-differential convection-
diffusion equation with variable coefficients. Using the method of energy
inequalities for solving the first initial-boundary value problem, a priori
estimates are obtained in differential and difference interpretations. The
obtained estimates imply the uniqueness and stability of the solution of
the original differential problem with respect to the right-hand side and
initial data, as well as the convergence of the solution of the difference
problem to the solution of the original differential problem at a rate
of O(|h| + τ). For an approximate solution of the differential problem,
an algorithm for the numerical solution was constructed, and numerical
calculations of test examples were carried out, illustrating the theoretical
calculations obtained.

Keywords: first initial-boundary value problem · a priori estimate ·
dif- ference scheme · parabolic equation · integro-differential equation ·
Dirichlet problem

1 Introduction

In the study of applied problems of continuum mechanics, heat and mass transfer,
methods of mathematical modeling and computational mathematics are widely
used. The diffusion transfer of one or another substance and the transfer caused
by the movement of the medium, i.e., convective transfer, can be distinguished as
the main ones in the study of many processes in moving media. In gas and hydro-
dynamics, one of the basic models of many processes is a boundary value prob-
lem for nonstationary convection-diffusion equations (i.e., second-order parabolic
equations with lower terms) [1].
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The work is devoted to a numerical method for solving the Dirichlet prob-
lem for a multidimensional integro-differential convection-diffusion equation with
variable coefficients. Using the method of energy inequalities for solving the first
initial-boundary value problem, a priori estimates are obtained in differential
and difference interpretations. The obtained estimates imply the uniqueness and
stability of the solution of the original differential problem with respect to the
right-hand side and initial data, as well as the convergence of the solution of the
difference problem to the solution of the original differential problem at a rate
of O(|h| + τ).

Problems of this kind arise when describing the mass distribution function of
drops and ice particles, taking into account the microphysical processes of conden-
sation, coagulation (combining small drops into large aggregates), crushing and
freezing of drops in convective clouds. This work is a continuation of a series of
works by the author on the study of various boundary value problems for multidi-
mensional differential equations of parabolic type with variable coefficients [2]–[3].

2 Materials and Methods

2.1 Statement of the Boundary Value Problem and a Priori Estimate
in Differential Form

In a cylinder QT = G × [0 ≤ t ≤ T ], the base of which is a p -dimensional rectan-
gular parallelepiped G = {x = (x1, x2, . . . , xp) : 0 ≤ xα ≤ lα, α = 1, 2, . . . , p}
with boundary Γ , G = G ∪ Γ, consider the problem

∂u

∂t
= Lu + f(x, t), (x, t) ∈ QT , (1)

u
∣
∣
∣
Γ

= 0, 0 ≤ t ≤ T, (2)

u(x, 0) = u0(x), x ∈ G, (3)

where Lu =
p∑

α=1
Lαu,

Lαu =
∂

∂xα

(

kα(x, t)
∂u

∂xα

)

+ rα(x, t)
∂u

∂xα
− qα(x, t)u −

lα∫

0

ρα(x, t)udxα,

0 < c0 ≤ kα(x, t) ≤ c1, |rα(x, t)|, |qα(x, t)|, |ρα(x, t)| ≤ c2, (4)

QT = G × (0 < t ≤ T ], α = 1, p, c0, c1, c2 = const > 0.

We will assume that the coefficients of the equation and the boundary condi-
tions of the problem (1)–(3) satisfy the conditions necessary in the course of the
presentation, which ensure the desired smoothness of the solution u(x, t) in the
cylinder QT .

We will also use positive constants Mi (i = 1, 2, . . .) depending only on the
input data of the original problem (1)–(3).
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Assuming the existence of a regular solution of the differential problem (1)–(3)
in the cylinder QT , we obtain an a priori estimate, for which we use the method
of energy inequalities. We multiply Eq. (1) scalarly by u and obtain the energy
identity

(
∂u

∂t
, u

)

=
( p

∑

α=1

∂

∂xα

(

kα(x, t)
∂u

∂xα

)

, u

)

+
( p

∑

α=1

rα(x, t)
∂u

∂xα
, u

)

−

−
( p

∑

α=1

qα(x, t)u, u

)

−
( p

∑

α=1

∫ lα

0

ρα(x, τ)u(x, t)dxα, u

)

+
(

f(x, t), u
)

. (5)

We introduce the scalar product and the norm in the following form:

(

u, v
)

=
∫

G

uv dx, ‖u‖20 =
∫

G

u2dx, u2
x =

p
∑

α=1

(uxα
)2 .

Taking into account the obtained transformations, from (5), taking into
account (2), we obtain an inequality:

(
∂u

∂t
, u

)

=
∫

G

u
∂u

∂t
dx =

1
2

∂

∂t
‖u‖20,

( p
∑

α=1

∂

∂xα

(

kα(x, t)
∂u

∂xα

)

, u

)

= −
p

∑

α=1

∫

G

kα(x, t)
(

∂u

∂xα

)2

dx.

Using the ε-Cauchy inequality, we estimate the terms on the right-hand side
( p

∑

α=1

rα(x, t)
∂u

∂xα
, u

)

≤
p

∑

α=1

(

rα(x, t)
∂u

∂xα
, u

)

≤ ε‖ux‖20 + M1(ε)‖u‖20,

−
( p

∑

α=1

∫ lα

0

ρα(x, τ)u(x, t)dxα, u

)

≤
(

1
2
, u2

)

+

+
(

1
2
,

(
p

∑

α=1

∫ lα

0

ρα(x, τ)u(x, t)dxα

)2 )

≤

≤ 1
2
‖u‖20 + M1

(

1,

p
∑

α=1

∫ lα

0

u2(x, t)dxα

)

≤ M2‖u‖20,

−
( p

∑

α=1

qα(x, t)u, u

)

≤ c2‖u‖20,
(

f(x, t), u
)

≤ 1
2
‖f‖20 +

1
2
‖u‖20,

where G′ = {x′ = (x1, x2, . . . , xα−1, xα+1, . . . , xp) : 0 < xk < lk, k =
1, 2, . . . , α − 1, α + 1, . . . , p}, dx′ = dx1dx2 · · · dxα−1dxα+1 · · · dxp.
x = (x1, x2, ..., xα−1, xα, xα+1, ..., xp) = (xα, x′).
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Taking into account the obtained transformations and (2), from (5) we obtain
the inequality

1
2

∂

∂t
‖u‖20 +

p
∑

α=1

∫

G

kα(x, t)
(

∂u

∂xα

)2

dx ≤ ε‖ux‖20 + M3(ε)‖u‖20 +
1
2
‖f‖20. (6)

We integrate (6) over τ from 0 to t, then we get

‖u‖20 +
∫ t

0

‖ux‖20dτ ≤ εM4

∫ t

0

‖ux‖20dτ + M5(ε)
∫ t

0

‖u‖20dτ+

+ M6

( ∫ t

0

‖f‖20dτ + ‖u0(x)‖20
)

. (7)

Choosing ε = 1
2M4

, from (7) we find

‖u‖20 +
∫ t

0

‖ux‖20dτ ≤ M7

∫ t

0

‖u‖20dτ + M8

( ∫ t

0

‖f‖20dτ + ‖u0(x)‖20
)

. (8)

Based on the Gronwall lemma (Lemma 1.1 [4, p. 152]), from (8) we obtain the
inequality

‖u‖20 +
∫ t

0

‖ux‖20dτ ≤ M(T )
( ∫ t

0

‖f‖20dτ + ‖u0(x)‖20
)

, (9)

where M(T ) depends only on the input data of the original problem (1)–(3).

3 Constructing a Difference Scheme

In a closed cylinder QT we introduce a uniform grid [5]:
ωhτ = ωh × ωτ = {(xi, tj), x ∈ ωh, t ∈ ωτ},
ωh = Πp

α=1 ωhα
, ωhα

= {xiα
α = iαhα, iα = 0, 1, . . . , Nα, Nαhα = lα},

ωτ = {tj = jτ, j = 0, 1, . . . ,m, mτ = T}.
On the uniform grid ωhτ , we associate the differential problem (1)–(3) with

the difference scheme of the first order of approximation in h and τ :

yt = Λ(t̃)y + ϕ, (x, t) ∈ ωhτ , (10)

y|γh
= 0, t ∈ ωτ , (11)

y(x, 0) = u0(x), x ∈ ωh, (12)

where Λ(t̃) =
p∑

α=1
Λα(t̃),

Λα(t̃)y =
(

aαyxα

)

xα
+ r+α yxα

+ r−
α yxα

− dαy − ∑Nα

iα=1 pα
iα

y
j+α

p

iα
hα,

yxα
= yi−yi−1

hα
, yxα

= yi+1−yi

hα
, a

(+1α)
α = aα,iα+1, yt = yj−yj−1

τ ,
y = yj , y̌ = yj−1, rα = r+α + r−

α , |rα| = r+α − r−
α , r+α = 0.5(rα + |rα|) ≥ 0,

r−
α = 0.5(rα − |rα|) ≤ 0, x−0.5α = x1, . . . , xα−1, xα − 0.5hα, xα+1, . . . , xp,

t̃ = (j + 0.5)τ = tj + 0.5τ = tj+0.5, tj+α
p

= tj + ατ
p =

(

j + α
p

)

τ,

aα = kα(x−0.5α, t̃j), rα = rα(x, t̃j), dα = qα(x, t̃j), pα = ρα(x, t̃j),
ϕ = f(x, t̃j), τ, h are steps of grid.
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4 Stability and Convergence of the Difference Scheme

To solve problem (10)–(12), we obtain an a priori estimate with the help of the
method of energy inequalities. We introduce the scalar product in the following
form:
(

u, v
)

=
∑

x∈ωh

u(x)v(x)h1h2 · · · hp =

=
N1−1∑

i1=1

N2−1∑

i2=1

· · ·
Np−1∑

ip=1

u(i1h1, i2h2, . . . , ip hp)v(i1h1, i2h2, . . . , ip hp)h1h2 · · · hp ;

(u, v)α =
N1−1∑

i1=1

N2−1∑

i2=1

· · ·
Nα−1∑

iα=1

· · ·
Np−1∑

ip=1

u(x)v(x)h1h2 · · · hp =

=
∑

iβ �=iα

(
Nα−1∑

iα=1

u(x)v(x)hα

)

H/hα,

(u, v]α =
N1−1∑

i1=1

N2−1∑

i2=1

· · ·
Nα∑

iα=1

· · ·
Np−1∑

ip=1

u(x)v(x)h1h2 · · · hp =

=
∑

iβ �=iα

(
Nα∑

iα=1

u(x)v(x)hα

)

H/hα, H =
∏p

α=1 hα.

In the function space, we define the norms and introduce them in the form:

(u, u) = ‖u‖2, (u, u] = ‖u]|2, (u, v] =
p∑

α=1
(u, v]α, (u, v) =

p∑

α=1
(u, v)α,

‖Yx]|2 =
p∑

α=1
‖Yxα ]|2.

Let us now multiply the difference Eq. (10) scalarly by 2τy:

2τ(yt, y) = 2τ(Λ(t̃)y, y) + 2τ(ϕ, y). (13)

We transform the sums included in the identity (13), taking into account the con-
ditions (11) and the formula 2zzt = (z2)t + τ(zt)

2:

2τ(yt, y) = (1, y2) − (1, y̌2) + τ2(1, y2
t ), (14)

(

Λ(t̃)y, y
)

=
( p

∑

α=1

Λα(t̃)y, y
)

=
p

∑

α=1

(

Λα(t̃)y, y
)

α
=

p
∑

α=1

(

(

(aαyxα)xα
, y

)

α
+

+
(

r+α yxα
, y

)

α
+

(

r−
α yxα

, y
)

α
− (

dαy, y
)

α
−

(
Nα∑

iα=1

pα
iα

y
j+α

p

iα
hα, y

)

α

)

. (15)

Applying the first difference Green’s formula in (15) and substituting the
expressions transformed in this way into identity (13), taking into account (14),
we find

(1, y2) − (1, y̌2) + τ2(1, y2
t ) + 2τ

p
∑

α=1

(

aα, y2
xα

]

α
=

= 2τ

p
∑

α=1

(

r+α yxα
, y

)

α
+ 2τ

p
∑

α=1

(

r−
α yxα

, y
)

α
− 2τ

p
∑

α=1

(

dαy, y
)

α
−
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− 2τ

p
∑

α=1

(
Nα∑

iα=1

pα
iα

y
j+α

p

iα
hα, y

)

α

+ 2τ
(

ϕ, y
)

. (16)

Using the Cauchy ε-inequality and Lemma 1 from [6], we estimate the sums
included in the identity (16):

p
∑

α=1

(

aα, y2
xα

]

α
≥ c0

p
∑

α=1

(

1, y2
xα

]

α
= c0

(

1, y2
x

]

= c0‖yx]|2,

p
∑

α=1

(

r+α yxα
, y

)

α
+

p
∑

α=1

(

r−
α yxα

, y
)

α
≤ 2c2‖yx]| ‖y‖ ≤ c2

(

ε‖yx]|2 +
1
4ε

‖y‖2
)

,

−
p

∑

α=1

(

dαy, y
)

α
≤ c2‖y‖2,

−2
p

∑

α=1

(
Nα∑

iα=1

pα
iα

y
j+α

p

iα
hα, y

)

α

≤ (

1, y2
)

+
p

∑

α=1

⎛

⎝1,

(
Nα∑

iα=1

pα
iα

y
j+α

p

iα
hα

)2

α

⎞

⎠ ≤

≤ ‖y‖2 + M1

p
∑

α=1

(

1,

Nα∑

iα=1

(

y
j+α

p

iα

)2

hα

)

≤ M2‖y‖2,

(ϕ, y) ≤ 1
2
‖y‖2 +

1
2
‖ϕ‖2.

Taking into account the obtained estimates, after simple transformations from
(16) we find

‖y‖2−‖y̌‖2+2τc0‖yx]|2+τ2‖yt]|2 ≤ εM3‖yx]|2τ +M4(ε)‖y‖2τ +M5‖ϕ‖2τ. (17)

Choosing ε = c0
M3

, from (17) we find the inequality

‖y‖2 − ‖y̌‖2 + ‖yx]|2τ ≤ M6‖y‖2τ + M7‖ϕ‖2τ. (18)

Summing (18) over j ′ from 1 to j, we get

‖yj‖2 +
j

∑

j ′=1

‖yx]|2τ ≤ M6

j
∑

j ′=1

‖yj ′‖2τ + M7

⎛

⎝

j
∑

j ′=1

‖ϕj′‖2τ + ‖y0‖2
⎞

⎠ .

From the last inequality we have

‖yj‖2 +
j

∑

j ′=1

‖yx]|2τ ≤ M6‖yj‖2τ + M6

j−1
∑

j ′=1

‖yj ′‖2τ+

+ M7

⎛

⎝

j
∑

j ′=1

‖ϕj′‖2τ + ‖y0‖2
⎞

⎠ . (19)
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Choosing τ0 = 1
2M6

, from (19) we get that for all τ ≤ τ0 the inequality holds

‖yj‖2 +
j

∑

j ′=1

‖yx]|2τ ≤ M8

j−1
∑

j ′=1

‖yj ′‖2τ + M9

⎛

⎝

j
∑

j ′=1

‖ϕj′‖2τ + ‖y0‖2
⎞

⎠ . (20)

Based on an analogue of the Gronwall lemma [7, p. 171] for the grid function
from the inequality (20) we obtain the a priori estimate

‖yj‖2 +
j

∑

j ′=1

‖yx]|2τ ≤ M(T )

⎛

⎝

j
∑

j ′=1

‖ϕj′‖2τ + ‖y0‖2
⎞

⎠ , (21)

where M(T ) = const > 0, independent of |h| and τ .
Let u(x, t) is a solution to the problem (1)–(3), y(xi, tj) = yj

i is a solution to
the difference problem (10)–(12). Denote by zj

i = yj
i − uj

i approximation error,
where uj

i = u(xi, tj). Then, substituting y = z + u into (10)–(12), we get the
problem for z :

zt = Λ(t̃)z + Ψ, (x, t) ∈ ωhτ , (22)

z|γh
= 0, (23)

z(x, 0) = 0, x ∈ ωh, (24)

where Ψ = O
(|h| + τ

)

is the approximation error on the solution of the problem
(1)–(3).

Using the a priori estimate (21) for the solution of the problem (22)–(24), we
obtain

‖zj‖2 +
j

∑

j ′=1

‖zx]|2τ ≤ M

j
∑

j ′=1

‖ψj ′‖2τ, (25)

where M = const > 0, independent of |h| and τ .

5 Algorithm for the Numerical Solution of the Problem

We rewrite the problem (1)–(3) at 0 ≤ xα ≤ lα, α = 1, 2, p = 2, then we get

∂u

∂t
=

∂

∂x1

(

k1(x1, x2, t)
∂u

∂x1

)

+
∂

∂x2

(

k2(x1, x2, t)
∂u

∂x2

)

+

+r1(x1, x2, t)
∂u

∂x1
+ r2(x1, x2, t)

∂u

∂x2
− q1(x1, x2, t)u−

q2(x1, x2, t)u −
∫ l1

0

ρ1(x, t)udx1 −
∫ l2

0

ρ2(x, t)udx2 + f(x1, x2, t), (26)

{
u(0, x2, t) = u(l1, x2, t) = 0, 0 ≤ t ≤ T,
u(x1, 0, t) = u(x1, l2, t) = 0, 0 ≤ t ≤ T,

(27)
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u(x1, x2, 0) = u0(x1, x2). (28)

Consider a grid x
(iα)
α = iαhα, α = 1, 2, tj = jτ, where iα = 0, 1, ..., Nα, hα =

lα/Nα, j = 0, 1, ...,m, τ = T/m. Introduce one fractional step tj+ 1
2

= tj + 0.5τ.

Denote by y
j+ k

2
i1,i2

= yj+ k
2 = y(i1h1, i2h2, (j + 0.5k)τ), k = 0, 1, j = 0, 1, 2, ..., j0

grid function.
For the numerical solution of the two-dimensional problem (26)–(28), we con-

struct a locally one-dimensional scheme, then we have
⎧

⎨

⎩

yj+ 1
2 − yj

τ
= Λ̃1y

j+ 1
2 + ϕ1,

yj+1−yj+1
2

τ = Λ̃2y
j+1 + ϕ2,

(29)

{

y
j+ 1

2
0,i2

= y
j+ 1

2
N1,i2

= 0,

yj+1
i1,0 = yj+1

i1,N2
= 0,

(30)

y0
i1,i2 = u0(i1h1, i2h2), (31)

Λα(t̃)yj+α
p =

(

aαy
j+α

p

x̄α

)

xα

+ r+α y
j+α

p
xα + r−

α y
j+α

p

x̄α
− dαyj+α

p −
Nα∑

iα=0

pαy
j+α−1

p

iα
�α,

ϕα =
1
2
f(x1, x2, tj+0.5α)or ϕ1 = 0, ϕ2 = f(x1, x2, tj+1), α = 1, 2,

Let us present the calculation formulas for solving scheme (29)–(31).

At the first stage, we find the solution y
j+ 1

2
i1,i2

. To do this, for each value of i2 =
1, N2 − 1, the problem is solved

A1(i1,i2)y
j+ 1

2
i1−1,i2

−C1(i1,i2)y
j+ 1

2
i1,i2

+B1(i1,i2)y
j+ 1

2
i1+1,i2

= −F
j+ 1

2
1(i1,i2)

, 0 < i1 < N1, (32)

y
j+ 1

2
0,i2

= y
j+ 1

2
N1,i2

= 0,

where

A1(i1,i2) =
(a1)i1,i2

h2
1

− (r−
1 )i1,i2

h1
, B1(i1,i2) =

(a1)i1+1,i2

h2
1

+
(r+1 )i1,i2

h1
,

C1(i1,i2) = A1(i1,i2) + B1(i1,i2) +
1
τ

+
1
p
(d1)i1,i2 ,

F
j+ 1

2
1(i1,i2)

=
1
τ

yj
i1,i2

+ ϕ1(i1,i2) −
N1∑

i1=0

p1y
j
i1,i2

�1,

At the second stage, we find the solution yj+1
i1,i2

. For this, as in the first case,
the problem is solved for each value of i1 = 1, N1 − 1

A2(i1,i2)y
j+1
i1,i2−1−C2(i1,i2)y

j+1
i1,i2

+B2(i1,i2)y
j+1
i1,i2+1 = −F j+1

2(i1,i2)
, 0 < i2 < N2, (33)



Difference Method for Solving the Dirichlet Problem 23

yj+1
i1,0 = yj+1

i1,N2
= 0,

where

A2(i1,i2) =
(a2)i1,i2

h2
2

− (r−
2 )i1,i2

h2
, B2(i1,i2) =

(a2)i1,i2+1

h2
2

+
(r+2 )i1,i2

h2
,

C2(i1,i2) = A2(i1,i2) + B2(i1,i2) +
1
τ

+
1
p
(d2)i1,i2 ,

F j+1
2(i1,i2)

=
1
τ

y
j+ 1

2
i1,i2

+ ϕ2(i1,i2) −
N2∑

i2=0

p2y
j
i1,i2

�2,

As can be seen, the non-local (integral) source in Eq. (1) leads to a violation of
the tridiagonal structure of the coefficient matrix of the difference scheme. There-
fore, to solve the obtained systems of difference equations (32), (33) by the sweep
method [5, p. 40] it is possible to obtain a tridiagonal structure of the coefficient
matrix of difference schemes, provided we take the value of the desired grid func-
tion from the lower layer when calculating the sum in Eq. (10).

6 Results

Theorem 1. Let conditions (4) be satisfied, then the a priori estimate (9) is valid
for the solution of problem (1)–(3).

The a priori estimate (9) implies the uniqueness of the solution of the original
problem (1)–(3) and continuous dependence of the problem solution on the input
data at each time layer in the ‖u‖21 = ‖u‖20 +

∫ t

0
‖ux‖20dτ norm.

Theorem 2. Let conditions (4) be satisfied, then in the class of sufficiently smooth
coefficients of the equation and boundary conditions for the solution of the differ-
ence problem (10)–(12) for sufficiently small τ ≤ τ0(c0, c1, c2), a priori estimate

(21) is valid at each time layer in the grid norm ‖yj‖21 = ‖yj‖2 +
j∑

j ′=1

‖yx]|2τ .

The a priori estimate implies the uniqueness and stability of the solution of the
difference problem (10)–(12) with respect to the right-hand side and the initial
data on the layer, as well as the convergence of the scheme (10)–(12) with the rate
O(|h| + τ) in the grid norm ‖zj‖1, where |h| = h1 + h2 + . . . + hp.

Comment. To solve the resulting systems of difference Eqs. (32), (33), iterative
solution methods can also be used. When solving the resulting algebraic problem
Ay = f by the iterative method, where A is the coefficient matrix of the system
of difference equations, it is necessary that the following conditions for the con-
vergence of the iterative process should be satisfied:

N∑

j=1,j �=i

∣
∣
∣
∣

aij

aii

∣
∣
∣
∣
< 1, ‖Ayk − f‖ ≤ ε‖Ay0 − f‖, ‖yk − y‖ → 0, k → ∞.
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Table 1. The error in the norm ‖·‖L2(w̄hτ ) when decreasing grid size for problem (1)–(3)

h̄ Maximum error CO

1/80 0.006416155 0.389613492

1/160 0.004430162 0.534349581

1/320 0.002775766 0.674473568

1/640 0.001609425 0.786340645

1/1280 0.000883100 0.865896625

1/2560 0 0.865896625

Table 2. The error in the norm ‖·‖C(w̄hτ ) when decreasing grid size for problem (1)–(3)

h̄ Maximum error CO

1/80 0.0203034746 0.305960241

1/160 0.0149247895 0.444016058

1/320 0.0097120049 0.581871473

1/640 0.0061415431 0.699166006

1/1280 0.0035404042 0.794687085

1/2560 0 0.794687085

7 Numerical Results

The coefficients of the equation and boundary conditions of problem (1)–(3) are
selected so that the exact solution of the problem for p = 2 is the function

u(x, t) = t3(x3
1 − l1x

2
1)(x

3
2 − l2x

2
2).

In Tables 1,2 we present the maximum value of the error (z=y−u) and the com-
putational order of convergence (CO) in the norms: ‖ · ‖L2(w̄hτ ) and ‖ · ‖C(w̄hτ ),
where ‖y‖C(w̄hτ ) = max

(xi,tj)∈w̄hτ

|y|, when h̄ = h1 = h2 = τ , while the mesh size

is decreasing. The error is being reduced in accordance with the order of approx-
imation O(h̄ + τ).

The order of convergence is determined by the following formula CO1 =
log2

||z1||
||z2|| , where z1 and z2 errors corresponding to steps 0, 5h̄, h̄.

8 Conclusion

The work is devoted to a numerical method for solving the Dirichlet problem for a
multidimensional integro-differential convection-diffusion equation with variable
coefficients. Using the method of energy inequalities for solving the first initial-
boundary value problem, a priori estimates are obtained in differential and differ-
ence interpretations. The obtained estimates imply the uniqueness and stability of
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the solution of the original differential problem with respect to the right-hand side
and initial data, as well as the convergence of the solution of the difference prob-
lem to the solution of the original differential problem at a rate of O(|h| + τ). For
an approximate solution of the differential problem, an algorithm for the numer-
ical solution was constructed, and numerical calculations of test examples were
carried out, illustrating the theoretical calculations obtained.
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Abstract. In this paper, we demonstrate the application of the analytical appara-
tus of representing functions by their singular integrals for developing numerical
methods by interpreting approximate data in the problem of correctly restoring
the studied functional dependencies. Such approach significantly extends the sub-
stantive basis of the apparatus for approximating functions in problems, where
it is necessary to build a model of the functional dependence, which depends on
approximate data. Themaingoal of this article is to provide the restoringof the real-
valued functions f = {f (x0), f (x1), ..., f (xm)}, associated with discrete sequence
of points {xk }mk=0 on [a, b], using generalized kernel (Knf )(x). We will demon-
strate the theoretical calculations of restoring of the unit approximation, which is
able to increase the accuracy of approximations. In the end of our research, the
application of proposed approximation is used for solving optimization problem,
where rising of the accuracy with minimal time computations plays an important
role.

Keywords: approximation of functions · singular integrals · regular algorithms ·
optimization problem · approximate unit

1 Introduction

It is well known, that one of the most dispersed operation on integrable functions is

their convolution [1], such as
∫
f (x − y)g(y)dy

�= f ∗ g(x), where f and g in L1. Such
operation meets in the harmonic analysis, because of (f ∗ g)∧ = f̂ · ĝ, where «∧» means
a Fourier transformation. For operation «*», observed as algebraic operation on the set
of elements in L1, it is necessary to build the unit. The appropriate model in this case
can be approximate unit, which is a sequence {Kn(x)}∞n=1 of elements in L1, such that

sup
n

‖Kn‖ < ∞, lim
n→∞

∫

�

Kn(x)dx = 1, lim
n→∞

∫

δ≤|x|≤|�|
Kn(x)dx = 0, (1)
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In the last equation of (1) δ means any fixed number, which satisfy 0 < δ < |�|.
The notation «approximate unit» is defined, because there are the following limits.

lim
n→∞‖Kn ∗ f − f ‖ = 0, f ∈ C(�), (2)

lim
n→∞‖D(Kn ∗ f ) − Df ‖ = 0, f ∈ C(1)(�). (3)

Equations (2) and (3) belong to spaces C(k) and Lp. There is a significant private
case of approximate unit, where elements of {Kn(x)}∞n=1 are positive. This case is named
as unit distribution, and Eq. (1) becomes

lim
n→∞

∫
Kn(x)dx = 1, lim

n→∞

∫
Kn(x)dx

δ≤|x|≤|�|
= 0. (4)

The limits of sequences {Kn(x)}∞n=1, which exist almost everywhere in �, are called
singular integrals of summable functions [2]. The representation of functions by singular
integrals can be effectively used in problems of applied analysis [3], constructive theory
of functions [4], approximation theory and so on. In section “Methods and Materials”
we present applications in the development of numerical methods of the interpretation
by approximate data for correct recovery of studied functional dependence.

2 Materials and Methods

For greater clarity of the theory we present, as the initial sequence {Kn(x)}∞n=1
generating the required distribution of unity, a sequence of functions of the form{

n
πd · 1

n2(x−y)2+d2

}∞
n=1

, where d > 0 is a certain parameter of the model kernel of

the corresponding singular integral

(Knf )(x) =
b∫

a

Kn(x, y)f (y)dy =
b∫

a

n

πd
· 1

n2(x − y)2 + d2
f (y)dy, n = 1, 2, . . . (5)

Recall that such integral is called the Poisson integral of a given function f (x) defined
on the interval� = [a, b]. For further convenience, we write it in the parametrized form

(Kτ f )(x) =
b∫

a

Kτ (x, y)f (y)dy =
b∫

a

τ

π
· 1

n2(x − y)2 + τ 2
f (y)dy, (6)

where τ = d
n (τ ∈ (0, 1)). According to the fact that the kernel of the integral (6) depends

on the difference between the arguments x and y, by introducing new integration variable
t = x − y, (dy = −dt, t ∈ [−(b − x), x − a], x ∈ [a, b]), we can use the expression

(Kτ f )(x) = τ

π

t2(x)∫

t1(x)

1

t2 + τ 2
f (x − t)dt, (7)
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where t1(x) = −(b − x) and t2(x) = x − a. It is clear that the integral operator Kτ is
convolution operator. Since

τ

π

t2(x)∫

t1(x)

dt

t2 + τ 2
= 1

π
arctg

t

τ

∣
∣
∣
∣

t2(x)

t1(x)
= 1

π

[

arctg
x − a

τ
+ arctg

b − x

τ

]

, (8)

then lim
τ→0+

t2(x)∫

t1(x)
Kτ (t)dt = 1 for all x ∈ [a, b], therefore, the kernel normalization condi-

tion in representations (5)–(7) is satisfied, it remains to check conditions (4). Consider

an integral of the form
−δ∫

t1
·dt +

+δ∫

−δ

·dt +
t2∫

+δ

·dt =
t2∫

t1
Kτ (t)dt. According to formula (8),

we have

−δ∫

t1(x)

Kτ (t)dt = 1

π

[

−arctg
δ

τ
+ arctg

b − x

τ

]

,

δ∫

−δ

Kτ (t)dt =
∫

|t|≤δ

Kτ (t)dt = 2

π
arctg

δ

τ
, (9)

t2(x)∫

δ

Kτ (t)dt = 1

π

[

arctg
x − a

τ
− arctg

δ

τ

]

.

Since
∫

|t|≥δ

Kτ (t)dt =
−δ∫

t1
·dt +

t2∫

+δ

·dt, then, taking into account (9), we obtain the

equality
∫

|t|≥δ

Kτ (t)dt = 1

π

[

arctg
x − a

τ
− 2arctg

δ

τ
+ arctg

b − x

τ

]

. (10)

For τ → 0+, , all the terms on the right side of (10) have a limit π
2 , which proves the

equality

lim
τ→0+

∫

|t|≥δ

Kτ (t)dt = 0, (11)

for all δ > 0 and x ∈ (a, b). So the sequence Kn(x − y) =
{
n
d · 1

n2(x−y)2+d2

}∞
n=1

is

a distribution of unity. Now it remains to show the validity of the limit equalities (2)
and (3), which largely predetermine the possible applications of singular integrals of
functions in applied analysis [1, 3].

First, we note that f (x) ∈ C(�) in (2), where� = [a, b], then there is a constantMf
such that for any x ∈ � max

x
|f (x)| ≤ Mf (uniform boundedness of continuous functions
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defined on a bounded support). Such assumption considerably simplifies the proof of

equality (2). Let us introduce the notation
t2(x)∫

t1(x)
Kτ (t)dt = ξτ (x). It is clear that, in accor-

dance with (8), ξτ (x) ≤ 1 for ∀(x, τ ). When τ → 0+ deviation ((Kτ f )(x) − f (x)) at all
points x ∈ [a, b] will be close in magnitude to the expression ((Kτ f )(x) − f (x)ξτ (x)),
which is written as the following integral

Iτ (x, f ) =
t2(x)∫

t1(x)

Kτ (t)
[
f (x − t) − f (x)

]
dt. (12)

Integral (12) can have the representation as Iτ (x, f ) = ∫

|t|≥δ

·dt + ∫

|t|≤δ

·dt. For the
first integral, we use the estimate
∣
∣
∣
∣
∣
∣
∣

∫

|t|≥δ

Kτ (t)
[
f (x − t) − f (x)

]
dt

∣
∣
∣
∣
∣
∣
∣
≤

∫

|t|≥δ

Kτ (t)
[
f (x − t) − f (x)

]
dt ≤ 2Mf

∫

|t|≥δ

Kτ (t)dt.

For the second integral, due to the smallness of δ > 0, we can accept
|f (x − t) − f (x)| ≤ ξ , where ξ > 0 and possibly depends on δ. As a result

we obtain

∣
∣
∣
∣
∣

∫

|t|≤δ

Kτ (t)
[
f (x − t) − f (x)

]
dt

∣
∣
∣
∣
∣

≤ ξ
∫

|t|≤δ

Kτ (t)dt. Taking into account

(11) lim
τ→0+|(Kτ f )(x) − f (x)ξτ (x)| ≤ lim

τ→0+ sup
x∈�

|(Kτ f )(x) − f (x)ξτ (x)| ≤ ξ , since

lim
τ→0+ ξτ (x) = 1, it implies lim

τ→0+‖(Kτ f ) − f ‖C = 0 for any continuous function. This

shows that the sequence {Kn(x)}∞n=1, generating the sequence of integrals {Knf }∞n=1, can
be presented as a representation of the unit. Using the formula for differentiating, we
receive

(ψ(u))
′
u =

⎛

⎜
⎝

b(u)∫

a(u)

f (x, u)dx

⎞

⎟
⎠

′

u

=
b(u)∫

a(u)

∂

∂u
f (x, u)dx + f [b(u), u]b′(u) − f [a(u), u]a′(u)

and, according to (7),

(D(Kτ f ))(x) =
t2(x)∫

t1(x)

Kτ (t)
∂f

∂x
(x − t)dt + Kτ (t2(x))f (a) − Kτ (t1(x))f (b). (13)

Without loss of generality,we can assume that f (a) = f (b) = 0 in the last expression.
If for the investigated continuous function f (x), defined on the interval [a, b], f (a) �= 0
and f (b) �= 0, then passing to the new function f̂ (x), according to the rule

f̂ (x, f ) = f (x) −
[

f (a)
b − x

b − a
+ f (b)

x − a

b − a

]

,
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we obtain required boundary values f̂ (a, f ) = 0 and f̂ (b, f ) = 0. It is clear that f̂ (x, f )
in some cases can be considered as a certain functional in the class C(�), , which is
emphasized above by the corresponding notation. In view of this remark, in accordance

with (13), the following equality
(
D
(
Kτ f̂

))
(x) =

(
Kτ

(
Df̂

))
(x) can be asserted for

all x ∈ (a, b), where f (x) has a derivative (Df )(x) at the point x. Thus two convergent
processes take place, namely, (Kτ f )(x) → f (x) for any τ → 0+ continuous function and
(Kτ (Df ))(x) = (D(Kτ f ))(x) → (Df )(x) under the condition that f (x) is differentiable
in x. For subsequent applications of these processes, it is important to emphasize that we
are talking about uniform convergence, as follows from the above proofs. This feature of
approximation sequences {(Kτ f )(x)} and {(D(Kτ f ))(x)} plays a decisive role in solving
problems in the theory of approximation of functions from approximate data [5]. From
a practical point of view, we focus primarily on the processing of empirical data, which
should include functions of limited change and absolutely continuous functions. First
and second classes mentioned here include measurable functions, and therefore include
a wider class of domain � (f ∈ C
(�)) integrable functions. If we proceed from the
theory of Lebesgue integration, then in the simplest case we can talk about functions
from the class L1(�) and, in special cases, from the class Lp(�) (p > 1).

Since the items of the sequence {Kn(x)}∞n=1 forming the approximate unit are positive
(4), then ‖Kn‖L1 ≤ 1. For n → 1 ‖Kn‖L1 → 1, however, lim

n→∞‖Kn‖p = ∞. The

similar relation holds for all sequences {Kn(x)}∞n=1, that form the distribution of unity.
As for the sequence {(Knf )(x)}, if {Kn(x)}∞n=1 ∈ L1 and f ∈ Lp (1 ≤ p < ∞), then
{(Knf )(x)} ∈ Lp also

‖(Knf )‖Lp ≤ ‖Kn‖L1 · ‖f ‖Lp . (14)

Applying the Lebesgue integration theory, for any integrable function f (x) ∈ L1(�),
the conditions are satisfied at almost all points x ∈ � = [a, b].

h∫

0

(f (x + t) − f (x))dt = o(h),

h∫

0

(f (x − t) − f (x))dt = o(h), (15)

for h → 0+. Such points x ∈ � are usually called the Lebesgue points of the function
f (x), and their set is called the Lebesgue set. It is clear that if f (x) is continuous on �,
then all Lebesgue points coincide with the points of its continuity. Before turning to the
solution of the problem posed above, we point out that it is convenient to replace the
integrability criterion of f (x) in the form (15) by the condition.

h∫

0

∣
∣f ∗(y)

∣
∣dy = o(h), (16)

where

f ∗(y) = 1

2

[
f (x + y) + f (x − y) − 2f (x)

]
. (17)
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Let us introduce the integral I∗(h) =
h∫

0
|f ∗(y)|dy, considering variable h and setting

0 < h ≤ δ, where δ is a fixed sufficiently small number. The circumstance, that f ∗(y)
satisfies condition (16), means that for each δ one can choose a sufficiently small number

ε, such that I∗(h) ≤ εh. The behavior of the integral
δ∫

0
Kn(y)f ∗(y, x)dy is important for

the convergence of the sequence {(Knf ∗)(x)} n → ∞, hence we estimate its value using
inequality

∣
∣
∣
∣
∣
∣

δ∫

0

Kn(y)f
∗(y, x)dy

∣
∣
∣
∣
∣
∣
≤

δ∫

0

∣
∣f ∗(x, y)

∣
∣Kn(y)dy. (18)

For the integral on the right in (18), we integrate by parts

δ∫

0

∣
∣f ∗(x, y)

∣
∣Kn(y)dy = Kn(y)I

∗(y)
∣
∣δ
0 −

δ∫

0

I∗(y)K ′
n(y)dy. (19)

According to (18) I∗(δ) ≤ εh, Kn(y)I∗(y)|δ0 = εδKn(δ). Further, for y ≤ δ

and I∗(δ) ≤ εy, the second integral in (19) can be estimated from the inequality
δ∫

0
I∗(y)

∣
∣K ′

n(y)
∣
∣dy ≤ ε

δ∫

0
y
∣
∣K ′

n(y)
∣
∣dy, which gives us

∣
∣
∣
∣
∣
∣

δ∫

0

f ∗(x, y)Kn((y)dy)

∣
∣
∣
∣
∣
∣
≤ ε

⎡

⎣δKn(δ) +
δ∫

0

y
∣
∣K ′

n(y)
∣
∣dy

⎤

⎦. (20)

For small ε and δ, the right side in (20) is arbitrarily small for all n. Omitting the
quite obvious proof of this assumption, let us turn to the example of the model kernel
Kτ (t) = τ

π
1

t2+τ 2
in (20)

[

δKτ (δ) +
δ∫

0
y
∣
∣K ′

τ (y)
∣
∣dy

]

= τ
π

1
δ2+τ 2

δ + τ
π

δ∫

0
y 2y

[y2+τ 2]2
dy

= τδ
π[δ2+τ 2] + τ

π

[
− δ

δ2+τ 2
+ 1

τ
arctg δ

τ

]
= 1

π
arctg δ

τ
.

Hence
∣
∣
∣
∣
∣
∣

δ∫

0

f ∗(x, y)Kτ (y)dy

∣
∣
∣
∣
∣
∣
≤ ε

π
arctg

δ

τ
. (21)

Since for any fixed δ lim
τ→0+ arctg δ

τ
= π

2 , then the smallness of the right side in

(21) for τ → 0+ is obvious. It remains to consider the estimate of the integral
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∫

|t|>δ

Kτ (y)f ∗(x, y)dy for τ → 0+. It is no longer possible to use a pointwise esti-

mate of the type |f (x + y) − f (x)| ≤ Mf , as was done in the case of a set of con-
tinuous functions. For functions integrable in the domain �, in order to characterize
their properties, only integral (average) criteria can be used. Due to the positivity of the
function Kτ (y), it is convenient to use the mean value theorem to estimate this integral∣
∣
∣
∣
∣

∫

|t|>δ

Kτ (y)f ∗(x, y)dy
∣
∣
∣
∣
∣

= Kτ (ξ)
∫

|t|>δ

|f ∗(x, y)|dy. For functions from the class L1(�),

this integral exists (it is bounded to a certain numberM (f )). As for the multiplier Kτ (ξ),
where a ≤ ξ ≤ b, then lim

τ→0+
(ξ �=0)

Kτ (ξ) = 0. For a function Kτ (t) = τ
π(t2+τ 2)

, the fulfill-

ment of this condition for t = ξ �= 0 is quite obvious. Thus, it is proved that the limit
element of the sequence {(Knf ∗)(x)}∞n=1 exists for any integrable function f (x) defined
on a finite support � and is equal to zero.

3 Results

Note that the logical constructions performed above can also be carried out for the
integral

∫
Kτ (t)

[
f (x − t) − f (x)

]
dt, as was done earlier for continuous functions. The

choice of a function f ∗(x, y)with subsequent evaluation of the integral
∫
Kτ (y)f ∗(x, y)dy

is determined by the fact that it is desirable for applications to immediately limit
the set of summable functions. The function f ∗(x, y) in analysis plays the role of a
characteristic of the analytic properties of the original f (x) on �. In particular, the
quantity ω(h, x) = f (x + h) + f (x − h) − 2f (x) is called the modulus of continuity
f (x) at the point x. For integrable functions, we the integral modulus of continuity
‖ω(h)‖L1 = ‖f (x + h) + f (x − h) − 2f (x)‖L1 . If this value does not exceed the values
M1(f ), then some parametrized subset is selected from the set C
(�), determined by
the pair (h, M1(f )). This approach is used in the presentation of the theory of the func-
tion f (x) from the class C
(�) of non-differentiable in the general sense, when a direct
consideration of the limit relation (3) is not possible. The corresponding practical inter-
pretations of (3) require the introduction of the concepts of “generalized differentiation”,
which is beyond the scope of this work.

It is known that singular integrals [1, 6] of functions find application in the construc-
tive theory of functions [4], applied analysis [3], and computational mathematics [7].
The application of singular integrals is especially important in those applied problems of
the constructive theory of functions, where the functions are represented approximately,
for example, by a vector of values f = {f (x0), f (x1), ... , f (xm)} associated with some
discrete sequence of points on the segment [a, b], say {xk}mk=0. In this situation, the
integral representation considered in the work

(Knf )(x) =
b∫

a

Kn
(
x, x′)f

(
x′)dx′ = fn(x) → f (x) (n → ∞) (22)
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will pass into themapping fn,m(x) =
m∑

k=0
fkK

(n)
m,k(x) → f (x) (n → ∞, m → ∞), where

{
K

(n)
m,k(x)

}
is a certain system of functions generated by the kernelKn

(
x, x′) on a discrete

set {xk}mk=0, and determined by one or another method of constructing quadratures. It

is assumed that the items of the functional sequence
{
K

(n)
m,k(x)

}m

k=0
for each pair (n, x)

are continuous functions on the segment [a, b], and then there is a sequence
{
fn,m(x)

}

of generalized polynomials of order not higher than m associated with the sequence{
K

(n)
m,k(x)

}m

k=0
. In this regard, we should introduce a notation

{
Pm,k(x, f , τ )

}∞
k=1

and

consider the problem of the theory of the best approximation of a function f ∈ C(�) by
the indicated polynomials. It is clear that for continuous functions one can expect uniform
convergence of approximation polynomials Pm,k(x, f , τ ) [9] to f (x) as m → ∞ and
τ → 0+. In the case of functions, summable on the set�, we can talk about convergence
almost everywhere. These assertions are quite clear from the provisions that were stated
in the proof of the above limit relations for singular integrals of functions from the classes
C(�) and C
(�).

4 Discussion

If we assume, that the function f (x) on can be represented by its σ -approximation fσ (x)
such that ‖f (x) − fσ (x)‖ ≤ σ‖f (x)‖, then the problem of restoring the approximate unit
(22) is formed as an optimization problem of the form.

inf
τ∈(0,1)

inf
f ∈C(�)

‖(Kτ f ) − fσ ‖L2 = ∥
∥Kτ ∗ f ∗ − fσ

∥
∥
L2

≤ σ · ‖fσ ‖ . (23)

The solution (recovery result) is a function f̃τ∗(σ )(x) = (Kτ∗ ∗ f ∗) (x), belonging to
the set of continuous functions C(�). If the function f (x) goes beyond the scope of this
functional class, then the indicated solution should be understood as its certain regular
(continuous) component fH (x) [8]. Despite the fact that, by definition, σ - approximation
is just a measurable function, the stated approach is consistent due to Luzin’s theorem: if
f (x) is finite and measurable on � (|�| < ∞), then for any ε there exists a measurable
set A ⊂ � such that |� − A| < ε and f (x) is continuous on A. This means that every
measurable function has a continuous component almost everywhere on �. Outside the
set A, there are those points x ∈ � at which f (x) loses continuity. For the set of these
functions, Lebesgue’s theorem holds: any function of bounded variation on [a, b] has at
most a countable set of discontinuity points. This class of functions is closely related to
those problems of the theory of approximation of functions, which can be represented
by vectors of their values �f = {f (xk)}mk=0. In this case, optimization problem (23) can
be represented in matrix form, namely

min
τ∈(0,1)

min
�f ∈Rm

∥
∥
∥Ĝτ

�f − �fσ
∥
∥
∥
l2(Rn)

≤ σ ·
∥
∥
∥�fσ

∥
∥
∥ l2(Rn), (24)

where the matrix Ĝτ transforms a vector �f of dimension m into a vector �fτ of dimension
n, in accordance with the dimension of the original vector �fσ (empirical vector, if we
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are talking about processing empirical data) [9, 10]. Let’s make a few remarks about
the approaches for constructing the matrix Ĝτ . It is clear, that in the general case we
are talking about the algebraization of the integral equation Kτ f = fσ , corresponding to
expression (22), and its subsequent solution by generalized inversion methods. Recall
that the construction of a summation analogue for an integral operator is based on the

choice of a certain covering X =
m⋃

l=1
Xl , where Xl = [

xl−1, xl
]
, l = 1, ..., m, x0 = a,

xm = b. Next, we need tomake an assumption about the nature of the analytical behavior
of the desired function within the intervals Xl . One of the simple options for calculating
integrals, widely used in practice, are the assumptions about the linear nature of the
behavior f (x) within

[
xl−1, xl

]
. In this case, integrals of type (22) over the domain Xl

take the form

Il(x) =
xl∫

xl−1

Kτ

(
x, x′)

(

fl−1 + fl − fl−1

xl − xl−1

(
x′ − xl−1

)
)

dx′. (25)

Considering the position of the point x on [a, b], we will assume that Kτ

(
x, x′) =

Kτ

(
x − x′) = Kτ (h) if

∣
∣x − x′∣∣ ≤ h = b−a

m . Omitting the subsequent construction of the
quadrature formula, we restrict ourselves to the final calculation of integrals of the type
(25).

Il(x) = fl−1Nτ,l(x) + flMτ,l(x),
Nτ,l(x) = xlAτ,l(x) + Bτ,l(x), Mτ,l(x) = Bτ,l(x) + xl−1Aτ,l(x),

Aτ,l(x) = 1
xl−xl−1

xl∫

xl−1

Kτ

(
x, x′)dx′, Bτ,l(x) = 1

xl−xl−1

xl∫

xl−1

Kτ

(
x, x′)x′dx′.

Finally

(Kτ f )(x) ∼
m∑

k=0
fkGm,k(x),

Gm,k(x) = Mτ,k(x) + Nτ,k+1(x), k = 0, 1, ...,m, Mτ,k=0(x) ≡ 0, Nτ,m+1(x) ≡ 0.

Thus, if a vector �fσ , whose components are associated with the points xi of the
segment [a, b], is given then the functionsGm,k(x) for x = xi (i = 1, ..., n) formamatrix
of dimensionm×n of the optimization problem (24) with elementsGm,ki (x) = Gm,k(xi).

5 Conclusion

The main goal of this article, providing the restoring of the real-valued functions
f = {f (x0), f (x1), ..., f (xm)}, associated with discrete sequence of points {xk}mk=0 on
[a, b], using generalized kernel (Knf )(x), is achieved. Theoretical calculations imply the
restoring of the unit approximation, which is able to increase the accuracy of approxima-
tions. The above algorithm for the problem of recovering an approximate unit is formed
as an optimization problem and requires further implementation in a computational
experiment.
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Abstract. Due to absence of long carry propagation logic in its modular
adders and multipliers Residue Number System (RNS) provides advan-
tages for performing arithmetic computations in the hardware accelera-
tors targeting multiplications and additions only. However, a conversion
from RNS to Binary Number System (BNS) is a well-known complex
operation requiring larger hardware area and consuming more power
than modular multipliers which significantly limits applicability of RNS.
Many non-modular operation (e.g. comparison, division) implementa-
tions are also based on reverse conversion. In this article we demonstrate
a variation of Chinese Reminder Theorem (CRT) based algorithm for
RNS to BNS reverse conversion for an arbitrary moduli set. We propose
an approximate method to overcome the heaviest mod M operation via
the rank of number calculation and demonstrate its correctness on the
covered number range. We show that algorithm parameters selection has
no restrictions on moduli set and needed parameters can always be found
assuming that covered maximum value is less than M − 1. Hardware
implementation of the new RNS reverse conversion algorithm based on
CRT is more than 30% faster and consumes up to 80% less power than
implementations of CRT based reverse conversion algorithms using other
known ways to compute the final reduction operation.

Keywords: Residue Number System (RNS) · Binary Number System
(BNS) · Chinese Reminder Theorem (CRT) · reverse conversion ·
Mixed Radix Conversion (MRC) · RNS rank of number

1 Introduction

Residue Number System (RNS) is widely exposed in the hardware related to
digital signal processing (FIR, DFT, FFT, etc.) [1], communication systems [2],
cryptography [3,4] and recently in neural networks acceleration [5–8] in the areas
where arithmetic computations contain multiplications and additions only. In
RNS addition and multiplication operations can be decomposed into smaller
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Alikhanov et al. (Eds.): APAMCS 2022, LNNS 702, pp. 36–44, 2023.
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carry-free modulo operations for parallel processing. While RNS is very hardware
and power efficient for such computations, it has limited applicability in the
cases when additional (non-modular) operations are involved (e.g. comparison,
division). Many implementations of such operations rely on reverse conversion
(RNS to Binary Number System (BNS)).

There are two main directions in RNS reverse conversion - methods based on
Chinese Remainder Theorem (CRT) and on Mixed-Radix Conversion (MRC) [9].
Reverse conversion based on MRC can be implemented via modulo multipliers
enabling ability to re-use RNS arithmetic logic unit hardware using multi-cycle
approach. However, this method is iterative and needs O(n2) mathematical oper-
ations (n - number of moduli). As result, these methods demonstrate quite poor
performance, but require relatively small hardware area. In case 2n ± 1 moduli
MRC based reverse conversion can be implemented using just bitwise rotation
[10–12].

The CRT based algorithms can also be efficiently used in case of the three and
four moduli sets of special forms [13–15]. For arbitrary moduli set, CRT-based
reverse conversion needs complex final modulo reduction and large multipliers.
The final reduction can be simplified by approximate rank of number computa-
tion [16] or using redundant modulo [17]. However, the proposed approximation
in [16] adds requirements on moduli set and can not be applied for a wide range of
moduli sets where product of moduli is not significantly higher than the biggest
covered binary value. Attempts to significantly increase product of moduli or
using redundant modulo inevitably increases overall number of bits in moduli
causing loss of hardware area and power consumption efficiency for the main
arithmetic operations. For example, in case of integer matrix multiplication the
number of RNS multiplications is order of magnitude higher than the number
of RNS reverse conversions needed to perform the whole matrix multiplication
of integer values originally represented in BNS.

In this paper we focus on hardware and power consumption efficiency of RNS
reverse conversion unit hardware implementation for the arbitrary moduli set
with a big number of moduli (more than 10 moduli). We propose a modification
of approximation described in [16] which doesn’t have limitations on moduli set,
however, depending on moduli set its hardware and power efficiency varies.

2 Residue Number System

The Residue Number System is a non-positional numeral system where numbers
are represented as remainders of division by the special set of n coprime numbers

m1,m2, ...,mn called moduli set. The product of all moduli M =
n∏

i=1

mi is a

dynamic range. Any integer number X ∈ [0,M − 1] can be uniquely represented
as X = (x1, x2, ..., xn), where xi = X mod mi = |X|mi

, i ∈ [1, n] are residues of
the number X modulo mi.
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The binary number X corresponding to the given residuals (x1, x2, ..., xn) in
RNS can be obtained using Chinese Remainder Theorem (CRT) [9] as:

|X|M =
∣
∣
∣

n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi

∣
∣
∣
M

, (1)

where xi = |X|mi
, Mi = M

mi
, |Mi|−1

mi
, is a multiplicative inverse of Mi by modulo

mi, i ∈ [1, n].
The main disadvantage of CRT based methods is the final modulo operation

by big number M significantly increasing hardware area and lowering perfor-
mance of the reverse conversion unit. In order to overcome this issue, CRT can
be represented the following way:

X =
n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi − rM, (2)

where r is a non-negative integer called rank of number X, 0 ≤ r < n. Ability
to compute r efficiently determines the efficiency of methods like RNS reverse
conversion, base extension or parity detection.

2.1 Rank Calculation Using Redundant Modulo

A method to calculate rank of number using redundant modulo was suggested
in [17]. Let xn+1 is a residue of X by redundant modulo mn+1 ≥ n:

|X|mn+1 = xn+1 =

∣
∣
∣
∣
∣

∣
∣
∣

n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi

∣
∣
∣
mn+1

−
∣
∣
∣rM

∣
∣
∣
mn+1

∣
∣
∣
∣
∣
mn+1

(3)

|rM |mn+1 =

∣
∣
∣
∣
∣

∣
∣
∣

n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi

∣
∣
∣
mn+1

− xn+1

∣
∣
∣
∣
∣
mn+1

(4)

Multiplying (4) by |M−1|mn+1 - the inverse of M modulo mn+1:

|r|mn+1 =

∣
∣
∣
∣
∣
|M−1|mn+1

(∣
∣
∣

n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi

∣
∣
∣
mn+1

− xn+1

)
∣
∣
∣
∣
∣
mn+1

(5)

Since 0 ≤ r < n and mn+1 ≥ n:

r = |r|mn+1 =

∣
∣
∣
∣
∣
|M−1|mn+1

(∣
∣
∣

n∑

i=1

∣
∣xi|Mi|−1

mi

∣
∣
mi

Mi

∣
∣
∣
mn+1

− xn+1

)
∣
∣
∣
∣
∣
mn+1

(6)

Obviously, this method has quite serious drawbacks: firstly, it needs to main-
tain residue by the redundant modulo extending the cost of all the arithmetic
operations in RNS, secondly, it requires a large number of multipliers and adders
by redundant modulo, namely n + 1 multipliers and n adders by modulo.
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2.2 Approximate Rank Calculation

Let ξi = |xiM
−1
i |mi

, i ∈ [1, n], then:

X =
n∑

i=1

ξiMi − rM (7)

Dividing both sides by M :

n∑

i=1

ξi
mi

= r +
X

M
(8)

r =

⌊
n∑

i=1

ξi
mi

⌋

(9)

In [16] (where rank is called reduction factor) the following approximations
are introduced:

1. mi is replaced by 2w, where 2w−1 < mi ≤ 2w, i ∈ [1, n]. This implies that
w = �log2mi�, i ∈ [1, n], such moduli sets are called balanced - all moduli
have the same number of bit. In [18] there is even stronger requirement for
the moduli: mi = 2w−μi, where μi is an integer in the range 0 ≤ μi < 2�w/2�,
i ∈ [1, n].

2. ξi is replaced by trunc(ξi) = ξi&(

q
︷︸︸︷
1...1

w−q
︷︸︸︷
0...0)(2) where & means a bitwise AND

operation.

Then approximation r̂ of r is defined as:

r̂ =

⌊
n∑

i=1

trunc(ξi)
2w

+ α

⌋

(10)

where 0 < α ≤ 1 is an adjusting parameter designed to compensate for the
approximation error. To evaluate the effect of approximation ε and δ are defined
as:

εi =
2w − mi

2w
, δi =

ξi − trunc(ξi)
mi

, i ∈ [1, n] (11)

ε = max
i∈[1,n]

(εi), δ = max
i∈[1,n]

(δi) (12)

The paper proofs theorem claiming that when 0 ≤ n(ε + δ) ≤ α < 1, k̂ = k
for all 0 ≤ X < (1 − α)M .

In order to represent a n-bit binary word in RNS, it is necessary to choose a
moduli-set which leads to M > 2n. Using rank calculation method it is possible
to choose the basis and parameters in such way that (1 − α)M > 2n. This
method will only produce the wrong result outside the [0; 2n − 1] range of the
RNS dynamic range.
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However, this method can not be applied for any modulo set. Consider the
need to cover [0; 2106 − 1] binary range with 12×9-bit moduli. From (11–12) we
can derive:

ε =
2w − mini∈[1,n](mi)

2w
(13)

so ε depends on the minimal modulo in the balanced moduli set. Moduli set
with the largest minimal modulo and the largest product of moduli satisfying
conditions above is (512, 511, 509, 505, 503, 501, 499, 493, 491, 487, 481, 479),
so minimal modulo is 479. In order to cover [0; 2106 − 1] binary range without
approximation error: 0 ≤ X < 2106 = (1 − α)M , α = 1 − 2106

M ≈ 0.65. However
nε = 12512−479

512 ≈ 0.77 ≤ n(ε + δ) ≤ α. As result, there is no way to apply this
method under the requirements to the moduli set above.

3 Proposed Method

Let introduce integer values di, i ∈ [1, n] and s so that:

1
mi

≥ di
2s

(14)

Then
ξi
mi

≥ ξidi
2s

(15)

εi =
ξi
mi

− ξidi
2s

, ε = max
i∈[1,n]

εi (16)

n∑

i=1

ξidi
2s

>

n∑

i=1

ξi
mi

− nε (17)

n∑

i=1

ξi
mi

− nε <
n∑

i=1

ξidi
2s

≤
n∑

i=1

ξi
mi

(18)

Substituting (8), multiplying each sides to 2s and adding α as in [16]:

2s(r +
X

M
) − 2snε + α <

n∑

i=1

ξidi + α ≤ 2s(r +
X

M
) + α (19)

If the following conditions are true:

0 ≤ 2snε ≤ α < 2s (20)

0 ≤ 2sX < (2s − α)M (21)

then

r <

∑n
i=1 ξidi + α

2s
< r + 1 (22)

so

r̂ =

⌊∑n
i=1 ξidi + α

2s

⌋

= r (23)
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3.1 Selection of Parameters s, di and α

It is worth to note that all the parameters s, di and α can be of integer type,
the proposed method does not involve any complex arithmetic - n additional
multipliers are needed, while final division by 2s can be replaced by lightweight
right shift operation allowing various optimizations on the hardware level.

According to (21):

0 ≤ α <
2s(M − X)

M
(24)

Consider the need to cover binary range [0; 2p − 1], 0 < p < log2M , then:

0 ≤ α < 2s − 2s+p

M
(25)

Continuing (16):

ε = max
i∈[1,n]

( ξi
mi

− ξidi
2s

)
=

ξi
mi

max
i∈[1,n]

(
1 − dimi

2s
)

<

< max
i∈[1,n]

(2s − dimi

2s
)

= 1 − mini∈[1,n](dimi)
2s

(26)

Consider the following condition is true:

1 − mini∈[1,n](midi)
2s

≤ α

2sn
(27)

then (20) is true as well. Combining with (25):

n(2s − min
i∈[1,n]

(midi)) < 2s − 2s+p

M
(28)

Parameter s defines overall complexity of the proposed method, it defines
the magnitude of di and α, smaller s means smaller multipliers and adders. So,
we need to find the lowest possible integer s satisfying condition (28) where:

di =

⌊
2s

mi

⌋

(29)

Since lims→∞ mi

⌊
2s

mi

⌋
= 2s, ∀i ∈ [1, n], so lims→∞(n(2s −

mini∈[1,n](midi))) = 0 and lims→∞(2s − 2s+p

M ) = ∞, there is always exists s
that satisfies (28), so the proposed method doesn’t have any limitations on the
moduli set.

3.2 Base Extension and Parity Detection

Consider the need to find residue of X given in RNS by new modulo q (RNS
base extension):

|X|q =
∣
∣
∣

n∑

i=1

ξiMi − rM
∣
∣
∣
q

=
∣
∣
∣

n∑

i=1

∣
∣
∣ξiMi

∣
∣
∣
q
− |rM |q

∣
∣
∣
q

(30)
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Table 1. CRT Reverse Design Area, Latency, Power

Moduli Algorithm Area(um2) Latency(ns) Diff Power(W) Diff

1 Proposed, s = 14 700698 24.74 4.17

Traditional mod 698115 35.32 30.0% 18.5 77.5%

Comps and subs 683604 36.35 29.2% 12.5 66.7%

Barrett Reduction 677621 35.52 30.3% 13.8 69.8%

2 Proposed, s = 15 779818 24.16 3.34

Traditional mod 774004 35.86 32.6% 6.72 50.3%

Comps and subs 769767 35.88 32.7% 9.75 65.7%

Barrett Reduction 779805 34.38 29.7% 17.6 81.0%

3 Proposed, s = 13 1073831 27.13 13.0

Traditional mod 1095977 42.81 36.6% 15.4 15.6%

Comps and subs 1068485 39.13 30.7% 18.7 30.5%

Barrett Reduction 1062649 33.85 19.9% 13.9 6.5%

Knowing the rank of number r using (23), it is only needed to perform all the
parties of (30) using modulo q operations including final modulo q accumulation.

Quite often when |M |2 = 1 (all the moduli are odd), it is needed to determine
the parity of X, perform base extension for modulo 2. In this case (30) can be
simplified to:

|X|2 =
∣
∣
∣

n∑

i=1

|ξi|2 − |r|2
∣
∣
∣
2

(31)

Note: (30) and (31) are true using (23) only for those X when (21) is true.

4 Results

The proposed algorithm of RNS reverse conversion has been compared with
CRT-based algorithms using different ways of mod M operation (the rest of
operations except the final reduction is the same):

1. Proposed method
2. Using traditional mod operation based on division
3. Via �log2n� comparisons and subtractions
4. Barrett Reduction based [19]

Moduli sets without ability to apply approximate algorithm proposed in [16]
have been used in comparison:

1. (256, 255, 253, 251, 247, 241, 239, 233, 223, 217, 191, 127, 107, 59) covering
[0; 2106 − 1] binary range, s = 14

2. (255, 253, 251, 247, 241, 239, 233, 229, 227, 199, 128, 127, 103, 97) covering
[0; 2106 − 1] binary range, s = 15

3. (1024, 511, 257, 255, 253, 251, 247, 241, 239, 233, 229, 227, 223, 211, 199,
191) covering [0; 2128 − 1] binary range, s = 13
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Hardware implementation was done in Verilog using OpenLane design flow
with SkyWater SKY130 PDK. Table 1 shows hardware area, latency (as result
of timing analysis) and power consumption of 4 methods applied for 3 moduli
sets. Difference columns show an improvement (in %) of the proposed method
vs the one in the row ( row−proposed

row ). Proposed modification of the CRT Reverse
conversion algorithm is generally more than 30% faster than similar algorithms
with traditional implementations of the final mod M reduction and consumes up
to 81% less power, however, occupies slightly larger hardware area.

Power consumption savings are primarily because rank calculation based
method is much faster. Rank value can be computed in parallel with

∑n
i=1 ξiMi

after ξi values have been computed. The final reduction requires n-multiplexor
choosing the right constant based on rank value and single subtraction operation
only.

5 Conclusion

We proposed a modification of approximation scheme suggested in [16] and
prooved its validity when parameters have been properly chosen. Moreover, we
demonstrated that our modification has no restrictions on the moduli set and
needed parameters can always be found assuming that maximum covered value
is less than M − 1. However, the hardware efficiency depends on the parameters
and large s value might cause big multipliers for the rank calculation and neglect
all the advantages.

Comparing hardware implementations proposed algorithm of RNS reverse
conversion based on CRT is more than 30% faster than similar CRT-based algo-
rithms using other known ways to compute the final mod M operation.
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Abstract. The paper considers non-isothermal anomalous solute transport in an
inhomogeneous porous medium consisting of two zones with different filtration-
capacitive properties and characteristics of the solute transport. In contrast to the
approaches that are used in the theory of interpenetrating continuums for the
problems of filtration, solute transport, one medium is considered here, the solute
transport to another medium in the corresponding equations is taken into account
through the source (sink) term in the form of a fractional time derivative of the
concentration of the solute. In the study, we investigate replaced bicontinuum
medium by multicontinuum medium.

Keywords: anomalous solute transport · fractional derivatives · solute
concentration · porous medium · numerical solution

1 Introduction

Underground reservoirs containing various liquids, in particular, oil and gas fields,
aquifers, as a rule, have heterogeneous reservoir properties. The latter determines the
nature of the movement of liquids in them and the transfer of various substances along
with liquids. In inhomogeneous media, as a rule, the laws of Darcy and Fick are violated
[1, 2]. A typical example of an inhomogeneous medium is fractured - porous media,
where the movement of fluid and the solute transport occurs with the manifestation of a
delay due to fluid exchange [3, 4].

Recently, to simulate the effects of delay in the transfer of liquid and solute in
inhomogeneous media, an approach has been used that takes into account fractional
derivatives both in time and in space variable in the equations of filtration and transfer
of substances [5–7].

In [6, 8], a model of substance transfer in a fractured porous medium is presented,
where a zone changed under the influence of the substance is formed around the cracks,
the diffusion characteristics of which differ from the unchanged zone of blocks.

The advanced propagation of substances in a porous medium can be the result of
many factors. Therefore, there are certain difficulties in mathematical modeling of this
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phenomenon. Some models in this direction were presented in [10, 12–14, 17]. Mass
transfer between the zones is modeled by a first-order kinetic equation [9, 15]. Another
approach, combining kinetic and linear mass transfer between zones, was proposed in
[11].

In [20], an inhomogeneous two-zone medium is considered as a single-zone medium
with some source (sink). The second zone is modeled through the source (sink). This
approach is fundamentally new, because. in fact, a bicontinuum medium is represented
as a monocontinuum. The validity of this approach is substantiated by approximation of
the results based on the monocontinuum approach with the corresponding results of the
bicontinuum approach.

Unlike [21], the paper proposes a new model [20], where the presence of the second
zone of an inhomogeneous medium is taken into account as a sink (source) term in the
transport equation written for the first zone. The sink term is presented as a fractional
time derivative of the solute concentration in the first zone with a certain coefficient.
Thus, [20] approach is monocontinuous, while in [21] the bicontinual approach is used.

Here, an inhomogeneous porousmedium is considered, consisting ofwell-permeable
(transit) and poorly permeable (stagnant) zones, where the process of solute transport
occurs in the transit zone, andmass transfer occurs between the zones due to the resulting
concentration gradients. The solute transport into the medium is allowed when it is
permeable. Without specifying the geometric characteristics of the stagnant zone, the
mass transfer between the zones, as well as the diffusion flow of solute in the equation for
the solute transport, is modeled by the source term in the form of a fractional derivative of
the concentration of solutewith respect to time.Thismakes it possible to take into account
anomalous phenomena in the process of solute transport. On the basis of the numerical
solution of the problem of solute transport, profiles of the concentration of solute are
constructed for various orders of fractional derivatives included in the mathematical
model and characterizing the anomalous nature of the transfer, as well as the nature of
mass transfer between media. Note that some problems of the solute transport in such
media with and without specifying the geometric characteristics of the zones without
taking into account anomalous phenomena were considered in [16–19].

2 Mathematical Model

In accordancewith the formulated conditions, the solute transport in the one-dimensional
case can be described by the equation [6, 7]

m
∂̃

∂t
+ v

∂ c̃

∂x
+ a2

∂γ c̃

∂tγ
+ a3

∂β c̃

∂tβ
= ∂

∂x
(mJ ), (1)

J = D

(
p
∂α c̃

∂xα
+ (1 − p)

∂α c̃

∂(−x)α

)
, (2)

where c̃ - volumetric concentration of the substance, t- time, s, J - relative diffusion
mass flow, M/c,m - porosity of the transition zone,D - coefficient of effective diffusion,
M1+α/c,a3 - retardation factor due to the transfer of a substance into themedium, cβ−1,a2
- retardation factor related to the mass transfer between the two zones, cγ−1, v - filtration
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rate m/c, α, β, γ− order of derivatives (0 < α ≤ 1, 0 < β < 1, 0, 5 ≤ γ ≤ 1),
p(0 ≤ p ≤ 1) characterizes the proportion of advanced and lagging dispersion from the
central symmetry. If p < 1

2 , the dispersion has a character lagging behind the symmetry
with the formation of a tail. If p > 1

2 the dispersion has a forward slope with respect to
symmetry with the formation of a fast front and a relatively short tail [5].

Let a semi-infinite porousmedium be filledwith a liquidwith a volume concentration
c̃0, from the moment t > 0 it begins to receive a liquid with a volume concentration of
the substance c̃1. At infinity, the original concentration is preserved c̃0. Then the initial
and boundary conditions have the form

c̃(0, x) = c̃0, 0 ≤ x < ∞ , (3)

c̃(t, 0) = c̃1, c̃(t,∞) = c̃0 . (4)

Equations (1), (2) are reduced to a dimensionless form. To do this, it is necessary to
introduce characteristic scales. Dimensionless variables can be introduced as follows:

X = x

xm
, C = c̃

c̃m
, t = t

tm
, Pe = x1+α

m

tmD
,

b3 = a3

mtβ−1
m

, b2 = a2

mtγ−1
m

, V = vtm
mxm

,

(5)

where tm is the characteristic time for the transfer of a substance, xm is the charac-
teristic length for the processes of the transfer of a substance, c̃m is the characteristic
concentration.

The dimensionless equation of solute transport corresponding to (1) has the form

∂C

∂t
+ V

∂C

∂X
+ b2

∂γC

∂tγ
+ b3

∂βC

∂tβ
= 1

Pe

∂

∂X
(p

∂αC

∂X α
+ (1 − p)

∂αC

∂(−X )α
). (6)

The initial and boundary conditions (3), (4) are also reduced to the dimensionless
form

C(0,X ) = C0, 0 ≤ ∞ , C0 = c̃0
c̃m

, (7)

C(t, 0) = C1, C(t,∞) = C0 , C1 = c̃1
c̃m

. (8)

In the case α = 1, p = 1 of Eq. (6) goes to

∂C

∂t
+ V

∂C

∂X
+ b2

∂γC

∂tγ
+ b3

∂βC

∂tβ
= 1

Pe

∂2C

∂X 2 . (9)

When p = 1 from (6) we have

∂C

∂t
+ V

∂C

∂X
+ b2

∂γC

∂tγ
+ b3

∂βC

∂tβ
= 1

Pe

∂1+αC

∂X 1+α
. (10)
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Equation (6) takes into account the effects of anomalous mass transfer between
two media, the outflow of matter into the medium, and the anomalous diffusion solute
transport. In Eq. (9), as a special case of (6), the diffusion transfer of matter has no
anomaly. In (10), in contrast to (6), only the leading diffusion flow is taken into account,
but with allowance for the anomaly.

3 Numerical Solution

To solve Eqs. (9), (10) with conditions (7), (8), we use the finite difference method [22].
In the area D = {0 ≤ X < ∞, 0 ≤ t ≤ tmax} where tmax is the maximum time during
which the process is studied, we introduce a grid with a step h in direction and τ in
time. As a result, we have a grid: ωhτ = {(Xi, tj), i = 0, 1, 2, ..., j = 0, 1, ..., J ; Xi =
ih; tj = jτ ; τ = T/K} .

Equation (9) and we approximate on a grid ωhτ using an implicit difference scheme

C
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i

τ
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j+1
i − C

j+1
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h
+ b2τ
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⎢⎢⎢⎢⎢⎣
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i
τ
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+ (C
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j
i )

τ

⎤
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+ b3τ
1−β
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⎡
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k=0

Ck+1
i − Ck

i
τ
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j
i )

τ

⎤
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= 1

Pe

C
j+1
i+1 − 2C

j+1
i + C

j+1
i−1

h2
, i = 1, I − 1, j = 0, J ,

(11)

where Cj
i is the grid function corresponding to C, �(·)- Gamma function.

The initial and boundary conditions are approximated as

C0
i = C0, i = 0, 1, ...I , (12)

Cj
0 = C1, Cj

I = C0, j = 0, 1, ...J , (13)

where I is a sufficiently large number for which the second of conditions (13) is
approximately satisfied.

Difference scheme (11) is reduced to a system of linear equations

ACj+1
i−1 − BCj+1

i + ECj+1
i+1 = −Fj

i , i = 1, I − 1, j = 0, J , (14)

where
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We solve system (14) with respect to Cj+1
i the sweep method for known Cj

i .
Equation (10) and we approximate on a grid ωhτ using an explicit difference scheme
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We introduce the following notation
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Taking into account these notations, we write the solution of Eq. (15) in the form

Cj+1
i = Qk
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τ + Qβ + Qγ
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V

/
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/
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1
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1
/
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)
.

(17)

4 Numerical Calculations

The following values of the initial parameters were used in the calculations: C0 = 0.
C1 = 1. V = 0, 01, Pe = 104, α = 1 and various β, γ, b2, b3.

Some representative results are shown in Figs. 1–3. As can be seen from the results, a
decrease in the indicatorβ fromone leads to a lag in the development of profiles (Fig. 1a).
Accounting for mass transfer between transit and stagnant zones, which is observed at
b2 �= 0, leads to an even greater lag in the development of profiles (Fig. 1b). It should
be noted that when the solute transport into the environment and mass transfer between
zones are taken into account, the influence of the parameter β weakens. In Fig. 1a, the
effect of β on the concentration profiles is more significant than in Fig. 1b. Obviously,
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at relatively long times, t is the transient process ends and the influence of the terms
b3

∂βC
∂tβ

and b2
∂γ C
∂tγ

on the concentration profiles disappears.
Similarly, the influence of the index γ on the concentration profiles was studied

(Fig. 2). Like β, a decrease in the parameter values γ from unity leads to a delayed
development of concentration profiles. An increase in values b2 leads to an increase in
the solute transport from the transit zone to the stagnant one. Therefore, there is a slow
development of C profiles. From a physical point of view, this can be explained as the
absorption of matter into stagnant zones.

Figure 3 shows the profiles C for various b2 and b3 at fixed β and γ . As expected,
an increase in b1 and b3 enhances the role of the substance transfer to the environment
and mass transfer to the stagnant zone. Due to this, there is a lag in the development
of substance concentration profiles in the transit zone. One can notice a decrease in the
zone of change in the concentrations of a substance both with an increase b3 in and b2.
In this regard, their effect on the characteristics of the solute transport is the same.

X

a)

X

b)

c)

X

Fig. 1. Concentration profiles at b3 = 0, 4 , α = 1 , b2 = 0 (a); 0,5 (b); 0,7 (c);
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X

)

X

b)

X

c)

Fig. 2. Concentration profiles at b3 = 0, 4, β = 0, 5, b2 = 0 , 1 (a); 0,4 (b); 0,7 (c);

X X

b)

X

c)

Fig. 3. Concentration profiles at β = 0, 5, γ = 0, 5 , b2 = 0 (a); 0,4 (b); 0,7 (c);
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5 Conclusion

An analysis of the anomalous solute transport in a two-zone inhomogeneous medium
shows that the absorption of matter into stagnant zones and outflow into the medium sig-
nificantly slows down the process of the spread of matter in the transit zone. The anoma-
lous solute transport to stagnant zones and the environment can be effectively modeled
by the sink terms in the corresponding transport equations as fractional derivatives of
the substance concentration versus time. Depending on the orders of these derivatives
and retardation factors, one can obtain various effects of substance absorption, and as a
result, various characteristics of transport in cracks.

The obtained results show the previously shown [20] fundamental possibility of
replacing a bicontinuum with a monocontinuum by considering the second continuum
as a sink (or source) for the first continuum.

Acknowledgement. The work was supported by the Ministry of Innovative Development
Republic of Uzbekistan (Grant OT-F4–64).

References

1. Fetter, C.W.: Contaminant Hydrogeology, pp. 58–70. Prentice-Hall, Inc.: Upper Saddle River,
NJ, USA (1999)

2. Fetter, C.W.: Applied Hydrogeology, 3rd edn. Upper Saddle River, New Jersey: Prentice Hall
(2001)

3. Barenblatt, G.I., Entov, V.M., Ryzhik, V.M.: Theory of Fluid Flow Through Natural Rocks.
Kluwer Academic, Dordrecht, The Netherlands (1990)

4. Chen, Z.-X.: Transient flow of slightly compressible fluids through double-porosity, double-
permeability systems − A state-of-the-Art Review. Transport in Porous Media 4, 147–184
(1989)

5. Benson, D.A., Wheatcraft, S.W., Meerschaert, M.M.: Application of a fractional advection–
dispersion equation. Water Resour. Res. 36, 1403–1412 (2000)

6. Fomin, S.A., Chugunov, V.A., Hashida, T.: Non-Fickian mass transport in fractured porous
media. Advances in Water Resources. 34(2), 205–214 (2011)

7. Suzuki, A., Horne, R.N., Makita, H., Niibori, Y., Fomin, S.A., Chugunov, V.A., Hashida, T.:
Development of fractional derivative - based mass and heat transport model. In: Proceedings,
Thirty-EighthWorkshop onGeothermalReservoir EngineeringStanfordUniversity, Stanford,
California, February 11–13. 2013. SGP-TR-198

8. Fomin, S.A., Chugunov, V.A.: Hashida T. Application of Fractional Differential Equations for
Modeling the Anomalous Diffusion of Contaminant from Fracture into Porous Rock Matrix
with Bordering Alteration Zone. Transport in Porous Media. 81, 187–205 (2010)

9. Coats, K.H., Smith, B.D.: Dead-end pore volume and dispersion in porous media. Soc. Pet.
Eng. J. 4, 73–84 (1964)

10. Gerke, H.H., van Genuchten, M.T.: Macroscopic representation of structural geometry for
simulating water and solute movement in dualporosity media. Adv. Water Resources. 19,
343–357 (1996)

11. Leij, F.J., Bradford, S.A.: Combined physical and chemical nonequilibrium transport model:
analytical solution, moments, and application to colloids. J. Contaminant Hydrol. 110, 87–99
(2009)



Anomalous Solute Transport in an Inhomogeneous Porous Medium 53

12. Selim, H.M., Ma, L.: Physical Nonequilibrium in Soils: Modeling and Applications. Ann
Arbor Press, Chelsea, MI (1998)

13. Simunek, J., van Genuchten, M.Th.: Modeling nonequilibrium flow and transport processes
using HYDRUS. Vadose Zone J. 7, 782–797 (2008)

14. Toride, N., Leij, F.J., van Genuchten, M.Th.: The CXTFIT code for estimating transport
parameters from laboratory or field tracer experiments.Version 2.0. Res. Rep. 137.USSalinity
Lab, Riverside, CA. 1995

15. Van Genuchten, M.Th., Wierenga, P.J.: Mass Transfer Studies in Sorbing Porous media. I.
Analytical Solution. Soil Sci. Soc. Am. J. 40(4), 473–480 (1976)

16. Khuzhayorov, B.Kh., Makhmudov, J.M.: Flow of Suspensions in 2D Porous Media with
Mobile and Immobile Liquid Zones. J. Porous Media 13(5), 423–437 (2010)

17. Khuzhayorov, B.Kh.: Filtration of inhomogeneous liquids in porous media. Tashkent: Fan,
280 p. (2012)

18. Khuzhayorov,B.Kh.,Makhmudov, J.M.:Mathematicalmodels of filtration of inhomogeneous
liquids in porous media. Tashkent: Fan, 20 14. – 280 s

19. Khuzhayorov, B., Makhmudov, J.M., Zikiryaev, S.: Solute transport in a porous medium
saturated with mobile and immobile liquid. Eng. Phys. J. 83(2), 248–254 (2010)

20. Khuzhayorov, B.Kh., Jiyanov, T.O.: Solute transport with nonequilibrium adsorption in a non-
uniform porous medium. Problems of Computational and Applied Mathematics, No. 3(9).
63–70 (2017)

21. Leij, F.L., Bradford, S.A.: Colloid transport in dual-permeability media. J. Contaminant
Hydrology 150, 65–76 (2013)

22. Samarsky, A.A.: Theory of difference schemes. M. Science, 656 p. (1977)



Determination of Relaxation and Flow
Coefficients During Filtration of a Homogeneous

Liquid in Fractured-Porous Media

Erkin Kholiyarov1(B) and Mirzohid Ernazarov2

1 Termez University of Economics and Service, Termez, Uzbekistan
e.kholiyarov@mail.ru

2 Termez State University, Termez, Uzbekistan

Abstract. In this paper, we posed and numerically solved the inverse problem of
determining the relaxation coefficient and the flowcoefficient in a simplifiedmodel
of relaxation filtration of a homogeneous fluid in fractured-porous media. To solve
the problem, a regularizing identificationmethod was used. It has been established
that these coefficients, at various initial approximations with unperturbed initial
data, are restored in almost ten to twenty iterations. At a more remote initial
approximation from the equilibrium point, the iterative procedure converges to
the shifted values of the desired parameters. The optimal range of regularization
parameter values is determined.

Keywords: filtration · fluid · homogeneous fractured-porous medium · inverse
problem · permeability · porosity · pressure · regularization · relaxation

1 Introduction

The most productive oil fields in the world consist mainly of carbonate reservoirs [1, 2].
Typically, carbonate reservoirs are fractured, fractured-porous and fractured-cavernous
types [1, 2]. Geological justifications for the appearance of a crack in reservoirs are given
in [2].

The theoretical foundations for the filtration of homogeneous liquids in fractured-
porous media were developed in [3, 4]. During unsteady filtration in fractured-porous
media [3, 4], fluid is exchanged between porous blocks and fractures. The generalized
filtration equation for homogeneous liquids in fractured-porous media has the form [3,
4]

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

β∗
1
∂p1
∂t

= k1
μ

∂2p1
∂x2

+ α0

μ
(p2 − p1),

β∗
2
∂p2
∂t

= k2
μ

∂2p2
∂x2

− α0

μ
(p2 − p1),

(1)

where kl is permeability, m2; pl is pressure, MPa; t is time, s; x is coordinate, m; α0 is
flow coefficient, which characterizes the exchange of fluid between fractures and porous
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blocks; β∗
l = βcl + m0lβf , ml = m0l + βcl(pl − p0); ml is porosity; m0l is porosity at

pl = p0; μ is the viscosity of the liquid, MPa s; the index l = 1 corresponds to cracks,
l = 2 porous blocks.

Under the conditionsm1 << m2 βc1 << βc2, k2 << k1 from system (1) a simplified
system of equations can be obtained

⎧
⎪⎪⎨

⎪⎪⎩

k1
μβ∗

2

∂2p1
∂x2

+ α0

μβ∗
2
(p2 − p1) = 0,

β∗
2
∂p2
∂t

+ α0

μ
(p2 − p1) = 0.

(2)

If the compressibility of cracks is taken into account, but there is no fluid movement
in porous blocks, from (1) the following system of equations is obtained [5]

⎧
⎪⎪⎨

⎪⎪⎩

β∗
1
∂p1
∂t

= k1
μ

∂2p1
∂x2

+ α0

μ
(p2 − p1),

β∗
2
∂p2
∂t

+ α0

μ
(p2 − p1) = 0.

(3)

In the literature, this system of equations is called Warren-Root or “truncated”.
During the filtration of heavy oils and their mixtures with gases, relaxation phe-

nomena are observed due to the nonequilibrium of the filtration flow [6]. Simulation
of relaxation filtration of homogeneous liquids is reflected in the works [7–12]. Some
problems of relaxation fluid filtration are considered in [13–15].

In [16, 17], Eqs. (1), (2), (3) are generalized taking into account Darcy relaxation
laws in cracks and porous blocks. We present these equations below. The generalized
system of Eqs. (1) for the case of pressure gradient relaxation has the form [16, 17]

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂p1
∂t

= k1
μβ∗

1

(
∂2p1
∂x2

+ λ1
∂3p1
∂x2∂t

)

+ α0

μβ∗
1
(p2 − p1),

∂p2
∂t

= k2
μβ∗

2

(
∂2p2
∂x2

+ λ2
∂3p2
∂x2∂t

)

− α0

μβ∗
2
(p2 − p1),

(4)

where λ1, λ2 are relaxation of the pressure gradient, in cracks and porous blocks
respectively.

Assuming m1 << m2, k2 << k1 from (4) one can obtain a “truncated” system [16,
17]

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂p1
∂t

= k1
μβ∗

1

(
∂2p1
∂x2

+ λ1
∂3p1
∂x2∂t

)

+ α0

μβ∗
1
(p2 − p1),

∂p2
∂t

+ α0

μβ∗
2
(p2 − p1) = 0.

(5)
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Under the condition, β∗
1 << β∗

2 from the “truncated” system (5) one can obtain a
simplified system [16, 17]

⎧
⎪⎪⎨

⎪⎪⎩

k1
μ

(
∂2p1
∂x2

+ λ1
∂3p1
∂x2∂t

)

+ α0

μ
(p2 − p1) = 0,

β∗
2
∂p2
∂t

+ α0

μ
(p2 − p1) = 0, 0 < x < L, 0 < t ≤ T .

(6)

Efficient numerical methods for solving inverse problems for partial differential
equations are given in [18–23]. Some inverse problems of fluid filtration are considered
in [24–29]. Note that for the model [16, 17] the inverse problems have not yet been
solved.

In this paper, based on (6), we consider the inverse problem of determining the
pressure gradient relaxation coefficient λ1 and the flow coefficient α0. First, the formu-
lation of the problem and then its solution algorithm is given. To minimize the residual
functional, an iterative procedure with unknown coefficients is used. As a criterion for
stopping the iterative procedure, both the minimization of the value of the functional
and the convergence of the iterative values of the coefficients to the limit value are used.
The initial data for solving the inverse problem were prepared from the solution of the
corresponding direct problem, i.e. a “quasi-real” computational experiment is carried
out. Solutions of the inverse problem are also obtained for artificially perturbed initial
data.

2 Statement of the Inverse Problem

An inverse problem is considered to determine the relaxation coefficients of the pressure
gradient λ1 and flow α0 in the case when the filtration process is described by a simplified
system of Eqs. (6) with initial

p1(0, x) = p2(0, x) = p0, p0 = const, 0 ≤ x ≤ L, (7)

and boundary conditions

−k1
μ

(
∂p1
∂x

+ λ1
∂2p1
∂t∂x

)∣
∣
∣
∣
x=0

= v0 = const, p1(t,L) = p0, 0 < t ≤ T . (8)

Additionally, we know the pressure change in the well:

p1(t, 0) = z(t). (9)

Solution of the inverse problem (6)–(9) determine the coefficients of pressure
relaxation λ1 and flow α0, leads to minimizing the discrepancy functional
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J (γ) =
T∫

0

[
p1(t, 0) − z(t)

]2
dt, γ = (λ1, α0), (10)

where z(t) is the observed values of the bottom hole pressure, p1(t, 0) is the calculated
values of the bottom hole pressure.

3 Solution of the Inverse Problem

Iterative methods often used to solve inverse problems become divergent at certain
parameter values. Therefore, to solve inverse problems, it is advisable to use regularized
iterative methods. For this reason, on each iterative layer, instead of functional (10), the
following modified discrepancy functional is used [18]:

JM
(
γs+1

)
= J

(
γs
)+ α

(
γs+1 − γs

)2
, (11)

α is parameter regularization.
Stationarity conditions for the functional (11) has the form

dJM
(
γs+1

)

dγ
= 2

T∫

0

[
s
p
1
(t, 0) − z(t)

]

ws(t, 0)dt + 2α
(
γs+1 − γs

)
= 0. (12)

Function p1 in the neighborhood γs in a series up to terms of the second order [18]

p1
s+1(t, x) ≈ p1

s(t, x) +
(
γs+1 − γs

)
ws(t, x), (13)

where w is column vector, γ is row vector

∂
s
p
1

∂γ
= ws =

(
s
w
11

,
s
w
12

)T

=
⎛

⎜
⎝

∂
s
p
1

∂λs1
,

∂
s
p
1

∂αs
0

⎞

⎟
⎠

T

, γs = (
λs1, α

s
0

)
, (14)

where w11 = ∂p1
∂λ1

, w12 = ∂p1
∂α0

are the sensitivity functions [18, 19] with respect to the
coefficients λ1 and α0 respectively.

Substituting expansion (13) into relation (12), we obtain the following system of
linear algebraic equations with respect to λs+1

1 , αs+1
0 :

⎧
⎨

⎩

a11λ
s+1
1 + a12α

s+1
0 = b1,

a21λ
s+1
1 + a22α

s+1
0 = b2,

(15)

where
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a11 =
T∫

0

w2
11

s
(t, 0)dt + α, a22 =

T∫

0

w2
12

s
(t, 0)dt + α, a12 = a21 =

T∫

0

w11
s(t, 0)w12

s(t, 0)dt,

b1 =
T∫

0

[
w11

s(t, 0)λs1 + w12
s(t, 0)αs

0 − p1
s(t, 0) + z(t)

]
w11

s(t, 0)dt + αλs1,

b2 =
T∫

0

[
w11

s(t, 0)λs1 + w12
s(t, 0)αs

0 − p1
s(t, 0) + z(t)

]
w12

s(t, 0)dt + ααs
0.

(16)

The next approximations λs+1
1 , αs+1

0 can be easily determined from system (15)
using the well-known Cramer formulas in the form

λs+1
1 =

∣
∣
∣
∣
b1 a12
b2 a22

∣
∣
∣
∣

∣
∣
∣
∣
a11 a12
a21 a22

∣
∣
∣
∣

, αs+1
0 =

∣
∣
∣
∣
a11 b1
a21 b2

∣
∣
∣
∣

∣
∣
∣
∣
a11 a12
a21 a22

∣
∣
∣
∣

. (17)

Let us first differentiate problem (6)–(8) with respect to λ1 and obtain the following
problem

⎧
⎪⎪⎨

⎪⎪⎩

k1
μ

(
∂2w11

∂x2
+ λ1

∂3w11

∂x2∂t
+ ∂3p1

∂x2∂t

)

+ α0

μ
(w21 − w11) = 0,

β∗
2
∂w21

∂t
+ α0

μ
(w21 − w11) = 0, 0 < x < L, 0 < t ≤ T ,

(18)

w11(0, x) = w21(0, x) = 0, 0 ≤ x ≤ L, (19)

−k1
μ

(
∂w11

∂x
+ λ1

∂2w11

∂t∂x
+ ∂2p1

∂t∂x

)∣
∣
∣
∣
x=0

= 0, w11(t,L) = 0, 0 < t ≤ T , (20)

where w21 = ∂p2
∂λ1

is the sensitivity function [18, 19] with respect to the coefficient λ1.
Similarly, we differentiate problem (6)–(8) with respect to the coefficient α0 and

obtain the following problem

⎧
⎪⎪⎨

⎪⎪⎩

k1
μ

(
∂2w12

∂x2
+ λ1

∂3w12

∂x2∂t

)

+ α0

μ
(w22 − w12) + 1

μ
(p2 − p1) = 0,

β∗
2
∂w22

∂t
+ α0

μ
(w22w12) + 1

μ
(p2 − p1) = 0, 0 < x < L, 0 < t ≤ T ,

(21)

w12(0, x) = w22(0, x) = 0, 0 ≤ x ≤ L, (22)
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−k1
μ

(
∂w12

∂x
+ λ1

∂2w12

∂t∂x

)∣
∣
∣
∣
x=0

= 0, w12(t,L) = 0, 0 < t ≤ T , (23)

where w22 = ∂p2
∂α0

is the sensitivity function [18, 19] with respect to the coefficient α0.
Algorithm for determining the coefficients λ1 and α0 can be built like this:

1. We set some initial approximations λ1 = λ01 and α0 = α0
0 (we assume s = 0);

2. We solve problems (7)–(9), (19)–(21) and (22)–(24) from t = 0 to t = T and calculate
the functions ps1(t, x), p

s
2(t, x) and w1k

s(t, x), w2k
s(t, x), k = 1, 2.

3. We solve the system of Eqs. (16)–(18).
4. We s = s + 1 believe λ1 = λs+1

1 , α0 = αs+1
0 ;

5. Repeat steps 2, 3, 4 until the condition is met

∣
∣J s+1 − J s

∣
∣

J s
≤ ε,

∣
∣
∣λ

s+1
1 − λs1

∣
∣
∣

∣
∣λs1

∣
∣

≤ ε1,

∣
∣
∣α

s+1
0 − αs

0

∣
∣
∣

∣
∣αs

0

∣
∣

≤ ε2,

where ε, ε1, ε2 are fairly acceptable errors.

4 Difference Problems

Within the framework of the quasi-real quasi-experiment [20], the direct problem
(7)–(9) with known values λ1 = λexact1 = 100 s, α0 = αexact

0 = 3, 6 · 10−16 is
first considered, which is solved by the finite difference method [30]. In the area
D = {0 ≤ x ≤ L, 0 ≤ t ≤ T }, we introduce a uniform grid

�hτ = {(
xi, tj

)
, xi = ih, i = 0, 1, ..., N , h = L

/
N , tj = jτ, j = 0, 1, ..., M , τ = T

/
M
}

where h is the grid step in coordinate x, where τ is the grid step in time t. We introduce
the notation p1ji = p1

(
tj, xi

)
, p2ji = p2

(
tj, xi

)
.

The difference approximation of the problem (7)–(9) has the form:

k1
μ

�p1j+1
i + λ1k1

μτ

[
�p1j+1

i − �p1ji

]
+ α0

μ

(
p2ji − p1j+1

i

)
= 0,

i = 1, 2, ..., N − 1, j = 0, 1, ..., M − 1,

p2j+1
i − p2ji

τ
+ α0

μβ∗
2

(
p2j+1

i − p1j+1
i

)
= 0, i = 0, 1, ..., N , j = 0, 1, ..., M − 1,

p10i = p0, p20i = p0, i = 0, 1, ..., N ,

−k1
μ

[
p1j+1

0 − p1j+1
1

h
+ λ1

τ

(
p1j+1

0 − p1j+1
1

h
− p1j0 − p1j1

h

)]

= v0,

p1j+1
N = p0, j = 0, 1, ..., M − 1.

(24)

where �p1ji = 1
h2

(
p1ji−1 − 2p1ji + p1ji+1

)
.



60 E. Kholiyarov and M. Ernazarov

Difference Eqs. (24) are reduced to the form

Ap1j+1
i−1 − Cp1j+1

i + Bp1j+1
i+1 = −Fi, i = 1, 2, ..., N − 1, j = 0, 1, ..., M − 1,

(25)

p2j+1
i =

p2ji + αs
0τ

μβ∗
2
p2j+1

i

1 + αs
0τ

μβ∗
2

, i = 1, 2, ..., N − 1, j = 0, 1, ..., M − 1, (26)

where

A = B = k1
μh2

(

1 + λ1

τ

)

, C = 2A + α0

μ
, Fi = α0

μ
p2ji − λ1k1

μτh2
�p1ji.

To solve problem (25), we use the Thomas algorithm [30]:

p1j+1
i = α

(1)
i+1p1

j+1
i+1 + β

(1)
i+1, i = N − 1, ..., 1, 0, j = 0, 1, ...,M − 1, p1j+1

N = p0,
(27)

α
(1)
i+1 = B

C − Aα
(1)
i

, β
(1)
i+1 = Aβ

(1)
i + Fi

C − Aα
(1)
i

, i = 1, 2, ..., N − 1, (28)

p1j+1
0 = α

(1)
1 p1j+1

1 + β
(1)
1 , p1j+1

0 = p1j+1
1 +

(
λ1

τ

(
p1j0 − p1j1

)
− v0hμ

k1

)/(

1 + λ1

τ

)

,

α
(1)
1 = 1, β

(1)
1 =

(
λ1

τ

(
p1j0 − p1j1

)
− v0hμ

k1

)/(

1 + λ1

τ

)

. (29)

For the numerical solution of problem (6)–(9), the following values of the initial data
were used: T = 2000 s, L = 60 m, k1 = 1 · 10−12 m2, p0 = 10 MPa, μ = 2, 5 · 10−8

MPa·s, β∗
2 = 1 · 10−5 MPa −1, v0 = 2 · 10−6 m/s.

According to the results of numerical calculations, the grid function is set zj =
z
(
tj
)
, j = 0, 1, ..., M. Function z

(
tj
)
here serve as input data for solving the inverse

problem. In real situations, this function is usually determined experimentally or based
on a hydrodynamic study of wells, so it has certain errors. To simulate these errors, the
function z(t) is perturbed by random errors [20] as follows:

zjδ = zj + 2δ

(

σ j − 1

2

)

, (30)

where σ j is a random function uniformly distributed over the interval [0, 1], δ is the
level of error. Graphs zδ(t) are shown in Fig. 1.

Problems (6)–(8), (18)–(20) and (21)–(23) at λ1 = λs1, α0 = αs
0 are also solved

numerically using the finite difference method [30]. We introduce the notation w11ji =
w11

(
tj, xi

)
, w21ji = w21

(
tj, xi

)
, w12ji = w12

(
tj, xi

)
, w22ji = w22

(
tj, xi

)
.
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The residual functional (11) is calculated by the following integral sums

J =
M−1∑

j=0

τ
(
p1j+1

0 − zj+1
)2

, zj = z
(
tj
)
.

Integrals (16) are calculated as follows:

a11 =
M−1∑

j=0

τ
[
w11j+1

0

]2 + α, a22 =
M−1∑

j=0

τ
[
w12j+1

0

]2 + α, a12 = a21 =
M−1∑

j=0

τ w11j+1
0 w12j+1

0 ,

b1 =
M−1∑

j=0

τ
[
w11j+1

0 λs1 + w12j+1
0 αs

0 − p1j+1
0 + zj+1

]
w11j+1

0 + αλs1,

b2 =
M−1∑

j=0

τ
[
w11j+1

0 λs1 + w12j+1
0 αs

0 − p1j+1
0 + zj+1

]
w12j+1

0 + ααs
0.
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Fig. 1. Perturbed function zδ(t)
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5 Results of Numerical Calculations

The grid divided the coordinate segment [0, 60] into 120 intervals, the time segment
[0, 2000] into 4000 intervals. “Measurement zjδ data” (21) prepared on the basis of this
decision at 200 “time” points. The calculation results are shown in Figs. 2, 3, 4, 5, 6 and
Table 1.

Figures 2, 3 show the results of calculations to determine the coefficients λ1, α0 with
accuracy ε = ε1 = ε2 = 1 · 10−6 at various initial approximations λ01, α

0
0 with unper-

turbed initial data (δ = 0, 0). The calculations were carried out with the regularization
parameter α = 0 (Fig. 2, Fig. 3). From Fig. 2 it can be seen that near the equilibrium
point for various initial approximations λ01, α

0
0 (up to 1.8 timesmore or up to 5 times less)

coefficients λ1, α0 is restored in almost twelve to sixteen iterations. Figure 3 presents
the results of calculations for cases where the initial approximations are far from the
equilibrium point. From Fig. 3 it can be seen that the iterative process converges in
almost ten to twenty iterations.
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Fig. 2. Recovery of coefficients λ1 and α0 for initial approximations near the equilibrium point
with unperturbed initial data (at δ = 0), λexact1 , αexact

0 are the values of the parameters used in
preparing the initial data, respectively λ1 and α0

From Fig. 4a it can be seen that the initial approximations are twice as large as the
exact values of the sought coefficients, the iterative process diverges at the parameter
α = 0. Therefore, to obtain a satisfactory result, it is necessary to apply the regularization
parameter ( α �= 0). On Figs. 4 b–d shown the results of calculations for various values
of the regularization parameter α. It can be seen here that the maximum number of
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iterations varies depending on the value of the α in the range from twenty to fifty (Fig. 4,
b–d).

Also Fig. 5, 6 show the results of calculations for determining the coefficients λ1
and α0 for different initial approximations λ01 and α0

0 depending on the regularization
parameter α. As can be seen from Fig. 5, 6, with remote initial approximations λ01,
α0
0 from the equilibrium point for different values of the regularization parameter, α

the coefficient λ1 and α0 is restored with sufficient accuracy. Depending on the initial
approximations and the regularization parameterα maximumnumber of iterations varies
from fourteen to sixty (Fig. 5, a–d; Fig. 6, a - d). For this series of calculations, the optimal
value of the regularization parameter is α = 2 · 10−4. With this value of α the iterative
process converges faster than other values of the parameter α. The calculation results
show that ifα changes in the range, 5·10−5 < α < 2·10−4 number of iterations increase,
If the value of the α ≤ 5 · 10−5 iteration process diverges. Therefore, in calculations
with perturbed initial data, this value of the regularization parameter was used α.

Some results of calculations with perturbed initial data are given in Table 1. Numer-
ical calculations are reduced by initial approximations λ01 and α0

0 , which are quite far
from the equilibrium point. The relative recovery errors of the coefficient λ1 varies from
0.001651% to 7.087416%, and the relative recovery errors α0 vary from 0.0035% to
23.2870%. As can be seen from the presented results of Table 1, the relative errors in
determining λ1 andα0 increasewith the increase in the error of the initial data. In general,
the use of the regularizing procedure makes it possible to obtain acceptable estimates of
the desired parameters λ1, α0 with perturbed initial data and with the choice of the initial
approximation of the iterative procedure at a considerable distance from the equilibrium
point.
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Table 1. Recovery of coefficients λ1 and α0 with perturbed initial data with regularization

δ α = 2 · 10−4

λ01 = 300, 0 c α0
0 = 10.8 · 10−16

s λs1, s Relative error
∣
∣λ1−λexact1

∣
∣

λexact1
· 100, %

αs
0 Relative error

∣
∣α0−αexact

0

∣
∣

αexact
0

· 100, %

0.0 40 100, 001651 0.001651 3,599874 10 −16 0.003500

0.005 41 100.105216 0.105216 3.545263 10 −16 1.520472

0.01 47 102.056326 2.056326 3.407356 10 −16 5.351222

0.02 43 106.115035 6.115035 3.19095 9 10–16 11.362250

0.05 37 107.087416 7.087416 2.761668 10 −16 23.287000
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6 Conclusion

In this paper, we consider the identification of the pressure gradient relaxation coefficient
and the overflow coefficient from the solution of the inverse coefficient problem for a
simplified model of relaxation filtration of a homogeneous fluid in fractured-porous
media.

In order to prepare additional information for solving the inverse problem, the cor-
responding direct problem was considered with known values of the relaxation time and
flow coefficient.

Thus, the “initial data” for solving the inverse problem is prepared. Calculations
were also carried out with perturbed initial data, which were prepared by perturbing
data with random errors.

The solution of the inverse problem is found by minimizing the residual functional.
The minimum of the functional is found from the condition of stationarity with respect
to the desired parameter. The results of the calculations show that if the initial approx-
imations in the iterative procedure are close to the equilibrium point, the coefficient of
relaxation and flow is restored rather quickly. But, with remote initial approximations,
the desired coefficient is determined with a significant deviation from the real values,
i.e. the iterative process diverges. In this case, the modified method with regularization
gives a satisfactory results. From the numerical experiments, the optimal interval and
the optimal value of the regularization parameter were determined. For certain values
of the regularization parameter, the relaxation coefficient and the overflow coefficient
are restored with sufficient accuracy. As the initial iteration approximation moves away
from the equilibrium point, the required number of iterations increases. In the case of
perturbed initial data, the use of the method with regularization also gives satisfactory
results.
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Abstract. The problem of anomalous filtration and solute transport in a two-
dimensional formulation is posed and numerically solved. It is considered that the
medium has a fractal structure. The fractional order piezoconductivity equation
based on anomalous Darcy’s law, porosity and fluid density equations of state
and continuity equation are proposed. The initial and boundary value problem for
the system of equations consisting of the balance equation expressed in relation
to the concentration of solids in suspension, fractional order piezoconductivity
equation and Darcy’s anomalous law is solved by finite difference method. The
effect of the order of fractional derivative in the anomalous Darcy law on the
filtration characteristics of the medium is evaluated. The fields of alteration in
concentration, pressure and filtration velocity are determined.

Keywords: anamal Darcy’s law · fractional derivative · solute transport ·
filtration · porous medium

1 Introduction

When filtering and transporting solute in nonlinear media, as well as in the flow of
rheologically complex media, the characteristics often show scale invariance (fractality)
both in space and time. This circumstance makes it possible to develop some general
methods for modeling complex media and, in some cases, facilitates the description of
the processes occurring in them [1].

The paper [2] presents a fractional-differential modification of themodel constructed
using a time-fractional generalization of Darcy’s law, and based on this model, it is
proposed to build a hydrodynamic simulator of filtration flows in oil and gas reservoirs.

In [3], a filtration model of flow through a porous medium was proposed. A porous
medium is a fractal object, the structure of which is determined by the gap between
mating surfaces, which consists of pores and contact areas of wavy and rough mating
surfaces. Methods for determining the fractal dimensions of tortuosity and porosity of
a medium are given. Dependences of the leakage on the parameters of the porous and
compacted medium, as well as the fractal dimension of the tortuosity and porosity of
the compacted medium are obtained.

In [4], the derivation of an equation describing the process of fluid filtration in a
porous medium with fractal properties is given. It is shown that the structure of the
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equation is identical to the structure of the known equations describing the processes
of diffusion and random walks. The physical interpretation of the parameters included
in the equation and the method of their experimental determination are given. We also
note that a number of works are devoted to the problem of modeling and solute transport
in media with a fractal structure, as well as to the numerical analysis of equations with
fractional derivatives [5−10]. Works [11−13] are devoted to the problems of modeling
the processes of pollution and geomigration of groundwater. The processes of radon
transfer in media with a fractal structure were analyzed in [14].

This article studies the filtration and solute transport in a two-dimensional medium
of a fractal structure.

2 Statement and Numerical Solution of the Problem

Let us assume that the convective and diffusion properties of the medium are different
in different directions. However, we consider the medium to be homogeneous in the
filtration sense, i.e. the permeability of the medium is the same in different directions.
In a more general formulation, of course, it is necessary to consider an inhomogeneous
medium in terms of filtration parameters.

Let the study area of the problem consist of R{0 ≤ x < ∞, 0 ≤ y ≤ h}. Initially, the
area R is filled with liquid without particles.

The upper and lower boundaries of the regionR are impervious to liquid and particles.
The fluidmoves in directions x and y in the areaR. The process of solute transport, taking
into account anomalous effects, can be described by the following equation

∂c

∂t
= Dx

∂β1c

∂xβ1
+ Dy

∂β2c

∂yβ2
− ∂(vxc)

∂x
− ∂

(
vyc

)

∂y
, (1)

where c is the concentration of suspension, vx, vy are the components of the filtration
rate, Dx, Dy are the longitudinal and transverse diffusion coefficients, β1, β2 are the
derivative orders, t is time.

Filtration rate components are defined as [2]

vx = − k

μ

∂γ1p

∂xγ1
, vy = − k

μ

∂γ2p

∂yγ2
. (2)

where p is the pressure, μ is the viscosity coefficient of the suspension, k is the
permeability coefficient, and γ1, γ2 are the orders of the derivative.

The continuity equation for the flowof a compressible fluid through a porousmedium
can be written as [15]

∂(ρm)

∂t
+ div(ρ

→
v ) = 0 , (3)

where m is the porosity coefficient, ρ is the density of the liquid.
We use the state equations for an elastic fluid and an elastic porous medium [15].

ρ = ρ0(1 + βl(p − p0)),m = m0 + βm(p − p0), (4)
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where βl is the coefficient of volumetric compression of the liquid, βm is the coefficient
of elasticity of the medium, ρ0 is the initial density of the liquid, and p0 is the initial
pressure.

Substituting (2), (4) into (3), we can obtain the piezoconductivity equation with a
fractional derivative

∂p

∂t
= χ

(
∂γ1+1p

∂xγ1+1 + ∂γ2+1p

∂yγ2+1

)
, (5)

where χ = k
μβ∗ - coefficient of piezoconductivity, β∗ - is the elastic compressibility

coefficient of the medium.
So, we get a system of equations for the solute transport, consisting of the balance

Eq. (1), Darcy’s law (2) and the piezoconductivity Eq. (3)

∂c

∂t
= Dx

∂β1c

∂xβ1
+ Dy

∂β2c

∂yβ2
− ∂(vxc)

∂x
− ∂

(
vyc

)

∂y
,

vx = − k

μ

∂γ1p

∂xγ1
, vy = − k

μ

∂γ2p

∂yγ2
, (6)

∂p

∂t
= χ

(
∂γ1+1p

∂xγ1+1 + ∂γ2+1p

∂yγ2+1

)
.

The initial and boundary conditions of the problem have the form

c(0, x, y) = 0, (7)

c(t, 0, y) = c0, c0 = const, y = h
/
2, (8)

∂c

∂y
(t, x, 0) = 0, 0 ≤ x < ∞, (9)

∂c

∂y
(t, x, h) = 0, 0 ≤ x < ∞, (10)

∂c

∂x
(t, 0, y) = 0, y �= h

/
2, 0 ≤ y ≤ h, (11)

∂c

∂x
(t,∞, y) = 0, 0 ≤ y ≤ h, (12)

p(0, x, y) = p0, p0 = const, (13)

p(t, 0, y) = pc, pc > p0, pc = const, y = h
/
2, (14)

∂p

∂y
(t, x, 0) = 0, 0 ≤ x < ∞, (15)
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∂p

∂y
(t, x, h) = 0, 0 ≤ x < ∞, (16)

∂p

∂x
(t, 0, y) = 0, y �= h

/
2, 0 ≤ y ≤ h, (17)

∂p

∂x
(t,∞, y) = 0, 0 ≤ y ≤ h. (18)

To solve the problem (6)–(18) we use the method of finite differences. To do this,
we construct a grid in the region of R in the form

ωh1h2τ = {(
tk , xi, yj

)
, tk = τk, xi = ih1, yj = jh2 , k = 0, K, i = 0, 1, ... , j = 0, 1, ..., J+, τ = T

/
K, h2 = h

/
J
}
,

where h1 is the grid step in the direction of x, h2 is the grid step in the direction of y, τ
is the grid step in time, T is the maximum time during which the process is studied, K
is the number of grid intervals of t , J , is the number of grid intervals of y in R.

Instead of the functions c( t, x, y), v(t, x, y) and p(t, x, y), we will consider network
functions whose values at the nodes

(
tk , xi, yj

)
, respectively, will be denoted cki j by, v

k
i j

and pki j.
On the grid ωh1h2τ , we approximate the first equation of the system (6) as follows

[16–20]

ck+1/ 2
i j − cki j
0, 5 τ

= Dx

	(3 − β1)h
β1
1

i−1∑

l=0

(
cki−(l−1), j − 2cki−l, j + cki−(l+1), j

)(
(l + 1)2−β1 − l2−β1

)

+ Dy

	(3 − β2)h
β2
2

j−1∑

l=0

(
cki, j−(l−1) − 2cki, j−l + cki, j−(l+1)

)(
(l + 1)2−β2 − l2−β2

)

− (vx)ki jc
k
i j − (vx)ki−1, jc

k
i−1,j

h1
−

(
vy

)k
i jc

k
i j −

(
vy

)k
i, j−1c

k
i,j−1

h2
, (19)

i = 1, I − 1, j = 1, J − 1, k = 0,K − 1,

ck+1
i j − ck+1/ 2

i j

0, 5 τ

= Dx

	(3 − β1)h
β1
1

i−1∑

l=0

(
ck+1/ 2
i−(l−1), j − 2ck+1/ 2

i−l, j + ck+1/ 2
i−(l+1), j

)(
(l + 1)2−β1 − l2−β1

)

+ Dy

	(3 − β2)h
β2
2

j−1∑

l=0

(
ck+1/ 2
i, j−(l−1) − 2ck+1/ 2

i, j−l + ck+1/ 2
i, j−(l+1)

)(
(l + 1)2−β2 − l2−β2

)
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− (vx)
k+1/ 2
i j ck+1/ 2

i j − (vx)
k+1/ 2
i−1, j c

k+1/ 2
i−1,j

h1
−

(
vy

)k+1/ 2
i j ck+1/ 2

i j − (
vy

)k+1/ 2
i, j−1 ck+1/ 2

i,j−1

h2
,

(20)

i = 1, I − 1, j = 1, J − 1, k = 0, K − 1,

where 	(•) is gamma function.
For the filtration velocity component, we use the following schemes

(vx)
k+1/ 2
i j = − k

μ

pk+1/ 2
i+1 j − γ1p

k+1/ 2
i, j

	(2 − γ1)h
γ1
1

, i = 0, I − 1, j = 0, J , k = 0, K − 1, (21)

(
vy

)k
i j = − k

μ

pki j+1 − γ2pki, j
	(2 − γ2)h

γ2
2

, i = 0, I , j = 0, J − 1, k = 0, K − 1, (22)

(
vy

)k+1
i j = − k

μ

pk+1
i j+1 − γ2p

k+1
i, j

	(2 − γ2)h
γ2
2

, i = 0, I , j = 0, J − 1, k = 0, K − 1. (23)

The third equation of system (6) is approximated as

pk+1/ 2
i j − pki j
0, 5 τ

= χ

	(3 − γ1)h
γ1
1

i−1∑

l=0

(
pki−(l−1), j − 2pki−l, j + pki−(l+1), j

)(
(l + 1)2−γ1 − l2−γ1

)

+ χ

	(3 − γ2)h
γ2
2

j−1∑

l=0

(
pki, j−(l−1) − 2pki, j−l + pki, j−(l+1)

)(
(l + 1)2−γ2 − l2−γ2

)
,

(24)

i = 1, I − 1, j = 1, J − 1, k = 0,K − 1,

pki j − pk+1/2
i j

0, 5 τ

= χ

	(3 − γ1)h
γ1
1

i−1∑

l=0

(
pk+1/2
i−(l−1), j − 2pk+1/2

i−l, j + pk+1/2
i−(l+1), j

)(
(l + 1)2−γ1 − l2−γ1

)

+ χ

	(3 − γ2)h
γ2
2

j−1∑

l=0

(
pk+1/2
i, j−(l−1) − 2pk+1/2

i, j−l + pk+1/2
i, j−(l+1)

)(
(l + 1)2−γ2 − l2−γ2

)
,

(25)

i = 1, I − 1, j = 1, J+ − 1, k = 0,K − 1.

The initial and boundary conditions are approximated as

cki,j = 0, i = 0, I , j = 0, J , k = 0, (26)
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cki,j = c0, i = 0, j = J
/
2, k = 0,K, (27)

cki,j+1 − cki,j
h2

= 0, i = 0,I , j = 0, k = 0,K, (28)

cki,j − cki,j−1

h2
= 0, i = 0,I , j = J , k = 0,K, (29)

cki+1,j − cki,j
h1

= 0, i = 0, j �= J
/
2, j = 0, J , k = 0,K, (30)

cki,j − cki−1,j

h1
= 0, i = I , j = 0, J , k = 0,K, (31)

pki,j = p0 = const,i = 0, I , j = 0, J , k = 0 (32)

pki,j = pc, i = 0, j = J
/
2, k = 0,K, (33)

pki,j+1 − pki,j
h2

= 0, i = 0,I , j = 0, k = 0,K, (34)

pki,j − pki,j−1

h2
= 0, i = 0,I , j = J , k = 0,K, (35)

pki+1,j − pki,j
h1

= 0, i = 0, j �= J
/
2, j = 0, J , k = 0,K, (36)

pki,j − pki−1,j

h1
= 0, i = I , j = 0, J , k = 0,K, (37)

where I is a sufficiently large number for which the equation approximately holds ckI j =
0.
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The calculation sequence is as follows: first pki j, are determined from the difference

scheme (24) on the (k+1
/
2)-layer, then from (21), (23) the components of the filtration

rate are calculated, then it cki j is determined on the (k + 1
/
2)-layer from the difference

Eqs. (19). Then, on the (k+1)-layer, it is determined pki j from the difference scheme (25),

from (22) the filtration velocity components are calculated, after that it cki j is determined
on the (k + 1)-layer from the difference Eqs. (20).

For Eqs. (17), (18) we introduce the following notations

Ek
1 = (vx)ki jc

k
i j − (vx)ki−1, jc

k
i−1,j

h1
, Ek

2 =
(
vy

)k
i jc

k
i j −

(
vy

)k
i, j−1c

k
i,j−1

h2
,

G1 = 0, 5τDx

	(3 − β1)h
β1
1

, G2 = 0, 5τDy

	(3 − β2)h
β2
2

,

Sk1 =
i−1∑

l=0

(
cki−(l−1), j − 2cki−l, j + cki−(l+1), j

)(
(l + 1)2−β1 − l2−β1

)
,

Sk2 =
j−1∑

l=0

(
cki, j−(l−1) − 2cki, j−l + cki, j−(l+1)

)(
(l + 1)2−β2 − l2−β2

)
.

Taking into account these notations, Eqs. (19) and (20), respectively, have the form

ck+1/ 2
i j = cki j + G1S1 + G2S2 − 0, 5τ

(
Ek
1 + Ek

2

)
, (38)

ck+1
i j = ck+1/ 2

i j + G1S1 + G2S2 − 0, 5τ
(
Ek+1/ 2
1 + Ek+1/ 2

2

)
. (39)

The concentration field is determined step by step from (38), (39).

3 Results and Discussion

The following values of the initial parameters were used in the calculations: k =
10−13m1+γ1 , μ = 10−3 Pa · s, β∗ = 3 · 10−8 Pa−1, pc = 5 · 105 Pa, p0 = 105 Pa,
c0 = 0, 01 and Dx = 5 · 10−5 mβ1

/
s, Dy = 10−5 mβ2

/
s.

Some of the results are shown in Fig. 1–4. In Fig. 1–2 results show, a decrease in
the values of γ1 and γ2 from 1 leads to an increase in the concentration field and a wider
spread. On Fig. 3–4 shows the changes in the pressure and velocity fields at different
values of γ1 and γ2. Obtained results show that as γ1 and γ2 decreases from 1, a wider
distributions of the pressure and velocity fields are observe.
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Fig. 1. Distribution of concentration in sections y = 0, 75 m (a), 1,0 m (b), 1,25 m (v) at k =
10−13m1+γ1 , μ = 10−3 Pa · s, β∗ = 3 · 10−8 Pa−1, pc = 5 · 105 Pa, p0 = 105 Pa, c0 = 0, 01

and Dx = 5 · 10−5 mβ1
/
s, Dy = 10−5 mβ2

/
s, β1 = 2, β2 = 2, t = 3600 s.
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Fig. 2. Concentration distribution in sections x = 0(a), 0,5 m (b), 1,0 m (v) at various, k =
10−13m1+γ1μ = 10−3 Pa · s, β∗ = 3 · 10−8 Pa−1, pc = 5 · 105 Pa, p0 = 105 Pa, c0 = 0, 01

and Dx = 5 · 10−5 mβ1
/
s, Dy = 10−5 mβ2

/
s, β1 = 2, β2 = 2, t = 3600 s.
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Fig. 3. Surfaces p at k = 10−13m1+γ1 , μ = 10−3 Pa · s, β∗ = 3 · 10−8 Pa−1, pc = 5 · 105 Pa,
p0 = 105 Pa c0 = 0, 01 and Dx = 5 · 10−5 mβ1

/
s, Dy = 10−5 mβ2

/
s, β1 = 2, β2 = 2,

t = 1000 s, γ1 = 1, γ2 = 1(a); γ1 = 0, 9, γ2 = 0, 9 (b); γ1 = 0, 8, γ2 = 0, 8 (v).
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Fig. 4. Surfaces v at k = 10−13m1+γ1 , μ = 10−3 Pa · s, β∗ = 3 · 10−8 Pa−1, pc = 5 · 105 Pa,
p0 = 105 Pa, c0 = 0, 01 and Dx = 5 · 10−5 mβ1

/
s, Dy = 10−5 mβ2

/
s β1 = 2, β2 = 2, t =

1000 s, γ1 = 1, γ2 = 1 (a); γ1 = 0, 9, γ2 = 0, 9 (b); γ1 = 0, 8, γ2 = 0, 8 (v).
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4 Conclusion

The problem of filtration and transport of solute in a two-dimensional porous medium
with a fractal structure is considered. The transport of a solute in such media is described
by an equation with fractional derivatives with respect to the spatial coordinates. The
calculation results show that a decrease in the order of the derivative in the filtration
equation leads to an increase in the pressure field and filtration velocity. Based on the
numerical solution of the equation under the appropriate initial and boundary conditions,
it is shown that a decrease in the order of the fractional derivative with respect to the
spatial coordinate from 1 leads to a greater distribution of the totalmassAt the same time,
with a decrease in the order of the derivative in the anomalous filtration equation and in
the diffusion term of the solute transfer equation, a wider distribution of concentration
profiles was observed.
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Abstract. The paper is devoted to the issues of efficient calculation
of important characteristics of parallelepipedal nets with optimal coef-
ficients. On the class Eα

s of periodic functions, the norm of the linear
error functional of approximate integration using quadrature formulas
with parallelepipedal nets with optimal coefficients is expressed in terms
of the hyperbolic zeta function of the corresponding lattice of linear com-
parison solutions. For the hyperbolic zeta function of lattices of linear
comparison solutions, important estimates of N. S. Bakhvalov from above
and from below through the hyperbolic lattice parameter are well known.
The paper discusses an efficient algorithm for calculating the hyperbolic
parameter of a two-dimensional lattice of linear comparison solutions
that requires O(lnN) arithmetic operations. The basis of the algorithms
under consideration are Euler brackets, which L. Euler used back in the
XVIII century. The term itself was proposed by K. F. Gauss in his famous
“Arithmetic studies”. It was actively used by P. G. Lejeune Dirichlet.
Currently, the term continuant is often used. Such use violates historical
justice. Currently, in the two-dimensional case, most algorithmic prob-
lems have been solved in the optimal coefficients method, although dense
sequences of parallepipedal nets with increasing sequences of hyperbolic
parameter values and limited values of Sharygin constants have not yet
been constructed.

Keywords: Euler brackets · continued fractions · lattice · hyperbolic
lattice parameter · quadrature formula · parallelepipedal nets

1 Introduction

In 1959, Professor N. M. Korobov in [6] proposed parallelepipedal nets for inte-
grating periodic functions from the class Eα

s :
∫

Gs

∫
f

({
a1k

p

}
, . . . ,

{
ask

p

})
dx =

1
N

N−1∑
k=0

f(xk) − RN (f), lim
N→∞

RN (f) = 0.
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The class of periodic functions Eα
s consists of periodic functions of variables

xν (ν = 1, 2, . . . , s)

f(x) =
∞∑

m1,...,ms=−∞
C(m)e2πi(m,x),

which satisfy the conditions1

sup
m∈Zs

|C(m)|(m1 . . . ms)α = ‖f(x)‖Eα
s

< ∞. (1)

The norm of the linear error functional of approximate integration is
expressed in terms of the hyperbolic zeta function of the lattice

Λ = Λ(a1, . . . , as;N)

solutions of linear comparison:

‖RN (f)‖Eα
s

= ζH(Λ|α) =
+∞∑′

m1,...,ms=−∞

δN (a1 · m1 + . . . + as · ms)
(m1 · . . . · ms)α

,

where the Korobov symbol δN (m) is defined by the equalities

δN (m) =
{

1 at m ≡ 0 (mod N),
0 at m �≡ 0 (mod N),

and (aj , N) = 1 (j = 1, 2, . . . , s). Hereafter
∑ ′ means that summation is

carried out over all nonzero points.
N. S. Bakhvalov ( [2], 1959) proved a convenient estimate (see [2], p.126,

theorem 19)

1
q(Λ)α

< ζH(Λ|α) ≤ 4α

(
3α2

α − 1

)s (ln q(Λ) + 1)s−1

q(Λ)α
, (2)

where q(Λ) — is the hyperbolic lattice parameter Λ of linear comparison solu-
tions

a1 · m1 + . . . + as · ms ≡ 0 (mod N).

The hyperbolic parameter of the lattice Λ is the maximum value of the param-
eter T of the hyperbolic cross K(T ), given by the equality

K(T ) = {(x1, . . . , xs)|x1 · . . . · xs ≤ T},

which does not contain nonzero lattice points inside itself.

1 Here and further for real m we assume m = max(1, |m|). Thus, the value m can be
called the truncated norm of the number m, which is consistent with the concept of
the truncated norm of the vector, which will be discussed further.
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It follows from the formula (2) that numerical integration using parallelepi-
pedal nets belongs to the number of unheard algorithms (see [1]). It follows from
this that it is necessary to be able to construct sequences of optimal coefficients
for which the corresponding hyperbolic lattice parameter is of great importance.

The purpose of this paper is to consider the calculation of the hyperbolic
lattice parameter Λ((a1, a2), N). In particular, a natural question arises about
when the equality

q(Λ((a1, a2), N)) = |a1| · |a2|?

2 Formulas for the Hyperbolic Parameter

In [5] a formula is found for calculating the hyperbolic parameter of a two-
dimensional lattice Λ(a,N) solutions of linear comparison x + ay ≡ 0 (mod N),
(a,N) = 1, 1 ≤ a < N . According to this formula, equality is valid

q(Λ(a,N)) = min
0≤m≤n−1

[qm+2, . . . , qn](n−m−1) · Qm,

where
a

N
= {q0; q1, . . . , qn} = q0 +

1
q1 + 1

. . .+ 1
qn−1+ 1

qn

– decomposition of the fraction a
N into a chain fraction, Pm

Qm
(m = 0, . . . , n)

– suitable fractions and Euler brackets [b1, . . . , bn](n) of the order of n, defined
recursively

[](−1) = 0, [](0) = 1,

[b1, . . . , bn](n) = bn[b1, . . . , bn−1](n−1) + [b1, . . . , bn−2](n−2) (n ≥ 1).

Denote by G(N) = [−N1, N2]2 the square where N1 =
[

N−1
2

]
, N2 =

=
[

N
2

]
, which contains N2 integer points (x, y). It is not difficult to see that

|G(N)
⋂

Λ(a,N)| = N . For convenience , we put

GΛ∗(a,N) = G(N)
⋂

Λ(a,N) \ {(0, 0)}.

Consider two segments on the coordinate axes:

I1 = {(x, 0)| − N1 ≤ x ≤ N2}, I2 = {(0, y)| − N1 ≤ y ≤ N2}.

It is not difficult to see that for any lattice of Λ(a,N) solutions of linear compar-
ison, the equalities are valid I1

⋂
Λ(a,N) = I2

⋂
Λ(a,N) = {(0, 0)}. If we put

G∗(N) = G(N)\ (I1
⋃

I2), then the set G∗(N) contains exactly (N −1)2 integer
points (x, y). For convenience , we put

GΛ∗∗(a,N) = G∗(N)
⋂

Λ(a,N).

It is not difficult to verify that |GΛ∗∗(a,N)| = |G∗(N)
⋂

Λ(a,N)| = N − 1.
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Lemma 1. Let N = p — an odd prime number, then for any natural 1 ≤ a <
b ≤ p − 1 the equality holds

GΛ∗(a, p)
⋂

GΛ∗(b, p) = ∅.

Proof. Indeed, if the point

(x, y) ∈ GΛ∗(a, p)
⋂

GΛ∗(b, p),

then
x + ay ≡ x + by ≡ 0 (mod N).

It follows that (a − b)y ≡ 0 (mod N), but since (y, p) = 1, then a = b. The
resulting contradiction proves the statement of the lemma.

If the point (x, y) ∈ GΛ∗∗(a,N) at N = p — is a prime number, then from
the comparison

x + ay ≡ 0 (mod N)

it follows that a = p
{

−xy−1

p

}
. Here y−1 means an integer y1 such that

y · y1 ≡ 1 (mod p), 1 ≤ y1 ≤ p − 1.

Thus, for N = p — a prime number, each lattice can be given either tradi-
tionally Λ(a,N), or through an arbitrary partial solution (x, y).

Indeed, if (x1, y1) — is another particular solution, then from the comparisons
of x + ay ≡ 0 (mod N) and x1 + ay1 ≡ 0 (mod N) it follows that xy1 − yx1 ≡
≡ 0 (mod N). In this case, we will write Λ((x,−y), N) and the equality will be
fulfilled Λ((−y, x), N) = Λ

(
p

{
−xy−1

p

}
, N

)
.

3 Relations for the Hyperbolic Parameter

Analyzing the work of [5], we see that in the set

GΛ∗∗(a,N) = G∗(N)
⋂

Λ(a,N)

the most important role is played by a subset of B(a,N), which in this paper is
called the Bykovsky set. It is established about him that B(a,N) = = B∗(a,N)∪
−B∗(a,N) and

B∗(a,N) =={((−1)m[qm+2, . . . , qn](n−m−1), Qm)|m=0, . . . , n−1}.

Let the integer m0 be defined from the condition that

q(Λ(a,N)) = [qm0+2, . . . , qn](n−m0−1)Qm0
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and x = (−1)m[qm0+2, . . . , qn](n−m0−1), y = Qm0 , then q(Λ(a,N)) = |x| · y and

a = p
{

−xy−1

p

}
.

Hence the natural problem arises of determining the value of Q−1
m for any

m = 0, . . . , n − 1. For m = 0 this problem is trivial, since Q0 = 1 and Q−1
0 = 1.

For m = n − 1 the identity PnQn−1 − Pn−1Qn = (−1)n−1 is well known, from
which it follows that Q−1

n−1 ≡ Pn(−1)n−1 (mod N). So Q−1
n−1 = a, if n is an odd

number and Q−1
n−1 = = N − a, if n is an even number.

In general, it is necessary to use an algorithmic approach. Namely, we decom-
pose the fraction x

p to a continued fraction:

x

p
= {b0; b1, . . . , bk} = b0 +

1
b1 + 1

. . .+ 1
bk−1+ 1

bk

.

Calculate its k − 1-th suitable fraction Sk−1
Tk−1

and find

x−1=N · 1 − (−1)k−1

2
+ N

{
(−1)k−1 Sk−1

N

}
.

The second article in the same collection is devoted to the implementation
of these and other algorithms.

4 Conclusion

As shown in 1963 by I. F. Sharygin [10], for any choice of nets for quadrature
formulas on the class Eα

s for the norm ‖RN (f)‖Eα
s

the linear error functional is
estimated

‖RN (f)‖Eα
s

� lns−1 N

Nα
.

This estimate is achievable on the class of quadrature formulas with algebraic
nets, which are used in the method of K. K. Frolov [9]. For parallelepipedal nets,
the question of the achievability of Sharygin estimates remains open. Neverthe-
less, the result of I. F. Sharygin allows us to introduce a convenient scale for
comparing the quality of various nets on the class Eα

s . Let’s call the Sharygin
constant the value CSh, given by the equality

CSh =
‖RN (f)‖Eα

s
Nα

lns−1 N
.

In our opinion, for practical purposes of using quadrature formulas with
various nets, it is important to have tables with parameters defining these nets,
as well as with values of such quantities as Sharygin constants and hyperbolic
lattice parameters corresponding to parallelepipedal nets.
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Abstract. In this paper, we consider the inverse problem of identifying the retar-
dation coefficient of a parabolic differential equation describing the solute trans-
port in a porous medium, taking into account equilibrium adsorption, advection-
diffusion, convection and decomposition (decay) of solute transport. Concentra-
tion time curves at given three points of the medium are used as initial data.
The retardation coefficient is determined by minimizing the quadratic discrep-
ancy functional. On the basis of a quasi-real experiment, it is shown that the
discrepancy parameter can be restored with sufficient accuracy.

Keywords: approximation · functional minimum · regularization · difference
schemes · mathematical model · solute transport · porous medium · solute
decomposition (decomposition)

1 Introduction

The quality of groundwater, which is a source of drinking water and used in industrial
activities, may deteriorate due to the particles of pollutants into aquifers from various
sources. In most cases, the characteristics of pollution sources and parameters of its
transport are unknown. Many works are devoted to direct problems of contaminant
transport in porous media, including the following [1–4].

However, inverse problems of solute transport have not been studied enough. There
are only a few works on the estimation of some parameters of mathematical models
based on a priori information about the solution of the direct problem in some parts of
the research area.

In particular, some theoretical estimates for determining the parameters of the
filtration function are given in [5].

Efficient numerical methods for solving inverse problems of mathematical physics
are given in [5–11]. Some coefficient inverse problems of the elastic regime of fluid
filtration in porous and fractured-porous media are considered in [12–16], the technique
for solving inverse problems in which can be used to solve inverse problems of the
solute transfer in porous media. Some inverse coefficient problems of the solute transfer
in porous media were solved in the solute transfer in a homogeneous isotropic porous
medium [17, 18].
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In this paper, we consider the inverse problem of determining the retardation coeffi-
cient based on themodel of solute transport in homogenous isotropic porousmedium [4].
The model takes into account such physical phenomena as convective transport, diffu-
sion (or hydrodynamic dispersion), adsorption and solute transport radioactive decay (or
chemical reaction). From the general equation in the case of linear equilibrium adsorp-
tion, a solute transport equation containing the retardation coefficient is obtained. Here
the inverse problem is posed to determine this coefficient on the basis of a priori infor-
mation about the solution of the corresponding direct problem at given points of the area
under consideration. The problem is solved in a variational formulation. A quasi-real
computational experiment was carried out. With perturbed initial data at remote initial
approximations, the iterative scheme for determining the solution diverges. For this case,
the regularization method was applied and a satisfactory solution was obtained.

2 Statement of the Inverse Problem

The equation for the solute transport in a saturated, homogeneous, isotropic porous
medium, taking into account the effects of hydrodynamic dispersion, adsorption, and
radioactive decay, can be written as [4]

∂

∂t
(mc + (1 − m)S) = ∂

∂xi
(mDi,j

∂c

∂xj
− uic) − λ(mc + (1 − m)S) − qc∗ = 0 (1)

where c is mass concentration of a substance in a solution kg/m3, s is mass concentration
of adsorbed substances in solution kg/m3, m is the porosity of the porous medium, Di,j

is hydrodynamic dispersion tensor, ϑi is filtration rate in i th direction, λ is radioactive
decay factor, s−1, q is volumetric flow rate of fluid injection in the source per unit volume
of the medium, (s−1), c∗ is the concentration of the substance in the injected fluid.

In the case of linear equilibrium adsorption, the isotherm is taken in the form

S = kd c (2)

where kd is distribution coefficient. In the one-dimensional case from (1), (2)

R
∂c

∂t
− D

∂2c

∂x2
+ v

m

∂c

∂x
+ λRc − qc∗

m
= 0, (3)

where R = 1+ (1−m)/kd is retardation factor; λ is coefficient of radioactive decay of
substances.

To solve Eq. (3), we use the following initial and boundary conditions

c(0, x) = 0, (4)

c(t, 0) = c0, c(t, l) = 0, (5)

When solving the inverse problem, it is assumed that the retardation factor R is
unknown. It needs to be determined based on some additional information.



Inverse Problem of Contaminant Transport in Porous Media 89

We set the inverse problemas follows:Determine the coefficientR from theminimum
condition for the following functional

J (R) =
n∑

k=1

T∫

0

[c(t, xk) − zk(t)]
2dt, (6)

where zk(t) is c(t, xk) function values of at points xk , usually obtained bymeasurements,
k = 1, 2, ..., n.

3 Algorithm for Solving the Inverse Problem

The stationarity condition for functional (6) has the form [6]

dJ

dR
= 2

n∑

k=1

T∫

0

[c(t, xk) − zk(t)]w(t, xk)dt = 0, (7)

where w = dc
dR is sensitivity function [6, 7]. Let us expand the function c(t, x) in a

neighborhood of some
s
R is in a series up to terms of the second order [6]

s+1
c (t, x) ≈ s

c(t, x) + (
s+1
R − s

R)
s
w(t, x) (8)

where
s+1
c means the value of c(t, x) at

s
R = s+1

R . We put expansion (8) into (7), we obtain
the following relations

n∑

k=1

T∫

0

[
s
c(t, xk) +

(
s+1
R − s+1

R

)
s
w(t, xk) − zk(t)

]
s
w(t, xk)dt = 0, (9)

from which it is easy to determine approximately
s+1
R

s+1
R =

n∑
k=1

T∫

0

[ s
R

s
w(t, xk) − s

c(t, xk) + zk(t)
] s
w(t, xk)dt

n∑
l=1

T∫

0

[ s
w(t, xk)

]2
dt

. (10)

Differentiating problem (3)–(5) with respect to the coefficient R, we obtain the
following problem

R
∂w

∂t
+ ∂c

∂t
− D

∂2w

∂x2
+ v

m

∂w

∂x
+ λRw + λc − qc∗

m
= 0, (11)

w(0, x) = 0, (12)
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w(t, 0) = 0, w(t, l) = 0. (13)

The algorithm for determining the coefficient R can be constructed as follows:

1. We choose the initial approximation
0

R (assuming s = 0);
2. Solving problem (3)–(5) from t = 0 to we t = T define the function c(t, x). We find

the value of the functional (6). We solve the problem (11)–(13) from t = 0 to t = T
and determine the w(t, x) function;

3. Using relation (10), we calculate the approximations
s+1
R ;

4. Steps 2, 3 are repeated until the condition is met
∣∣∣∣∣∣

s+1
J − s

J
s
J

∣∣∣∣∣∣
≤ ε,

∣∣∣∣∣∣

s+1
R − s

R
s
R

∣∣∣∣∣∣
≤ ε1. (14)

where ε,ε1 are given small values.

In the framework of a quasi-real experiment [8], we first consider the direct problem
(3) - (5) with known Rexact = 2, 5. This problem is solved numerically by the finite
differencemethod [19]. In the areaD = {0 ≤ x ≤ l, 0 ≤ t ≤ T }we introduce a uniform
mesh grid

�hτ = {(
xi, tj

)
, xi = ih, i = 0, 1, ..., N , h = l

/
N , tj = jτ, j = 0, 1, ..., M , τ = T

/
M

}
.

Based on the results of numerical calculations, the mesh grid function is determined
zjk = zk

(
tj
)
, j = 0, 1, ..., M , k = 1, 2, ..., n. In addition, when solving the inverse

problem, the grid function zk(t) is perturbed with random errors [8] as follows:

zjk, δ = zjk + 2δ

(
σ j − 1

2

)
, (15)

where σ j random function uniformly distributed over an interval [0, 1], δ – error
level. For the numerical solution of problem (3)–(5), the following initial values of
the parameters were used:

T = 250 days, L = 100 m, vx = 0, 1 m/day, c0 = 0, 1 kg/m3; m = 0, 2 (m3/m3);
Dxx = 1, 0 m2/day, c∗ = 0, 01; q = 5, 0 · 10−6; N = 201, M = 1001, h = 0, 5m,
τ = 0, 25 day, k1 = 21; k2 = 41, k3 = 81; x1 = 10 m, x2 = 20 m, x3 = 40 m.

Graphics zk, δ(t), k = 1, 2, 3 are shown in Fig. 1.



Inverse Problem of Contaminant Transport in Porous Media 91

0 50 100 150 200 250
0

0.02

0.04

0.06

0.08

0.1
a

t, days

0 50 100 150 200 250
0

0.02

0.04

0.06

0.08

0.1

0.12

t, days

b

0 50 100 150 200 250
-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

t, days

c

0 50 100 150 200 250
-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12
d

t, days

z
1
(t)

z
2
(t)

z
3
(t)

z
1
(t)

z
2
(t)

z
3
(t)

z
1
(t)

z
2
(t)

z
3
(t)

z
1
(t)

z
2
(t)

z
3
(t)

Fig. 1. Function Graph zδ(t), at δ = 0, 0(a); δ = 0, 01(b); δ = 0, 05(c); (c) δ = 0, 10(d).

3.1 Difference Problems

Problems (3)–(5) and (11)–(13) are solved numerically with R = s
R using the finite

differencemethod [19].We approximate problems (3)–(5) using a purely implicit scheme

s
R
cj+1
i − cji

τ
− D

cj+1
i+1 − 2cj+1

i + cj+1
i−1

h2
+ v

m

cj+1
i+1 − cj+1

i−1

2h
+ λ

s
R cj+1

i − qc∗

m
= 0,

i = 1, 2, ...,N − 1, j = 0, 1, ...,M − 1,

c0i = 0, i = 0, 1, ...,N ,

cj+1
0 = c0, cj+1

N = 0, j = 0, 1, ...,M − 1.

(16)

After approximation, functional (6) takes the form

J =
n∑

k=1

M−1∑

j=0

τ
[
c
(
tj+1, xk

) − zk
(
tj+1

)]2
. (17)

Problem (8)–(10) is approximated as follows

s
R
wj+1
i − wj

i

τ
− cj+1

i − cji
τ

− D
wj+1
i+1 − 2wj+1

i + wj+1
i−1

h2
+ v

m

wj+1
i+1 − wj+1

i−1

2h
+

+λ
s
Rwj+1

i + λcj+1
i − qc∗

m
= 0, i = 1, 2, ...N − 1, j = 0, 1, ....,M − 1,

(18)
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w0
i = 0, i = 0, 1, ...N ,

wj+1
0 = 0, wj+1

N = 0, j = 0, 1, ....,M − 1.

Difference Eqs. (16), (18) can be solved by the Thomas’ algorithm. After approxi-
mation, relation (10) takes the form

s
R =

n∑
k=1

M−1∑
j=0

τ
[ s
Rw

(
tj+1, xk

) − c
(
tj+1, xk

) + zk
(
tj+1

)]
w

(
tj+1, xk

)

n∑
k=1

M−1∑
j=0

τ
[
w

(
tj+1, xk

)]2
(19)

Difference Eqs. (16) are reduced to the form

Acj+1
i−1

− Ccj+1
i

+ Bcj+1
i+1

= −Fj
i , i = 1, 2, ...,N − 1, (20)

where

A = Dτ
s
R h2

+ vτ

2m
s
R h

, B = Dτ

Rh2
− vτ

2m
s
R h

, C = 1 + λ + 2Dτ
s
R h2

, Fj
i = cji + qsc∗τ

m
s
R

.

The system of Eqs. (20) are solved by the Thomas’ algorithm:

cj+1
i = αi+1c

j+1
i+1

+ βi+1, i = N − 1,N − 2, ..., 1, 0, (21)

αi+1 = B

C − Aαi
, βi+1 = Aβi + Fj

i

C − Aαi
, i = 1, 2, ....,N − 1, (22)

cj+1
0 = α1c

j+1
1 + β1, cj+1

0 = c0, α1 = 0, β1 = c0. (23)

cj+1
N = 0. (24)

Difference Eqs. (18) takes the form

Awj+1
i−1

− Cwj+1
i

+ Bwj+1
i+1

= −Wj
i , i = 1, 2, ...,N − 1, (25)

where

Wj
i

= wj
i
− 1

s
R

(cj+1
i − cji) + qc∗τ

m
s
R

− λ
s
R
cj+1
i .

The system of Eqs. (25) are also solved by the Thomas’ algorithm

wj+1
i = α

(1)
i+1w

j+1
i+1 + β

(1)
j+1, i = N − 1, N − 2, ..., 1, 0, (26)

α(1)
i+1

= B

C − Aα
(1)
i

, β(1)
i+1

= Aβ
(1)
i + Wj

i

C − Aαi
, i = 1, 2, ....,N − 1, (27)

wj+1
0 = α

(1)
i wj+1

i + β
(1)
1 , wj+1

0 = 0, α
(1)
1 = 0, β

(1)
1 = 0. (28)

wj+1
N = 0. (29)
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4 Numerical Results

The grid divides the [0, 100] coordinate segment into 200 intervals, the [0, 250] time
segment into 1000 intervals. The “measurement data” of zjk, δ

, k = 1, 2, 3 is prepared
based on this results at 20 “time” points. The results of calculations of the recovering of
the retardation coefficient with unperturbed initial data for various initial approximations
are shown in Fig. 2.
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Fig. 2. Recovery of the coefficient R with unperturbed initial data (at δ = 0), Rexact is the value
of the parameter R used in the preparation of the initial data

In the case when the initial approximation
0
R varies in the range from 0.06 to 8.47,

3–8 iterations are sufficient to restore the parameter
0
R (Fig. 2. a-d).

In the case when the initial approximation is from two to twenty times less than the

exact value of the desired coefficient, the coefficient
s
R approaches the exact value mono-

tonically and it requires 3–7 iterations to restore the coefficient R (Fig. 2.a., Fig. 2.c.).In
the case when the initial approximation is from one and a half to three times greater
than the exact value of the desired coefficient, the approximation will not be mono-
tonic and 3–8 iterations are required (Fig. 2.a., Fig. 2.b.). With the removal of the initial
approximation from the equilibrium point, the non-monotonicity of the approximation

increases (Fig. 2.d, at
0
R = 8, 47). At the value of the initial approximation

0
R = 8, 48,
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a undipped oscillations will appear (Fig. 2.d). To obtain a satisfactory recovery of R for

remote initial approximations of
0
R, we use a modified first-order method [6]. On each

iterative layer, instead of functional (4), we use the following functional [6]:

JM

(
s+1
R

)
= J

( s
R
)

+ α

(
s+1

R −
s

R

)2

,

where α is a regularizing parameter. Figure 3 shows the results of calculations of the

retardation coefficient R for various initial approximations
0
R depending on the regu-

larization parameter α. It can be seen that when the initial approximation
0
R is remote

from the equilibrium point for different values of the regularization parameter α, the
coefficient R is restored from (Fig. 3).
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Fig. 3. Recovering of the coefficient Rwith unperturbed initial data (at δ = 0), Rexact as in Fig. 2.

The calculation results show (Fig. 3 a, b, c and d) that as the initial approximation
moves away from the equilibrium point, the required number of iterations increases.
Depending on the initial approximations, the maximum number of iterations varies
from five to forty (Fig. 3, respectively, a - d). For this series of calculations, the value
of the regularization parameter α = 1 · 10−3 is optimal. Therefore, in calculations with
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perturbed initial data, we use this value of the regularization parameter α. Numerical cal-
culations show that the more the initial approximation moves away from the equilibrium
point, the greater the number of iterations is required.

The results of calculations with perturbed initial data during the restoration of the
retardation coefficient R are given in Table 1. Numerical calculations were carried out
with two initial approximations R0 and R1, which are quite far from the equilibrium

point from Fig. 1 shows that for an initial approximation of
0
R = 7, 5 R with unperturbed

data (δ = 0, 0) the iterative process converges, and forwith the iterative process diverges.

Therefore, in the calculations of
0
R = 10, 0, the regularization parameter α = 1 · 10−3

was used. Relative errors of coefficient R recovery vary from 2323% to 2.1923%. As
can be seen from the presented results, the relative error in determining R increases
with increasing error in the initial data. In general, the use of the regularizing procedure
makes it possible to obtain acceptable estimates of the desired parameter R for perturbed
initial data and for choosing the initial approximation of the iterative procedure at a
considerable distance from the equilibrium point.

Table 1. Recovery of the coefficient R with perturbed initial data

δ
0
R = 7, 5

0
R = 10, 0, α = 1 · 10−3

s
0
R Relative error

∣∣∣∣
0
R−Rexact

∣∣∣∣
Rexact · 100, %

s
0
R Relative error

∣∣∣∣
0
R−Rexact

∣∣∣∣
Rexact · 100, %

0,0 8 2,500000 0,0 not approaching

0,01 9 2,498738 0,05048 14 2,502068 0,08272

0,05 9 2,488793 0,44828 16 2,514688 0,58752

0,10 9 2,445192 2,19232 14 2,474603 1,01588

5 Conclusion

In this paper, we consider the inverse problem of identifying the retardation coefficient
of a parabolic differential equation describing the contaminant transport in a porous
medium, taking into account equilibrium adsorption, diffusion, convective transport,
radioactive decay. Concentration time curves at given two points of the medium are
used as initial data. The retardation coefficient is determined byminimizing the quadratic
residual functional. On the basis of a quasi-real experiment, it is shown that the desired
parameter can be restored with sufficient accuracy. In this work, the identification of the
retardation coefficient and the retardation coefficient from the solution of the inverse
coefficient problem for the model equation of the inverse problems for solute transport
of a homogeneous fluids in porous media is considered. In order to prepare additional
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information for solving the inverse problem, the corresponding direct problem with
known values of the retardation coefficient was considered. Thus, the “initial data” for
solving the inverse problem is prepared.Calculationswere also carried outwith perturbed
initial data, which were prepared by noisy data with random errors.

The solution of the inverse problem is found by minimizing the residual functional.
The minimum of the functional is found from the condition of stationarity with respect
to the desired parameter. The calculation results show that if the initial approximations
in the iterative procedure are close to the equilibrium point, the retardation coefficient is
restored rather quickly. But, with remote initial approximations, the desired coefficient
is determined with a significant deviation from the real values, i.e. the iterative process
diverges. In this case, the modifiedmethod with regularization gives a satisfactory result.
From the numerical experiments performed, the optimal interval and the optimal value
of the regularization parameter were determined. For certain values of the regularization
parameter, the retardation coefficient and the regularization coefficient are restored with
sufficient accuracy. As the initial iteration approximation moves away from the equilib-
rium point, the required number of iterations increases. In the case of perturbed initial
data, the use of the method with regularization also gives satisfactory results.
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Abstract. The process of anomalous solute transport in a porous medium is mod-
eled by differential equationswith a fractional derivative. The problemof the solute
transport in a two-zone porous medium consisting of macropores and micropores.
The profiles of changes in the concentrations of suspended particles in the macro-
pore and micropore were determined. The influence of the order of the derivative
with respect to the space and time coordinates is estimated, i.e. fractal dimension
of the medium, on the characteristics of the solute transport in both zones.

Keywords: filtration · fractal structure · fractional derivative · solute transport ·
porous medium

1 Introduction

The problem of solute transport in porous media occurs in many technical processes.
Mathematical models are widely used in the design and analysis of the solute transport
in porous media [1, 2]. If the porous medium is nonhomogeneous (at the micro- and
macrolevels), the process of solute transport can be anomalous, i.e., the solute transport
does not obey Fick’s law [3–5]. In most cases, an nonhomogeneous medium has a fractal
dimension, and Fick’s law is also written as a fractional derivative depending on the frac-
tal dimension of the medium. This confirms that the process of solute transport proceeds
anomally. Solute transport equations based on Fick’s lawwith fractional derivatives have
the form of differential equations with fractional derivatives [7–10]. Such equations are
not yet well understood. The equations have been studied only in some simple cases.
Solving the equations of fractional derivatives by the finite difference method also has
its own difficulties [11, 12].

The complex trajectories of liquid and solute particles in aggregates, fracture and
porous blocks cause anomalous transport, and the conventional convective transport
equation cannot adequately describe anomalous transport. Therefore, such media can
be called fractal media. Recently, the interest of researchers in the anomalous solute
transport has increased significantly. First of all, this is dictated by the relevance of the
problem in terms of applications in various industries and technology. On the other hand,
there are many unresolved theoretical issues, in particular, the question of the influence
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of the anomalous nature of the transport on the hydrodynamic parameters has not been
fully clarified [13, 14].

The rocks of many oil fields tend to be heterogeneous on both microscopic and
macroscopic scales.A typical example of nonhomogeneous porousmedia are aggregated
and fractured-porous media [15–17].

The equations for the solute transport in fractals were first proposed in [18]. In
fractured-porous media, the transport equations were analyzed in [20, 21]. It is shown
that the order of the fractional derivative in the equations depends on the fractal dimension
of the medium.

2 Statement and Numerical Solution of the Problem

In the problem under consideration, the porous medium is divided into two zones, in
one zone where the liquid is considered to be mobile, and in the second zone the liquid
is considered immobile, but the movement of the solute is observed due to diffusion.
Solute transport between these two zones is usually described by a first order kinetic
equation. Such a process in the one-dimensional case (a semi-infinite medium) can be
written by the following equations

θm
∂cm
∂t

+ γ θim
∂αcim
∂tα

= θmDm
∂βcm
∂xβ

− vmθm
∂cm
∂x

, (1)

γ θim
∂αcim
∂tα

= ω(cm − cim), (2)

where θm, θim are the porosity coefficient, cm, cim are the volumetric concentration of
the solute, vm is the average velocity of the solution, γ is the mass transfer coefficient,[
γ
] = Tα−1, [ω] = T−1.

The initial and boundary conditions have the form:

cm(0, x) = 0, cim(0, x) = 0, (3)

cm(t, 0) = c0, cm(t, ∞) = 0. (4)

The orders of fractional derivatives α and β changes in the following interval: 0 <

α < 1, 1 < β ≤ 2.
For the numerical solution of problem (1)–(4), we use the method of finite dif-

ferences [22]. In the domain, � = {0 ≤ x ≤ ∞, 0 ≤ t ≤ T } we introduce a uniform
grid ωhτ = {

(xi, tj), xi = ih, i = 0,N , h = L/N , tj = jτ, j = 0,M , τ = T/M
}
,

where h is the grid step in coordinate x, where τ is the grid step in time, L is the
characteristic length of the porous medium.



100 B. Khuzhayorov et al.

Toapproximate fractional timederivatives,weuse the following relationship [23–25].

∂αcim
∂tα

= τ1−α

Γ (2 − α)

⎡

⎣
j−1∑

l=0

(cim)l+1
i − (cim)li

τ
·
(
(j − l + 1)1−α − (j − l)1−α

)
+ (cim)

j+1
i − (cim)

j
i

τ

⎤

⎦.

Difference approximations Eq. (1) has the form

θm
(cm)

j+1
i − (cm)

j
i

τ

+ γ θim

⎛

⎝ 1

Γ (2 − α)τα

⎡

⎣
j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

+
(
(cim)

j+1
i − (cim)

j
i

)])

= θmDm
1

Γ (3 − β) ∗ hβ
∗

⎛

⎝
i−1∑

l=0

(
(cm)

j
i−(l+1) − 2(cm)

j
i−l + (cm)

j
i−(l−1)

)
⎞

⎠

∗
(
(l + 1)2−β − (l)2−β

)
− vmθm

(cm)
j
i+1 − (cm)

j
i−1

2h
, (5)

Difference approximations, the kinetics Eq. (2) takes the form

γ θim

⎛

⎝ 1

Γ (2 − α)τα

⎡

⎣
j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

+
(
(cim)

j+1
i − (cim)

j
i

)])
= ω((cm)ii − (cim)

j+1
i ) (6)

The initial and boundary conditions are approximated as follows

(cm)0i = 0 (cim)0i = 0 (7)

(cm)
j
0 = 0 (cm)

j
N = 0 (8)

Difference Eq. (5) after some operations takes the form

θm
(cm)
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i

τ
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⎝ 1
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i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

+
(
(cim)
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(cm)

j
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(
(l + 1)2−β − (l)2−β

)
− τvm

(cm)
j
i+1 − (cm)

j
i−1

2h

− γ τθim

θmΓ (2 − α)τα

j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

+
(
(cim)

j+1
i − (cim)

j
i

)
+ (cm)

j
i,

After some simple arithmetic operations, the difference kinetics Eq. (6) has the form

j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)
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(cim)
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γ θim
ω((cm)

j
i − (cim)

j+1
i )

(cim)
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γ θim
(cim)

j+1
i = ωΓ (2 − α)τα

γ θim
(cm)

j
i + (cim)

j
i

−
j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

(cim)
j+1
i (1 + ωΓ (2 − α)τα

γ θim
) = ωΓ (2 − α)τα

γ θim
(cm)

j
i + (cim)

j
i

−
j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α

)

(cim)
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j
i −

j−1∑

l=0

(
(cim)l+1

i − (cim)li

)(
(j − l + 1)1−α − (j − l)1−α
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γ θim
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j
i)/(1 + ωΓ (2 − α)τα

γ θim
)

3 Results and Discussion

For the numerical solution of the problem (1)–(4) the following initial data values
were used: vm = 10−4 m/s,Dm = 10−5 mβ/s,ω = 10−6 1/s,τ = 1, h = 0.1,
θm = 0.4 m3/m3, θim = 0.1 m3/m3.

Some results of numerical calculations are shown in Fig. 1, 2, 3, 4, 5 and 6. As can
be seen from Fig. 1, a decrease in the order of the derivative β from 2 will lead to a more
diffuse distribution of the concentration field cm. Comparing Fig. 1 a, b one can notice
more advanced profiles cm in the direction of x in case b) and c). This corresponds to
the case of “fast diffusion”. This distribution of concentration in the macropore is also
reflected in the distribution in themicropore. On Fig. 2 shows the results when decreasing
α from 1. This leads to a slowdown in the spread of solute in the zone cim (Fig. 2b).
Comparing the Fig. 3a and Fig. 1a one can notice the intensification of the movement
of the solute in cm and cim with a decrease in the values of β. Thus, “fast diffusion”
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in cm leads to the same fast diffusion” in cim. Comparing the Fig. 4b and Fig. 2b one
can notice a slowdown in the progress of the solute in the micropore with a decrease
in the values of α. In Fig. 5 shows the change in the concentration profiles at different
values of diffusion coefficient. With an increase in the value of the diffusion coefficient,
a wider distribution of the concentration profiles in the zones cm and, cim respectively, is
observed. In Fig. 6 shows the change in concentration profiles at different time points.
Based on the results obtained, more widespread concentration profiles were determined
with increasing time.

x, m

cim

b)

x, m

cm
)

Fig. 1. Concentration cm (a) and cim, (b) profiles at vm = 10−4 m/s, Dm = 10−5 mβ/s, t =
3600 s,ω = 10−6 1/s, γ = 0.6 ,α = 1, , β = 1.6 , β = 1.8, β = 2.

x, m

cim

b)

cm

x, m

)

Fig. 2. Concentration cm (a) and cim, (b) profiles at vm = 10−4 m/s, Dm = 10−5 mβ/s, t =
3600 s,ω = 10−6 1/s, γ = 0.6 ,β = 2 , α = 0.6 , α = 0.8, α = 1.
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x, m

cim

b)

cm
)

x, m

Fig. 3. Concentration cm (a) and cim„ (b) profiles at vm = 10−4 m/s, Dm = 10−5 mβ/s, t =
3600 s, ω = 10−6 1/s, γ = 0.6 ,α = 0.6, , β = 1.6 , β = 1.8, β = 2.

x, m

cm

)

cim

b)

x, m

Fig. 4. Concentration cm (a) and cim, (b) profiles at vm = 10−4 m/s, Dm = 10−5 mβ/s, t =
3600 s,ω = 10−6 1/s, γ = 0.6 ,β = 1.6, , α = 0.6 , α = 0.8, α = 1.

x, m

cm

)

cim

b)

x, m

Fig. 5. Concentration cm (a) and cim, (b) profiles at α = 0.8,β = 1.6,vm = 10−4 m/s,
t = 3600 s,ω = 10−6 1/s,γ = 0.6 , , Dm = 10−6 , Dm = 10−5,

Dm = 5 · 10−5.
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x, m

cm

)

cim

b)

x, m

Fig. 6. Concentration cm (a) and cim, (b) profiles at α = 0.8,β = 1.6,vm = 10−4 m/s, Dm =
10−5 mβ/s, ω = 10−6 1/s, γ = 0.6 , t = 900 c, t = 1800 c, t = 3600 c.

4 Conclusion

In this work, the problem of anomalous transport in porous media with a fractal structure
is posed and numerically solved. For the numerical solution of the fractional differential
equation, Caputo’s definitionwas used. The numerical analysis shows that the anomalous
process significantly affects the characteristics of the solute transport in both zones of the
medium, i.e. in bothmicro andmacropores. The anomaly of the transport is characterized
by the order of the derivative in the diffusion terms of the transport equations in the
macropore (β) and micropore (α). Reducing the order of the derivative in the diffusion
terms of the transport equations in both zones leads to “fast diffusion”. The decrease in
α leads to “slow diffusion” in the micropore.
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Abstract. Boundary-value problems for the loaded Hallaire equation
with variable coefficients and Gerasimov-Caputo fractional derivatives
of different orders are studied. Using the method of energy inequalities
for various relations between α and β, a priori estimates in differential
and difference interpretations are obtained for the solution of the prob-
lem under consideration, from which the uniqueness and stability of the
solution with respect to the initial data and the right-hand side, as well as
the convergence of the solution of the difference problem to the solution
of the differential problem.

Keywords: Hillaire’s equation · loaded equation · boundary value
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1 Introduction

At present, it has become obvious that when solving many problems in mechan-
ics, physics, and biology, one often encounters media and systems that are well
interpreted as fractals; examples of the latter can be highly porous media, such
as, for example, soil. The solution of various problems for such media leads to
boundary value problems for differential equations with fractional derivatives.
Partial differential equations of fractional order are a generalization of partial
differential equations of integer order and are of great theoretical and practical
interest [1–3].

Questions related to moisture transfer in soils lead to pseudo-parabolic equa-
tions or the Hallaire equation [4–6].

In this work boundary-value problems for the loaded Hallaire equation with
variable coefficients and Gerasimov-Caputo fractional derivatives of different
orders are studied. Using the method of energy inequalities for various relations
between α and β, a priori estimates in differential and difference interpretations
are obtained for the solution of the problem under consideration, from which
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the uniqueness and stability of the solution with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem to the solution of the differential problem.

The works [3,7–12] are devoted to numerical methods for solving boundary
value problems for various equations of fractional order. In [7,8], results were
obtained that, as in the classical case (α = 1), allow one to apply the method of
energy inequalities to find a priori estimates of boundary value problems for a
fractional order equation in differential and difference interpretations. In [9,10],
boundary value problems are studied for various loaded differential equations of
integer and fractional orders.

This work is a continuation of the author’s series of works in this direction
[10–12].

2 Materials and Methods

2.1 Problem Statement

In a closed rectangle QT = {(x, t) : 0 ≤ x ≤ l, 0 ≤ t ≤ T} consider the following
problem

∂α
0tu =

∂

∂x

(
k(x, t)

∂u

∂x

)
+ ∂β

0t

∂

∂x

(
η(x)

∂u

∂x

)
+ r(x, t)

∂u

∂x
−

−
m∑

s=1

qs(x, t)u(xs, t) + f(x, t), 0 < x < l, 0 < t ≤ T, (1)

u(0, t) = u(l, t) = 0, 0 ≤ t ≤ T, (2)

u(x, 0) = u0(x), 0 ≤ x ≤ l, (3)

where

0 < c0 ≤ k(x, t), η(x) ≤ c1, |q(x, t)|, |r(x, t)|, |rx(x, t)|, |kx(x, t)| ≤ c2, (4)

∂γ
0tu = 1

Γ (1−γ)

t∫
0

uτ (x,τ)
(t−τ)γ dτ is a fractional derivative in the sense of Gerasimov–

Caputo order γ, 0 < γ < 1, xs (s = 1, 2, ...,m) are arbitrary interval points
[0, l].

In what follows, we will assume that problem (1)–(3) has a unique solution
possessing the necessary derivatives. We will also assume that the coefficients of
the equation and boundary conditions satisfy the necessary smoothness condi-
tions which provide the required order of approximation of the difference scheme.

Denote by Mi, (i = 1, 2, ..., ) positive constant numbers depending only on
the input data of the original problem.
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2.2 A Priori Estimate in Differential Form

To obtain an a priori estimate for the solution of problem (1)–(3) in differential
form, we multiply Eq. (1) scalarly by u

(∂α
0tu, u) = ((kux)x , u) +

(
∂β
0t (η(x)ux)x , u

)

+ (rux(x, t), u) −
(

m∑
s=1

qs(x, t)u(xs, t), u

)
+ (f, u) . (5)

where (u, v) =
∫ l

0
uvdx, (u, u) = ‖u‖20, where u, v are functions defined on [0, l].

We transform the integrals in identity (5), using the Cauchy inequality with
ε ([13], p. 100, [15]) and Lemma 1 from [7], we obtain:

(∂α
0tu, u) ≥ 1

2
(
1, ∂α

0tu
2
)

=
1
2
∂α
0t‖u‖20, (6)

((kux)x , u) =
∫ l

0

u (kux)x dx = ukux|l0 −
∫ l

0

ku2
xdx, (7)

(
∂β
0t (ηux)x , u

)
=

∫ l

0

u∂β
0t (ηux)x dx = u∂β

0t(ηux)|l0 −
∫ l

0

η(x)ux∂β
0tuxdx

≤ u∂β
0t(ηux)|l0 − 1

2

∫ l

0

η∂β
0t(ux)2dx, (8)

(rux, u) =
∫ l

0

ruuxdx ≤ c22
4ε

∫ l

0

u2dx + ε

∫ l

0

u2
xdx ≤ M1(ε)‖u‖20 + ε‖ux‖20, (9)

−
(

m∑
s=1

qs(x, t)u(xs, t), u

)
= −

∫ l

0

u
m∑

s=1

qs(x, t)u(xs, t)dx

= −
m∑

s=1

u(xs, t)
∫ l

0

qs(x, t)udx ≤
m∑

s=1

(
u2(xs, t) +

1
4

( ∫ l

0

qs(x, t)udx

)2
)

≤ M2(ε)‖u‖20 + ε‖ux‖20, (10)

(f, u) =
∫ l

0

fudx ≤ 1
2
‖u‖20 +

1
2
‖f‖20. (11)

Taking into account (2) and transformations (6)–(11), from (5) we find

1
2
∂α
0t‖u‖20 +

1
2
∂β
0t

∫ l

0

η(ux)2dx + c0‖ux‖20 ≤ ε‖ux‖20 + M3(ε)‖u‖20 +
1
2
‖f‖20. (12)

Choosing ε = c0
2 , from (12) we get

∂α
0t‖u‖20 + ∂β

0t

∫ l

0

η(ux)2dx + ‖ux‖20 ≤ M4‖u‖20 + M5‖f‖20. (13)
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1) Consider the case when α > β, then applying the fractional integration
operator D−α

0t to both sides of (13), we obtain

‖u‖20 + D
−(α−β)
0t ‖ux‖20 ≤ M6D

−α
0t ‖u‖20 + M7

(
D−α

0t ‖f‖20 + ‖u0(x)‖20
)
, (14)

where D−γ
0t u = 1

Γ (γ)

t∫
0

udτ
(t−τ)1−γ is a fractional derivative in the sense of Riemann-

Liouville of order γ, 0 < γ < 1.
Based on Lemma 2 [7], from (14) we find the following a priori estimate

‖u‖21 ≤ M8

(
D−α

0t ‖f‖20 + ‖u0(x)‖20
)
, (15)

where ‖u‖21 = ‖u‖20 + D
−(α−β)
0t ‖ux‖20.

2) Consider the case when α = β, then applying the fractional integration
operator D−α

0t to both sides of (13), we obtain

‖u‖20 + ‖ux‖20 ≤ M9D
−α
0t ‖u‖20 + M10

(
D−α

0t ‖f‖20 + ‖u0(x)‖20 + ‖u′
0(x)‖20

)
. (16)

Based on Lemma 2 [7], from (16) we find the following a priori estimate

‖u‖22 ≤ M11

(
D−α

0t ‖f‖20 + ‖u0(x)‖20 + ‖u′
0(x)‖20

)
, (17)

where ‖u‖22 = ‖u‖20 + ‖ux‖20.
3) Consider the case when α < β, then applying the fractional integration

operator D−β
0t to both sides of (13), we obtain

‖ux‖20 + D
−(β−α)
0t ‖u‖20 ≤ M12D

−β
0t ‖u‖20 + M13

(
D−β

0t ‖f‖20 + ‖u′
0(x)‖20

)
. (18)

By virtue of the condition (2), the inequality ‖u‖20 ≤ 2l2‖ux‖20 [14], is valid,
then from (18) we obtain

‖ux‖20 + D
−(β−α)
0t ‖u‖20 ≤ M14D

−β
0t ‖ux‖20 + M13

(
D−β

0t ‖f‖20 + ‖u′
0(x)‖20

)
. (19)

Based on Lemma 2 [7], from (19) we find the following a priori estimate

‖u‖23 ≤ M15

(
D−β

0t ‖f‖20 + ‖u′
0(x)‖20

)
, (20)

where ‖u‖23 = ‖ux‖20 + D
−(β−α)
0t ‖u‖20.

2.3 Stability and Convergence of the Difference Scheme

For solution of problem (1)–(3) we use the finite difference method. In the closed
rectangle QT we introduce a uniform grid ωhτ = ωh × ωτ , where ωh = {xi = ih,
i = 0, N , h = l/N}, ωτ = {tj = jτ , j = 0, 1, ..., j0, τ = T/j0}. On the uniform
grid ωhτ , we associate the differential problem (1)–(3) with the difference scheme
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of the order of approximation O(h2 + τ2) for α = β and O(h2 + τ2−max{α,β}) for
α �= β:

Δα
0tj+σ

y = χj
i

(
aj

iy
(σ)
x̄

)
x,i

+ Δβ
0tj+σ

(γiyx̄)x,i + b−j
i aj

iy
(σ)
x̄,i + b+j

i aj
i+1y

(σ)
x,i

−
m∑

s=1

dj
s,i

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
+ ϕj

i , (x, t) ∈ ωh,τ , (21)

y
(σ)
0 = y

(σ)
N = 0, (22)

y(x, 0) = u0(x), (23)

where Δγ
0tj+σ

y = τ1−γ

Γ (2−γ)

j∑
s=0

c
(γ,σ)
j−s ys

t is a discrete analogue of the fractional

Gerasimova-Caputo derivative of order γ, 0 < γ < 1, which assures order of
accuracy O(τ3−γ) for σ = 1 − γ

2 , and O(τ2−γ) for σ = 0.5 [8].

a
(γ,σ)
0 = σ1−γ , a

(γ,σ)
l = (l + σ)1−γ − (l − 1 + σ)1−γ

, l ≥ 1,

b
(γ,σ)
l =

1
2 − γ

[
(l+σ)2−γ −(l−1+σ)2−γ

]
− 1

2

[
(l+σ)1−α +(l−1+σ)1−γ

]
, l ≥ 1,

if j = 0, then c
(γ,σ)
0 = a

(γ,σ)
0 ;

if j > 0, then c
(γ,σ)
s =

⎧⎪⎨
⎪⎩

a
(γ,σ)
0 + b

(γ,σ)
1 , s = 0;

a
(γ,σ)
s + b

(γ,σ)
s+1 − b

(γ,σ)
s , 1 ≤ s ≤ j − 1;

a
(γ,σ)
j − b

(γ,σ)
j , s = j,

c(γ,σ)
s >

1 − γ

2
(s + σ)−γ > 0, σ = 1 − γ

2
, for α = β, and σ = 0.5, for α �= β,

x−
is

=
xis+1 − xs

h
, x+

is
=

xs − xis

h
, xis

≤ xs ≤ xis+1,

aj
i = k

(
xi−0.5, tj+σ

)
, γi = η(xi−0.5), b±j

i =
r±j(x, tj+σ)
k(xi, tj+σ)

, ϕj
i = f(xi, tj+σ),

r(x, tj+σ) = r+(x, tj+σ)+ r−(x, tj+σ), |r(x, tj+σ)| = r+(x, tj+σ)− r−(x, tj+σ),

r+(x, tj+σ) = 0.5
(
r(x, tj+σ) + |r(x, tj+σ)|) ≥ 0,

r−(x, tj+σ) = 0.5
(
r(x, tj+σ) − |r(x, tj+σ)|) ≤ 0,

y(σ) = σyj+1 + (1 − σ)yj , dj
s,i = qs(xi, tj+σ), a(+1) = ai+1,

χ(x, t) = 1
1+R(x,t) , R(x, t) = 0.5h|r(x,t)|

k(x,t) is the difference Reynolds number.
An a priori estimate of the solution of problem (21)–(23) will be found by

the method of energy inequalities; for this purpose, we introduce scalar products
and a norm

(u, v) =
N−1∑
i=1

uivih, (u, v] =
N∑

i=1

uivih, (u, u) =
(
1, u2

)
= ‖u‖20.
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We multiply (21) scalarly by y(σ) :

(
Δα

0tj+σ
y, y(σ)

)
=

(
χ

(
ay

(σ)
x̄

)
x

, y(σ)
)
+

(
Δα

0tj+σ
(γiyx̄)x , y(σ)

)
+

(
b−ay

(σ)
x̄ , y(σ)

)

+
(
b+a(+1)y

(σ)
x , y(σ)

)
−

(
m∑

s=1

dj
s,i

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x+

is

)
, y(σ)

)
+

(
ϕ, y(σ)

)
. (24)

Estimating the sums in (24), using the ε-Cauchy inequality, (24) and Lemma 1
[8], we obtain: (

Δα
0tj+σ

y, y(σ)
)

≥ 1
2
Δα

0tj+σ
‖y‖20; (25)

(
χ(ay

(σ)
x̄ )x, y(σ)

)
= χay

(σ)
x̄ y(σ)

∣∣∣N
0

−
(
ay

(σ)
x̄ , (χy(σ))x̄

]

= −
(
aχx̄, y

(σ)
x̄ y(σ)

]
−

(
aχ(−1), (y(σ)

x̄ )2
]

≤ −
(
aχx̄, y

(σ)
x̄ y(σ)

]
− 1

(1 + hM1)

(
aχ, (y(σ)

x̄ )2
]
; (26)

(
Δβ

0tj+σ
(γyx̄)x , y(σ)

)
= y(σ)Δβ

0tj+σ
(γyx̄) |N0 −

(
γ, y

(σ)
x̄ Δβ

0tj+σ
(yx̄)

]

≤ −
(γ

2
,Δβ

0tj+σ
(yx̄)2

]
≤ −c0

2
Δβ

0tj+σ
‖yx̄]|20; (27)

−
(

m∑
s=1

ds

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
, y(σ)

)

= −
m∑

s=1

((
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)(
ds, y

(σ)
))

≤
m∑

s=1

(
1
2

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)2

+
1
2

(
ds, y

(σ)
)2

)

≤ ε‖y
(σ)
x̄ ]|20 + M2(ε)‖y(σ)‖20; (28)

(
ϕ, y(σ)

)
≤ 1

2
‖y(σ)‖20 +

1
2
‖ϕ‖20. (29)

Taking into account the transformations (25)–(29), from (24) we get

1
2
Δα

0tj+σ
‖y‖20 + M3‖y

(σ)
x̄ ]|20 +

c0
2

Δβ
0tj+σ

‖yx̄]|20 ≤ ε‖y
(σ)
x̄ ]|20 −

(
aχx̄, y

(σ)
x̄ y(σ)

]

+
(
b−ay

(σ)
x̄ , y(σ)

)
+

(
b+a(+1)y(σ)

x , y(σ)
)

+ M4(ε)‖y(σ)‖20 +
1
2
‖ϕ‖20. (30)
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We transform the the second, third and fourth expressions on the right-hand
side of (30). Then using the Cauchy inequality with ε we obtain

−
(
aχx̄, y

(σ)
x̄ y(σ)

]
+

(
b−a, y

(σ)
x̄ y(σ)

)
+

(
b+a(+1)y(σ)

x , y(σ)
)

≤ ε‖y
(σ)
x̄ ]|20 + M5(ε)‖y(σ)‖20. (31)

From (30), taking into account (31), with ε = M3
2 we find

Δα
0tj+σ

‖y‖20 + Δβ
0tj+σ

‖yx̄]|20 + ‖y
(σ)
x ]|20 ≤ M6‖y(σ)‖20 + M7‖ϕ‖20. (32)

We rewrite (32) in another form

Δα
0tj+σ

‖y‖20 + Δβ
0tj+σ

‖yx̄]|20 ≤ Mσ
8 ‖yj+1‖20 + Mσ

9 ‖yj‖20 + M7‖ϕ‖20. (33)

1) Consider the case when α > β, then, based on Lemma 7 [11], from (33)
we obtain

‖yj+1‖20 ≤ M10

(
‖y0‖21 + max

0≤j′≤j
‖ϕj ′‖20

)
, (34)

where ‖y0‖21 = ‖y0‖20 + ‖y0
x]|20.

2) Consider the case when α ≤ β, then based on (22), the inequality ‖y‖20 ≤
2l2‖yx̄]|20 [13] and Lemma 7 [11] from (32) we get:

‖yj+1
x ]|20 ≤ M11

(
‖y0‖21 + max

0≤j′≤j
‖ϕj ′‖20

)
, (35)

where M10,M11 = const > 0, independent of h and τ .

2.4 Statement of the Boundary Value Problem with a Condition
of the Third Kind and a Priori Estimate in Differential Form

We replace the second boundary condition in (2) by a condition of the third
kind, then instead of (2) we have

{
u(0, t) = 0,
−Π(l, t) = β(t)u(l, t) − μ(t), (36)

where

0 < c0 ≤ k, η ≤ c1, |β, r, q, rx, kx| ≤ c2, Π(x, t) = k(x, t)ux + ∂α
0t (ηux) . (37)

Repeating the reasoning (6)–(11), from (5) after some transformations we
find the inequality

1
2
∂α
0t‖u‖20 +

1
2
∂β
0t

∫ l

0

η(ux)2dx + c0‖ux‖20

≤ uΠ(x, t)
∣∣l
0

+ M1(ε)‖u‖20 + ε‖ux‖20 +
1
2
‖f‖20. (38)
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We transform the first expression on the right-hand side of (38), then we get

uΠ(x, t)
∣∣l
0

= Π(l, t)u(l, t) = u(l, t) (μ(t) − β(t)u(l, t)) = −β(t)u2(l, t)

+ μ(t)u(l, t) ≤ M2u
2(l, t) +

1
2
μ2(t) ≤ M3(ε)‖u‖20 + ε‖ux‖20 +

1
2
μ2(t). (39)

Taking into account (39), from (38) with ε = c0
2 we find

∂α
0t‖u‖20 + ∂β

0t

∫ l

0

η(ux)2dx + ‖ux‖20 ≤ M4‖u‖20 + M5

(‖f‖20 + μ2(t)
)
. (40)

1) Consider the case when α > β, then applying the fractional integration oper-
ator D−α

0t to both sides of the inequality (40), we obtain

‖u‖20 + D
−(α−β)
0t ‖ux‖20

≤ M6D
−α
0t ‖u‖20 + M7

(
D−α

0t

(‖f‖20 + μ2(t)
)

+ ‖u0(x)‖20
)
. (41)

Based on Lemma 2 [7], from (41) we find the following a priori estimate

‖u‖21 ≤ M8

(
D−α

0t

(‖f‖20 + μ2(t)
)

+ ‖u0(x)‖20
)
. (42)

2) Consider the case when α = β, then applying the fractional integration oper-
ator D−α

0t to both sides of the inequality (40), we obtain

‖u‖20 + ‖ux‖20 ≤ M9D
−α
0t ‖u‖20

+ M10

(
D−α

0t

(‖f‖20 + μ2(t)
)

+ ‖u0(x)‖0 + ‖u′
0(x)‖20

)
. (43)

Based on Lemma 2 [7], from (43) we find the following a priori estimate

‖u‖22 ≤ M11

(
D−α

0t

(‖f‖20 + μ2(t)
)

+ ‖u0(x)‖0 + ‖u′
0(x)‖20

)
. (44)

3) Consider the case when α < β, then applying the fractional integration oper-
ator D−β

0t to both sides of the inequality (40), we obtain

‖ux‖20 + D
−(β−α)
0t ‖u‖20

≤ M12D
−β
0t ‖u‖20 + M13

(
D−β

0t

(‖f‖20 + μ2(t)
)

+ ‖u′
0(x)‖20

)
. (45)

By virtue of the condition u(0, t) = 0, the inequality ‖u‖20 ≤ 2l2‖ux‖20 [14] is
valid, then from (45 ) we get

‖ux‖20 + D
−(β−α)
0t ‖u‖20

≤ M14D
−β
0t ‖ux‖20 + M13

(
D−β

0t

(‖f‖20 + μ2(t)
)

+ ‖u′
0(x)‖20

)
. (46)

Based on Lemma 2 [7], from (46) we find the following a priori estimate

‖u‖23 ≤ M15

(
D−β

0t

(‖f‖20 + μ2(t)
)

+ ‖u′
0(x)‖20

)
. (47)
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2.5 Stability and Convergence of the Difference Scheme

On the uniform grid ωhτ , we associate the differential problem (1), (36), (3) with
the difference scheme:

Δα
0tj+σ

y = χj
i

(
aj

iy
(σ)
x̄

)
x,i

+ Δβ
0tj+σ

(γiyx̄)x,i + b−j
i aj

iy
(σ)
x̄,i + b+j

i aj
i+1y

(σ)
x,i

−
m∑

s=1

dj
s,i

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
+ ϕj

i , (x, t) ∈ ωh,τ , (48)

y(0, t) = 0, t ∈ ωτ , x = 0, (49)

−
(
χNaNy

(σ)
x̄,N + Δα

0tj+σ
(γNyx̄,N )

)
= βy

(σ)
N

+ 0.5h
(
Δα

0tj+σ
yN + dj

N

(
y
(σ)
i0

x−
i0

+ y
(σ)
i0+1x

+
i0

))
− μ̃, x = l, (50)

y(x, 0) = u0(x), x ∈ ωh, (51)

where μ̃(tj+σ) = μ(tj+σ) + 0.5hϕj
N .

Using the method of energy inequalities, we find an a priori estimate, for this
we multiply Eq. (48) scalarly by y. Then, taking into account the transformations
(24)–(29), after some transformations we obtain

(
Δα

0tj+σ
y, y(σ)

)
+ M1‖y

(σ)
x ]|20 +

c0
2

Δβ
0tj+σ

‖yx]|20 ≤ ε‖y
(σ)
x ]|20

+
(
χj

iay
(σ)
x + Δβ

0tj+σ
(γiyx̄)

)
y(σ)

∣∣∣N
0

+ M2(ε)‖y(σ)]|20 +
(
b−j
i aj

iy
(σ)
x̄,i , y(σ)

)

+
(
b+j
i aj

i+1y
(σ)
x,i , y(σ)

)
−

(
m∑

s=1

dj
s,i

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
, y(σ)

)
+

(
ϕ, y(σ)

)
,

(52)

where (u, v] =
N∑

i=1

uivi�, � =
{

0.5h, i = N ;
h, i �= 0, N,

(u, u] = (1, u2] = ‖u]|20, (u, v) =
N−1∑
i=1

uivih.

We transform the first expression on the right-hand side of (52), then we get

(
χj

iay
(σ)
x + Δβ

0tj+σ
(γiyx̄)

)
y(σ)

∣∣∣
N

0
=

(
χj

Nay
(σ)
x,N + Δβ

0tj+σ
(γiyx̄,N )

)
y
(σ)
N

=
[
μ + 0.5hϕj

N − βy
(σ)
N − 0.5h

(
Δα

0tj+σ
yN −

m∑
s=1

ds,N

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)) ]
y
(σ)
N

≤ −0.5hy
(σ)
N Δα

0tj+σ
yN + M2(ε)‖y(σ)]|20 + ε‖y

(σ)
x ]|20 + M3(ε)μ

2 + 0.5hy
(σ)
N ϕj

N

+ 0.5hy
(σ)
N

m∑
s=1

ds,N

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
. (53)
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Taking into account (53) with ε = M1
2 , from (52) we find

(
Δα

0tj+σ
y, y(σ)

]
+

M1

2
‖y

(σ)
x ]|20 +

c0
2

Δβ
0tj+σ

‖yx]|20
≤ M3‖y(σ)]|20 +

(
b−j
i aj

iy
(σ)
x̄,i , y(σ)

)
+

(
b+j
i aj

i+1y
(σ)
x,i , y(σ)

)

−
(

m∑
s=1

dj
s,i

(
y
(σ)
is

x−
is

+ y
(σ)
is+1x

+
is

)
, y(σ)

]
+

1
2
μ2 +

(
ϕ, y(σ)

]
. (54)

After simple transformations, taking into account the Cauchy inequality with ε,
from (54) we obtain

Δα
0tj+σ

‖y]|20 + Δβ
0tj+σ

‖yx]|20 + ‖y
(σ)
x ]|20 ≤ M3‖y(σ)]|20 + M4

(‖ϕ]|20 + μ2
)
. (55)

We rewrite (55) in another form

Δα
0tj+σ

‖y]|20 + Δβ
0tj+σ

‖yx]|20 ≤ Mσ
5 ‖yj+1]|20 + Mσ

6 ‖yj ]|20 + M4

(‖ϕ]|20 + μ2
)
. (56)

1) Consider the case when α > β, then, based on Lemma 7 [11], from (56)
we obtain

‖y]|20 ≤ M7

(
‖y0]|21 + max

0≤j′≤j

(
‖ϕ j′

]|20 + μ2
))

, (57)

where ‖y0]|21 = ‖y0]|20 + ‖y0
x]|20.

2) In the case when α ≤ β, from (56), taking into account (49) and the
inequality ‖y(σ)]|20 ≤ 2l2‖y

(σ)
x ]|20 [13], we obtain

Δα
0tj+σ

‖y]|20 + Δβ
0tj+σ

‖yx]|20 ≤ M8‖y
(σ)
x ]|20 + M9

(‖ϕ]|20 + μ2
)
. (58)

Based on Lemma 7 [11], from (58) we obtain

‖yx]|20 ≤ M10

(
‖y0]|21 + max

0≤j′≤j

(
‖ϕ j′

]|20 + μ2
) )

, (59)

where M7,M10 = const > 0, independent of h and τ .

3 Results

Theorem 1. If k(x, t) ∈ C1,0(QT ), η(x) ∈ C1[0, l], r(x, t), qs(x, t), f(x, t) ∈
C(QT ), u(x, t) ∈ C(2,0) (QT ) ∩ C(1,0)

(
QT

)
, ∂γ

0tu(x, t) ∈ C(QT ), ∂γ
0tuxx(x, t) ∈

C(QT ) and conditions (4) be satisfied, then estimates: (15) in the case when
α > β; (17) in the case when α = β; (20) in the case when α < β are valid for
the solution u(x, t) of problem (1)–(3).

The a priori estimates (15), (17), (20) implies the uniqueness and stability
of the solution with respect to the right-hand side and the initial data.
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Theorem 2. Let conditions (4) be satisfied, then exist τ0 = τ0(c0, c1, c2, α, σ),
such that if τ ≤ τ0, then estimates: (34), in the case when α > β; (35)in the case
when α ≤ β are valid for the solution of the difference problem (21)–(23).

The a priori estimates (34), (35) implies the uniqueness and stability of the
solution to the difference scheme (21)–(23) with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem (21)–(23) to the solution of the differential problem (1)–(3) so that if
there exist such τ0 then for τ ≤ τ0 the a priori estimates are valid:

1) in case when α > β: ‖yj+1 − uj+1‖20 ≤ M
(
h2 + τ2−max{α,β}) ;

2) in case when α = β: ‖yj+1
x − uj+1

x ]|20 ≤ M
(
h2 + τ2

)
;

3) in case when α < β: ‖yj+1
x − uj+1

x ]|20 ≤ M
(
h2 + τ2−max{α,β}) ,

where M − const > 0, independent of h and τ .

Theorem 3. If k(x, t) ∈ C1,0(QT ), η(x) ∈ C1[0, l], r(x, t), qs(x, t), f(x, t) ∈
C(QT ), u(x, t) ∈ C(2,0) (QT ) ∩ C(1,0)

(
QT

)
, ∂γ

0tu(x, t) ∈ C(QT ), ∂γ
0tuxx(x, t) ∈

C(QT ) and conditions (4), (37) be satisfied, then estimates: (42) in the case
when α > β; (44) in the case when α = β; (47) in the case when α < β are valid
for the solution u(x, t) of problem (1), (36), (3).

The a priori estimates (42), (44), (47) implies the uniqueness and stability
of the solution with respect to the right-hand side and the initial data

Theorem 4. Let conditions (4), (37), be satisfied, then exist τ0 = τ0(c0, c1,
c2, α, σ), such that if τ ≤ τ0, then estimates: (57), in the case when α > β;
(59)in the case when α ≤ β are valid for the solution of the difference problem
(48)–(51).

The a priori estimates (57), (59) implies the uniqueness and stability of the
solution to the difference scheme (48)–(51) with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem (48)–(51) to the solution of the differential problem (1), (36), (3) so
that if there exist such τ0 then for τ ≤ τ0 the a priori estimates are valid:

1) in case when α > β: ‖yj+1 − uj+1]|20 ≤ M
(
h2 + τ2−max{α,β}) ;

2) in case when α = β: ‖yj+1
x − uj+1

x ]|20 ≤ M
(
h2 + τ2

)
;

3) in case when α < β: ‖yj+1
x − uj+1

x ]|20 ≤ M
(
h2 + τ2−max{α,β}) ,

where M − const > 0, independent of h and τ .

Comment. To solve numerically the boundary value problems considered in this
paper for the Hallaire equation with two fractional Gerasimov-Caputo derivatives
of different orders α, β, difference schemes (21)–(23) and (48)–(51) are reduced
to calculated form; for this one can use the method of parametric sweep [16].
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4 Conclusion

In this work boundary-value problems for the loaded Hallaire equation with
variable coefficients and Gerasimov-Caputo fractional derivatives of different
orders are studied. Using the method of energy inequalities for various relations
between α and β, a priori estimates in differential and difference interpretations
are obtained for the solution of the problem under consideration, from which
the uniqueness and stability of the solution with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem to the solution of the differential problem.
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Abstract. This paper is devoted to the study of local and nonlocal
boundary value problems for a loaded moisture transfer equation with
two fractional Gerasimov-Caputo derivatives of different orders α, β.
Using the method of energy inequalities for various relations between α
and β, a priori estimates in differential and difference interpretations are
obtained for solving the problems under consideration, which implies the
uniqueness and stability of the solution with respect to the initial data
and the right-hand side, as well as the convergence of the solution of the
difference problem to the solution of the differential problem with the
rate O(h2 + τ2) for α = β and O(h2 + τ2−max{α,β}) for α �= β.

Keywords: loaded equation · moisture transfer equation · nonlocal
boundary value problem · fractional Caputo derivative · a priori
estimate · difference scheme · stability and convergence

1 Introduction

It is well known that the issues of fluid filtration in porous media [1,2], heat
transfer in a heterogeneous medium [3,4], moisture transfer in soils [5], (see [6,
c.137]) lead to modified diffusion equations, which are called pseudo-parabolic
equations or Sobolev-type equations [7].

In [8], mathematical models of the water regime in soils with a fractal struc-
ture are proposed and investigated. These models are based on pseudo-parabolic
equations with a fractional derivative in time.

Loaded differential equations in the literature (see [9–11]) are usually called
equations containing in the coefficients or on the right side some functionals of
the solution, in particular, the values of the solution or its derivatives on mani-
folds of smaller dimension. The study of such equations is of interest both from
the point of view of constructing a general theory of differential equations, and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Alikhanov et al. (Eds.): APAMCS 2022, LNNS 702, pp. 118–130, 2023.
https://doi.org/10.1007/978-3-031-34127-4_12
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from the point of view of applications, moreover, applications both in mathe-
matical modeling and in mathematics proper.

The nonclassical nature of the problems considered in this paper lies in the
fact that instead of the first derivative in time, the equation contains a deriva-
tive of fractional order in the sense of Gerasimov-Caputo, while the equations
are loaded. These non-classical directions are relevant due to the abundance of
various applications in which such non-classical objects arise.

Papers [12–15] are devoted to numerical methods for solving boundary value
problems for various diffusion equations. In [14,15], results were obtained that
allow, as in the classical case (α = 1), to apply the method of energy inequalities
to find a priori estimates of boundary value problems for a fractional order
equation in differential and difference interpretations.

The works of the author [16,17] are devoted to non-local boundary value
problems for various moisture transfer equations, and to loaded equations - [18].

2 Materials and Methods

2.1 Problem Statement

In a closed rectangle QT = {(x, t) : 0 ≤ x ≤ l, 0 ≤ t ≤ T} consider the
first boundary value problem for the loaded moisture transfer equation with two
Gerasimov–Caputo fractional differentiation operators of different orders α and
β

∂α
0tu =

∂

∂x

(
k(x)

∂u

∂x

)
+ η∂β

0t

∂2u

∂x2
+

m∑
s=1

rs(x, t)
∂u

∂x
(xs, t) − q(x, t)u + f(x, t),

0 < x < l, 0 < t ≤ T, (1)

u(0, t) = u(l, t) = 0, 0 ≤ t ≤ T, (2)

u(x, 0) = u0(x), 0 ≤ x ≤ l, (3)

where

0 < c0 ≤ k(x) ≤ c1, |kx(x)|, |rs(x, t)|, |q(x, t)| ≤ c2, η = const > 0, (4)

∂γ
0tu = 1

Γ (1−γ)

t∫
0

uτ (x,τ)
(t−τ)γ dτ is a fractional derivative in the sense of Gerasimov–

Caputo order γ, 0 < γ < 1, xs (s = 1, 2, ...,m) are arbitrary interval points
[0, l].

We will assume that the problem (1)–(3) has a unique solution possessing
the derivatives required in the course of the presentation, the coefficients of the
equation and boundary conditions satisfy the smoothness conditions necessary in
the course of the presentation, which ensure the required order of approximation
of the difference scheme.

We will also use positive constants Mi, (i = 1, 2, ..., ) depending only on the
input data of the original problem.
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2.2 A Priori Estimate in Differential Form

To obtain an a priori estimate for the solution of problem (1)–(3) in differential
form, we multiply Eq. (1) scalarly by U = ∂α

0tu + ∂β
0tu − uxx:

(∂α
0tu,U) = ((kux)x , U) +

(
η∂β

0tuxx, U
)

+

+

(
m∑

s=1

rsux(xs, t), U

)
− (qu, U) + (f, U) . (5)

where (u, v) =
∫ l

0
uvdx, (u, u) = ‖u‖20, where u, v are functions defined on [0, l].

We transform the integrals in the identity (5), using (2), the Cauchy inequal-
ity with ε ( [13], p. 100, [15]) and Lemma 1 from [14], we obtain:

1
2
∂α
0t‖ux‖20 +

η

2
∂β
0t‖uxx‖20 +

c0
2

∂α
0t‖ux‖20 +

c0
2

∂β
0t‖ux‖20 + ‖∂α

0tu‖20+

+ η‖∂β
0tux‖20 +

(
∂α
0tu, ∂β

0tu
)

+ η
(
∂α
0tux, ∂β

0tux

)
+ c0‖uxx‖20 ≤ ε1M1‖∂α

0tu‖20+
+ ε2M2‖∂β

0tu‖20 + ε3M3‖uxx‖20 + Mε1,ε2,ε3
4 ‖ux‖20 + Mε1,ε2,ε3

5 ‖f‖20. (6)

Now we will show that
(
∂α
0tu, ∂β

0tu
)

≥ 0, then we have

(
∂α
0tu, ∂β

0tu
)

=
∫ l

0

⎛
⎝ 1

Γ (1 − α)

t∫
0

uτ (x, τ)
(t − τ)α

dτ
1

Γ (1 − β)

t∫
0

uτ (x, τ)
(t − τ)β

dτ

⎞
⎠ dx =

=
1

Γ (1 − α)Γ (1 − β)

∫ l

0

⎛
⎝

t∫
0

uτ (x, τ)
(t − τ)α

dτ

t∫
0

uτ (x, τ)
(t − τ)β

dτ

⎞
⎠ dx ≥

≥ 1
Γ (1 − α)Γ (1 − β)

∫ l

0

⎛
⎝

t∫
0

uτ (x, τ)

(t − τ)
α+β

2

dτ

⎞
⎠

2

dx ≥ 0.

Taking into account due to (2) that ‖u‖20 ≤ 2l2‖ux‖20 and choosing ε1 = 1
2M1

,
ε2 = η

2M2
, ε3 = c0

2M3
, from (6) we find

∂α
0t‖ux‖20 + ∂β

0t

(‖ux‖20 + ‖uxx‖20
)

+ ‖uxx‖20 + ‖∂α
0tu‖20 + ‖∂β

0tux‖20 ≤
≤ M6‖ux‖20 + M7‖f‖20, (7)

1) Let α > β, then applying the fractional integration operator D−α
0t to both

sides of the inequality (7), we obtain

‖ux‖20 + D
−(α−β)
0t

(‖ux‖20 + ‖uxx‖20
)

+ D−α
0t

(
‖uxx‖20 + ‖∂α

0tu‖20 + ‖∂β
0tux‖20

)
≤

≤ M6D
−α
0t ‖ux‖20 + M8

(
D−α

0t ‖f‖20 + ‖u′
0(x)‖20

)
, (8)
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where D−γ
0t u = 1

Γ (γ)

t∫
0

udτ
(t−τ)1−γ is a fractional derivative in the sense of Riemann-

Liouville of order γ, 0 < γ < 1.
Based on Lemma 2 [14], from (8) we find the following a priori estimate

‖u‖21 ≤ M8

(
D−α

0t ‖f‖20 + ‖u0(x)‖20
)
, (9)

where ‖u‖21 = ‖ux‖20 + D
−(α−β)
0t ‖uxx‖20 + D−β

0t

(
‖∂α

0tu‖20 + ‖∂β
0tux‖20

)
,

M8 = const > 0, dependent only on input data (1)–(3).
2) Let α ≤ β, then from (7) we get

‖ux‖20 + ‖uxx‖20 + D
−(β−α)
0t ‖ux‖20 + D−β

0t

(
‖uxx‖20 + ‖∂α

0tu‖20 + ‖∂β
0tux‖20

)
≤

≤ M5D
−β
0t ‖ux‖20 + M7

(
D−β

0t ‖f‖20 + ‖u′
0(x)‖20 + ‖u′′

0(x)‖20
)

. (10)

Based on Lemma 2 [14], from (10) we find the following a priori estimate

‖u‖22 ≤ M9

(
D−β

0t ‖f‖20 + ‖u′
0(x)‖20 + ‖u′′

0(x)‖20
)

, (11)

where ‖u‖22 = ‖ux‖20 + ‖uxx‖20 + D−β
0t

(
‖∂α

0tu‖20 + ‖∂β
0tux‖20

)
,

M9 = const > 0, dependent only on input data (1)–(3).

2.3 Stability and Convergence of the Difference Scheme

For solution of problem (1)–(3) we use the finite difference method. In the closed
rectangle QT we introduce a uniform grid ωhτ = ωh × ωτ , where ωh = {xi = ih,
i = 0, N , h = l/N}, ωτ = {tj = jτ , j = 0, 1, ..., j0, τ = T/j0}. On the uniform
grid ωhτ , we associate the differential problem (1)–(3) with the difference scheme
of the order of approximation O(h2 + τ2) for α = β and O(h2 + τ2−max{α,β}) for
α �= β:

Δα
0tj+σ

yi =
(
ay

(σ)
x

)
x,i

+ ηΔβ
0tj+σ

yxx,i +
m∑

s=1

rj
s,i

(
y
(σ)
x̊,is

x−
is

+ y
(σ)
x̊,is+1x

+
is

)
− dj

iy
(σ)
i + ϕj

i ,

(12)
y
(σ)
0 = y

(σ)
N = 0, (13)

y(x, 0) = u0(x), (14)

where Δγ
0tj+σ

y = τ1−γ

Γ (2−γ)

j∑
s=0

c
(γ,σ)
j−s ys

t is a discrete analogue of the fractional

Gerasimova-Caputo derivative of order γ, 0 < γ < 1, which assures order of
accuracy O(τ3−γ) for σ = 1 − γ

2 , and O(τ2−γ) for σ = 0.5 [15].
Where

a
(γ,σ)
0 = σ1−γ , a

(γ,σ)
l = (l + σ)1−γ − (l − 1 + σ)1−γ

, l ≥ 1,
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b
(γ,σ)
l =

1
2 − γ

[
(l + σ)2−γ − (l − 1 + σ)2−γ

]−

−1
2

[
(l + σ)1−γ + (l − 1 + σ)1−γ

]
, l ≥ 1,

if j = 0, then c
(γ,σ)
0 = a

(γ,σ)
0 ;

if j > 0, then c
(γ,σ)
s =

⎧⎪⎨
⎪⎩

a
(γ,σ)
0 + b

(γ,σ)
1 , s = 0;

a
(γ,σ)
s + b

(γ,σ)
s+1 − b

(γ,σ)
s , 1 ≤ s ≤ j − 1;

a
(γ,σ)
j − b

(γ,σ)
j , s = j,

σ = 1 − γ
2 , for α = β and σ = 0.5, for α �= β,

c(γ,σ)
s >

1 − γ

2
(s + σ)−γ > 0; y(σ) = σyj+1 + (1 − σ)yj ; ai = k (xi−0.5) ,

rj
s,i = rs(xi, t

j+σ), dj
i = d(xi, t

j+σ), ϕj
i = f(xi, t

j+σ),

xis
≤ xs ≤ xis+1, x−

is
=

xis+1 − xs

h
, x+

is
=

xs − xis

h
c
(γ,σ)
s−1 > c(γ,σ)

s .

Now let us find the a priori estimate by the method of energy inequalities, for
this purpose, we multiply (12) scalarly by y = Δα

0tj+σ
y + Δβ

0tj+σ
y − y

(σ)
xx :

(
Δα

0tj+σ
y, y

)
=

((
ay

(σ)
x

)
x

, y
)

+
(
ηΔβ

0tj+σ
yxx, y

)
+

+

(
m∑

s=1

rj
s,i

(
y
(σ)
x̊,is

x−
is

+ y
(σ)
x̊,is+1x

+
is

)
, y

)
−

(
dy(σ), y

)
+ (ϕ, y) . (15)

From (15), taking into account (13) and Lemma 1 [15], we find
(

1
2

+
c0
2

)
Δα

0tj+σ
‖yx]|20 +

η

2
Δβ

0tj+σ
‖yxx‖20 +

c0
2

Δβ
0tj+σ

‖yx]|20 + ‖Δα
0tj+σ

y‖20

+ η‖Δβ
0tj+σ

yx]|20 +
(
Δα

0tj+σ
y,Δβ

0tj+σ
y
)

+ η
(
Δα

0tj+σ
yx̄,Δα

0tj+σ
yx̄

]

+ c0‖y
(σ)
xx ‖20 ≤ ε1M1‖Δα

0tj+σ
y‖20 + ε2M2‖Δβ

0tj+σ
y‖20 + ε3M3‖y

(σ)
xx ‖20

+ Mε1,ε2,ε3
4 ‖y

(σ)
x ]|20 + Mε1,ε2,ε3

5 ‖ϕ‖20. (16)

By virtue of the condition (13), that the inequality ‖yσ‖20 ≤ 2l2‖yσ
x̄ ]|20 is valid,

and choosing ε1 = 1
2M1

, ε2 = η
2M2

, ε3 = c0
2M3

, from (16) we get

Δα
0tj+σ

‖yx]|20 + Δβ
0tj+σ

(‖yx]|20 + ‖yxx‖20
)

+ ‖Δα
0tj+σ

y‖20 + ‖Δβ
0tj+σ

yx]|20
+ ‖y

(σ)
xx ‖20 ≤ M6‖y

(σ)
x ]|20 + M7‖ϕ‖20, (17)

We rewrite (17) in another form

Δα
0tj+σ

‖yx]|20 + Δβ
0tj+σ

(‖yx]|20 + ‖yxx‖20
)

≤ Mσ
8 ‖yj+1

x ]|20 + Mσ
9 ‖yj

x]|20 + M10‖ϕ‖20. (18)
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Based on Lemma 7 [17], from (18) we obtain
1) In case when α > β:

‖yj+1
x ]|20 ≤ M11

(
‖y0‖21 + max

0≤j′≤j
‖ϕj ′‖20

)
, (19)

2) In case when α ≤ β:

‖yj+1‖21 ≤ M12

(
‖y0‖21 + max

0≤j′≤j
‖ϕj ′‖20

)
, (20)

where M11,M12 = const > 0, independent of h and τ ,
‖y‖21 = ‖yx]|20 + ‖yxx‖20.

2.4 Statement of the Non-local Boundary Value Problem
and a Priori Estimate in Differential Form

Consider instead of the second condition in (2) a non-local condition, then
instead of the condition (2) we will consider

{
u(0, t) = 0,

−Π(l, t) = β1(t)u(l, t) + β2(t)∂α
0tu(l, t) + β3(t)∂

β
0tu(l, t) − μ(t),

(21)

where

η = const > 0, 0 < c0 ≤ k, β2, β3 ≤ c1, |β1|, |r|, |q|, |kx| ≤ c2, (22)

Π(x, t) = kux + η∂β
0tux,

We multiply the Eq. (1) scalarly by U = u + ∂α
0tu + ∂β

0tu − uxx

(∂α
0tu,U) = ((kux)x , U) +

(
η∂β

0tuxx, U
)

+

(
m∑

s=1

rsux(xs, t), U

)
− (qu, U) + (f, U) . (23)

By virtue of the condition (21), that the inequalities ‖u‖ ≤ 2l2‖ux‖, ∂α
0tu∂β

0tu > 0
are valid, from ( 23) after some simple transformations, we obtain the inequality

1
2
∂α
0t‖u‖20 +

(
c0 + 1

2

)
∂α
0t‖ux‖20 +

(
c0 + η

2

)
∂β
0t‖ux‖20 +

(
η

2

)
∂β
0t‖uxx‖20

+ ‖∂α
0tu‖20 + η‖∂β

0tux‖20 + c0
(‖ux‖20 + ‖uxx‖20

) ≤ uΠ(x, t)|x=l

+ (Π(x, t) + ux) ∂α
0tu|x=l + Π(x, t)∂β

0tu|x=l + Mε
2‖ux‖20 + Mε

3‖f‖20. (24)
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We transform the first, second and third expressions on the right-hand side of
(24), then we get

[
uΠ(x, t) + (Π(x, t) + ux) ∂α

0tu + Π(x, t)∂β
0tu

]
x=l

=
(
μ(t) − β1(t)u(l, t) − β2(t)∂α

0tu(l, t) − β3(t)∂
β
0tu(l, t)

)
u(l, t)

+
(
ux(l, t) + μ(t) − β1(t)u(l, t) − β2(t)∂α

0tu(l, t) − β3(t)∂
β
0tu(l, t)

)
∂α
0tu(l, t)

+
(
μ(t) − β1(t)u(l, t) − β2(t)∂α

0tu(l, t) − β3(t)∂
β
0tu(l, t)

)
∂β
0tu(l, t)

≤ −β2

2
(∂α

0tu(l, t))2 − β2

2
∂α
0tu

2(l, t) − β3

2

(
∂β
0tu(l, t)

)2

− β3

2
∂β
0tu

2(l, t)

+ β2∂
α
0tu(l, t)∂β

0tu(l, t) + εM2‖uxx‖20 + M6‖ux‖20 + M7μ
2(t). (25)

Considering transformations (25), from (24) with ε = c0
2 find

∂α
0t

(‖u‖20 + ‖ux‖20
)

+ ∂β
0t

(‖ux‖20 + ‖uxx‖20
)

+ ‖∂α
0tu‖20 + ‖∂β

0tux‖20
+ c0

(‖ux‖20 + ‖uxx‖20
) ≤ M2‖ux‖20 + M3

(‖f‖20 + μ2(t)
)
. (26)

1) Let α > β, then applying the fractional integration operator D−α
0t to

both sides of the inequality (26), based on Lemma 2 [14], we obtain the a priori
estimate

‖u‖23 ≤ M10

(
D−α

0t

(‖f‖20 + μ2
)

+ ‖u0(x)‖20 + ‖u′
0(x)‖20

)
, (27)

where ‖u‖23 = ‖u‖20 + ‖ux‖20 + D
−(α−β)
0t ‖uxx‖20 + D−α

0t

(
‖∂α

0tu‖20 + ‖∂β
0tux‖20

)
,

M10 = const > 0, dependent only on input data (1), (21), (3).
2) Let α = β, then applying the fractional integration operator D−α

0t to
both sides of the inequality (26), based on Lemma 2 [14], we obtain the a priori
estimate

‖u‖24 ≤ M11

(
D−α

0t

(‖f‖20 + μ2
)

+ ‖u0(x)‖20 + ‖u′
0(x)‖20 + ‖u′′

0(x)‖20
)
, (28)

where ‖u‖24 = ‖u‖20+‖ux‖20+‖uxx‖20+D−α
0t

(‖∂α
0tu‖20 + ‖∂α

0tux‖20
)
, M11 = const >

0, dependent only on input data (1), (21), (3),
3) Let α < β, then applying the fractional integration operator D−β

0t to both
sides of the inequality (26), based on Lemma 2 [14], we obtain the a priori
estimate

‖u‖25 ≤ M12

(
D−α

0t

(‖f‖20 + μ2
)

+ ‖u′
0(x)‖20 + ‖u′′

0(x)‖20
)
, (29)

where ‖u‖25 = ‖ux‖20+‖uxx‖20+D
−(β−α)
0t ‖u‖20+D−β

0t

(‖∂α
0tu‖20 + ‖∂α

0tux‖20
)
, M12 =

const > 0, dependent only on input data (1), (21), (3),
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2.5 Stability and Convergence of the Difference Scheme

On the uniform grid ωhτ , we associate the differential problem (1), (21), (3) with
the difference scheme of the order of approximation O(h2 + τ2) for α = β and
O(h2 + τ2−max{α,β}) for α �= β:

Δα
0tj+σ

yi =
(
ajy

(σ)
x

)
x,i

+ ηΔα
0tj+σ

yxx +
m∑

s=1

rj
s,i

(
y
(σ)
x̊,is

x−
is

+ y
(σ)
x̊,is+1x

+
is

)
− dj

iy
(σ)
i + ϕj

i ,

(30)
y(0, t) = 0, t ∈ ωτ , x = 0, (31)

−
(
aNy

(σ)
x,N − Δα

0tj+σ
yx,N

)
+ 0.5h

m∑
s=1

rj
s,N

(
y
(σ)
x̊,is

x−
is

+ y
(σ)
x̊,is+1x

+
is

)

= β̃1y
(σ)
N + β̃2Δ

α
0tj+σ

yN + β3Δ
β
0tj+σ

yN − μ̃, t ∈ ωτ , x = l, (32)

y(x, 0) = u0(x), x ∈ ωh, (33)

where β̃1(tj+σ) = β1(tj+σ) + 0.5hdj
N , β̃2(tj+σ) = β2(tj+σ) + 0.5h, μ̃(tj+σ) =

μ(tj+σ) + 0.5hϕj
N .

Using the method of energy inequalities, we find an a priori estimate, for this
we multiply Eq. (30) scalarly by y = y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y − y

(σ)
xx :

(
Δα

0tj+σ
y, y

)
=

(
(ay

(σ)
x )x, y

)
+ η

(
Δα

0tj+σ
yxx, y

)

+

(
m∑

s=1

rj
s,i

(
y
(σ)
x̊,is

x−
is

+ y
(σ)
x̊,is+1x

+
is

)
, y

)
−

(
dy(σ), y

)
+ (ϕ, y) , (34)

where (u, v] =
N∑

i=1

uivi�, � =
{

0.5h, i = N ;
h, i �= 0, N,

(u, u] = (1, u2] = ‖u]|20, (u, v) =
N−1∑
i=1

uivih.

After some transformations from (34) we obtain
(
Δα

0tj+σ
y, y

)
+ c0‖y

(σ)
x ]|20 +

c0
2

Δα
0tj+σ

‖yx]|20 +
η + c0

2
Δβ

0tj+σ
‖yx]|20

+
c0
2

‖y
(σ)
xx ‖20 + η‖Δβ

0tj+σ
yx]|20 +

η

2
Δβ

0tj+σ
‖yxx‖20 +

(
ηΔα

0tj+σ
yx,Δβ

0tj+σ
yx

)

≤
(
ay

(σ)
x + ηΔβ

0tj+σ
yx

)(
y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y
) ∣∣∣N

0
+ M1‖y

(σ)
x ]|20

+

(
m∑

s=1

rj
s,i

(
y
(σ)
x̊,is

xis+1 − xs

h
+ y

(σ)
x̊,is+1

xs − xis

h

)
, y

)
−

(
dy(σ), y

)
+ (ϕ, y) .

(35)
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We transform the first expression on the right-hand side of (35), then we get
(
ay

(σ)
x + ηΔβ

0tj+σ
yx

) (
y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y
) ∣∣∣

N

0

=
(
aNy

(σ)
x,N + ηΔβ

0tj+σ
yx,N

) (
y
(σ)
N + Δα

0tj+σ
yN + Δβ

0tj+σ
yN

)

=
[
μ̃ − β̃1y

(σ)
N − β̃2Δ

α
0tj+σ

yN − β3Δ
β
0tj+σ

yN + 0.5 h

m∑
s=1

(
rs,N

(
y
(σ)
x̊,is

xis+1 − xs

h

+ y
(σ)
x̊,is+1

xs − xis

h

))] (
y
(σ)
N + Δα

0tj+σ
yN + Δβ

0tj+σ
yN

)

=
(
μ − β1y

(σ)
N − β2Δ

α
0tj+σ

yN − β3Δ
β
0tj+σ

yN

) (
y
(σ)
N + Δα

0tj+σ
yN + Δβ

0tj+σ
yN

)

+ 0.5h
(
ϕN − dNy

(σ)
N − Δα

0tj+σ
yN +

m∑
s=1

(
rs,N

(
y
(σ)
x̊,is

xis+1 − xs

h
+ y

(σ)
x̊,is+1

xs − xis

h

))

∗
(
y
(σ)
N + Δα

0tj+σ
yN + Δβ

0tj+σ
yN

)
. (36)

We transform the first expression on the right-hand side of (36), then we find
(
μ − β1y

(σ)
N − β2Δ

α
0tj+σ

yN − β3Δ
β
0tj+σ

yN

) (
y
(σ)
N + Δα

0tj+σ
yN + Δβ

0tj+σ
yN

)

≤ −β2

2

(
Δα

0tj+σ
yN

)2

− β2

2
Δα

0tj+σ
y2

N − (β2 + β3)Δα
0tj+σ

yNΔβ
0tj+σ

yN

− β3

2

(
Δβ

0tj+σ
yN

)2

− β3

2
Δβ

0tj+σ
y2

N + M2

(
‖y(σ)]|20 + ‖y

(σ)
x ]|20

)
+ M3μ

2. (37)

Taking into account (36) and (37), from (35) we get
[
Δα

0tj+σ
y, y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y
]

+ c0‖y
(σ)
x ]|20 +

c0
2

Δα
0tj+σ

‖yx]|20 +
c0
2

‖y
(σ)
xx ‖2

0

+
η + c0

2
Δβ

0tj+σ
‖yx]|20 + η‖Δβ

0tj+σ
yx]|20 +

η

2
Δβ

0tj+σ
‖yxx‖2

0 +
(
ηΔα

0tj+σ
yx, Δβ

0tj+σ
yx

)

+
β2

2

(
Δα

0tj+σ
yN

)2

+
β2

2
Δα

0tj+σ
y2

N + (β2 + β3)Δ
α
0tj+σ

yNΔβ
0tj+σ

yN

+
β3

2

(
Δβ

0tj+σ
yN

)2

+
β3

2
Δβ

0tj+σ
y2

N ≤
(
Δα

0tj+σ
y, y

(σ)
xx

)
+ M4

(
‖y(σ)]|20 + ‖y

(σ)
x ]|20

)

+

[
m∑

s=1

rs

(
y
(σ)
x̊,is

xis+1 − xs

h
+ y

(σ)
x̊,is+1

xs − xis

h

)
, y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y

]

−
(

m∑
s=1

rs

(
y
(σ)
x̊,is

xis+1 − xs

h
+ y

(σ)
x̊,is+1

xs − xis

h

)
, yσ

xx

)
+ M7μ

2

−
[
dy(σ), y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y
]

+
(
dy(σ), y

(σ)
xx

)

+
[
ϕ, y(σ) + Δα

0tj+σ
y + Δβ

0tj+σ
y
]

+
(
ϕ, y

(σ)
xx

)
. (38)
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By virtue of the condition (31), that the inequality ‖y(σ)]|20 ≤ 2l2‖y
(σ)
x ]|20 is valid,

from (38) after some simple transformations, we obtain the inequality

Δα
0tj+σ

(‖y]|20 + ‖yx]|20 + y2
N

)
+ Δβ

0tj+σ

(‖yx]|20 + ‖yxx‖20 + y2
N

)
+ ‖Δα

0tj+σ
y]|20

+ ‖Δβ
0tj+σ

yx]|20 + ‖y
(σ)
x ]|20 + ‖y

(σ)
xx ‖20 +

(
Δα

0tj+σ
yN

)2

+
(
Δβ

0tj+σ
yN

)2

≤ M9‖y
(σ)
x ]|20 + M10

(‖ϕ]|20 + μ2
)
. (39)

We rewrite (39) in another form

Δα
0tj+σ

(‖y]|20 + ‖yx]|20 + y2
N

)
+ Δβ

0tj+σ

(‖yx]|20 + ‖yxx‖20 + y2
N

)
≤ Mσ

11‖yj+1
x ]|20 + Mσ

12‖yj
x]|20 + M13

(‖ϕ]|20 + μ2
)
. (40)

Based on Lemma 7 [17], from (40) we obtain a priori estimates:
1) In case when α > β :

‖y]|22 ≤ M14

(
‖y0]|22 + max

0≤j′≤j

(
‖ϕ j′

]|20 + μ2
) )

, (41)

where ‖y]|22 = ‖y]|20 + ‖yx]|20.
2) In case when α = β :

‖y]|23 ≤ M15

(
‖y0]|23 + max

0≤j′≤j

(
‖ϕ j′

]|20 + μ2
) )

, (42)

where ‖y]|23 = ‖y]|20 + ‖yx]|20 + ‖yxx‖20.
3) In case when α < β :

‖y‖21 ≤ M16

(
‖y]|22 + max

0≤j′≤j

(
‖ϕ j′

]|20 + μ2
) )

, (43)

where M14,M15,M16 = const > 0, independent of h and τ .

3 Results

Theorem 1. If k(x, t) ∈ C1,0(QT ), rs(x, t), q(x, t), f(x, t) ∈ C(QT ), u(x, t) ∈
C(2,0) (QT ) ∩ C(1,0)

(
QT

)
, ∂γ

0tu(x, t) ∈ C(QT ), ∂γ
0tuxx(x, t) ∈ C(QT ) and and

conditions (4) be satisfied, then estimates: (9) in the case, when α > β; (11) in
the case, when α ≤ β are valid for the solution u(x, t) of problem (1)–(3).

The a priori estimates (9), (11) implies the uniqueness and stability of the
solution with respect to the right-hand side and the initial data

Theorem 2. Let conditions (4) be satisfied, then exist τ0 = τ0(c0, c1, c2, α, σ),
such that if τ ≤ τ0, then estimates: (19), in the case when α > β; (20)in the case
when α ≤ β are valid for the solution of the difference problem (12)–(14).
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The a priori estimates (19), (20) implies the uniqueness and stability of the
solution to the difference scheme (12)–(14) with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem (12)–(14) to the solution of the differential problem (1)–(3) so that if
there exist such τ0 then for τ ≤ τ0 the a priori estimates are valid:

1) in case, when α > β: ‖yj+1
x − uj+1

x ]|20 ≤ M
(
h2 + τ2−max{α,β}) ;

2) in case, when α = β: ‖yj+1 − uj+1‖21 ≤ M
(
h2 + τ2

)
;

3) in case, when α < β: ‖yj+1 − uj+1‖21 ≤ M
(
h2 + τ2−max{α,β}).

where M − const > 0, independent of h and τ .

Theorem 3. If k(x, t) ∈ C1,0(QT ), rs(x, t), q(x, t), f(x, t) ∈ C(QT ), u(x, t) ∈
C(2,0) (QT ) ∩ C(1,0)

(
QT

)
, ∂γ

0tu(x, t) ∈ C(QT ), ∂γ
0tuxx(x, t) ∈ C(QT ) and and

conditions (4), (22), be satisfied, then estimates: (27) in the case when α > β;
(28) in the case when α = β; (29) in the case when α < β are valid for the
solution u(x, t) of problem (1), (21), (3).

The a priori estimates (27), (28), (29) implies the uniqueness and stability
of the solution with respect to the right-hand side and the initial data

Theorem 4. Let conditions (4), (22), be satisfied, then exist τ0 = τ0(c0, c1,
c2, α, σ), such that if τ ≤ τ0, then estimates: (41), in the case, when α > β;
(42)in the case, when α = β; (43)in the case, when α < β are valid for the
solution of the difference problem (30)–(33).

The a priori estimates (41)–(43) implies the uniqueness and stability of the
solution to the difference scheme (30)–(33) with respect to the initial data and
the right-hand side, as well as the convergence of the solution of the difference
problem (30)–(33) to the solution of the differential problem (1), (21), (3) so
that if there exist such τ0 then for τ ≤ τ0 the a priori estimates are valid:

1) in case, when α > β: ‖yj+1 − uj+1]|22 ≤ M
(
h2 + τ2−max{α,β}) ;

2) in case, when α = β: ‖yj+1 − uj+1]|23 ≤ M
(
h2 + τ2

)
;

3) in case, when α < β: ‖yj+1 − uj+1‖21 ≤ M
(
h2 + τ2−max{α,β}) ,

where M − const > 0, independent of h and τ .

Comment. To solve numerically the boundary value problems considered in this
paper for the loaded moisture transfer equation with two fractional Gerasimov-
Caputo derivatives of different orders α, β, difference schemes (12)–(14) and
(30)–(33) are reduced to calculated form; for this purpose one can use the method
of parametric sweep [20].
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4 Conclusion

This paper is devoted to the study of local and nonlocal boundary value problems
for the loaded moisture transfer equation with two fractional Gerasimov-Caputo
derivatives of different orders α, β. Using the method of energy inequalities for
various relations between α and β, a priori estimates in differential and difference
interpretations are obtained for solving the problems under consideration, which
implies the uniqueness and stability of the solution with respect to the initial data
and the right-hand side, as well as the convergence of the solution of the difference
problem to the solution of the differential problem with the rate O(h2 + τ2) for
α = β and O(h2 + τ2−max{α,β}) for α �= β.
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Abstract. The longitudinal vibrations of a steel rod of constant cross-section
along the length are considered. The left end of the rod is pinched, a concentrated
mass is attached to the right end. The mathematical model consists of a hyperbolic
partial differential equation and boundary conditions. The D’Alembert’s principle
is used. Free oscillations are undamped and harmonic without initial conditions.
The purpose of solving the problem is to determine the frequencies of free oscil-
lations. Analytical and numerical-graphical methods of solving the problem are
used. In the first case, the oscillation frequency is determined from the transcen-
dental equation. In the second case, the basic equation and boundary conditions are
replaced by a system of algebraic equations. The required oscillation frequencies
are defined as the eigenvalues of a square matrix. At the final stage of determining
the frequencies of free oscillations, a numerical-graphical method is used, imple-
mented in the environment of theMatlab computing complex. A concrete example
of the solution is given. Conclusions are drawn.

Keywords: Longitudinal oscillations of a steel rod · Partial differential
equations · The principle of D’Alembert · Finite difference method · The
oscillation frequency · Homogeneous system of algebraic equations ·
Eigenvalues · Matlab computing complex

1 Introduction

Steel rods are often found in construction structures, machine-building andmachine-tool
parts, in structures of the oil and gas and chemical industries. At the same time, they are
supplemented with a variety of carried masses and supports, loaded with dynamic and
kinematic effects. The frequencies of their oscillations are of great interest, since their
coincidence with the frequencies of loads leads to resonance and the occurrence of large
stresses and deformations that threaten the destruction of structures.

An extensive bibliography is devoted to longitudinal vibrations of rods and related
problems. The issues of solving such problems by traditional methods are presented
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in scientific and educational publications [1–6]. In recent years, the use of numerical
methods, computer systems and computer technologies have allowed us to move on to
the design of more complex and optimal structures. In this case, analytical and numerical
methods are used to solve the determination of the frequencies of free oscillations. The
result was numerous publications [7–10].

In this article, the frequencies of free vibrations are determined by the analytical and
numerical methods currently used. The purpose of the study is to determine the most
preferred of them for practical use.

2 Problem Statement

Figure 1 shows a steel rod of constant cross-section. Its characteristics are: length l,
elastic modulus E, linear mass m = ρA, material density ρ, cross-section area A.

Fig. 1. Calculation scheme

The left end of the rod is fixed, there is a concentrated mass M at the right end.
The cross sections of the rod make free oscillations in the longitudinal direction. The
basic equation of vibrations is derived by considering the vibrations of the rod element
(Fig. 2), to which forces are applied in sections N, N + N’ dx and the d’Alembert inertia
force dl = müdx.

Fig. 2. Calculation scheme

As a result of simple calculations using the d’Alembert principle, it is possible to
obtain the basic equation of longitudinal oscillations [2].

ü − a2u′′ = 0, a2 = E

ρ
, x ∈ (0, l), t > −∞. (1)

Here the points above u correspond to differentiation by t, the strokes in the upper indices
correspond to differentiation by the spatial coordinate x. Additional boundary conditions
are added to (1) at the left and right ends of the rod

u(0, t) = 0, u′(l, t) + bü(l, t) = 0, b = M

EA
, t > −∞. (2)
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We will assume that the hypothesis of plane sections is valid, and we will neglect
the transverse movements of mass particles. The displacements of the sections are
characterized by the function u(x, t).

Equations (1), (2) form amathematicalmodel for determining the natural frequencies
of longitudinal vibrations of the rod.

We will solve the problem using traditional analytical and numerical-graphical
methods.

3 Analytical Solution Method

Let’s write out the general solution of Eq. (1)

u(x, t) = X (x)eiωt . (3)

Its substitution in (1) gives

a2X ′′(x) + ω2X (x) = 0. (4)

and the shape of the oscillations

X (x) = C sin kx + D cos kx, k = ω/a, a = √
E/ρ. (5)

Boundary conditions (2) and representation (3) give

X (0) = 0,X ′(l) − bX (l)ω2 = 0. (6)

Differentiating (5), we get

X ′(x) = k(C cos kx − D sin kx). (7)

Substituting (5), (7) into (6) and performing simple transformations, we have

C �= 0,→ C cos kl = 0, k cos kl−bω2 sin kl = 0. (8)

By solving this transcendental equation, it is possible to obtain the values of the
natural frequencies of ωi. Let’s represent the left side of the equation as some function

f (ω) = 0. (9)

Those values of ω, that turn the values of the function to zero will be the natural
frequencies of free oscillations.

Let’s take a concrete example.
Example 1. A steel rod of constant cross-section is given according to Fig. 1 with

parameters l = 2 m, E = 2, 1 · 1011N/m2, ρ = 7800 kg/m3, M = 100 kg.
It is required to find the roots of the transcendental Eq. (7), which are the frequencies

of free oscillations.
The analytical method of solving the problem under difficult boundary conditions

usually leads to the need to solve transcendental equations, as in this example. Therefore,
we will use the capabilities of the Matlab computing complex.
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According to the algorithms presented above, a computer program was compiled,
implemented in the environment of theMatlab computing complex. TheMatlab complex
has a tool that, like a magnifying glass, is able to multiply the fragments of the graph.
Using them, it is possible to obtain natural frequencies with a high degree of accuracy.
The obtained result is shown in Fig. 3, where the first natural oscillation frequency
ω1 = 8176s−1is marked with a bold dot on the abscissa axis. Other higher frequencies
are determined similarly. This method of determining eigenvalues was first used in the
article [11] and subsequently called the numerical-graphical method. The following high
frequencies are of only theoretical interest. Therefore, we will not define them.

Fig. 3. Frequencies of free oscillations

4 Numerical Solution Method

Let’s consider the solution of the previous example by the finite difference method.
Let’s move from differential operators to finite difference operators and to the finite

differencemethod (FDM). The area of continuous change of the argument of the function
x ε [0, l] is replaced by a uniform grid with a step h (Fig. 4)

lh = {xi = (i − 1)h, h = l/(n − 1), i = 1, 2, . . . , n, }

Fig. 4. Uniform grid

Then the function X(x) corresponds to the grid function Xi(xi) at the nodes, i.e.
Xi(xi) ≈ X (xi). Next, we will use finite-difference operators that ensure the accuracy of
O(h2) [3].

The functions of the argument x and derivatives in the Eqs. (4), (6), (7) are presented
in the form of:

X = {X1,X2, . . .Xn},X ′′(x) = 1
2h (−Xi−1 + Xi+1),

X ′′(x) = 1
h2

(Xi−1 − 2Xi + Xi+1).
(10)
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We will now present the problem (4), (6) using the finite difference method.
Equations (4) will take the form:

Xi−1 + αXi + Xi+1 = 0, i = 2, 3, . . . n − 1, α = −2 + h2ω2/a2. (11)

Transform the boundary conditions (6) and write:

X1 = 0,Xn−2 − 4Xn−1 + βXn = 0, β = 3 − 2hMω2

b
, b = EA. (12)

The final result of the transition of the boundary value problem (1), (2) to the grid
domain using (11) – (12) is a homogeneous system of algebraic equations.

B(ω2)X = 0. (13)

Here B is a square matrix of order n, X is a column vector representing a continuous
function X(x) in the finite difference method.

In the numerical finite differencemethod, the basic equation and boundary conditions
will take the form

Xi−1 + αXi + Xi+1 = 0,X1 = 0,Xn−2 − 4Xn−1 + βXn = 0 (14)

α = −2 + h2ω2/a2, β = 3 − 2hM ω2.

Let’s write down the system of Eqs. (14) in matrix-vector form
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
...

1 α 1
...

1 α 1
...

1 α 1
...

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 α 1

· · · · · · · · · · · · · · · · · · ... · · · · · · · · · · · · · · · · · · · · ·
... 1 α 1
... 1 α 1
... 1 α 1
... 1 −4 β

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

X1

X2
...
...
...
...
...
...
...

Xn−1

Xn

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0
0
...
...
...
...
...
...
...

0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (15)

The zero elements of the matrices are not written out. The right part of the system
of Eq. (15) is the zero vector. It is obvious that this system of equations has a trivial, i.e.
zero solution X ≡ 0, which is not of interest in this case. A nontrivial solution can exist
only if the determinant of the matrix B is zero, i.e.

detB(ω2) = 0. (16)
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As in the previous case, the capabilities of the Matlab software package were used.
In the coordinate system ω – det a curved line corresponding to Eq. (16) is obtained,
almost completely coinciding with the curve of Fig. 3. The first natural frequency, up to
an integer, coincides with the analytical method obtained above, ω1 = 8176s−1.

Such an exact coincidence of the results obtained by analytical and numerical
methods guarantees the reliability and validity of problem statements and solutions.

5 Conclusion

1. The solution of the well-known problem of longitudinal free oscillations of rods by
determining natural frequencies is significantly simplified when using the numerical-
graphical method.

2. The used computing program in the environment of the Matlab computing complex
has the property of universality and easily adapts to changes in the input data of the
task.

3. Verification of the analytical and numerical methods proposed in the work is ensured
by the exact coincidence of the frequencies of free oscillations.
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Abstract. Forced longitudinal vibrations of a steel rod of constant cross-section
along its length are considered. The left end of the rod is pinched, a concentrated
mass is attached to the right end. The source of the oscillations is the harmonic
force acting along the axis. The mathematical model consists of a hyperbolic par-
tial differential equation and boundary conditions. The D’Alembert’s principle is
used. Forced oscillations are undamped and harmonic without initial conditions.
The amplitudes of forced oscillations are determined, their dependences on the
frequency of the driving force are analyzed. Analytical and numerical-graphical
methods of solving the problem are used. In the first case, by traditional meth-
ods, the problem is reduced to a transcendental equation, from which the ampli-
tude of the oscillations is determined. In the second case, the basic equation and
boundary conditions are replaced by a system of algebraic equations. The desired
oscillation amplitudes are determined from the matrix-vector equation. At the
final stage of determining the amplitudes, a numerical-graphical method is used,
implemented in the environment of the Matlab computing complex. Examples are
given. Conclusions are drawn.

Keywords: Longitudinal forced vibrations of a steel rod · Partial differential
equations · The principle of D Alembert · Finite difference method · The
amplitude of the oscillations · The transcendental equation · an inhomogeneous
system of algebraic equations · Matlab computing complex

1 Introduction

Rods are widely used in various fields of technology: in machines, building structures
and appliances. Their configurations are very different: beams, trusses, frames, racks,
frames of cars and airplanes, towers, etc. In real conditions, dynamic loads often act on
the rods, which leads to fluctuations. Therefore, the theory of oscillations currently has
an extensive bibliography in the form of monographs, textbooks and journal articles.

Rods are often supplemented with a variety of load-bearing masses and supports,
loaded with dynamic and static forces. The oscillation amplitudes of such structures are
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of great interest, since normal stresses in cross sections and deformations of the rod,
which threaten the destruction of structures, significantly depend on their magnitude.

An extensive bibliography is devoted to longitudinal free and forced vibrations of
rods and related problems. The issues of solving such problems by traditional methods
are presented in scientific and educational publications [1–7]. In recent years, the use of
numerical methods, computer systems and computer technologies [8–10] has allowed
us to move on to designing more complex and optimal structures.

The purpose of this article is to determine by analytical and numerical methods the
displacements of the cross sections of the rod under the longitudinal force and to show
the high efficiency of the practical application of computer systems.

2 Mathematical model of the problem

Figure 1 shows a steel structure consisting of a rod of constant cross-section and a
mass concentrated at the right end. It oscillates in the horizontal direction, the source
of which is the harmonic force F(t). The characteristics of the oscillatory system are:
length l, elastic modulus E, linear mass m = ρA, ρ is the density of the material, A is
the cross-sectional area, M is the mass, f is the amplitude of the driving force, ω is the
circular frequency of the driving force. The basic equation of vibrations is determined
by considering the vibrations of the rod element (Fig. 2), to which longitudinal forces
in sections N, N + dN and the Dalembert inertia force dI = müdx.

Fig. 1. Calculation scheme

When deriving the oscillation equations, we will assume that the hypothesis of plane
sections is valid, and we will neglect the transverse displacements of mass particles.
The longitudinal displacements of the sections are denoted by u(x,t). Let’s take the rod
element (Fig. 2) and determine the relative deformation.

Fig. 2. Elementary section of the rod

It is known that the relative deformation ε is determined by the formula

ε = � dx

dx
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where dx is the elongation of the element dx. From the drawing

� dx = u + u′dx − u = u′dx.

Therefore,

ε = u′dx
dx

= u′.

In the above formulas, the strokes in the upper indices mean differentiation by the
spatial coordinate x. According to Fig. 2, the equilibrium equation of the element has
the form

dI = dN .

As a result of simple calculations using the Dalembert principle, it is possible to
obtain the basic equation of longitudinal oscillations.

dI = mdxü, dN =N ′dx,N = σ A = E ε A = EAu′.

They lead to equality

−mü + EAu
′′ = 0 (1)

Convert (1) to a more convenient form

ü − a2u
′′ = 0, a2 = E

ρ
, x ∈ (0, l), t > −∞. (2)

The result obtained is the basic equation of longitudinal oscillations [2]. Here the
points above u correspond to the differentiation in time t. Additional boundary conditions
at the left and right ends of the rod are added to (2). The left end is sealed. Therefore,
there is no moving it.

u(0, t) = 0 (3)

The boundary conditions at the right end are determined taking into account the
presence of mass M and force F (Fig. 3). The equilibrium condition follows from the
figure

−Mü − N + F = 0,F = feiωt (4)

Equations (2)–(4) form a mathematical model for determining the parameters of
longitudinal vibrations of the rod.Wewill solve the problem by twomethods: traditional
analytical and numerical-graphical.
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Fig. 3. Right end

3 Analytical Solution Method

The general solution of Eq. (2) has the form

u(x, t) = X (x)eiωt . (5)

The general solution of Eq. (2) will be

a2X
′′
(x) + ω2X (x) = 0. (6)

The general solution of Eq. (2) will be.

X (x) = C sinkx + D coskx, k = ω/a, a = √
E/ρ

Taking into account the boundary condition (3) gives.

D = 0,X (x) = C sinkx. (7)

Differentiating (7), we get.

X ′(x) = Ck coskx. (8)

Boundary conditions (3), (4) and representation (5) give.

X (0) = 0, (9)

C
(
EAk coskl−M sinklω2

)
= f (10)

Here the second equation is transcendental. With its help, it is possible to obtain the
values of the natural frequencies ofωi, the amplitude of oscillations at given values of the
frequency of the force F and other parameters of forced oscillations. When determining
the natural frequencies in Eq. (10), the right part should be zero and the transcendental
equation will take the form.

EAk coskl−M sinklω2 = 0 (11)

It is difficult to find the exact values of the roots of Eq. (11), which are the eigenvalues
of free oscillations. Therefore, we will use the capabilities of the Matlab computing
complex.

Let us take a concrete example.

Example 1. A steel rod of constant cross-section is given according to Fig. 1 with the
parameters: l = 2 m, E=2,1·1011N/m2, A = 2 cm2, ρ = 7800 kg/m3, M = 100 kg.
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It is required to find the roots of the transcendental Eq. (11), which are the frequencies
of free oscillations.

The analytical method of solving the problem under difficult boundary conditions
usually leads to the need to solve transcendental equations, as in this example.

According to the algorithms presented above, a computer program was compiled,
implemented in the Matlab environment. The Matlab complex has a tool that, like a
magnifying glass, is able to multiply the fragments of the graph. Using them, it is
possible to obtain natural frequencies with a high degree of accuracy. The obtained
result is shown in Fig. 4, where the first natural oscillation frequency ω1 = 8176, 15 s−1

is marked with a bold dot on the abscissa axis. Other higher.

Fig. 4. The first frequency of free oscillations.

frequencies are determined similarly. This method of determining eigenvalues was
first used in the article [11] and subsequently called the numerical-graphical method.
The following high frequencies in most cases are of only theoretical interest. But they
arise in high-frequency technology and measuring devices.

Let us turn to such a case and consider the range of calculations up toω = 100000 s−1.
The computer program gave the result shown in Fig. 5. Therewere 12 natural frequencies
in this range. All of them are marked with dots, their numerical values are easy to read
when the picture is enlarged. In thisway, the first three natural frequencies are established
Ω = {8176, 16314, 24460}s−1.

Let’s move on to calculating the amplitudes of forced vibrations for the steel rod
considered in Example 1. In this case, we will use the function (7) obtained above.

Example 2. A steel rod of constant cross-section is given (Fig. 1) with the parameters: l
= 2 m, E=2,1·1011N/m2, A = 2 cm2, ρ = 7800 kg/m3, M = 100 kg, ω = {6000, 15000,
24000} s−1, f = 10000 kN.

Required: calculate the values of X(x) at xε[0,l] and show three graphs of oscillation
amplitudes.

The results of the calculation are shown by curves 1, 2, 3 (Fig. 6). In the x – X
coordinate system, three curved lines corresponding to the three frequencies of this
problem are obtained.
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Fig. 5. Frequencies of free oscillations.

Fig. 6. Frequencies of free oscillations obtained by the analytical method.

Analysis of the curves shows that an increase in the frequency of the driving force is
accompanied by an increase in the curvature and undulation of deformations along the
rod. At the same time, for small longitudinal deformations, a force with an amplitude f
of a significant magnitude was required.

4 Numerical Solution Method

When using representation (5), the basic Eq. (2) will take the form

X ′′ + k2X = 0, k = ω/a (12)

Similarly, we transform the boundary conditions (3), (4) taking into account the
vibrational nature of the force F and obtain.

X (0) = 0,EAX ′(1) + Mω2X (1) = f . (13)

At this stage of solving the problem, the mathematical model is represented by
Eq. (12) and additional conditions (13).

Let’s consider the solution of the previous example by the numerical finite difference
method. Let’s move from differential operators to finite difference ones. The area of
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continuous change of the argument of the function xε[0, l] is replaced by a uniform grid
with a step h (Fig. 4)

lx = {xi = (i − 1)h, h = l/(n − 1), i = 1, 2, . . . , n, i = 1, 2, ...n}.

Fig. 7. Uniform grid

Then the continuous function X(x) corresponds to the grid function Xi(xi) at the
nodes, i.e. Xi(xi) ≈ X (xi). Next, we will use finite-difference operators that ensure the
accuracy O(h2) [3].

We will now present the problem (12), (13) using the finite difference method.

Xi−1 + αXi + Xi+1 = 0, i = 2, 3, . . . n − 1, α = −2 + k2h2 (14)

X1 = 0,Xn−2 − 4Xn−1 + βXn = γ, β = 3 + 2hMω2

EA
, γ = 2fh

EA
. (15)

The final result of the transition of the boundary value problem (1), (2) to the grid
domain using (14) – (15) is a system of algebraic equations.

B(ω)X = b (16)

Here B is a square matrix of order n, X is a column vector representing a continuous
function X(x) in the finite difference method, b is a column vector. Let’s write down the
system of Eqs. (16) in matrix-vector form

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
...

1 α 1
...

1 α 1
...

1 α 1
...

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 α 1

· · · · · · · · · · · · · · · · · · ... · · · · · · · · · · · · · · · · · · · · ·
... 1 α 1
... 1 α 1
... 1 α 1
... 1 −4 β

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

X1

X2
...
...
...
...
...
...
...

Xn−1

Xn

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0
0
...
...
...
...
...
...
...

0
γ

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(17)
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The zero elements of the matrix are not written out.
Let us solve the previous example by the finite difference method.

Example 3. A steel rod of constant cross-section is given according to Fig. 1 with the
parameters: l = 2 m, E = 2,1·1011N/m2, A = 2 cm2, ρ = 7800 kg/m3, M = 100 kg, ω
= {6000, 15000, 24000} s−1, f = 10000 kN, n = 10001.

Required: calculate the values of X(x) at xε[0, l] and show three graphs of oscillation
amplitudes.

As in the previous case, the capabilities of the Matlab software package were used.
In the x – X coordinate system, three curved lines are obtained (Fig. 8) corresponding
to Eq. (17) and almost completely coinciding with the curves of Fig. 6.

Such an exact coincidence of the results obtained by analytical and numerical
methods guarantees the accuracy and reliability of problem statements and solutions.

Fig. 8. Graphs of forced oscillations obtained by numerical method

It should be noted that the numerical-graphical method used in Example 2 has the
property of universality.Replacing theproblemdatawith other numbersmakes it possible
to investigate the behavior of a mechanical system in a wide range of parameters.

5 Conclusion

Verification of the results obtained by analytical and numerical methods used in the work
is ensured by the exact coincidence of the graphs of cross-section movements along the
axis of the rod. The solution of the problem of longitudinal forced vibrations of rods
by determining the displacements of sections is significantly simplified when using
analytical-graphical and numerical-graphical methods.The use of analytical-graphical
and numerical-graphical methods in combination with the capabilities of computer
systems provides highly efficient universal solutions to problems.
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Abstract. The main object of the present work is to derive new rela-
tions between the number of n-order non-associated matrices and a deter-
minant N , which can subsequently be put into use. In this study we
mainly employ the Hermite triangular form of n-order full matrices and
the determinant N . The following new results are obtained in the work:

1. formula for σ0 (n, p1 · · · · · pk) n-order non-associated primitive
matrices with non-square determinants values N = p1 · · · · ·pk, where
pi are primes;

2. formula for σ0 (n, pα) primitive non-associated n-order matrices N =
pα, where p is a prime;

3. the recurrent relations is established for σ0 (n, N) by order of matri-
ces considered;

4. an upper estimate for the number of the considered n order matrices
and the determinant is obtained close to the precise value of σ(n, N)
in the case where the canonical expansion of N is not given;

5. the relationship between σ (n, pα) as well as σ0 (n, pα) and the Gaus-
sian coefficients by combinatorics is established.

Keywords: integer matrix · primitive matrix · triangular canonical
form · Mobius function · Euler function · unassociated matrices ·
recurrence relation · canonical decomposition · upper bound

1 Introduction

In connection with the problem of representating integers by teranry quadratic
forms, Yu.V. Linnik [1] developed and original method of analytic number theory,
which uses non-commutative arithmetic of quaternions and matrices and with
its further development, was called the discrete ergodic method.

The method of Yu.V. Linnik is associated with with several useful concepts,
one of which is the concept of non-associated square matrices of a given order.
This concept already proofs the main lemma of this method when estimating

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Alikhanov et al. (Eds.): APAMCS 2022, LNNS 702, pp. 146–156, 2023.
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from below the number of left-unassociated second-order primitive matrices Ki

in matrix decomposition

l + Li = KiTi (i = 1, . . . , r) ,

where SpLi = 0, l = lE — is a scalar matrix; det Ki = ps, p — is a prime
number; the left-hand of the matrices Ki is non-associated; r > c(det Li)

1
2−ε,

ε > 0 — is an arbitrarily small number.
In [1] a formula is given for the number of non-associated second order matri-

ces σ0 (n) where n is odd.
Later, in [2] the proof of the formula

σ0 (n) = |n| ·
∏

p|n

(
1 +

1
p

)

is given for any value of the determinant n �= 0, moreover, we employ the Hermite
normal form for the matrix ring M2 (Z) as well as the Möbius inversion.

The specified result obtained for σ0 (n) you can find in [1–6]. In further studies
[7] a formula for σ0 (2, A) value of the second order non-associated primitive
matrices divisible by a given matrix A ∈ M2 (Z).

In [8], the concept of associativity is transferred to the ring of indefinite
anisotropic quaternions, but for the number of pairwise non-associated quater-
nions of a given norm, only estimates from below and from above are obtained.

In [9], all the mentioned results were transferred from the matrices ring
M2 (Z) to the third order full matrices ring M3 (Z). We note that more com-
plicated case with n order and the results are presented in [10].

In the present work, we obtained the formula for the number of pairwise n-
order non-associated primitive matrices σ0 (n, p1 · · · · · pk) with the non-square
determinant p1·· · ··pk, where pi are distinct primes using the canonical triangular
form of non-associated matrices with respect to the Mn (Z) ring.

The formula for the number of n-order non-associated primitive matrices
σ0 (n, pα) and the determinant pα equal to the prime power is also found using
the Möbius inversion.

The upper bound for σ (n,N) is obtained for the case when the canonical
expansion of N is unknown.

Hence a general formula for σ0 (n,N) can be easily deduced if we know the
canonical expansion of N . The relationship between σ (n, pα) and σ0 (n, pα) is
established using the Gaussian coefficient of the above combinatorics.

2 Lemmas About Integer Matrices of the n Order

Here we give auxiliary statements about integer matrices of the n order (in
special cases for n = 2; 3 they were used, for example, in [7,9]).

Matrix

A =

⎛

⎜⎜⎝

a11 a12 · · · a1n

a21 a22 · · · a2n

· · · · · · · · · · · ·
an1 an2 · · · ann

⎞

⎟⎟⎠
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It has called an integer if its elements are aij ∈ Z. The ring of integer matrices
of order n will be denoted by Mn(Z).

Matrix E ∈ Mn(Z) is called invertible, if E−1 ∈ Mn(Z) and means, det E =
±1.

Matrix A, A′ ∈ Mn(Z) are called associated from the right, if there is an
invertible matrix U ∈ Mn(Z), for which A′ ∈ AU , in other cases A and A′ will
unassociated on the right (similarly, the associativity of matrices on the left is
determined).

The associativity of matrices on the right (left) is an equivalence relation
that splits the ring Mn(Z) into classes of matrices associated on the right (left),
and the number of such classes is finite.

In each class of right-associated matrices from Mn(Z), a single canonical
triangular matrix can be selected.

Lemma 1 (on canonical matrix form). For every non-degenerate matrix
A ∈ Mn(Z), there is a unique matrix associated to it on the right of the form

T =

⎛

⎜⎜⎝

δ1 ε12 ε13 · · · ε1n

0 δ2 ε23 · · · ε2n

· · · · · · · · · · · · · · ·
0 0 0 · · · δn

⎞

⎟⎟⎠

where

δ1, δ2, . . . , δn > 0; δ1 · δ2 · · · · · δn = Δ,

0 ≤ ε1j < δ1 (j = 2, . . . , n) ;
0 ≤ ε2j < δ2 (j = 3, . . . , n) ;
· · · · · · · · · · · · · · · · · · · · · · · · · · ·

0 ≤ εn−1,n < δn−1;

Δ – matrix determinant T .

The proof is given in [[11], Chapter II], where it is carried out using elemen-
tary column transformations.

Lemma 2. All integer matrices of the determinant Δ from the ring Mn(Z) are
divided into a finite number of classes of associated matrices, i.e. for the number
σ(n,Δ) of pairwise unassociated matrices of the n-th order and the determinant
Δ, the formula is valid

σ (n,Δ) =
∑

Δ=δ1·δ2·····δn

δn−1
1 · δn−2

2 · · · · · δn−1,

where the sum is taken over all representations of the number Δ in the form of
Δ = δ1 · δ2 · · · · · δn.

The proof is based on combinatorial reasoning related to placements with
repetitions and using Lemma 1.

Regarding the result related to Lemma 2, see [11–13]..
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Lemma 3. For the number of unassociated matrices of the determinant N , the
recurrence relation holds

σ (n,N) =
∑

d|N
σ

(
n − 1,

N

d

)
· N

d
,

where n and n − 1 – the orders of the matrices under consideration; summation
is carried out over all natural divisors of the number N .

Proof. Consider the triangular canonical Hermite form for a matrix of order n.
We have ⎛

⎜⎜⎜⎜⎝

d1 c12 c13 · · · c1,n−1 c1n

0 d2 c23 · · · c2,n−1 c2n

· · · · · · · · · · · · · · · · · ·
0 0 0 · · · dn−1 cn−1,n

0 0 0 · · · 0 dn

⎞

⎟⎟⎟⎟⎠

where

N = d1 · d2 · · · · · dn,

0 ≤ c1i < d1, 2 ≤ i ≤ n;
0 ≤ c2i < d2, 3 ≤ i ≤ n;
· · · · · · · · · · · · · · · · · · · · · · · ·

0 ≤ cn−1,n < dn−1.

By Lemma 2 we have

σ (n,N) =
∑

d1·d2·····dn=N

dn−1
1 · dn−2

2 · · · · · dn−1

=
∑

d1·d2·····dn=N

(d1 · d2 · · · · · dn−1) dn−2
1 · dn−3

2 · · · · · dn−2

=
∑

dn | N
d1 · d2 · · · · · dn−1 = N

dn

N

dn
·dn−2

1 dn−3
2 · · · · · dn−2

=
∑

dn|N

N

dn
·

∑

d1·d2·····dn−1=
N
dn

dn−2
1 dn−3

2 · · · · · dn−2

=
∑

dn|N

N

dn
·σ

(
n − 1,

N

dn

)

=
∑

d|N
σ

(
n − 1,

N

d

)
N

d
.

Lemma 3 is proved.
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Remark. A proof of a similar statement in the case of matrices over an abstract
Euclidean ring with a multiplicative norm is given in [11]. But here we preferred
a proof relating to the more visual case of the ring of integer matrices.

Lemma 4. If
N =

∏

p|N
pαp

– canonical decomposition of a natural number N , then

σ (n,N) =
∏

pαp |N

(
pαp+1 − 1

) (
pαp+2 − 1

) · · · · · (
pαp+n−1 − 1

)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)
.

The result of Lemma 4 is given and used in [14,15], but there is no proof of
the formula for σ (n,N) in them, and as far as we know, the proof is still not
found in the mathematical literature.

In particular cases, the proof of formulas for σ (n,N) for n = 2; 3 are given
in [2,9].

3 Main Results on the Number of Nonassociated
Primitive Matrices of the n Order

Based on Lemmas 1–4, we obtain the main results of this work on the number
of unassociated primitive matrices of the n order given by the determinant N .

First, let’s consider one general auxiliary statement.

Lemma 5. For the number σ0 (n,N) of nonassociated right (left) primitive
matrices of the nth order of the norm (determinant) N , the formula is valid

σ0 (n,N) =
∑

dn|N
μ(d)σ

(
n,

N

dn

)
,

where μ(d) – the Mobius function; σ
(
n, N

dn

)
– the number of unassociated matri-

ces in order n and determinant N
dn ; in this case, the summation is carried out

for all d, for which dn | N .

The proof of this lemma is given in [10].
Lemma 5 allows us to obtain formulas for the number of unassociated prim-

itive matrices of the n order of some special types.

Theorem 1. For the number σ0 (n, p1 · p2 · · · · · pk) of unassociated primitive
matrices of the n order with a square-free determinant value, the formula is
valid

σ0 (n, p1 · p2 · · · · · pk) =
k∏

i=1

pn
i − 1

pi − 1
.
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Proof. By virtue of Lemma 5, for N = p1 ·p2 · · · · ·pk with various simple factors
we will have

σ0 (n, p1 · p2 · · · · · pk) =
∑

dn|p1·p2·····pk

μ(d)σ
(
n,

p1 · p2 · · · · · pk

dn

)
.

Since dn · p1 · p2 · · · · · pk, then d = 1 by n > 1.
Therefore, we have

σ0 (n, p1 · p2 · · · · · pk) = σ (n, p1 · p2 · · · · · pk) = σ (n, p1)·σ (n, p2)·· · ··σ (n, pk) =

=
pn
1 − 1

p1 − 1
· pn

2 − 1
p2 − 1

· · · · · pn
k − 1

pk − 1
=

k∏

i=1

pn
i − 1

pi − 1
.

Theorem 1 is proved.

The obtained theorem 1 generalizes one result from [10] relating to the case
k = 1.

Let us now consider an important case of a special kind of matrix, when its
determinant is the power of a prime number, i.e. we are talking about calculating
σ0 (n, pα), where p – prime number.

Theorem 2. For the number σ0 (n, pα) of unassociated primitive matrices of
the n order and the determinant pα, where p is a prime number, the formulas
are valid

σ0 (n, pα) =

(
pα+1 − 1

) (
pα+2 − 1

) · · · · · (pα+n−1 − 1
)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)
−

−
(
pα−n+1 − 1

) (
pα−n+2 − 1

)
. . .

(
pα−1 − 1

)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)

if n ≤ α and
σ0 (n, pα) = σ (n, pα) ,

if n > α.

Proof. By virtue of Lemma 5 we have

σ0 (n,N) =
∑

dn|N
μ(d)σ

(
n,

N

dn

)
.

Putting N = pα, where p is a prime number, we have

σ0 (n, pα) =
∑

dn|pα

μ(d)σ
(

n,
pα

dn

)
. (1)

By the property of the Mobius function we have that from the divisibility of
dn | pα for n ≤ α follows d = 1; p. Then and (1) we have

σ0 (n, pα) = σ (n, pα) − σ
(
n, pα−n

)
. (2)
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Applying now Lemma 3 to the right side of equality (2) for n ≤ α, we will
have the following equalities

σ (n, pα) =

(
pα+1 − 1

) (
pα+2 − 1

) · · · · · (pα+n−1 − 1
)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)
, (3)

σ
(
n, pα−n

)
=

(
pα−n+1 − 1

) (
pα−n+2 − 1

)
. . .

(
pα−1 − 1

)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)
. (4)

Subtracting these equalities now, and taking into account equality (2), we
get

σ0 (n, pα) =

(
pα+1 − 1

) (
pα+2 − 1

) · · · · · (
pα+n−1 − 1

)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)

−
(
pα−n+1 − 1

) (
pα−n+2 − 1

)
. . .

(
pα−1 − 1

)

(p − 1) (p2 − 1) · · · · · (pn−1 − 1)
.

The lower equality for σ0 (n, pα) for n > α is obtained as follows. Applying
Lemma 5 for n > α, N = pα and d = pβ we have

σ0 (n, pα) =
∑

pnβ |pα

μ
(
pβ

)
σ

(
n,

pα

pβ

)
= σ (n, pα)

(here it was used that pnβ | pα is possible only when β = 0).
Theorem 2 is proved.

In connection with Lemma 3, we consider the question of an analogous recur-
rence relation for the number σ0 (n,N) of unassociated primitive matrices of the
nth order and the determinant N .

Theorem 3. For the number σ0 (n,N) of unassociated primitive matrices of the
nth order with a square-free value of the determinant N , the relation is valid

σ0 (n,N) =
∑

d|N
σ0

(
n − 1,

N

d

)
N

d
.

Proof. Let N = p1 ·p2 · · · · ·pk be a square–free number and hence p1, p2, . . . , pk

are distinct primes. Using Lemma 5, we will have

σ0 (n, p1 · p2 · · · · · pk) =
∑

dn|p1·p2·····pk

μ(d)σ
(
n,

p1 · p2 · · · · · pk

dn

)

= σ (n, p1 · p2 · · · · · pk) ,
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that is, on the same square–free numbers N , the values of the quantities under
consideration coincide σ0(n,N) = σ(n,N).

σ0 (n,N) = σ0 (n, p1 · p2 · · · · · pk)

=
∑

d|p1·p2·····pk

σ
(
n − 1,

p1 · p2 · · · · · pk

d

) p1 · p2 · · · · · pk

d

=
∑

d|p1·p2·····pk

σ0

(
n − 1,

p1 · p2 · · · · · pk

d

) p1 · p2 · · · · · pk

d

=
∑

d|N
σ0

(
n − 1,

N

d

)
N

d
,

where N – a square–free number.
Theorem 3 is proved.

Remark 1. The square–free condition of the number N in Theorem 3 is essential,
as the following calculations show in the special case

σ0

(
3, p2

)
=

(
p4 − 1

) (
p3 − 1

)

(p2 − 1) (p − 1)
= p4 + p3 + 2p2 + p + 1;

∑

d|p2

σ0

(
2,

p2

d

)
p2

d
= σ0

(
2, p2

)
p2 + σ0 (2, p) p + σ0 (2, 1)

= p4 + p3 + p2 + p + 1;

that is, the values obtained do not match.

4 An Estimate for the Number of Unassociated Matrices
of the n Order

Exact formulas for the number of pairwise unassociated matrices of the n order
and a given determinant N do not allow calculating values for σ (n,N) when
the canonical decomposition of the number N is unknown, and even if such a
decomposition is known, the exact formulas for them have a rather cumbersome
form. In this regard, the question of obtaining an estimate or an asymptomatic
formula for σ (n,N) depending on N is of interest.

To derive the upper bound for σ (n,N), we need the following auxiliary sen-
tence.

Lemma 6. For any natural number n ≥ 3, the estimate is valid

n

ϕ(n)
= O(ln lnn),

where ϕ – Euler function.
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The proof is given in [16], where this property is given as a problem.

Theorem 4. For the number of unassociated matrices of the n order and the
determinant of N the upper bound is valid

σ (n,N) = O
(
Nn−1ln lnN

)
.

Proof. May
N =

∏

pαp ‖N

pαp

– canonical decomposition of the number N . Then by Lemma 4 we have -

σ (n, N)

= Nn−1
∏

pαp ‖N

(
1 − 1

p
αp+1

)
·
(
1 − 1

p
αp+2

)
· · · · ·

(
1 − 1

p
αp+n−1

)

(
1 − 1

p

) (
1 − 1

p2

)
· · · · ·

(
1 − 1

pn−1

)

< Nn−1
∏

p‖N

1(
1 − 1

p

) (
1 − 1

p2

)
· · · · ·

(
1 − 1

pn−1

)

= Nn−1
∏

p‖N

1
(
1 − 1

p

)n−1 (
1 + 1

p

) (
1 + 1

p
+ 1

p2

)
· · · · ·

(
1 + 1

p
+ 1

p2 + · · · + 1
pn−2

)

< Nn−1
∏

p|N

1
(
1 − 1

p

)n−1

·
(
1 + 1

p

)n−2

=
Nn

ϕ(N)
·
∏

p|N

1
(
1 − 1

p2

)n−2

<
Nn

ϕ(N)
·
{

∏

p

(
1 − 1

p2

)−1
}n−2

=
Nn

ϕ(N)
·
(

π2

6

)n−2

= Nn−1 · N

ϕ (N)
·
(

π2

6

)n−2

.

Applying Lemma 6 now we get

σ (n,N) = O
(
Nn−1ln lnN

)
.

Theorem 4 is proved.

5 Conclusion

It will be interesting to give a proof of the formula for σ (n,N) indicated in
Lemma 4 (in works [14,15], a result about this value is used, but there are no
instructions regarding its proof).
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It is also of interest to refine the upper bound for the number of unassociated
anisotropic indefinite quaternions of a given norm (see [8]).

The proved theorem 2 allows us to establish a relationship between the values
σ (n, pα) and σ0 (n, pα), where p is a prime number, with Gaussian coefficients
from [17], namely

σ (n, pα) − σ0 (n, pα) =
(

α − 1
n − 1

)

p

,

where (
α − 1
n − 1

)

p

=

(
pα−1 − 1

) (
pα−2 − 1

) · · · · · (pα−n+1 − 1
)

(pn−1 − 1) (pn−2 − 1) · · · · · (p − 1)

– gaussian coefficient. Further study of this connection is of interest.
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Abstract. This work is devoted to the construction and analysis of
search algorithms for two-dimensional parallelepipedal nets with the best
parameters. The paper presents algorithms for computing the hyperbolic
parameter, Bykovskii sums, and the H-function. Sequences of the best
lattices are compared for each parameter. The connection between the
lattices parameters (N, a) and the value of the hyperbolic parameter is
investigated. In particular, the relationship between the value of a hyper-
bolic parameter and the representation of the number a/N as a continued
fraction is shown. For lattices with an increasing hyperbolic parameter,
a conjecture is put forward about the structure of the continued fraction
representation of the number a/N .

Keywords: Euler brackets · continued fractions · lattice · hyperbolic
lattice parameter · quadrature formula · parallelepipedal nets

1 Introduction

This work is devoted to the construction of a sequence of two-dimensional par-
allelepipedal nets with the best parameters.

Two-dimensional parallelepipedal nets

M(a, N) =
(

1
N

,

{
ak

N

})
(k = 0, . . . N − 1) (1)

are used for numerical solution of problems of integration, interpolation, solution
of differential and integral equations. These issues are well described in classical
works by N. M. Korobov [1,2], N. S. Bakhvalov [3], K. I. Babenko [4], Hua Loken
and Wan Yuan [5] and others.

The quality of parallelepipedal nets is estimated either through the hyper-
bolic lattice parameter Λ(a, N) of the linear comparison m1 + am2 ≡ 0 mod N

q(Λ(a, N)) = min(m1, m2), x = max{1, x}, (2)
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or through Bykovsky sums [6] in the formulation [7]

S(B(Λ(a, N)), α) =
∑

(x1,x2)∈B(Λ(a, N))

1
(x1x2)α

, (3)

where α is the smoothness parameter, B(Λ(a, N)) is the set of relative minima
of Λ(a, N),
or through the integration error of the boundary functions. For α = 2 this is

h(x, y) = 32(1 − 2{x})2(1 − 2{y})2, (4)

for even α ≤ 4, these are normalized Bernoulli polynomials.
The monograph [8] analyzes in detail the representation

H(a, N) =
∑

(x,y)∈M(a, N)

h(x, y) (5)

through the continued fraction of a number

a

N
= {0; q1, q2, . . . , ql}, (a,N) = 1,

H(a, N) = 1 +
4

Q2
l

(
10 + 5l +

l∑
λ=1

q2λ − 3(P 2
l + Q2

l−1)
Q2

l

+
1
Ql

(
2

l∑
λ=1

qλ(QλTl,λ+1 + Qλ−2Tl,λ+1 + Qλ−2Tl,λ−1) − 10
l−1∑
λ=1

Qλ−1Tl,λ+1

))
,

where qk are partial quotients, Pk, Qk are numerators and denominators of
convergents (Q−1 = 0, Q0 = 1), Tk,ν = [qν+1, . . . , qk](k−v) — Euler bracket
(see [9]).

In [7], q(Λ(a, N)) and S(B(Λ(a, N))) are also expressed in terms of the
continued fraction.

q(Λ(a, N)) = min
0≤m≤l−1

[qm+2, . . . , ql](n−m−1)Qm, (6)

S(B(Λ(a, N))) =
l−1∑
m=0

1
([qm+2, . . . , ql](n−m−1)Qm)α

. (7)

2 Algorithms for Constructing the Bykovsky Set
and Calculating the H-function

The Euler brackets are defined by the recurrence relation

[](−1) = 0, [](0) = 1, [q1, . . . , ql](l) = qn[q1, . . . , ql−1](l−1) + [q1, . . . , ql−2](l−2). (8)
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The numerators and denominators of convergents have a simple expression
through Euler brackets

Pl = [q2, . . . , ql](l−1), Ql = [q1, . . . , ql](l). (9)

Then we construct the Bykovsky set

B(Λ(a, N)) = {((−1)m[qm+2, . . . , ql](n−m−1), Qm)|m = 0, . . . l − 1} (10)

in a loop for O(l) = O(ln(N)) operations.
The library of algorithms, as well as all the results of numerical experiments,

are published in POIVS TMK [11].

2.1 Construction of the Bykovsky Set

Input: q[l] = {q0 = 0, q1, . . . , ql} — an array of incomplete quotients.
Output: B[2, l] — array of Bykovsky set elements.
Array Q[l+2] is filled with denominators of suitable fractions

Q[0] = Q−1 = 0, Q[1] = Q0 = 1, Q[2] = Q1, . . . Q[l + 1] = Ql.

Array T[l+2] is filled with Euler brackets

T [0] = [](−1) = 0, T [1] = [](0) = 1, T [2] = [ql](1),

T [3] = [ql, ql−1](2), . . . , T [l + 1] = [ql, . . . , q1](l).

Algorithm 1. Construction of the Bykovsky set
Q[0] = 0, Q[1] = 1
T [0] = 0, T [1] = 1
for i = 2, i < l + 2, i = i + 1 do

Q[i] = q[i − 1]Q[i − 1] + Q[i − 2]
T [i] = q[2 + l − i]T [i − 1] + T [i − 2]

end for
for i = 0, i < l, i = i + 1 do

B[0, i] = (−1)iT [l − i]
B[1, i] = Q[i + 1]

end for

For simplicity of presentation, the construction is carried out in 2 cycles
instead of one.

Note that after constructing the Bykovskii set, the hyperbolic parameter and
the Bykovskii sum are calculated in O(l) = O(ln(N)) operations.
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Algorithm 2. Calculation of the hyperbolic parameter
qΛ = B[0, 0]B[1, 0]
for i = 1, i < l, i = i + 1 do

if qΛ > |B[0, i]|B[1, i] then
qΛ = |B[0, i]|B[1, i]

end if
end for

2.2 Calculation of the Hyperbolic Parameter

Input: B[2, l] — array of Bykovsky set elements.
Output: qΛ is a hyperbolic parameter.
Note that to speed up the calculation of the hyperbolic parameter, one can

construct the Bykovsky set without sign alternation.

2.3 Calculation of the Bykovsky Sums

Input: B[2, l] — array of Bykovsky set elements, α — smoothness parameter.
Output: SB is a hyperbolic parameter.

Algorithm 3. Calculation of the Bykovsky sum
SB = 0
for i = 0, i < l, i = i + 1 do

SB = SB + 1/(|B[0, i]|B[1, i])α

end for

Note that to speed up the calculation of the Bykovsky sum, one can construct
the Bykovsky set without alternating signs.

2.4 H-function Calculation

Input: q[l] = {q0 = 0, q1, . . . , ql} — an array of incomplete quotients.
Output: H — the value of the function H(a,N) given by the equality (5).
Array Q[l+2] is filled with denominators of suitable fractions

Q[0] = Q−1 = 0, Q[1] = Q0 = 1, Q[2] = Q1, . . . Q[l + 1] = Ql.

Array T[l+2] is filled with Euler brackets

T [0] = [](−1) = 0, T [1] = [](0) = 1, T [2] = [ql](1),

T [3] = [ql, ql−1](2), . . . , T [l + 1] = [ql, . . . , q1](l).

Note that Pl is T [l], and Tl,ν = T [l − ν + 1].
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Algorithm 4. Function H(a,N) evaluation
Q[0] = 0, Q[1] = 1
T [0] = 0, T [1] = 1
for i = 2, i < l + 2, i = i + 1 do

Q[i] = q[i − 1]Q[i − 1] + Q[i − 2]
T [i] = q[2 + l − i]T [i − 1] + T [i − 2]

end for
H = 0, S = 0
for i = 0, i < l − 1, i = i + 1 do

H = H + Q[i + 1]T [l − i − 1]
end for
H = 10H
for i = 0, i < l, i = i + 1 do

S = S + q[i + 1](Q[i + 2]T [l − i − 1] + Q[i]T [l − i − 1] + Q[i]T [l − i + 1])
end for
S = 2S
H = S − H
H = H/Q[l + 1]
H = H + 10 + 5l − 3(T [l]2 + Q[l]2)/Q[l + 1]2

for i = 0, i < l − 1, i = i + 1 do
H = H + q[i + 1]2

end for
H = 4H/(5Q[l + 1]2) + 1

3 Increasing Sequence of Hyperbolic Parameters

The algorithm for calculating the hyperbolic parameter q(Λ(a, N)) in O(ln(N))
operations allows us to construct the following sequence by enumeration

GP MAX = {GP (a1, N1) = q(Λ(3, 8)) < GP (a2, N2) < . . . < GP (ak, Nk) . . .},

∀N < Nk, a < N, (a,N) = 1 : GP (ak, Nk) = q(Λ(ak, Nk)) > q(Λ(a, N)),

∀a < ak : GP (ak, Nk) = q(Λ(ak, Nk)) > q(Λ(a, Nk)).

To reduce the enumeration, we use the properties of the hyperbolic parameter

q(Λ(a, N)) = q(Λ(N − a, N)), q(Λ(a, N)) ≤ a. (11)

Thus, we reduce the enumeration of ak to the set {GP (ak−1, Nk−1), . . . ,
[N/2]}.

The interval [8, 1346269] contains 1413 members of the sequence GP MAX.
The best of them with respect to the ratio of the hyperbolic parameter to the
lattice modulus is the subsequence that defines the lattices

Λ(Fn−2, Fn)), q(Λ(Fn−2, Fn) = Fn, (12)

where Fn — n Fibonacci number. Moreover, Fn−2/Fn are convergents to the
quadratic irrationality (3−√

5)/2. The use of this sequence as optimal coefficients
was first proposed by N. S. Bakhvalov in 1959 [3].
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Fig. 1. The first 1413 members of the GP MAX sequence, along the horizontal axis
Nk, in blue, the optimal coefficient ak, in orange — GP (ak, Nk).

Fig. 2. The first 1413 terms of the sequence GP MAX, along the horizontal axis Nk,
in blue the ratio of the optimal coefficient to the modulus of the lattice ak/Nk, in
orange — GP (ak, Nk)/Nk.

Also, other subsequences of convergent fractions of quadratic irrationalities
are distinguished by the form of the continued fraction ak/Nk. Continued frac-
tions of the form {0; 2, 2, 2, 2} define a sequence of convergents converging to√

2 − 1.

4 Decreasing Sequence of Bykovsky Sums

Using the calculation algorithm S(B(Λ(a, N)), α) enumeration a from 1 to
[N/2], construct the following sequence

SB MIN 2 = {SB(a1, N1) = S(B(Λ(3, 8)), 2) > SB(a2, N2) > . . . >

> SB(ak, Nk) > . . .},

∀N < Nk, a < N, (a,N) = 1 : SB(ak, Nk) = S(B(Λ(ak, Nk)), 2) <
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< S(B(Λ(a, N)), 2),

∀a < ak : SB(ak, Nk) = S(B(Λ(ak, Nk)), 2) < S(B(Λ(a, Nk)), 2).

The interval [8, 450000] contains 4216 members of the sequence SB MIN 2.

Fig. 3. The first 4216 members of the sequence SB MIN 2, along the horizontal axis
Nk, along the vertical ratioak/Nk.

It is easy to see that the sequences SB MIN 2 and GP MAX do not match.
This is illustrated by the following example:

N = 229, A = 95,

B(Λ(95, 229)) =
{

95 −39 17 −5 2 −1
1 2 5 12 41 94

}
,

q(Λ(95, 229)) = 60, S(B(Λ(95, 229)), 2) = 0.00095324 . . .

N = 233, A = 89,

B(Λ(89, 233)) =
{

89 −55 34 −21 13 −8 5 −3 2 −1
1 2 3 5 8 13 21 34 55 89

}
,

q(Λ(89, 233)) = 89, S(B(Λ(89, 233)), 2) = 0.000976334 . . .

5 Decreasing Sequence of H Functions

Using the algorithm for calculating H(a, N) by iterating a from 1 to [N/2], we
construct the following sequence

H MIN = {H(a1, N1) = H(3, 8)), 2) > H(a2, N2) > . . . > H(ak, Nk) > . . .}
∀N < Nk, a < N, (a,N) = 1 : H(ak, Nk) < H(a, N)

∀a < ak : H(ak, Nk) < H(a, Nk).

The interval [8, 450000] contains 7888 members of the sequence H MIN .
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Fig. 4. The first 7888 members of the sequence H MIN , along the horizontal axis Nk,
along the vertical ratio ak/Nk.

It is easy to see that the sequences H MIN and GP MAX do not match.
This is illustrated by the following example:

N = 271443, A = 75025,

q(Λ(75025, 271443)) = 75025, S(B(Λ(75025, 271443)), 2) = 10−9 · 1.7489 . . .

H(75025, 271443) − 1 = 10−9 · 1.6626 . . .

N = 271684, A = 103291,

q(Λ(103291, 271684)) = 90208, S(B(Λ(103291, 271684)), 2) = 10−9 · 1.6456 . . .

H(103291, 271684) − 1 = 10−9 · 1.7085 . . .

6 Construction of Sequences by the Form of a Continued
Fraction

The formula for the value of the hyperbolic lattice parameter allows us to prove
two important estimates for the hyperbolic parameter.

Lemma 1. If among the incomplete quotients a
N = {q0; q1, . . . , qn} there is

an incomplete quotient qm ≥ c, then for the hyperbolic parameter q(Λ(a,N))
q(Λ(a,N)) ≤ N

c .

Proof. Indeed, according to the formula for the hyperbolic lattice parameter, we
have:

q(Λ(a,N)) ≤ Qm−1[qm+1, . . . , qn](n−m).

It is well known (see [10]) the following identity

N = [q1, . . . , qn](n)

= [q1, . . . , qm](m)[qm+1, . . . , qn](n−m)+[q1, . . . , qm−1](m−1)[qm+2, . . . , qn](n−m−1).
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It follows from it that

Λ(a,N)) ≤ Qm−1[qm+1, . . . , qn](n−m)

NQm−1[qm+1, . . . , qn](n−m)

[q1, . . . , qm](m)[qm+1, . . . , qn](n−m) + [q1, . . . , qm−1](m−1)[qm+2, . . . , qn](n−m−1)

=
N

[q1,...,qm](m)

Qm−1
+ [qm+2,...,qn](n−m−1)

[qm+1,...,qn](n−m)

≤ N
Qm−1qm+Qm−2

Qm−1

=
N

qm + Qm−2
Qm−1

≤ N

c
.

Lemma 2. If 1 ≤ a < N , (a,N) = 1 and the hyperbolic parameter q(Λ(a,N))
satisfies the inequality q(Λ(a,N)) > 4N

13 , then q0 = 0 and all other incomplete
partial expansions into continued fractions a

N = {q0; q1, . . . , qn} take values only
1 and 2.

Proof. Indeed, it follows from the condition and formula for the hyperbolic
parameter that

Qm[qm+2, . . . , qn](n−m−1) >
4N

13
(m = 0, . . . , n − 1).

Because

Qm[qm+2, . . . , qn](n−m−1) =
N

Qm+1
Qm

+ [qm+3,...,qn](n−m−2)

[qm+2,...,qn](n−m−1)

,

then
Qm+1

Qm
+

[qm+3, . . . , qn](n−m−2)

[qm+2, . . . , qn](n−m−1)
< 3 +

1
4
.

Because
Qm+1

Qm
+

[qm+3, . . . , qn](n−m−2)

[qm+2, . . . , qn](n−m−1)

= qm+1 +
1

qm + 1

. . .+ 1
q2+ 1

q1

+
1

qm+2 + 1

. . .+ 1
qn−1+ 1

qn

,

then maxm=1,...,n qm ≤ 3. Let maxm=1,...,n qm = 3, then

max
m=0,...,n−1

Qm+1

Qm
+

[qm+3, . . . , qn](n−m−2)

[qm+2, . . . , qn](n−m−1)

≥ max
(

q1 +
1

q2 + 1
, max
m=1,...,n−2

(
qm+1 +

1
qm + 1

+
1

qm+2 + 1

)
,

qn +
1

qn−1 + 1

)
≥ max

m=1,...,n
qm +

1
4
.

But this implies that qm+1 < 3 for m = 0, . . . , n − 1.

The lemmas proved above allow us to formulate a conjecture for constructing
sequences for large N .

Hypothesis.
The sequence GP MAX for N ≥ 377 includes ak, Nk such that ak/Nk expands
into a continued fraction of 1 and 2.
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7 Conclusion

According to [12,13], a sequence GP MAX of the best parallelepipedal nets
for 2D Fourier interpolation is constructed, which allows solving, among other
things, multidimensional acoustic problems.

The constructed sequences of parallelepipedal latices allow us to raise the
question of singling out common subsequences in them, consisting of convergent
fractions to some quadratic irrationalities. The issue of identifying all such sub-
sequences will be the subject of our subsequent work. This approach will allow
us to build more efficient algorithms for finding the best optimal coefficients.
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Abstract. The article considers issues related to the implementation of energy-
efficient power supply modes for high-pressure discharge lamps (HID lamps). In
comparison with the standard AC power supply mode, the proposed DC power
supply approach with a cyclic change in the polarity of the supply voltage allows
to increase the light output by up to 20%. The purpose of the article is to develop
a mathematical model of a regulated DC source necessary for controlling the
light flux during operation. The developed model reflects the dependence of the
effective value of the load voltage on the ratio of the load resistance to the internal
resistance of the power supply, the conditional frequency and the fill capacity
factor when powered from a single-half-period rectifier. The presented model
makes it possible to optimize themode of changing the electrical parameters of the
electronic ballast when regulating the light flux of high-pressure discharge lamps.
Themodel was tested by simulationmodeling in theMultisim environment, which
showed the high efficiency of the obtained dependencies. The use of the developed
mathematical tools in the design of electronic ballast devices will make it possible
to effectively control the light output. This mode can be used for lighting industrial
greenhouse complexes.

Keywords: HID lamps · electronic ballast · optical radiation · light dimming
systems · multisim

1 Introduction

High-pressure gas-discharge lamps are one of themost popular light sources in industrial
greenhouses [1, 2]. The power supply mode of these lamps from the AC mains of
industrial frequency through a reactive ballast is characterized by a pulsation of the light
flux due to the extinction and re-ignition of the gas discharge in each half-cycle of the
supply voltage. The power supply of lamps through frequency converters (102…105Hz),
which are part of the electronic ballast equipment, partially or completely eliminates
these phenomena. But there are disadvantages, among which it should be noted the
danger of acoustic resonance, leading to the destruction of the lamp, and powerful
electromagnetic interference. It is of scientific and practical interest to study the power
supply modes of HID lamp from DC sources to increase the light output of these light
sources. [3].
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The correct operation of gas-discharge lamps requires the inclusion in their power
circuit of electronic ballast equipment designed to ensure ignition, build and normal oper-
ation of the lamp. Ballasts are divided into standard electromagnetic [4] and electronic
devices [5–7].

The traditional HID lamp power supply system from an alternating voltage network
of 220V 50 Hz contains a current-limiting ballast (inductive, capacitive or combined),
connected in series with a lamp, and an ignition device that generates high-voltage
pulses to ignite the discharge. Such a HID lamp power supply mode is characterized by
a pulsation of the light flux due to the extinction and re-ignition of the gas discharge in
each half-cycle of the supply voltage, which in itself is a kind of “stress” for the lamp
itself [8].

The above-described disadvantages of the electromagnetic ballast significantly
increase operating costs and do not allow to fully disclose all the possibilities of light-
ing using discharge lamps. In addition, the Directive of the European Commission No.
2000/55/EC suppress the sale and use of electromagnetic ballast for the purpose of
widespread introduction of electronic ballasts in the EU countries [9]. Electronic ballast
containing a frequency converter is of interest, the output of such ballast is connected to
the discharge lamp through the first transformer winding connected in series. A capacitor
is connected in parallel to the discharge lamp [10]. The disadvantage of the proposed
technical solution is low efficiency due to the high current load of the frequency con-
verter. In addition, a resonant frequency is used at starting, which leads to prolonged
3–4-fold overcurrent of power semiconductor devices and reduces the reliability of the
device.

The authors [11] propose a method for powering gas-discharge lamps, implemented
by a device containing a rectifier with a doubling of the rectified voltage and a capacitive
ballast. The disadvantage of this method is its low efficiency when powered by a direct
current of the HID lamp, since in this case there is a so-called phenomenon of gas
discharge plasma stratification in the lamp burner, accompanied by a significant decrease
in the light flux.

The influence of the power supply mode from a DC source was investigated by Tai-
Her Yang [12], who proposed a method for powering gas discharge lamps, implemented
by a device containing a rectifier power board with a falling volt-ampere characteristic
connected to an industrial network, connected to a polarity reversal switch controlled by
a time-setting timer, consisting in the fact that the gas-discharge lamp is switched on in
a DC circuit and periodically change the polarity of the supply voltage to the opposite
according to fixed time settings. The use of a rectifier power supply with a falling volt-
ampere characteristic makes it possible to abandon the use of a ballast element in the
sodium discharge lamp power supply circuit. However, this method of supplying gas-
discharge lamps has a similar disadvantage, because it does not eliminate the possibility
of long-term, i.e. commensurate with the switching period of the supply voltage, modes
of operation of the sodium discharge lamp during plasma stratification.

The transformer-free AC limiter for lamp power, proposed in the patent Lu C.-C.
[10], consists of a bridge rectifier on 4 diodes, the diagonal of the alternating current of
which, through a capacitor with a capacity proportional to the load current, is connected
to the supply network, and the lamp is connected to the diagonal of theDC rectifier, and to
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reduce light pulsations, an inductive choke is connected in series with the capacitor. The
disadvantage of this scheme is that the gas discharge lamp serves as an active nonlinear
element, therefore distortions in the form of higher harmonic components occur in the
circuit. In this scheme, the most active, having up to 25% content, is the third harmonic,
which is in antiphase with the main current wave, which is expressed in the appearance
of current pauses, a decrease in the light output of the lamp. The current passing through
the burner of the gas discharge lamp immediately after ignition exceeds the steady-state
operating current of the lamp by almost twice, therefore, increased depreciation of the
electrodes is observed due to the phenomenon of cataphoresis.

The above-mentioned studies have shown that when the HID lamp is powered by
direct current, it is possible to increase the light output of the light sources used.However,
the technical solutions discussed above do not allow to efficiently produce HID lamp
power. In this connection, the purpose of this article is to develop a mathematical model
of a regulatedDC source and test it by simulationmodeling in theMultisim environment.

2 Materials and Methods

In accordance with the goal for the development and verification of the mathematical
model, the decomposition of tasks was carried out: a mathematical model based on
operator equations was developed and its verification was carried out in the Multisim
simulation environment.

2.1 Mathematical Model of an Adjustable DC Source for High-Pressure
Discharge Lamps

The DC power source in question for the HID lamp (Fig. 1) must perform a number of
functions, among which it should be noted:

• output voltage regulation;
• ensuring the ignition of the discharge at the time of lamp start-up;
• obtaining a falling voltage characteristic that allows to reduce or completely eliminate

the resistance of the ballast.

One of the main tasks in the design of this source is to choose the value of the
capacitance of the capacitor 19 (Fig. 1). It should be taken into account that the smaller
this capacitance, the greater the voltage ripple coefficient on the lamp, reaching 100% in
the absence of a capacitor. In this mode, the HID lampwill not work in a DC circuit, but a
unipolar pulsating with a doubled frequency with the appearance of non-current pauses.
On the other hand, if the capacitance of the capacitor 19 is significant, then the voltage
ripple on the lamp will almost disappear. But at the same time, in steady-state mode, the
value of the alternating current flowing through the choke coil will also decrease, and it
loses the properties of the reactive ballast. Accordingly, the task of finding the optimal
value of capacity C is relevant.

To begin with, we simplify the task and present the process of single-half-period
detection Fig. 2 (a). As a rule, information is given in the literature for cases of detecting
harmonic signals or a rectangular wave (meander). In our case, rectangular pulses with
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Fig. 1. HID lamp power supply model

amplitude E, duration tI, and repetition period T are detected. Such a signal is produced
by a high-frequency inverter, which serves as a power source for a single-half-period
rectifier. Therefore, obtaining a refined model that allows expressing the effective value
of the load voltage through the parameters of the circuit and the detected signal is of
interest from the standpoint of the goal. There are two nonlinear elements in this scheme:
a diode VD and a gas discharge lamp represented by a load resistance R. Taking into
account these circumstances, the solution of the task becomes difficult. Therefore, in the
first approximation, we assume a linear load.

In the study of diode circuits operating in the detection mode of large amplitudes,
separate consideration of the processes of charge and discharge of capacitor C is allowed,
i.e. the well-known method of conjugation of intervals is used for piecewise linear
approximation of the volt-ampere characteristic of a diode by two linear segments.

In this case, the charge and discharge of the reservoir capacitor C can be carried out
using the circuits shown in Fig. 2 (b) and Fig. 2 (c), respectively, where the functions of
the diode are assigned to the SA key, which, with a frequency f = 1

T , connects a source
with a constant EMF E and an internal resistance RB, including the direct resistance
of the diode, for a time tI. This approach allows us to use the law of commutation in
the study of the scheme in question. When SA is closed, the capacitor C is charged
via RB, and the voltage U1(t) on its plates increases exponentially (Fig. 3). When SA
is opened, the capacitor C is discharged through R, and the voltage on it decreases by
another exponent U2(t). The reverse resistance of the diode can be neglected, because
in this case its value is many times higher than the resistance R, which makes it possible
to consider the SA key ideal.

In the transient process, at the moments of time nT + tI, where n = 0, 1, 2…, i.e. at
the moments of opening SA, the voltage on the capacitor U1(t) = U1(nT + tI) reaches
the highest Umax value, which determines non-zero initial conditions for the subsequent
discharge process in Fig. 3 (a). At the moments of time t= nT, i.e. at the moments of SA
closure, the voltage U2(t) = U2(nT) on the capacitor was the lowest and its value Umin
will determine the initial conditions for the subsequent charge of the capacitor when SA
is closed.
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Fig. 2. Single-half-period detector and equivalent circuits: a) the basic circuit of a single-half-
period detector; b) an equivalent circuit during the charge of the filter capacitor C; c) an equivalent
circuit during its discharge.

)b)

Fig. 3. Transient (a) and time-independent process (b) processes

In a particular case, if the capacitor is completely discharged, then the transient
process immediately becomes time-independent, since each subsequent charge of the
capacitor will begin at zero initial conditions. Theoretically, the transition process (espe-
cially exponential) lasts indefinitely. Practically, the time of this process ends quickly,
and a steady-state mode occurs for which:

U1(nT + tI ) = U2(nT + tI ) = Umax,

U1(nT ) = U2(nT ) = Umin. (1)

In this case, the values of Umin and Umax will become non-zero initial conditions
for the charge and, accordingly, the discharge of the capacitor. Let us conditionally
transfer the beginning of the countdown of time t to the new coordinate “O” Fig. 3 (b)
fromwhich the process of charging the capacitor begins in the already time-independent
mode. To find the function U1(t), it is easier to use the operator method for solving linear
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differential equations with non-zero initial conditions, since the transfer function of a
four-pole formed with a closed SA Fig. 2 (b):

W (p) = U1(p)

E(p)
= k

kτzp + 1
(2)

where τz is the charge time constant (τz = RBC); k = 1
1+α

while α = RB
R .

If we know the transfer function of the link under study, then we can immediately
record the Laplace image of the desired solution, i.e. the transition functionU1(p) under
the action of a step-like action:E(p) = E

P :

U1(p) = k(p)E(p)

D(p)
+ G(p)

D(p)
(3)

where D(p) is the proper operator of a quadrupole, i.e. the denominator of its transfer
function; K(p) is the impact operator; G(p) is a polynomial of p reflecting the influence
of non-zero initial values U1(0) and its derivatives U’1(0), U”1(0)….

In our case, taking into account (1) and (2):

D(p) = kτzp; k(p) = k; E(p) = E

p
;

U1(0) = Umin; U ′(0) = U ′′
1(0) = ... Un(0) = 0

Then:

U1(p) = kE

(kτzp + 1)p
+ Uminkτz

kτzp + 1
. (4)

To find the original of the transition function in the image (3), the corresponding
Laplace transform tables can be used:

L−1[U1(p)
] = U1(t) = kE

(
1 − e− t

kτz

)
+ Umine

− t
kτz

. (5)

In the resulting solution (5), the initial value of Umin is unknown, which in turn can
be found from condition (1) for n = 1, i.e. for t = T:

Umin = U2(nT ) = U2(T ).

The function U2(t) itself is found from the discharge condition of the capacitor C
through the resistance R in the two-pole (Fig. 2, c) when the key SA is opened at time
tI :

U2(t) = Umaxe
− t−tI

τP ; (6)

where τp is a discharge time constant (τp = RC).

if t = T : U2(T ) = Umin = UmaxA, (7)
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where, for the compactness of the record we accept: A = e
− −tI

τP .
As U max = U1(tI ) taking into account (5):
where also, for the compactness of the record we accept

Umax = kE(1 − B) + UminB, (8)

B = e
− tI
kτZ .

Substituting (7) into (6), we find Umin:

Umin = kE
(1 − B)A

1 − AB
. (9)

Substituting (8) into (7), we find U1(t):

(10)

We define U2(t):

(11)

Let us find the effective value of the UDC of the rectified voltage on the load R.
It is obvious that:

UDC = UDC1 + UDC2,

where UDC1 and UDC2 are the components caused by the signals U1(t) and U2(t),
respectively. It is known that the effective value of the periodic function U(t) is found
by the formula:

UDC =

√√√√√
1

T

T∫

0

[U (t)]2dt (12)

Since in our case the signal U1(t) acts only in the interval 0−tI , and the signal U2(t)
follows it from tI to the end of the period T, then the limits of integration in (12) should
be chosen accordingly. Then:

UDC1 =

√√√√√
1

T

tI∫

0

[U1(t)]2dt and (13)

UDC2 =

√√
√√√

1

T

T∫

tI

[U2(t)]2dt (14)
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Substituting (10) into (13), (11) into (14) and entering dimensionless parameters: β
= ωRC is conditional frequency, γ = tI

T is fill capacity factor, � = UDC
T is detection

efficiency and, taking into account the previously accepted parameterα = RB
R , we obtain:

�1 = UDC1

E
= 1

1 + α

√

γ − αβ(1 − A)(1 − B)

π(1 + α)(1 − AB)

[
1 − (1 − A)(1 − B)

4(1 − AB)

]
(15)

�2 = UDC2

E
= 1

1 + α

[
1 − (1 − A)B

1 − AB

]√
β

4π
(1 − A2) (16)

It is obvious that generalizing the rectification efficiency � will be defined as the
sum of (15) and (16), i.e.

� = �1 + �2

As the rectifier in the circuit (Fig. 1) is made according to a push-pull circuit, then
in (15) and (16) the value of β should be doubled.

Graphical simulation results are presented in Results (Fig. 5).

2.2 Modeling of the rectifier unit in NI Multisim 10.1

Using a technique based on replacing the nonlinear element of the gas discharge high-
pressure sodium lamp with a linear active resistance RL = 20 ohms, a simulation of this
device was carried out (Fig. 4) in the NI Multisim 10.1 program.

Fig. 4. Schematic diagram of an experimental installation in the NI Multisim 10.1 environment

The resulting waveforms are presented in the Results section.
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3 Results

Let us make an approximate estimation of the possible limits of the change of the
dimensionless parameters α, β and γ accepted in (15) and (16). In greenhouses, gas
discharge high-pressure sodium lamps with a capacity of 400 ÷ 600 watts are usually
used. Therefore, the value of R will be 30 ÷ 10 ohms. The power dissipated in the
electronic keys of inverters is 5–10 watts. Therefore, it is possible to take α = 0.01 ÷
0.03. Figure 5.

b)

c)

Fig. 5. The detection efficiency � depends on the ratio of the load resistance to the internal
resistance of the power supply α; the conditional frequency β and the fill capacity factor γ: a) �

= f(β, γ) at α = 0.1; b) � = f(β, γ) at α = 0.5; c) � = f(β) at α = 0.1; γ = 0.1…0.5

The coefficient γ in the case of power supply of a rectifier about a single-stroke
rectifier can vary from 0.1 to 0.9. If the inverter is push-pull, it is obvious that 0.1 < γ

< 0.5.
The conditional frequency in the reference is usually given within 1 < β < 1000.

Taking into account these limitations, graphs of � dependences on the parameters α, β
and γ are constructed (Fig. 6, 7, 8).
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)b)

Fig. 6. The results of studies in the absence of a capacitor C1: a) voltage waveforms on the choke
(2) and load (1); b) voltage waveforms (1) and load current (4)

)b)

Fig. 7. The results of the studies at C1 = 1.3 uF, wRLS = 4.9: a) voltage waveforms on the
throttle (1) and load (2); i) voltage waveforms (1) and load current (4)

)b)

Fig. 8. The results of studies at C1 = 20 uF, wRLS = 75: a) voltage waveforms on the choke (1)
and load (2); b) voltage waveforms (1) and load current (4)
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The analysis of the data obtained as a result of theoretical calculations and modeling
allows us to draw the following conclusions:

• The efficiency of AC voltage detection is a function of α, β and γ.
• The current value of the output voltage can be controlled using the conditional fre-

quency β or the fill capacity factor γ. Fine-tuning of the output voltage should be
performed using the master generator 6, which controls the parameter γ and feeds
the inverter 5.

• Since β = ωRC, the detection efficiency also depends on the value of the filter
capacitance, and in the range of 0.1 ≤ β ≤ 10 this dependence is most significant.

• Given the frequency of the supply voltage (f = 30 kHz) and the equivalent resistance
of the lamp (R = 40 ohms), the value of C can be calculated by selecting the average
value ofωRC= 5 in this range, we get the value of C= 1.32 uF (for comparison, in an
industrial frequency network, the same function would be performed by a capacitor
with a capacity of 800 uF).

4 Conclusion

Based on the results of the research and the goal, a mathematical model of a regulated
DC source was developed, which reflects the relationship of the electrical parameters of
the supply of high-pressure discharge lamps. The obtained dependences of the effective
value of the load voltage on the ratio of the load resistance to the internal resistance
of the power supply, the conditional frequency and the fill capacity factor allowed us
to make the optimal choice of a capacitive ballast to limit the current flowing through
the HID lamp. To test the model’s operability, simulation modeling was carried out in
the Multisim environment, which confirmed the theoretical conclusions obtained. The
presented scientific results can be recommended for use in the development andmodeling
of Electronic ballasts that realize the supply of gas-discharge lamps with direct current
with a cyclic change in voltage polarity.

Acknowledgments. The research was supported by the Russian Science Foundation Grant№22–
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Abstract. Of great interest is the study of the influence of various factors on
the surface characteristics of metallic crystals in contact with organic matter. The
features of this interface allow you to create materials with practically useful
properties used in various devices. A significant contribution to the surface char-
acteristics of metals is made by free electrons, which at room temperature have
sufficient energy of thermal motion to leave the atom and move freely in the crys-
tal lattice. Such electrons do not experience collisions with ion cores and do not
deviate from rectilinear motion at distances much larger than the constant lattice,
since the ions are located in a regular periodic lattice in which electron waves
propagate freely. They also rarely scatter on other conduction electrons due to
the Pauli principle. A set of non-interacting free electrons in metals form an elec-
tronic liquid. In this paper, a modified version of the electron – statistical method
for calculating the temperature contribution to the interfacial energy of metals at
the boundary with nonpolar organic liquids is developed. The dependence of the
temperature contribution to the interphase energy on the dielectric constant of the
liquid and the orientation of the metal crystal are obtained.

Keywords: interphase energy · temperature contribution · cadmium · electron
statistical theory

1 Introduction

The determination of surface characteristics at the interface of phases is of great interest
since the properties of the solid surface play a crucial role in many technological and
natural processes. The number of theoretical and experimental studies devoted to the
influence of various factors on the magnitude and behavior of the interfacial character-
istics of metal crystals is increasing every year. Recently, the boundary between metal
and organic matter has been intensively studied. Organometallic structures are widely
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used in practice [1]. The features of the metal-organic interface make it possible to cre-
ate materials with practically useful properties used in energy storage, electronics [2],
catalysis [3], magnetism, nonlinear optics, etc. [4–10], storage and separation of gases
[11, 12]. However, it should be noted that the interfacial energy of metals at the boundary
with organic liquids and its orientation dependence have not been sufficiently studied
[13–20].

2 Materials and Methods

Consider a model of a metal-organic liquid system in which metal ions are immersed in
an electronic liquid. The coordinate axis is drawn perpendicular to the interface and is
directed towards the organic liquid. The physical interface is drawn relative to the surface
ions in such a way that all positive ions of the solid metal belong entirely to the inner
region occupied by the metal lattice. The course of the electron density and potential at
the flat interface of the crystal face – dielectric liquid is found from the solution of the
Thomas-Fermi equation taking into account the macroscopic permittivity of an organic
liquid.

d2V (x)

dx2
= 4πeγ

(
V 3/ 2(x) − V 3/ 2

i

)
when x ≤ 0, (1)

d2V (x)

dx2
= 4π eγ

ε0
V 3/ 2(x) when x > 0, (2)

where eVi – Fermi boundary energy, e – electron charge, γ = 23/ 2
/
3π2e2a0, a0 – radius

of the first Bohr orbit of a hydrogen atom.
Equations (1) and (2) are crosslinked on the interface x = 0 by the conditions of

continuity of potential V and its derivative dV
dx . In addition, the potential is equal to the

Fermi potential in the depth of the metal and zero in the depth of the dielectric liquid.

V = Vi when x = −∞,

V = 0V when x = +∞.

To solve Eqs. (1) and (2), we proceed to a dimensionless potential χ(β) = V (x)
Vi

and
dimensionless coordinateβ = x

s , and also reduce these equations to a dimensionless form

by assuming s24πeγV 1/ 2
i = 1 (here s is a linear parameter that leads the Thomas–Fermi

equation to a dimensionless form). Then Eqs. (1) and (2) will take the form:

χ ′′(β) = χ3/ 2(β) − 1 when β ≤ 0, (3)

χ ′′(β) = 1

ε0
χ3/ 2(β) when β > 0, (4)

Equations (3) and (4) are solved under the following boundary conditions:

χ(β) = 0 when β = +∞;
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χ(β) = 1 when β = −∞;

χ ′(β) = 0 when β = ±∞.

The dimensionless potential, which determines the course of the potential and elec-
tron density at the metal-organic liquid boundary, for the inner and outer regions of the
metal at the boundary with a nonpolar organic liquid are obtained [21] in the form:

χi(β, ε) = 1 − 1 − χ(0, ε)(
1 + β

/
b
)n when β ≤ 0, (5)

χe(β, ε) = χ(0, ε)(
1 + β

/
b
)4 when β ≥ 0, (6)

where b = 2
√
5ε

χ1/ 4(0,ε)
, n = 4χ(0,ε)

1−χ(0,ε) and χ(0, ε) - is the dimensionless potential at the
physical interface, depends on the dielectric constant of the liquid ε.

The temperature contribution to the interfacial energy, aswell as to the surface energy
[22], is determined by the ionic and electronic components of the metal

�f (T )
ω12 = �f (Ti)

ω12 + �f (Te)
ω12 . (7)

Ionic component

�f (Ti)
ω12 = �f (Th)

ω12 + �f (Ta)
ω12 (8)

consists of harmonic �f (Th)
ω12 and anharmonic �f (Ta)

ω12 parts. The free energy of the vibra-
tional motion of metal ions at T � θ taking into account anharmonicity, is determined
by the formula

F(∞) = −3kTln
kT

�ω(∞)
− 3kT 2g(∞), (9)

where g = 5kβ2
/
6mω6(∞); β = −1

/
2
(
d3E

/
dr3

)
r=a is the first anharmonicity

coefficient associated with the thermal coefficient of linear expansion αl by the ratio
αl = kβ

/
am2ω4(∞); a = 2R is the average distance between ions (R is the equilibrium

radius of the elementary ball; θ is the Debye temperature).
The free energy of oscillations on the j-plane of the transition layer parallel to the

Gibbs interface, will be

F
(
xj

) = −3kTln
kT

�ωj(ε)
− 3kT 2g(ε). (10)

The temperature contribution of the metal ion subsystem to the interphase energy is
determined by the expression

�f (Ti)
ω12 (hkil) =

∑
j

[
F

(
xj

) − F(∞)
]
n(j)(hkil), (11)
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or, moving from summation to integration,

�f (Ti)
ω12 (hkil) = n(hkil)

x�(ε)∫

−∞
[F(x) − F(∞)] · dx, (12)

where n(hkil) is the number of particles per 1 m2 of the metal crystal face.
Substituting (9) and (10) into (12) and expressing ω(ε)/ω(∞) and g(ε)/g(∞)

through dimensionless potentials (5) and (6) we obtain

�f (Ti)
ω12 = −

⎡
⎢⎣0, 9kT

β�(ε)∫

−∞

(
1 − β

b

)−6
dβ+3, 6

A

NA

(
k

�
αlRθT

)2
·

β�(ε)∫

−∞

(
1 − β

b

)−6
dβ

⎤
⎥⎦

n(hkil). (13)

After performing a simple integration and taking into account the change in the
number of particles per 1 m2 of the surface due to the expansion of the metal in formula
(13), we obtain the following expression for the temperature coefficient of the interfacial
energy of the metal at the boundary with the organic liquid, due to the ionic component
of the metal

df (Ti)
ω12 (hkil)

dT
= − n(hkil)(

1 − β�(ε)
b

)5
{
0,18 + 1,44α2

l R
2
θ2k2AT

NA�

}
, (14)

where D is the density of the metal.
The temperature contribution to the interfacial energy due to the electronic subsystem

of the metal is calculated according to [22] taking into account the dielectric constant of
the liquid. At a temperature much lower than the degeneracy temperature of the electron
gas, the free energy per particle is equal to

F ∼= 3

5
μ0 − π2k2T 2

4μ0
, (15)

where μ0 = eVi = (5
/
3)kkρ2/ 3(∞) is the Fermi boundary energy.

Consequently, the temperature blurring of the Fermi boundary determines the
additional free energy of the electron

�F = −π2k2T 2

4μ0
. (16)

The volume density of this additional energy in any plane j of the transition layer of
the metal at the boundary with the organic liquid

p = − π2k2T 2

4μ0(x, ε)
ρ(x, ε) = − π2k2T 2

4μ0(x, ε)
ρ2/ 3(∞)ρ1/ 3(x, ε), (17)

where ρ(x, ε) is the volume density of the electron gas. Therefore, the excess free energy
associated with the blurring of the Fermi boundary in the inner region of the metal will
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give the following contribution to the interfacial energy of the metal at the boundary
with the organic liquid:

�f i (Te)
ω12 = −π2k2T 2

4μ0
ρ2/ 3(∞)

x�(ε)∫

−∞

[
ρ
1/ 3
i (x, ε) − ρ

1/ 3
i (∞)

]
dx. (18)

The outer part of the electron density distribution (x > x�) will contribute to the
interphase energy

�f e (Te)
ω12 = − π2k2T2

4μ0
ρ2/ 3(∞)

⎧⎪⎨
⎪⎩

0∫

x�(ε)

[
ρ
1/ 3
i (x, ε) − ρ

1/ 3
e (∞)

]
dx +

∞∫

0

[
ρ
1/ 3
e (x, ε) − ρ

1/ 3
e (∞)

]
dx

⎫⎪⎬
⎪⎭

. (19)

Summing up (18) and (19) and passing to the dimensionless coordinate β = x/ s
and functions (5) and (6), we obtain the full contribution to the interfacial energy of the
metal due to the temperature dependence of the Fermi energy:

�f (T e)
ω12 = −π2k2T2

4μ0
sρ(∞)×

×
{

β�(ε)∫
−∞

[
χ
1/ 2
i (β, ε) − 1

]
dβ +

0∫
β�(ε)

[
χ
1/ 2
i (β, ε) − ρe(∞)

ρi(∞)

]

dβ +
∞∫
0

[
χ
1/ 2
e (β, ε) − ρe(β,ε)

ρi(∞)

]
dβ

} (20)

or, in view of the fact that ρi(∞) = z
/

� and ρe(∞) = 0, we have:

�f (T e)
ω12 (hkil) = −π2k2T2z

4μ0⎧⎪⎨
⎪⎩

β�(ε)∫

−∞

[
χ
1/ 2
i (β, ε) − 1

]
dβ +

0∫

β�(ε)

χ
1/ 2
i (β, ε)dβ +

∞∫

0

χ
1/ 2
e (β, ε)dβ

⎫⎪⎬
⎪⎭
n(hkil). (21)

Here z is the average number of free electrons per metal atom;� = A
DN is the volume

of an elementary ball. By decomposing into a series χ
1/ 2
i (β, ε) and integrating (21), we

find the contribution to the temperature coefficient of the interphase energy due to the
blurring of the Fermi level:

df (Te)
ω12 (hkil)

dT
= −π2k2T 2zb

2μ0

⎧
⎪⎨
⎪⎩

3(1 − χ(0, ε))

10
(
1 − β�(ε)

b

)5 − b(1 − χ(0, ε))

10
+ χ1/ 2(0, ε)

⎫
⎪⎬
⎪⎭
n(hkil).

(22)

The contribution to the interphase energy of the temperature coefficient for the metal
crystal – organic liquid boundary can finally be represented as

df (T )
ω12(hkil)

dT
= df (Ti)

ω12 (hkil)

dT
+ df (Te)

ω12 (hkil)

dT
. (23)
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3 Results

The temperature coefficient of the interfacial energy of a metal at the boundary with an
organic liquid is due to the anharmonicity of ion oscillations and the associated expansion
of the metal and a change in ion energy, a change in the nature of ion oscillations
in the transition layer due to the presence of density gradient of an electron liquid
and the blurring of Fermi energy. The main contribution is due to the anharmonicity
of ion oscillations. According to the formula (21), the temperature contributions to
the interfacial energy of the faces of a cadmium crystal having a hexagonal tightly
packed structure at the boundary with 11 nonpolar organic liquids (pentane, hexane,
heptane, octane, decane, nonane, n–xylene, benzene, m–xylene, toluene, o–xylene) at a
temperature of 293 K are calculated (Fig. 1).
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Fig. 1. Temperature contribution to the interphase energy for cadmium faces at the boundary with
organic liquids.

4 Discussion

The proposed method makes it possible to establish the orientation dependence of the
temperature coefficient of the interphase energy.
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The magnitude of the temperature contribution to the interfacial energy of metals is
due to the ionic component of the metal and the temperature blur of the Fermi level. The
main contribution is due to the anharmonicity of the vibrations of the ionic component
of the metal. With an increase in the permittivity of a nonpolar organic liquid, the
temperature coefficient of the interfacial energy of the metal increases.

As can be seen from the graph, the temperature contributions are negative, and with
an increase in the permittivity of the organic liquid, they increase in modulus. That
is, they reduce the interfacial energy. The value of the temperature contribution to the
interphase energy of crystals is 3–8% of the interphase energy for different faces.

The calculated values of temperature contributions to the interphase energy of the
faces of cadmium crystals at the boundary with 11 nonpolar organic liquids show the
following orientation dependence �f (T )

ω12(0001) > �f (T )
ω12

(
1010

)
> �f (T )

ω12

(
1120

)
>

�f (T )
ω12

(
1121

)
.

5 Conclusion

In this paper, within the framework of a modified version of the electron–statistical
theory, the temperature contribution to the interfacial energy of a cadmium crystal at the
boundary with organic liquids from the dielectric constant ε of the liquid is obtained.
The obtained values are in good agreement with experimental data for simple metals
[9] and show that the faces with a higher reticular density have the greatest value of the
temperature contribution to the interfacial energy.
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Abstract. The identification of an internal violator is becoming more and more
relevant with the development of information processing technologies, the secu-
rity of technical and software complexes in information systems is increasing,
and the person remains the most vulnerable place. An employee who processes
information and has full access to it becomes the target of an attacker, as well
as he himself may be an intruder and become a source of leakage of confidential
information. The analysis of data about the employee allows us to make assump-
tions about his emotional state, willingness to honestly do the job. The collected
data requires analysis according to their type, and this is what the work is ded-
icated to. Data from video surveillance cameras is analyzed to identify the time
of the employee’s appearance and his location during working hours. The meta-
data obtained is intended to create a model of an internal violator, followed by an
assessment of the threat level emanating from the employee.

Keywords: Internal intruder · Mathematical model · Metadata collection ·
Probability of state

1 Introduction

The purpose of this article is to investigate how to extract metadata about an employee
from his environment in order to then mathematically calculate the probability of the
main causes and consequences of employee fraud, focusing on his dynamic changes in
the face when he performs his functional tasks at work, at the company and is involved
in the stages and stages of the business process. The authors note the fact that metadata
collected from the external environment somehow affects the behavior of an employee of
the company and introduces him into an imbalance in the performance of work functions
(he more often conflicts with colleagues, more often skips or performs less productively
the amount of work and reduces its quality) [1].
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The compliance of the company (considering the employment relationship) with
the employees, is clearly the most appreciated characteristic by the employees, and our
participants. After this characteristic, the objectives of the company seem to be the most
valued by the employees, which reveal concern to comply with their obligations to the
company, along with their belief in the fulfillment of the employment relationship by
the organization. This leads us to admit that there is a greater belief of the employees
in the fulfillment of the physical contract than in the fulfillment of the psychological
contract. On the opposite, the most negative aspect highlighted in the company is the
concern with its employees, that is, the employees think that the company does not care
as much about them as they would like, or how they think that the company should be
concerned, what causes a low satisfaction among employees.

Findings also indicate that both the company’s interest in knowing the life of the
employee and the fulfillment of the financial obligations of the company, have a low
impact on the employees, not causing a considerable impression. The company’s weak
concern with its human resources proves the weak internal branding of the organization
[2].

Many Prior study of science has found that a companywith high employees’ integrity
(absent Internal intruder) and cultivate integrity culture within an organization impacted
on business efficiency and information security company, it also positively impacted
the financial performance over the years. Besides, Rosli, Abd Aziz, Mohd, and Said,
(2015) claimed that an organization with high integrity might have the potential to
contribute towards competitive advantage and improve public trust and transparency
in all its activities. The result of many studies show that the practices of the integrity
system is affected by the leadership quality, but the result of the internal control system of
employer showed a mixed relationship with the practices of accountability. Their study
reveals that an integrity system can help an organization to enhance its accountability to
the various group of stakeholders. The focus has now turned to the competency, integrity,
and the attractiveness of a company in protecting public trust. Thus, various benefits will
be gained by the organization if integrity becomes the focal point of the organization. The
evidence of a psychological contract breach may be a first indicator of a possible future
turnover, very common in IT corporations. The psychological contract may play the role
of a formal governance particularly in the case of IT outsourcing (Lioliou et al., 2014).
Thus, literature acknowledges the particular relevance of the psychological contract to
IT consultancy corporations while at the same time the additional challenges of internal
branding due to the typical outsourcing role of employees. They always feeling that they
have not longest contract with company [3, 4].

Having studied the circumstances of conscientiousness of behavior and performance
of their functions by an employee, the authors of this article came to the conclusion that
in order to help the company’s management, it is necessary to create a mechanism for
collecting metadata about an employee from the perspective of the external environment
of his life (family, relatives and their impact on him) as well as within the company’s
team (its conflict-free or vice versa, a change in tolerance in business-in the process of
the company).

The improvement of information processing technologies entails a reduction in the
possibilities for unauthorized receipt of confidential information by an external attacker,
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while an employee with access to confidential information may become a source of
leakage of valuable information, through malicious intent or careless handling of the
information processing system.Both in the case of unintentionalmistakes in handling the
company’s information resources, which is the result of emotional fluctuations: apathy,
fatigue, bad mood, and in the case of deliberate transfer of information to third parties,
hostile actions against the welfare of the company are affected by the emotional state of
a person. That is, different degrees of negative actions of an employee of the company
are affected by various emotional deviations caused by a reaction to external factors of
the same nature. Knowing the set of these factors and the degree of their impact, it is
possible to conduct a presumptive analysis of the emotional state and, as a consequence,
the possible behavior of the subject, for this purpose, a model of the internal violator is
compiled, reflecting the spectrum of negative emotional states of a person. Metadata for
the model is taken from open sources.

2 Materials and Methods

Metadata is information about other information, or data related to additional informa-
tion about the content or object. Metadata reveals information about the features and
properties that characterize any entities, allowing you to automatically search for and
manage them in large information flows [5].

Next, in Fig. 1, we present the concept of collecting metadata about an employee
from open and open sources of the information space. Accordingly, we get themaximum
amount of damage from the types of threats that may arise from an employee, and the
amount of the costs of information protection measures for the developed measures to
face both external and internal threats.At the same time, themain focus of the information
security specialist will be a new model for building a personnel management system at
the stages of the business process and, accordingly, the amounts of possible damage to
these stages.

For a more detailed analysis of the risks to a participant in the business process
of becoming an insider of a competitor company, the authors developed a concept for
studying the internal threats of business information leakage from insider personnel,
based on its metadata related to the external environment, as shown [6]. As it can be
seen from Fig. 1, the concept describes three types of collected information about a
participant to a business process:

• information about the work of an employee within the company;
• information from closed sources (CSINT);
• information from open sources (OSINT).

Each type of information collection combines a group of search aspects that should
be emphasized when identifying the threat of internal leakage of information from per-
sonnel. Thus, the authors distinguish between two types of risks - (

∑
R(CSINT ) and∑

R(OSINT ) that are subject to a scientifically based measurement method, for the
purpose of early detection of risks from an internal insider [7–9].

There is a set of tools for programs to interact with each other, called the API (Appli-
cation Programming Interface), with which it is possible to get information about the
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participants of the business process using the data of an application. Asmentioned above,
business information can be information about the business process of the company, as
well as data about the participants in this business process, especially customers who
bring income (benefit).

If such information is publicly available on the Internet, for example, in social net-
works, it is possible to find, structure, and analyze such information through the use
of API technology (whether an employee has problems). Metadata creation can take
place both manually and automatically. From various sources of both open and “leaks”
of information from closed sources (debtors’ databases, databases on offenses on the
roads, etc.), flows of data about a person, his material support, possible problems with
the law are formed. From social networks there is a stream of data on the worldview,
political and social views of a person. You can also use internal data of firm and video
surveillance, indicating the movements of a person inside the object.

Fig. 1. Concept of collectingmetadata about the worker for themathematical modelof probability
of internal threats (risks of leaks of business information.)

The simplest and most accessible method for collecting metadata about a worker is
theAPIs-requests, that are a technology, an architectural style focused on using theHTTP
protocol as a transport protocol when generating requests to the server and responses
returned by this server. If the information about the participants of the business process is
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located, for example, in a social network, then it can be likely obtained from the servers
used by this social network via its API - leakage (from the insider staff).

An example is shown in Fig. 2. The authors also believe that threats to a commercial
organization can, in principle, be divided into two main types: external and internal).
The task of any criminal (as an attacker inside the company or a cyber fraudster from the
external environment of the company) will be to «complicate» or «reset» the business
information of the company between its stages of production and sale of products or
services by introducing chaos, disorienting the employees of the company, violating the
integrity of the aggregate information that discusses the entire business process. In turn,
the amount of damages will depend on the recovery time or slow motion «information
flow» between employees, and also the time of the financial flows between the client and
the departments of the executors of the order, from the perspective of possible cyber-
attacks aiming at «losing», «bankrupting», «resetting» the transaction itself and creating
a «direct financial» damage from subsequent alterations, or claims (return receipts) on
the client side in the form of deviations from the approved parameters of the business
process.

Fig. 2. Program source code using the API requests for collecting metadata of employer.

Common factors that are considered when making threat prediction models are
sociodemographic factors such as age, gender, education, migration background and
ethnicity, religious affiliation, marital status, household, employment, and income. For
more accurate predictions we propose taking psychological factors like social learning
into account as well.

Fig. 3 goes on to present the concept of amathematicalmodel for processing collected
metadata about worker Xi for the purpose of calculating the probabilities of his behavior
in two types: the firm’s “Own (employee)” and “Alien” employee of the firm.

The model includes the collection of metadata about the worker in two types. Two
types of “Alien” and “Own” coexist in one employee at once, but in themode of triggering
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an externally internal emotional state from external factors. The composition of the
desired indicators and model factors.

• X n
1 = {1, 2, . . . n} – an employee of the company from the staffing table and who

gained access to the company’s trade secrets;
• Sj(X i)

ext
m – probabilistic stable state of external motivation of the employee Si (after

exposure from the outside to someone else’s threat, when the employee has moved
to an unstable state Sj- and ready for “malicious intent”, t. a. to “Winnings"»),
through observable conditionally measurable indicators (incidents) per employee =∑

QXi(ERIF) + ∑
QXi(IEFI).

As a result, we will get conditionally constant values of natural values of facts (0-no,
1-yes) for two streams of information (next Table 1).

Let us stipulate that simultaneously with this flow of ERFI, the “Intra-emotional
flow of threat fixation information” for the employee will be monitored, namely the
observed facts and events from his private life: conflicts and quarrels in the family, ill-
nesses, alimony, his outstanding loans, mortgage debts, fines, interest on microloans, car
accidents, etc. the facts of influencing the motivation of the employee through subse-
quent changes in his state “Employee” - “Internal violator”. Abbreviated IEFI (Insider
the Emotional Flow of Information fixing the threat).

QXi(EEFI)

QXi(AEFI)

QXi(ERIF)

QXi(IEFI)

( )nx

( )nx

( )jS
( )nx

( )nx

( )iS

Flow of "External" incidents with employee Xi The total probability of the state Sj -
"Alien" for employee Xi by

Days of the week

0 1 1 0 1 0 0

0 2 1 0 2 0 0

0 1 0 0 0 2 0

0 0 0 0 0 1 1

Flow of "internal" incidents with employee Xi
Total Probability of State Si - "Own

Worker" for Employee Xi by
Days of the Week

Fig. 3. The concept of a mathematical model of collectionmetadata of employer.

Social learning theory is a theory of learning process and social behavior which pro-
poses that new behaviors can be acquired by observing and imitating others. According
to social learning theory, people engage in crime because of their association with others
who engage in crime. Their criminal behavior is reinforced and they learn beliefs that are
favorable to crime [10]. They essentially have criminal models that they associate with.
As a consequence, these individuals come to view crime as something that is desirable,
or at least justifiable in certain situations. Learning criminal or deviant behavior is the
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same as learning to engage in conforming behavior: it is done through association with
or exposure to others.

At this stage ofwork,we propose the following concept of two scientific hypotheses –
who is such an employee for the purposes of controlling access to the company’s trade
secrets [11]. The first hypothesis (assumption) states that our object-worker is defined
as an employee with a “public face” (in society, in a collective), as a predetermined
“unstable deterministic system” of a set of indicators (factors) describing his current
psycho-emotional (the first flow of metadata) and physical-economic (the second flow
of metadata) states, and accordingly is interpreted by us as a “stable” or “unstable” state
of his motivation to “become or not to become” an internal violator of the firm [12].

The second hypothesis (assumption), predetermines which of the two independent
streams of metadata proposed according to the first hypothesis, about the confirmed
(or unconfirmed) facts of its developing “crisis” in the ethics of behavior (conflicts,
empathy, selfishness, etc.) and in labor indicators (productivity, quality, simple, etc.),
should have a different philosophy of comprehension that is converted into different
levels of ranking the probabilistic state of stability and instability of the object. The
fact is that the internal environment of functioning in the enterprise “requires” from our
object of research the fulfillment of a set of indicators of functioning in the company,
but which reflect its “some” current in development “intermediate” state of motivation
and satisfaction, which for the research model is a certain “rank” of the state [13].

3 Results and Discussion

Further, Table 1 shows the method of collecting and processing information flows about
the employee - metadata such as “External resonance flow of information” - ERIF and
“Intra-emotional flow of information” - IEFI for the employee Xi.

With the use API from multiple web services and social media applications we can
determine whether an employee could become a threat or not. By looking at what kind of
people they follow or if any of their close friends and family members have committed
any criminal offences for instance can tell us if the employee is more inclined to deviant
behavior. Information compiled from this factor as well as others will analyzed and put
into a mathematical model which will calculate the probability of the employee being
a threat. Should the probability be higher than a certain threshold which is determined
by the head of information security then the employee is locked out of the organizations
system.

One confirmed event returns a value of 0 in 1(Table 1), which is important for
calculating the probability, which means that there is a fact of a certain proportion
(weight) of the information and psychological impact of this flow of information on
Xi- of the employee until the subsequent confirmation of the fact. After all the steps of
collecting metadata for the mathematical model, at the end of the algorithm it will be
necessary to calculate the probabilistic final states “Own” - or “Alien” - for employee
SiSj Xi from the number of Q(Xi) incidents affecting him “from the outside”.
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The previously presented hypothesis for calculating the full probability of the
observed impact of incidents on the employee’s condition is “Alien” according to the
generalized Bayes formula ρjSj(X i)

ext
m Xi [14] (1).

P

(
DXi

KSj

)

= P(DXi) ∗ P(
KSj

DXi
)/P(KSj) (1)

where is:
P
(
DXi
KSj

)
– obtained full probability by state Sj – « Alien»;

P(DXi) – preliminary marginal probability (threshold hypothesis) of employee
dissatisfaction Xi.

By converting the probabilities from the incidents observed from closed and open
sources confirming the impact of the i-threat on the Xi-employee from the first ERIF
data stream and the second IEFI data stream into their cumulative probability – that
there is a current value – “Alien”, we will compare it with the full Bayesian probability
according to the formula (2). Observations are carried out 1 time per day in 1 week.
(xERIF i) (xIEFI i) ∪ρ(Sj)

p = 1

7
∗

7∑

1

(0, 0 + 0, 0 + 0, 0 + 0, 0 + 0, 0 + 0, 2 + 0, 2)+

1

7
∗

7∑

1

(0, 0 + 0, 1 + 0, 0 + 0, 0 + 0, 0 + 0, 2 + 0, 0) = 0, 057 + 0, 042 = 0, 1 (2)

Comparing, we get two responses from the employee’s access trigger to the firm’s
business process for this employee Xi: “Access is open” or “Access is denied”. The
authors on a conditional example of the company and taking as the studied object of the
employee - the “office manager” for which the hypothetical threshold of the dissatisfac-
tion coefficient was set D = (0.6), and the resulting probability from two streams = 0.1,
we get the next complete Bayes probability (3) and (4), which will confirm or refute the
reliability of the values obtained ∪ρ(Sj).

PA(H1) = 0, 5 ∗ 0, 6

0, 5 ∗ 0, 56 + 0, 55 ∗ 0, 1
= 0, 3

0, 45
= 0, 77 (3)

PA(H2) = 0, 5 ∗ 0, 1

0, 5 ∗ 0, 56 + 0, 55 ∗ 0, 1
= 0, 05

0, 35
= 0, 18 (4)

That is, the state of “Alien” for employee Xi is reliable by 77%. Therefore, the
trigger of the company’s information security system will be confidently defined for
the employee as “Access is allowed”. Next, we will repeat the same procedure and
calculations for the third and fourth data stream for the Xi employee to calculate the
probability that he is “His” and is in the state Si (Table 2).Si(Xi)

int
m – stable state of internal

motivation of the employee (positive state of themotive for work “Svoy”) - conditionally
measured multifactorial indicators (registered events, incidents) as a registered fact of
the state of the object QXi = ∑

QXi(ERFI) + ∑
QXi(AEFI).
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When trying to assess the probability, experts note that the only way to obtain objec-
tive values of the parameter “Probability of threat realization” is to accumulate statistics
on incidents, which will determine the number of implementations of threats of a certain
type on an information asset of a certain type [14]. However, in the domestic practice of
activities for the accumulation of statistical data, insufficient attention is paid and it is
currently absent on the flows of information indicated by us. Table 3 then summarizes
the probability of the Office Manager employee’s state probability calculation across
four metadata streams, and Fig. 4 and 5 shows the probabilities of the employee’s states
by day.

Table 3. Rank approach to assessing the degree of probability of transition from the state – "Own"
to the state – "Alien" (on the example of an employee – "Office Manager" of the enterprise)SiSj .

Probabilities for Employee Data Stream Xi - Office Manager constant probability Sj

number of incidents 0 1 2 3 4

External resonance flow of information AMOUNTS(ERIF) 0,0 0,2 0,3 0,5 0,7

levels are set on the assumption that external threats (incidents) affect strongly and constantly,
and vice versa

Intra-emotional flow of information AMOUNTS(IEFI) 0,0 0,1 0,2 0,3 0,4

levels are established on the assumption that the inner personality by the age of 40 is satisfied
to be resistant to threats (incidents) and their impact is not prolonged

variable probability Si

number of incidents 0 1 2 3 4

External-emotional flow of information AMOUNTS(EEFI) 0,00 0,1 0,25 0,35 0,57

levels are established on the assumption that the external manifestation of personality
emotions by the age of 40 is satisfied with the rapid but also retreating to threats (incidents)
and the impact depends on the duration of external contacts

Activity-economic flow of information AMOUNTS(AEFI) 0,00 0,1 0,25 0,33 0,52

levels are set on the assumption that the business activity of an individual by the age of 40 is
satisfied with the unstable to threats (incidents) and the impact is dangerous

As can be seen from the Fig. 4, the maximum impact on the probabilistic states of
the employee is exerted by the “Active-emotional flow of information” and “External-
emotional flow of information”.

The data is in four streams of metadata and forms the two States of Alien and Own,
in the following Fig. 5. The most “dangerous” from the point of view of the company’s
security information system - “External resonance” flow did not affect the object of
research.

As can be seen from Fig. 5, the state of “Alien” is observed in an employee on
weekends and has a stronger impact on the state of his motivation as an employee, which
is confirmed by the state of “Own”. That is, at work in a team, he has the “restraining”
forces of the stability of the psycho-emotional state of being a conscientious worker. All
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0.00
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Ac�vity-Economic Informa�on Flow S(AEFI)

External-emo�onal flow of informa�on S(EEFI)

Intra-Emo�onal Informa�on Flow  S(IEFI)

External resonance informa�on flow  S(ERIF)

Fig. 4. The result of the effects of information flows on the Office Manager employee for 7 days
of observations of the automated model.

Fig. 5. Probabilities of the states "Own" and "Alien" for the office-manager employee for 7 days
of observations of the semi-automated mathematical model.

values of probabilities did not exceed the established maximum probabilistic threshold
of “malicious intent” - 0.77.

Therefore, based on the results of the collection and processing of metadata for the
employee “Office Manager”, we have an employee to whom the management of the
enterprise and the information security department can “trust” a trade secret for a period
- a week ahead. The next measurement of information flows will either refute or confirm
the status of this employee - you can verify the trade secret and be admitted to the
business process of the company.
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4 Conclusion

The article discusses the scale of metadata that can be offered to the information security
department to collect about each employee, and also presents the concept of metadata
processing using the Bayes formula and presents the results of calculating the probability
of one of the employees - an office manager, how the final probability of his weekly state
is calculated - either as a type of “Own”, or transitional and the dangerous condition
of a “Stranger” who, as having access to a trade secret, is already capable of criminal
actions.(leakage, theft of information or negligence).

The main factors of metadata that need to be collected and taken into account from
open and closed sources of information about each employee at the enterprise, for all
employees with access to trade secrets and the business process of the company, are
presented and deciphered, which allowed us to propose the concept of a multifactorial
mathematical model for identifying an internal violator based on measuring the proba-
bility of risks of a transitional state for each employee of the company. From the “Own”
type to the “Alien” type as an internal threat to trade secrets from the personnel of the
enterprise, as well as the algorithm of employee admission inside the access system to
the company’s trade secrets. The appearance of an internal violator is a multifactorial,
in fact, dynamic process that has its own typology and a set of corresponding threats
that lead to such a phenomenon as an Internal Violator (often referred to as an insider),
who, being under the influence of resonant factors, becomes a threat of leakage of the
company’s trade secrets.
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Abstract. The development of a decentralized type of management for military
use, searching, exploration andmonitoring actualizes issues of providing informa-
tion security in swarm robotics systems. One of the unique and complex problems
of information security in swarm robotics is the possibility of negative influence
of Byzantine robots on collective decision-making, by voting during consensus
for false alternatives. Existing studies are focused on the consideration by the
Byzantine robots with the strategy of the behavior “against most” in the tasks with
a binary choice. However, practical tasks often have a greater number of alter-
natives to the choice, and Byzantine robots are a greater diversity of the impact
strategies on consensus achievement. This work is devoted to the study of the
influence of Byzantine robots with a random strategy of behavior if there are
two to five alternatives to the process of collective decision-making in swarm.
The purpose of the study is to identify the laws of the influence of Byzantine
robots with a random strategy of behavior on the effectiveness of rotary robotic
systems. Modeling the operation of the swarm robotics system in the presence of
Byzantine robots with random behavior and an assessment wasmade to reduce the
effectiveness of consensus. The practical significance of the study lies in the laws
received and information that can be used in the development and justification of
the effectiveness of information security systems in swarm robotics systems.

Keywords: Swarm Robotics · Consensus Achievement · Collective
Decision-Making · Information Security · Byzantine Robot

1 Introduction

Currently, more and more practical applications in areas requiring the coverage of large
spaces and parallel performing tasks comes with a digital robotics. Swarm robotics is
the study of how large number of relatively simple physically embodied agents can be
designed such that a desired collective behavior emerges from the local interactions
among agents and between the agents and the environment [1]. The current state of
rock robotics, according to the study [2], can be characterized by the first civilian appli-
cations of swarm robotics system (SRS) in accurate farming, infrastructure inspection
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and maintenance, and military applications mainly use unmanned aerial vehicles for
sharing information and support. The features of SRS, allowing to achieve high effi-
ciency in the specified areas are: Scalability, Members Simplicity, Local Interactions,
DistributedControl Topology,MostlyHomogenus,Autonomy,Cooperation,Awareness,
Coordination [3].

An important role is played by the possibilities of collective behavior: navigation
behaviors, spatially organizing behaviors, collective decision-making (CDM) [4]. Nev-
ertheless, SRS studies are largely laboratory and often do not take into account possible
problems associated with the provision of information security (IS) of the CDMprocess.
At the same time, CDM and the achievement of consensus (CA) are critical processes in
SRS. This is due to the fact that. Any kind of an autonomous robot has tomake a decision
at some time. A decision is the selection between possible actions. CDM is the cognitive
process of selecting an action from a number of alternatives. The perfect decision is an
optimal decision which means that no alternative decision results in a better outcome
[5].

In the investigation, a breakdown or cyber is a situation in which part of robots can
be malicious. Under malicious robots in the current study uses the concept set out in
studies [6, 7] – Byzantine Robot (BR), as a general term for describing robots, which
demonstrate unintended or inconsistent behavior, regardless of the main reason, as an
umbrella term to describe robots that show unintended or inconsistent behavior, inde-
pendent of the underlying cause. Based on Byzantine fault-tolerance and the Byzantine
Generals Problem) [8]. In practical applications of one or more BR, it can be sufficient to
disrupt the work of the whole Roy, for example, by performing imposing inappropriate
alternatives during CA at CDM.

In modern studies, the most often in the quality of BR is considered as work voting
against the majority. At the same time, a variety of strategies of the effects of BR on CA
are possible. For example, in Article [9], it is proposed to consider 3 possible types of
BR behavior:

1. The contrarians are malicious robots that always oppose to the majority of the group.
2. The wishy-washy are malicious robots that keep changing their opinion every control

loop. These robots ignore any information from the environment and the neighbors
and just introduce a sort of noise into the swarm communications.

3. The sect is an organized group of zealots, which are malicious robots that ignore
any information from the environment and the neighbors and keep communicating a
constant opinion for a (possibly) inferior option.

However, in practice, a combination of completely different strategies of malicious
behavior is possible, which actualizes research on the influence of various BR strategies
on CDM. This paper is devoted to the study of the influence of BR with RBS. In this
case, BR does not take into account the enforced environmental information and votes
for a random opinion when choosing an alternative during CA. This study was analyzed
experimentally, in the ARGOS simulation environment [10], the following questions:

1. What is the effect on the efficiency of BR with RBS on CA in SRS.
2. How it changes the effect of BRwithRBSon the effectiveness of SRSwith an increase

in the number of signs of the external environment.
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3. How it changes the effect of BR with RBS on the efficiency of SRS when the external
environment is changed.

4. How it changes the effect of BRwith RBS on the effectiveness of SRSwhen changing
the stability of random opinion.

The purpose of the study is to identify the patterns of the effect of BR with RBS
on the effectiveness of SRS. The practical significance of the study lies in the issues
received and information that can be used in the development and justification of the
effectiveness of IS security systems in SRS.

2 Materials and Methods

In this paper, studies aimed at studying the issues of the IS CDM process in SRS with
BR with a random behavior strategy (BR with RBS) are carried out. For research, the
CDM process considered the CA problem on the most common feature of the external
environment (scene). Alternatives in this case serve as colors on the scene. In the over-
whelming majority of modern research, such questions are considered on the binary,
black and white scene, in the current study there are cases with a large number of colors:
from two to five (white, black, red, blue, green). Thus, in the studies conducted, the goal
of SRS was to take a collective solution and choose one of several actions on the basis of
the external environment data Ai (voting for color i) with a certain number of BR with
random behavior.

As ameasure ofmeasuring the complexity of the implementation of theSRSproblem,
the relationship between the most common color and other tiles on the scene is used,
this ratio is chosen in mind the need to compare the complexity of a task with two colors
with a large number of colors. The complexity is calculated by the formula:

Complexity =
∑Ni

N1
Pi\Pmax

i

Pmax
i

/Ni − 1

where i – sequence color number, Ni – number of colors, Pi – interest ratio i-th colors
on stage, Pmax

i – the percentage of the most common color on the scene,
∑Ni

N1
Pi \ Pmax

i
– the amount of percentage ratios of all colors without Pmax

i . In the case of an equally
intended distribution of colors, as Pmax

i you can choose any color.
If the complexity is set in such a way that it cannot be displayed with entire cells,

the residue of cells is not taken into account and for convenience is painted in another
color, which is not recognized by the SRS operation algorithms.

The complexity of the task can be varied by changing the ratio between the per-
centages of white tiles and other colors. In a simple task, the difference between the
percentage of white and black tiles should be large. For example, if P1 = 0, 72;P2 =
P3 = P4 = P5 = 0.07, complexitywillbe ∼ 0, 1. In a difficult task, on the contrary,
the difference is small. For example, in the most difficult task for five colors, with their
equilibly distribution: P1 = P2 = P3 = P4 = P5 = 0.2, The complexity will be 1.

For experiments, an ARGoS simulation medium was used [10]. To simulate tasks
with a large number of colors and the scaling of themedium, amodule was developed for
ARGoS, which codewhich is available at reference [11]. The experiment scene is a room
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bounded by 4 walls and size Sscene = X ×X M2, in the current experiments, the scene is
square and varies from 2 × 2m2 to 5× 5m2. SRS grouping consists of Nr = 20 robots
e-puck, Moving over the surface marked with colored cells, and capable of perceiving
the surface color under them, through a gray gradient. Robots have a diameter of 7 cm,
a wheel platform with a maximum motion speed of 10 cm/s, RGB LED backlight, 8
approximation sensors, a surface color definition sensor, as well as a module for local
exchange of information, consisting of 12 IR transceivers. Robots can communicate
with each other only if the distance between robots is less than dn = 22 cm, to simulate
physical limitations of SRS. The trajectory of the movement of each robot is a broken
line - the robot alternates movement in direct and rotation in place.

At the beginning of the experiment, a scene of a given complexity is generated with a
random arrangement of colors, robots are randomly placed inside the arena. An example
of the initial configurations of the experiment of high complexity for a scene of 2m2,
20 robots and 5 colors, shown in Fig. 1.

Fig. 1. Example experimental scene with 5 colors

The task of robots during the experiment is to achieve a general opinion relative to
the prevalence of the number of cells of the same color if there are some BR with RBS.
At the end of the successful launch, all separate SRS robots will have the same opinion
corresponding to the most common color. Condition of exit from the experiment, i.e.
CA condition is the reach of a quorum in 80% of the number of all robots.

The strategy of BR with random behavior, by analogy with the strategies described
in chapter 6.1 [5] can be described as:

N
i
∧

j
= randNij,

where Nij, utility for each action Ai and state Sj, which is determined by the areas on the

stage counted by the robots at the moment based on the ratio of colors, i
∧

is the selected
action [12].

To assess the effect of BR with RBS on efficiency SRS, the following metrics were
used [6, 7]:

1. Probability of completion (EN ), i.e. the probability of making the best decision,
calculated as the proportion of runs.

https://doi.org/10.1007/978-3-031-34127-4_6
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2. Time of results completion (Tcorrect
N ): this is the number of seconds it takes for the

robots in the swarm to have a “white” opinion. The metric is calculated over all
experimental runs converging to «white»; chains converging to any colors are not
counted.

The influence of BR with random behavior on the known CDM methods with Ca:
DC, DMMD and DMVD [13] is shown in Fig. 2. 100 runs are carried out if there is from
0 to 5 BR with random behavior (only 1,800 runs). Points in the figure, demonstrate the
average value of the efficiency of SRS taking 50 experimental runs from the presence of
BR with RBS. In this case, the task was viewed on two colors, as the original methods
are given.

Detection of patterns of BR with RBS influence on SRS efficiency is further consid-
ered in more detail on the example of a method based on the use of a distributed registry
without hash functions [14] (hereinafter DL). The influence of BR with RBS on DL
under conditions similar to Fig. 2, are given separately in Fig. 3. 100 runs from 0 to 20
BR with RBS (only 2,100 runs) were performed.

Fig. 2. Effect of 0–5 BR with RBS behavior on the effectiveness of DC, DMMD and DMVD
methods, complexity 0.82

Analyzing the results obtained, it can be observed that the most resistant to the
point of view of the concern (EN ) Methods to BR with RBS is the DC method, other
methods tolerate a significant reduction in efficiency. Relative to the time of completion
of the results (Tcorrect

N ) It can be concluded that the presence of malicious robots with
random behavior will populate the CA time in all cases. Two series of experiments were
performed: with high (0.85) and low complexity (0.45). Each series is 100 of the runs
to increase BR with RBS from 0 to 20 and for the number of colors from 2 to 5 (only
16,800 runs for 2 series). The results of the study are shown in Fig. 3.

Thus, the task of identifying patterns of the effect of BR with RBS on the effective-
ness of SRS is relevant to further develop and construct accurate BR behavior models
necessary to implement SRS protection systems. The purpose of this experiment is to
assess the effect of BR with RBS on the effectiveness of SRS with an increase in the
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Fig. 3. The study of the effect of 0–20 BR with RBS on the effectiveness of the DL method, the
complexity of 0.82

number of signs of the external environment. The hypothesis is that the influence of BR
WITHRBSwill be more significant with an increase in the number of alternatives, in the
current case, the colors are available for choice. The points in the figure, demonstrate the
average value of the efficiency of SRS taking 100 experimental runs from the presence
of BR with RBS with increasing the number of alternatives available from 2 to 5.

3 Results

3.1 Influence of BR with RBS on Effectiveness of SRS with an Increase
in the Number of Signs of the External Environment

The purpose of this experiment is to assess the effect of BR with RBS on the effective-
ness of SRS with an increase in the number of signs of the external environment. The
hypothesis is that the influence of BRwith RBSwill be more significant with an increase
in the number of alternatives, in the current case, the colors are available for choice. Two
series of experiments were performed: with high (0.85) and low complexity (0.45). Each
series is 100 of the runs to increase BR with RBS from 0 to 20 and for the number of
colors from 2 to 5 (only 16,800 runs for 2 series). The results of the study are shown in
Fig. 4.

The points in the figure, demonstrate the average value of the efficiency of SRS
taking 100 experimental runs from the presence of BR with RBS with increasing the
number of alternatives available from 2 to 5. The results of the effect of BR with RBS
on efficiency with an increase in the number of signs of the external environment was
evaluated as a change In a percentage relative to the values obtained in
an experiment with 2 colors, with other things, the values are shown in Table 1.

In the easy tasks, the impact on the probability of Ca is rather weak and manifests
itself only with a large number of Br, but there is a sufficiently large drop in efficiency
in difficult tasks. In difficult tasks, the influence of BR when adding alternatives is
significantly enhanced. In this case, the negative effect affects both the probability of
CA and speed.
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Fig. 4. Investigation of the effect of BR with RBS on the effectiveness of SRS with an increase
in the number of signs of the external environment, complexity 0.45 and 0.85

Table 1. Influence of BR with RBS on the effectiveness if there is an increase in the number of
signs

Complexlity Change efficiency C = 3 C = 4 C = 5

0,85 EN (%) 16,00147 30,495935 46,4974

Tcorrect
N (%) 111,9254 174,5997 286,5251

0,45 EN (%) 3,9060 7,1658 11,0718

Tcorrect
N (%) 112,9402 194,0262 306,9664

3.2 Influence of BR with RBS on SRS Efficiency When Changing the External
Environment

The purpose of this experiment to estimate the influence ofBRwithRBSon the efficiency
of SRSwhen the external environment changes changed. The hypothesis is that the more
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closely the contact of all SRS robots is, the more significant the influence of BR with
RBS. As a scale of the medium, a characteristic of the scale is selected - the density of
the scene of the scene by robots (M), which is characterized by the ratio of the size of
the isna and the coating area of robots sensors and calculated as:

M = Sscene
Nr ∗ Sdn

,

whereM – the density of the coating robots scene; Sscene – scene area; Nr – the number
of robots; Sdn = π ∗d2

n – square cover scene sensors 1 robot. In this way,M ∼ 1 –means
that the number of robots is enough to evenly fill the whole scene, M < 1 – means a
high density of the scene of the scenes of robots sensors, and M > 1 opposite low.
M = 1.32 conforms standard for this work of robots density: 20 robots on stage 2 m2.
In this experiment Nr remained constant and amounted to 20, Sscene changed from 1
to 5M2. 100 runs are made for 0–20 BR with RBS and for 6 values M (only 12,600
experiments). The results of the study are shown in Fig. 5.

Fig. 5. Investigation of the effect of BR with RBS on the effectiveness of SRS when the external
environment is changed

Points in the figure, demonstrate the average value of the efficiency of SRS taking
50 experimental runs from the presence of BR with RBS when the scene is changed,
with five colors.

The results of the effect of BR with RBS on the efficiency with the scale of the
medium scene was estimated as a change as a percentage relative to the
values obtained in the experiment at m = 1.32, with other similar conditions, the values
are shown in Table 2.

The values in the table show the change in the efficiency in percentages relative to
the task with 20 robots on the scene 2 × 2M22. Negative values are associated with a
risky CDM strategy due to which the solution is applied too quickly with errors; this
suggests that with a large density of robots on a small area with a risky strategy, the
likelihood of CA significantly suffers. It. With a small density of robots, opposite the
probability of Ca increases, but with a large drop of speed.
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Table 2. The effect of changes in the environment on the effectiveness of the CDM process of
SRS in the presence of BR

Change efficiency M = 0.33 M = 2.96 M = 5.26 M = 8.22 M = 11.84

EN (%) – 34,4484 18,27009 24,9696 26,5506 32,9998

Tcorrect
N (%) −69,6464 124,5783 270,2242 461,7412 686,9298

3.3 How to Change the Effect of BR with RBS on the Effectiveness of SRS When
Changing the Stability of Random Opinion

The purpose of this experiment to estimate the influence of BR with RBS on the effec-
tiveness of SRS with a change in the stability of a random opinion. The hypothesis is
that with an increase in the stability of a random opinion, BR with RBS will increase
and influence on the effectiveness of SRS. At the same time, with increasing stability,
BR with RBS will be increasingly similar to BR type “Containers”. Thus, it is assumed
that a hybrid strategy for holding an attack on CDM (BR with RBS and BR opponent)
can have a greater effect on CDM SRS.

To describe the results, it is necessary to clarify the algorithm and the concept of
sustainability of a random opinion, according to which BR with RBS works:

1. An array of numbers is initialized. The length of the array is equal to the number of
colors for which BR (n). Can vote. This amount of color can be different from the
number of colors presented on the scene. The first number in the array (R) is given
as follows: r0 = rand(0, 1). In other words, it is simply initialized by a random
real number from 0 to 1. Each next number in the array is given as follows: ri =
ri−1 + rand(0, 1). In other words, the sum of the previous value of the array and a
random number from 0 to 1.

2. Each stroke BR chooses the color as follows:
2.1 Forms a random number K in the range from 0 to the maximum number in R.

The maximum number in R is its last element R – this is his last element rn. T.e.
k = rand(0, rn).

2.2 Next is checked in which range includes k. If a 0 <= k <= r0 – white color if
r0 < k <= r1 – color black and so on.

Thus, the stability of a random opinion is a frequency with which an array of R. If
this step is 0, then it is updated only once, when generating the scene and has the highest
possible stability, if 1, then every move is updated (more random Results), if 10, then R
is updated once in 10 moves. Research results are shown in Fig. 6.

This experiment was carried out on a black and white field, with a complexity of
0.92 and with stability of equal to 1 (normal distribution time) 100 and 1000 for BR
from 0 to 20. 3 series of experiments 100 runs with steps equal to 0 (normal distribution
time) 100 and 1000. For BR from 0 to 20 (only 6,300 experiments).

The results of the effect of BR with RBS on the efficiency when changing the
stability of a random opinion was estimated as a change as a percentage
relation relative to the values obtained in the experiment at Pace = 1 with other similar
conditions, the values are shown in Table 1. Evaluation of the influence RBS on the
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Fig. 6. The effects of BR with RBS on the effectiveness of the SRS when the step is changed, the
stability of a random opinion

efficiency of SRS with a change in the stability of random opinion was carried out to
relate steps 1, the obtained values are shown in Table 3.

Table 3. Influence of BR with RBS on the effectiveness of the CDM process with an increase in
the stability of a random opinion

Change efficiency R = 100 R = 1000

EN (%) 11,4636 18,8301

Tcorrect
N (%) 32,91615 75,2354
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There is a decrease in both CA speed and probabilities of CA, thus hybrid attack
strategies may be more efficient.

4 Discussion

This paper discusses issues of IS concerning the effect of BR with SSP on the effective-
ness of CDM in SRS. In the course of the study, about 39,600 experimental runs were
carried out in the ARGoS simulator, in order to evaluate hypotheses: the influence of BR
with RBS will be more significant with an increase in the number of alternatives; The
more closely the density of all SRS robots, the more significant the influence of BR with
RBS and the larger the stability of the Random opinion BR with RBS, the greater the
effect on the efficiency of SRS. For research, an ARGoS supplement has been developed
for modeling experiments with 3–5 colors, which can facilitate future research on CDM
for situations with a large number of alternatives. According to the result, all hypotheses
are confirmed, this suggests that BR is a significant problem in SRS.

Required patterns and information in practice can be used in the development and
justification of the effectiveness of IS security systems and when developing the intruder
models not only in SRS, but also similar systems with decentralized control.

5 Conclusion

This paper is devoted to the study of the effect of BR with RBS if there are two to five
alternatives. The purpose of the study is to study the laws of the effect of BR with RBS
on the effectiveness of SRS. The introduction is considered the current state of affairs
in research on BR and formulate research issues of this work. The materials discuss the
conditions and the scene of the experiment, settings, themethod of assessing complexity,
the procedure for conducting the experiment, as well as the assessment of the influence
of BR with the SSP on the basic methods of CA. Also designed an addition to ARGoS
allowing experiments on non-binary sceneswith. TheResults section contains 3 enlarged
research groups in accordance with research issues. The criterion for estimating the scale
of the scene is proposed - the density of the coating of the scene by robots and the concept
of stability of accidental opinion - the measures of the periodicity of the random opinion
BR. In total, about 39,600 experimental runs in the ARGoS modeling medium were
carried out, which made it possible to obtain the numerical values of the effect of BR
with RBS on CDM SRS and confirm all the extended research hypotheses.
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Abstract. Due to the proliferation of hand-held devices, such as smartphones and
other wireless communication devices, spectrum and capacity in the field of wire-
less communication technology have becomemore scarce in recent decades. Long
TermEvolution (LTE) and Long TermEvolutionAdvanced (LTE-A), often known
as 4G, are the most recent addition to the rapidly expanding wireless technology
as a result of the researchers’ continued exploration of these technologies. In order
to boost cell capacity, numerous tiny cells (femtocells, picocells) are placed next
to larger macrocells in the mobile and associated networks being built around 4G
and succeeding next generation technologies. The problem of interference and
associated phenomena, which emerges owing to the mass roll out of smaller cells
near huge macro cells, is one of the negative elements that stands as a barrier
to this technology. One answer to the interference problem in dense networks
is beamforming. In an effort to illustrate the interference issue in LTE/LTE-A
dense networks, this study attempts to do so. As a response to the interference
scenario, several beamforming techniques that help to lessen interference have
been highlighted. A discussion of some of these beamforming techniques that
have been previously suggested and made available in other works of literature is
also included in this study.

Keywords: LTE/LTE-A · Beamforming ·Microcells · Femtocells · Dense
Networks · Co Tier Interference · Cross Tier Interference

1 Introduction

Unprecedented problems are being presented to developers by the rapid rise in demand
for larger data rates, improved Quality of Service (QoS), and uninterrupted connection,
together with the shortage of spectrum and the growing use of handheld devices like
smartphones. If sufficient spectrum can be found, the need for increasing data capacity
and throughput can continue to be satisfied. In popular view, it is generally understood
that close proximity between the transmitter and receiver might result in greater QoS
due to minimal transmission loss. Every user is constantly close to a Femto Base Station
(FBS) or a Macro Base Station (MBS) because to the LTE/LTE-A system’s deploy-
ment of tiny cells (femto cells, pico cells) around big cells (macro cells) [2, 3]. Due
to great frequency reuse, sharing the same frequencies again, and enhanced connection
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and coverage at cell boundaries and inside settings, this deployment, also known as
a heterogeneous or dense network, delivers higher connectivity, improved data rates,
and better QoS [4]. The problem of interference between femto cells deployed inside a
macro cellular border and between femto cells and macro cells is a harmful element that
impairs the performance of network densification. In order to offer the user high QoS
in an interference-limited environment, interference reduction has acquired importance
[5]. Beamforming is a technique that is more effective than the traditional methods of
cell splitting or cell sectoring for reducing interference [6]. This work largely focuses
on beamforming techniques, and an overview of interference reduction in contemporary
wireless scenarios has been given. The paper is further organized as follows Sect. 2
describes some important theoretical concepts, Sect. 3 gives an overview on femto-
cells, Sect. 4 describes beamforming, Sect. 5 describes review of some works done on
various types of beamformer, Sect. 6 describes the challenges faced during practical
implementation of beamforming while Sect. 7 concludes the work.

2 Background

The desire to improve capacity and achieve high data rates is growing over time and
doesn’t appear to be going away any time soon. Higher order coding and modulation are
needed for large data speeds. Themajority of contemporary standards include orthogonal
frequency division multiplexing (OFDM), which is characterised by high data rates and
band split into smaller bands with additional use of tiny carriers to enable high data
rates. Several wireless protocols, including Wi-Max, IEEE802.11a, LTE, and DVB,
have adopted the OFDM technology in particular as a way to significantly improve
future wireless communications. Since that OFDM is a broadband technology, it entails
enormous data rates and is a significant phenomena in wireless communication. Yet,
because an OFDM system’s Symbol Time is shorter than the delay spread, this results
in Intersymbol Interference (ISI). A specific type of multi-carrier (MC) transmission
system called OFDM divides the whole bandwidth into smaller bands known as sub-
bands, and each sub band contains a carrier known as a sub-carrier. This method is used
to overcome ISI. In order to load data samples into sub-carriers that are orthogonal to
one another, an OFDM system requires the loading of serial symbols into a serial to
parallel converter.

After performing an IFFT on the symbols to create transmit samples, which are
then gain parallel to serial converted and given a cyclic prefix to eliminate interblock
interference, the samples are sent across a wireless channel. To recover the original
samples, the reverse technique is used. Moreover, the complexity is cleverly reduced to
just FFT processing and one tap scalar equalisation at the receiver [7] with the use of
cyclic redundancy at the transmitter. The LTE/LTE-A systems now make considerable
use of OFDM technology. Low latency and high throughput with carrier bandwidth
define the LTE/LTE-A system (BW). Furthermore, it employs SC-FDMA for uplink
transmission and OFDMA for downlink transmission, which significantly reduces co-
channel interference. It is also capable of supporting both time division duplexing (TDD)
and frequencydivisionduplexing (FDD)on the sameplatform.Yet, it has been shown that
in a particular setting, higher order modulation and coding methods are more vulnerable
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to noise. The deployment of more channels per region, on the other hand, typically
results in an increase in capacity (cell). This is made feasible by decreasing the size of
each cell and so maximising channel reuse. Moreover, traditional techniques like cell
sectoring and cell splitting are frequently utilised in modern wireless standards to boost
system capacity.

Nonetheless, call loss in an indoor setting has been widely documented in recent
years. As power loss occurs as a result of penetration losses in the walls and fading
effects, increasing the power level towards an interior user is oneway to address this issue.
Nevertheless, focusing a lot of power on one indoor user reduces power for other users,
which lowers system performance. The issue may be resolved by placing the transmitter
and receiver close to one another, and LTE/LTE-A has fixed this. Incorporating various
smaller cells, such asmicro cells, femtocells, and pico cellswith less power in the vicinity
of macro cells so they can use the spectrum allotted to macro cell, is a new methodology
adopted by LTE/LTE-A systems to increase system capacity, increase in the number of
users per cell, as well as increase in data rate [5]. The following sections examine a few
noteworthy femtocell and beamforming characteristics.

3 Femtocells

Femtocells are tiny, low-power base stations that give mobile users radio service when
they’re inside. Similar to aWireless Fidelity (WiFi) router, they are placed indoors by the
end user and give customers access to practically all cellular functionality. Fundamen-
tally, a small cell radius reduces the distance between the transmitter and receiver, which
results in less attenuation of the broadcast signal and better received signal strength for
the receiver (RSS). Typically, the Signal to Interference Noise Ratio (SINR) is used to
assess the quality of a signal at the receiver (SINR). The transmitted power from the
targeted BS, the transmitted power from interference-causing transmitters, shadowing,
fading, and route losses all affect the SINR. The weak interference signals are a result of
the walls’ penetration losses. Because to the higher frequencies employed in 3G technol-
ogy’s high data rate operation, attenuation there is more noticeable. These losses serve as
insulation for the femtocells, allowing them to transmit with less power and still provide
decent inside coverage [5, 8, 9].

3.1 Femtocells Deployment Modes

The distinguishing characteristic of an LTE/LTE-A system is the deployment of smaller
cells around the edge of a larger one, increasing cell capacity. Because femtocell deploy-
ment is not donewith proper network planning, that is, in a cognitivemanner, and because
network operators cannot control where femtocells are placed, their interference envi-
ronment is much more complex than that of traditional cellular networks, which is a
cause for concern. The technological difficulties are in managing interference between
different femtocells installed inside a macro cellular network or between a femto cell
and a macro cell [10]. There are two distinct ways that femtocells can be deployed close
to macrocells [11]:
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3.1.1 Separate Standalone Channel Deployment

In a distinct channel deployment option, the femto-cell network is given access to a
particular channel or portion of the spectrum that the macrocell does not use. This
is done to prevent femtocell and macrocell users from interfering with one another.
Although this method is effective at reducing interference, it is expensive to set up and
is not often favoured by operators.

3.1.2 Co-channel Deployment

The femtocell uses the same channels or spectrum that is allotted to themacrocellwhile in
co-channel deploymentmode. It is a preferredmethodbecause allocating a specific chunk
of spectrum for femtocells might be costly because spectrum is a valuable and limited
resource. The co channel deployment method also significantly boosts the system’s total
capacity, but there is a higher chance that femtocell and macrocell users would interfere
with one another. Hence, interference management is a problem.

3.2 Femtocell Access Modes

Before femtocells may communicate with the current macrocell, they must be setup.
Given that femtocells are low-powered small base stations that are typically user-
deployed rather than network-deployed, certain facts should be noted, including the
number of users who should receive the service, whether any foreign users who are not
registered under a particular femtocell receive any service, and if so, for how long. There
are three setting options to limit their use to a specific number of people depending on
such criteria [12].

3.2.1 Open Access Mode

In open access mode, a femto cell base station (FBS) is configured to provide service to
any user that enters the coverage area of that FBS. Any user who is not even configured
under that certain FBS enjoys the benefit of that FBS in this mode and service is being
rendered without any restriction. A certain drawback that has been reported in open
access mode is that a large number of handover takes place from one femtocell to other
thereby reducing the system performances. Moreover, soft handover is not permitted in
femtocell scenerio, and during hard handover the amount of signalling increase which
in turn increases the congestion in the network [13].

3.2.2 Closed Access Mode

In closed access mode, only a specific number of users are registered for a certain FBS
and services are rendered to that specified group of users only. Under this scheme if any
foreign user which is not registered under that certain FBS moves in the boundary of
that FBS it does not receive any sort of service. In this approach, the hand-off is reduced
but users may be denied of service if it moves out of macrocell coverage area.
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3.2.3 Hybrid Access Mode

As the name suggests hybrid access mode is an amalgamation of both open access mode
as well as closed access mode. Here, an user who is not registered under a certain FBS,
if enters its vicinity can enjoy the services for a limited duration of time after which it
shall be stripped of its services. So it is a combination of open and closed access modes.
Moreover a femtocell performs identity request so that in hybrid access mode it should
able to differentiate between registered user and non-registered user in order to provide
them with different level of QoS [13].

3.3 Femtocell Interference Scenario

A heterogeneous network, more commonly known as HetNet by the industry standard,
is nothing but a tiered RAN cell structure that uses macrocell, and a combination of
various types of smaller (micro, pico and femto) cell and several technologies together
to offer wireless services. HetNets today can be stated to be a combination of radio
access technologies, where the wireless standards like GSM/GPRS/CDMA/LTE/LTE-
A will join hands with Wi-Fi. WiMax networks to form the multilayered heterogeneous
networks [14]. The femtocell is amodern and emergingwireless technology that has been
employed in LTE and LTE-A systems to offloadmacrocell traffic [14, 15]. But as amatter
of fact, on deployment of femtocells or picocells in the boundary of a larger macrocells.
The issue of interference becomes pertinent, which degrades the performance of dense
networks and hence needs to be addressed. Moreover, because femtocells use licenced
spectrum that wireless operators control and share with macrocell networks, reducing
cross-tier interference from femtocell users at a macro-cell base station (MBS) is a need
for the uplink deployment of femtocells. Interference in a heterogeneous network can
take two different forms, which are explored in the next section [16].

3.3.1 Co-tier Interference Scenario

Co-tier interference is a term used to describe interference brought on by components
of the same layer of the network. When two femtocells are installed inside the same
macrocellular border, co-tier interference develops. A femtocell’s interference is typ-
ically brought on by another femtocell nearby, hence effective cell design is required
to prevent interference. Moreover, sub-channel allocation is a problem that has to be
solved since interference arises when two close femtocell users utilise the same sub-
channel. Thus, it is important to carefully design sub channel distribution to prevent
co-tier interference. Once more, if interference causes the signal to interference plus
noise ratio (SINR) to drop below a predetermined tolerable level, communication con-
nections cannot be created, and the zone is deemed dead. In contrast to open access,
co-tier interference is more severe in restricted access [5, 16, 17].

3.3.2 Cross- Tier Interference Scenario

This kind of interference is the disturbance brought on by network components from a
different network tier or layer. In this instance, femtocells and macrocells placed inside
the same macrocellular border experience cross-tier interference. The femtocells cover
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the whole area around amacrocell and use the same portion of the frequency spectrum as
themacrocells. Femtocells andmacrocellsmust share the same radio spectrumbecauseof
spectral overlap and spectrum scarcity, which leads to cross-tier interference. In order to
give better QoS to macrocells, femtocells should once again occupy a smaller frequency
band, which reduces network throughput and efficiency and the locations where there
will be significant interferences between femtocells andmacrocells and theSINRwill fall
below a certain threshold thereby the zone shall be declared dead. The distance between
the macrocell base station and the macrocell user devices and the unequal distribution
of transmission power inside the network are the two factors that produce dead zones
[16, 17]. Deploying femtocells and picocells near the edge of larger macrocells boosts
system capacity and data rate and provides better andmore efficientQoS, but interference
still poses a challenge. The idea of beamforming has been discussed as a method for
interference mitigation in order to lessen the impact of interference.

4 Beamforing

It is pretty clear from the previous section that LTE/LTE-A have adopted the idea of
placing a number of smaller cells close to a large macro cell, which increases the capac-
ity and improves interior coverage. Nonetheless, interference continues to be a barrier
to network densification. In interference-prone areas, beamforming offers a solution and
serves as a tool for interference cancellation. By focusing a beam in the direction of
the intended user and producing nulls in all other directions, beamforming is a tech-
nique for eliminating interference in both cross-tier and co-tier interference. A downlink
multi-antenna approach is beamforming. An FBS’s transmitter weighs the data before
transmission, generating focused beams that direct energy only at the target user while
delivering a null in the other user’s direction. An array of antennas may be directed in
such a manner to restrict the reception of radio signals coming from specific directions
using beamforming, a different name for spatial filtering. This can be done with the
help of suitable analogue or digital signal processing. The beamformer is designed to
combine spectral energy throughout its aperture, whereas a filter in the time domain
combines energy over time. This results in a specific antenna gain in one direction while
having attenuation in other directions. A processor used in conjunction with a number of
sensors to offer a flexible kind of spatial filtering is another way to define a beamformer.
It appears that beams are forming because of energy radiation. Nevertheless, beamform-
ing may be used for both energy absorption and radiation [18]. Whereas beamforming
denotes either radiation or the receiving of energy, beamforming indicates either radia-
tion or the spreading of energy. As interference and the signal of interest share the same
temporal band of frequencies, it is now a well-known fact that systems built to receive
spatially propagating signals are frequently tainted by interference, making temporal
filtering ineffective. Yet because the signal of interest and interfering noise often come
from distinct geographical locations, theymay be distinguished by using spatial filtering.
The fundamental idea behind beam-formers is this [18, 19].
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4.1 Classification of Beamformers

Due to its ability to cancel out interference in areas with dense networks that are prone
to interference, beamformers have recently become extremely popular. A beamformer’s
goal is to provide a beam (or peak) in the direction of the intended user towhom service is
to be supplied and nothing in any other direction, including those that include conflicting
sources. These are some broad categories for beamformers:

4.1.1 Data Independent Beamformers

A data independent beamformer’s weights are created so that regardless of the array
data or data statistics, the beamformer response comes close to the intended response
[18]. Data independent filter design is somewhat comparable to that of a Finite Impulse
Response (FIR) filter. That is a time-tested strategy, and the method is now all but
outdated. Data independent beamformers can be divided into the following categories
once more:

Delay Sum Beamformer. One of the first beamformers with weights of similar size is
the delay sum beamformer [19]. It is the oldest type of spatial filtering that employs
an analog strategy and uses delays rather than phase shifters. In terms of narrowband
signals, it is roughly equal to switched beam method, but it also has the flexibility or
capacity to be used to broadband beamformer. The beam’s phases shift in a certain
direction as a result of the application of the delay (Fig. 1).

Fig. 1. A Delay Sum Beamformer

Null Steering Beamformer: Early beamformers that cancel plane waves coming from a
given direction and generate a null in the response pattern in the plane wave’s Direction
of Arrival (DOA) were known as null steering beamformers. This procedure, which
employs the idea of estimating signal arriving from a known source and positioning
or directing a beam from a beamformer in the direction of that beam’s arrival, has
previously been described in DICANNE. The output of this step is then subtracted from
each element. Lastly, the signal is approximated using sum and delay beamformers,
where each element of the beamformer experiences a shift register delay. After a delay,
each element’s waveforms are added together and then subtracted [18, 19]. For numerous
cancellations of powerful interferences, such a method was highly effective, but as the
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number of interferers rises, the effectiveness of the strategy declines. This DICANNE
constraint was overcome by null steering beamforming, which put nulls in the direction
of interferences while directing a beam of unity response in the direction of the intended
user. It is important to note that although null steering beamformers offer beams in the
direction of intended users and nulls in the direction of interfering sources, they are
unable to eliminate uncorrelated noise at array output (Fig. 2).

Fig. 2. Null Steering Beamformer

4.1.2 Statistically Optimum Beamformer

The weights are selected for statistically optimal beamforming based on the statistics of
the data that was received at the array. Generally speaking, the objective is to improve the
beamformer response such that interference signals and noise contributions to the output
are as small as possible. We saw in the last section that the beamforming gain was fixed
since the weights were fixed. Statistically optimal beamformers, where the weights alter
or adapt to provide superior interference suppression, were proposed to enhance gain and
for better suppression of interfering signal [22]. Wide-sense stationary (WSS) data are
assumed, and second order statistics are known. In a word, we can state that the statistics
of the data signal are used to calculate the beamforming weights. If “xn” is the signal
from an element and multiplied by weight wn*, it is feasible to determine the suitable
signal using the mathematics of optimum beam- formation. It should be emphasised that
the signal is multiplied by the weights’ conjugate and not by the weights themselves.
Signal, interference, andAWGNare all combined in the received data. These statistically
ideal beamformers are given below and can be categorised in the following ways:

Minimum Mean Squared Error (MMSE): Before describing MMSE technique we
firstly define the interference and data covariance matrices as Rn = E[nnH] and R =
E[xxH] respectively. The main aim of MMSE beamformer is to reduce the error with
respect to reference signal. The reference signal be d(t) where α = βd(t) and β is the



Beamforming for Dense Networks-Trends and Techniques 225

signal amplitude and d(t), the reference signal is assumed to be known as receiver base
station. The output signal y(t) is required to track the reference signal d(t) [20–22].

Minimum Output Energy (MOE) and Minimum Variance Distortionless Response
(MVDR) Beamformer: The fundamental idea behind the MOE beam-former is to keep
the gain of the array on the intended signal constant while minimising the total output
energy. As a result, when gain is constant, output energy is decreased by suppressing
interference, as the name implies, leading to energy minimization [20–22]. The fact that
this method does not require a reference signal sets it apart from MMSE. These plans
are referred to as blind beamforming plans.

Multiple Side Lobe Canceler (MSC): The multiple side lobe canceler is a well-
established beamforming method [18] and is likely the first statistically ideal beam-
former to be discovered. The idea is based on the design of an MSC beamformer, which
features auxiliary channels in addition to a primary channel that might be an antenna
with a high gain or a data independent beamformer. The primary channel antenna is very
directional and is oriented in the general direction of the signal’s arrival. It is expected
that interfering signals enter through the side lobes of themain channel, however they can
also enter through the auxiliary channel. According to the MSC beamformer’s guiding
concept, the auxiliary channel weights are selected such that they cancel out the inter-
ference signals from the primary channel. Such types of beamformer are quite useful
when signal of interest is very weak. A few works related to General side Lobe canceler
has been shown in [23, 24].

Linear Constrained Minimum Variance Beamformer (LCMV): For many complex
applications, all of the beamformers outlined previously might not produce the desired
results [18, 19]. There is now a need for an effective method that may be used in every
circumstance. We are aware that the intended signal could always exist and might have
an undetermined intensity, causing signal cancellation with the MSC. As a result, it
is nearly difficult to estimate the signal and noise covariance matrix for the maximum
SNR process, and the development of the reference signal method is also hampered by
the lack of information about the desired signal. By imposing linear restrictions on the
weight vector, LCMV beamformers overcome these drawbacks. The goal of the LCMV
beamformer’s design is to limit the beamformer’s response such that the signal in the
direction of interest may be amplified with a certain gain and phase, and the weights
are therefore adjusted to minimise output variance and power under the restrictions.
Such a beamformer is adaptable and durable, with the sole drawback being the laborious
computation of the limited weight vector.

4.1.3 Adaptive Beamformers

Knowledge of second order statistics is necessary to determine the ideal beamformer
weight vectors. These statistics are often unknown, but under the premise of ergodicity,
one may determine the ideal weights using the information at hand. Statistics may also
alter across time and space, as well as in response to interference that moves or changes
location. Weights are often chosen via adaptive algorithms to address the problem of
changing statistics [18]. Moreover, the co-relation matrix R and its instantaneous value
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RN are absent in practise. As a result, it is difficult to calculate the array’s ideal weights.
Weights are now continually adjusted using adaptive methods to reduce inaccuracy and
improve efficiency. An adjustable beamformer is shown in Fig. 3. Here are some adaptive
algorithms that are discussed:

Least Mean Squares Algorithm (LMS): The LMS method, an adapted variation of
the steepest descent algorithm, is regarded as the most readily implementable adaptive
algorithm, however it has the downside of having weak convergence. At each iteration,
the method changes the weights by estimating the quadratic surface’s gradient and then
shifting the weights very slightly in the opposite direction of the gradient, known as
the step size [19, 21, 22]. Smaller step size improves performance and facilitates the
discovery of ideal weights.

Fig. 3. Adaptive Beamformer

Recursive Least Squares (RLS): This is a different type of adaptive beamforming app-
roach that collects and reduces error across all prior time indices in addition tominimising
error for a specific time index. RLS has the benefit of convergingmore quickly thanLMS,
but its computational complexity is substantially higher than LMS. There have been a
few reports on robust adaptive beamforming in [49, 50].

5 Review of Some Recent Works

Beamformers have long been regarded as a flexible tool for removing interferences.
Multiple input multiple output (MIMO) systemswere created to provide higher capacity,
higher data rates, and better quality of service. However, because interference impairs
the performance of MIMO systems as well as that of LTE/LTE-A systems, beamformers
are now widely used to clear interference from these contemporary systems. Studies
are currently focusing on statistically optimal as well as adaptive beamformer. In this
section, a few techniques worth mentioning have been examined:
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5.1 Zero-Forcing Beamforming (ZFBF)

Zero Forcing Beamforming is a spatial signal processing in multiple antenna wireless
devices. In uplink, ZFBF algorithm allows a transmitter to send data to desired user
together with nulling out in the direction where desired user is not present while in
downlink it receives only from desired users while nulling in direction of interference
users. Table 1 throws some light on various works done by various authors on ZFBF.

Table 1. Review on Zero Forcing Beamformers

Papers Salient Features

[28] • MISO channel ICI cancellation plan
• Limited bandwidth partial CSI sharing across base stations
• There are two forms of beamforming that have been discussed: egoistic ZFBF and
altruistic ZFBF

• Throughput is used as a performance metric, and it is compared to a complete
CSI-based Monte-Carlo simulation

[29] • Both Large Scale MIMO and Network MIMO employ the ZFBF for Orthogonality
concept; comparative comparison of the two technologies

• In LS-MIMO and network MIMO, the ZFBF’s purpose is to reduce inter-cluster
interference

[30] • The goal is to reduce interference by utilising angle dimension
• Measure angular information using the MUSIC algorithm, which operates on a PRB
basis and then estimates DOA using ZFBF

• Evaluation of the BER performance of ZFBF and traditional beamformers

5.2 Minimum Variance Distortionless Response Beamformer (MVDR)

MVDR beamforming was covered in the part before this one. It is a sort of statistically
optimal beamformer, andwhen theMVDRbeamformer weights are applied to an array’s
elements, they guide the sensor array’s response in a predetermined direction of interest
that is determined by the array’s location. Its categorization is a little hazy because some
academics believe that it is also an adaptable kind of beamforming. Table 2 lists the
writings on MVDR beamforming approaches produced by various writers.

5.3 Linear Constrained Minimum Variance Beamformer (LCMV)

By using the idea of placing limitations along the target direction or in the direction of the
arrival of the signal of interest, the LCMV beamfomer, a flexible tool for interference
removal, may be utilised to offer null steering. The fact that the LCMV beamformer
lessens the likelihood of suppressing the signal of interest when it comes from a slightly
different angle than predicted is a key aspect. Due to the LCMV beamformer’s compar-
ison of the target signal with a reference signal, beams are generated in the direction of
the multipath signal that matches the target signal. The LCMV beamformer is perfect
for non-line of sight (NLOS) environments and is appropriate for urban deployment
since it not only lessens the effects of multipath fading and interference, but also helps
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Table 2. Review on Minimum Variance Distortionless Response Beamformer

Paper Salient Features

[32] • To lessen interference, an iterative strategy of offering a null in the direction of the
interferer has been proposed

• The iterative approach is a non-adaptive methodology for removing macrocell to
femtocell interference

• Iterative null steering, optimum beam former (adaptive beam former employing
MVDR approach), and constant null steering technique (non-adaptive) are compared

[33] • Comparative examination of the MVDR and LCMV beamforming techniques is
emphasised

• The determination of weight affects both
• One base station with a 4-element antenna array and a single M mobile user are taken
into consideration

• MVDR is not appropriate for use in cities since it cannot reduce the multipath effect,
but it is more useful in rural regions

• The output power level comparison performance metric reveals that MVDR exhibits
better reaction than LCMV in a comparative research

[34] • Focus is placed on the utilisation of the Clonal Selection Algorithm (Clonalg) of the
Articial Immune System in the Advanced MVDR Technique for Interference
Cancellation (AIS)

• The ULA, or uniform linear array, has been incorporated
• Simulation demonstrates that the AIS aided MVDR technique has superior
interference based on the output measure of received SINR

produce beams that point in the direction of the intended user. A few studies on LCMV
beamforming algorithms are discussed in Table 3.

Table 3. Review on LCMV Beamforming

Paper Salient Features

[35] • A comparison of the MVDR and LCMV beamforming methods
• Both beamforming algorithms depend on weight estimation
• For simulation purposes, a base station with a 4-element antenna array and a single M
mobile users is taken into consideration

• In an urban setting, LCMV is an effective instrument for interference cancellation. It
can also eliminate the multipath effect

• The best option for an NLOS urban context is LCMV beamforming
• When comparing output power levels, MVDR responds more quickly than LCMV
beamformer.

(continued)
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Table 3. (continued)

Paper Salient Features

[36] • The importance of calculating outage probabilities using an LCMV beamforming
technique

• Interferers are Rayleigh faded, and Rayleigh and Nakagami fading statistics are
employed to describe the intended signal

• The performance of wireless systems during outages using LCMV beamforming,
which eliminates many significant interferers

• According to numerical study, the LCMV beamforming’s outage probability is highly
dependent on the locations of the main interferers

• The performance of LCMV beamforming and traditional beam-forming during
outages is also compared, taking into account the directions in which the dominating
interferers would arrive

6 Practical Challenges in Implementation of a Beamformer

Although beamformers have awide range of applications and have shown to be adaptable
interference mitigation tools, their actual implementation is still relatively challenging.
The following are some of the difficulties encountered: -interferers.

• Although null steering beamforming is fairly simple to use for a single interference
source, there are some implementation issues. Yet, when the number of interfering
factors grows, the computational complexity increases and the performance dete-
riorates. Moreover, the null steering beamformer has a drawback in that it cannot
eliminate uncorrelated noise. Optimal beamforming, sometimes referred to as Mini-
mal Variance Distortionless Response (MVDR) beamforming, eliminates all of these
problems.

• To reduce ICIC, In Zero-forcing beamforming partial channel state information (CSI)
is required. The interchange of information leads in bandwidth usage, which is a key
drawback for various beamforming techniques because gathering CSI information
necessitates a robust backhaul network.

• One of the difficulties with adaptive beamforming is that in many real-world sce-
narios, the training data are frequently insufficient, which may result in significant
performance degradation because it is impossible to form a trustworthy estimate of
the covariance matrix without enough training data. The LCMV algorithm has quite
complex mathematics and the co-variance matrix is not known in a realistic scenario.

• It has been theoretically and mathematically proven that the LMS algorithm has poor
convergence and the computing complexity of the adaptive LMS and RLS schemes
is quite high.

7 Conclusion

The continual desire for larger data rates, higher capacities, and better QoS has led the
way for the creation of emerging standards to promote better, quicker, and more depend-
able communication. As time went on, other technologies emerged, but the quick rise in
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mobile and handheld device use, spurred by spectrum shortages, prompted researchers to
create a newer communication standard dubbed LTE/LTE-A. It tries to increase data rate
and capacity by placing smaller cells close to bigger cells, which results in the growth
of heterogeneous networks, also referred to as dense networks. Moreover, the cognitive
deployment of several smaller cells increases interference, leading to the development
of the beamforming idea for interference reduction. A beamformer is a spatial array that
places a null in one direction and a peak in the direction of the intended user, eliminating
interference from other users. There has been a thorough discussion of the numerous
types of beamforming techniques, and it should be noted that the choice of beamform-
ers may be greatly influenced by the situation at hand, the difficulty of the hardware
implementation, and the data that is readily available.
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Abstract. The downlink Channel State Information (CSI) is neces-
sary for the precoder design in a massive multiple input multiple out-
put (MIMO) system. This CSI, generally estimated at the user equip-
ment (UE) is feedback to the base station (BS) by frequency division
duplexing (FDD) which is a bandwidth consuming technique. In a mas-
sive MIMO system, the large antenna array size at BS may cause such
feedback overhead to be very overwhelming. It is therefore necessary to
utilize appropriate CSI compression with low computational complexity
and high accuracy. This paper discusses a neural network based CSI com-
pression method based on intrinsic properties of CSI and with a novel acti-
vation function. Named as CLNet+, the simulation results shows that the
proposed method outperforms the existing CS-based and some DL-based
methods.

Keywords: Massive MIMO · FDD · CSI · NMSE · Attention
mechanism

1 Introduction

Massive MIMO is a key technology to increase the spectral and energy efficiency
by deployment of huge antenna array at the transmitter and receiver. To fulfill
the precoder design however, the BS requires the downlink CSI to be fed back
to the BS from the UE side. In massive MIMO this may be a overwhelming pro-
cess with large feedback overhead. With limited uplink bandwidth and transmit
power, this huge feedback may prove to be a bottleneck and hence some form of
CSI compression is required to adequately utilize the resources as well as convey
the correct CSI to the BS.

The recent deep learning methods have made tremendous progress in the
wireless communication including the CSI feedback. C. K. Wen et al. first applied
deep learning to CSI limited feedback, and built a novel CSI sensing and recovery
neural network (CsiNet) [1] which fits a transformation from CSI to codewords
and an inverse transformation from codewords to CSI, which outperforms the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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conventional methods of compressive sensing based CSI feedback and reconstruc-
tion. Qiuyu Cai, Chao Dong and Kai Niu introduced a long short-term memory
(LSTM) network in the encoder and an attention mechanism [2] at the decoder,
that can achieve high reconstruction rate. Jiajia Guo, Xi Yang, Chao-Kai Wen,
Shi Jin, and Geoffrey Ye Li introduced deep learning-based CSI feedback and
cooperative recovery framework, CoCsiNet [9] to reduce the feedback overhead,
which is extremely constrained by this method. Zhenyu Liu, Lin Zhang, and
Zhi Ding introduces a compression framework CQNet to jointly tackle CSI com-
pression, codeword quantization, and recovery under the bandwidth constraint
[10] It provides better feedback efficiency and reconstruction accuracy. Jiajia
Guo, Chao-Kai Wen, Shi Jin, Geoffrey Ye Li presented a multiple-rate compres-
sive sensing neural network framework to compress and quantize the CSI [4] It
reduced parameter number compared with the existing methods that train and
store a different neural network for a different CR. DSNLCsiNet [3] by taking
advantage of non-local blocks, DS-NLCsiNet can capture long-range dependen-
cies efficiently. The computational overhead of DS-NLCsiNet was approximately
x2.5 higher than the original CsiNet. Recently, some methods start to reduce the
complexity, for like BcsiNet [8]. However, their performance also degraded. So
far, only channel reconstruction network CRNet [4] which extracts CSI features
on multiple resolutions, outperforms CsiNet without increasing the computa-
tional complexity. This work is mainly on the inherent characteristic of CSI
data and considering the limited computation resource and limited storage at
UE side, and design a lightweight framework CLNet as proposed in [5], a modi-
fied version, CLNet+, has been discussed and analyzed.

The rest of the paper is organized as follows: Sect. 1 gives the introduction
and the state of the art on deep learning based CSI compression techniques.
Section 2 describes the massive MIMO model with the CLNet design. Section 3
discusses the results obtained and Sect. 4 concludes the work.

2 Massive MIMO System Model

The simulations in this paper is considered in a single cell massive MIMO system
with Nt transmit antenna at BS and Nr receive antenna at UE, where Nt >>
1 and Nr = 1 for simplicity of calculations. Orthogonal Frequency Division
Multiplexing (OFDM) with Nc subcarriers is considered. The received signal rn

on the nth sub-carrier can be expressed as,

rn = hH
n pnsn + wn (1)

where sn is the transmitted symbol and wn denotes the additive Gaussian noise.
hn ∈ C

Nt×1 is the vector denoting the channel gain and the precoding vec-
tor is denoted as pn ∈ C

Nt×1. The CSI information of all sub-carriers can be
represented by matrix H ∈ C

Nt×Nc such that,

H = [h1 h2 h3 .....hNc
]H (2)



CSI Compression for Massive MIMO 235

The precoder design at the BS requires knowledge of the CSI, which is feed-
back from the UE. It is assumed here that the UE estimates this required CSI
data through pilot based training and detailed discussion of CSI estimation is
considered to be out of scope of this paper. The UE has to feedback 2NcNt

parameters consisting of both real and imaginary CSI data. Since a massive
MIMO system involves huge antenna array size at the BS, it causes a huge
feedback overhead and hence increased bandwidth utilization.

To explore the sparsity of the channel matrix in the angular-delay domain,
H is subjected to 2D Discrete Fourier Transform (DFT) to convert it from the
original spatial frequency domain H to angular delay domain H′,

H′ = DcHDH
t (3)

where Dc and Dt are the DFT matrices with dimensions Nc × Nc and Nt × Nt,
respectively. The channel matrix H′ contains useful information only in the first
Na rows and the remaining row values are near zero which can be neglected
without any loss of information. Thus a reduced matrix Ha can be obtained
from H′ containing the informative rows and this reduced data is put as input
to the encoder to generate the codeword m with compression ratio η,

m = fenc(Ha, Θenc) (4)

where fenc is the encoding process and Θenc,represents a set of encoder param-
eters.

The channel is reconstructed at the decoder as,

Ĥa = fdec(m,Θdec) (5)

where fdec and Θdec, represents the decoding process and the set of decoder
parameters. So the feedback process can be expressed as,

Ĥa = fdec(fenc(Ha, Θenc), Θdec) (6)

The reconstructed channel matric Ĥa should be as close as possible to Ha. Hence,
the encoder decoder design should be done in a way to minimize the difference
between Ĥa and Ha. Hence, the parameter sets (Θenc, Θdec) may be expressed
as,

( ˆΘenc, ˆθdec) = arg min
Θenc,Θdec

||Ha − fdec(fenc(Ha, Θenc), Θdec)||22 (7)

The performance of the CSI feedback scheme highly depends on the com-
pression part at the encoder. If the information loss is less in the compression,
the decompression accuracy will be high.

3 Neural Network Model Description

In this section, first the CLNet as proposed in [5] is discussed followed by the
improved version CLNet+ which is proved to have improved NMSE performance
(Fig. 1).
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Fig. 1. architecture of clnet [5]

3.1 Forged Complex Valued Input Layer

In typical deep learning environment, the complex CSI data is separated into
two parts: the real and imaginary parts and mixed convolution is applied. This
however reduces the significance and properties of the complex valued CSI. To
overcome this issue, the forged complex-valued input layer of CLNet [5] employs
multiple 1 × 1 convolutional filters to encode the real and imaginary parts of
each complex-valued element in Ha with respective learnable weights.

Ftr : Ha → I is a convolutional transformation. Ha ∈ R
Na×Na × 2 is a 3D

tensor, where the third dimension express the real and imaginary parts, and
I ∈ R

Na×Na × C, where C represents the number of convolutional filters applied
to learn different weighted representations. If F = [f1, f2, ..., fc] presents the set
of filter kernels, where fc is the learnable parameter of the c − th filter. The
output of the transformation is I = [i1, i2, ..., iC ], iC ∈ R

Na×Na , where

ic[m,n] = fc ∗ Ha =
m∑

i=1

n∑

j=1

2∑

k=1

fc[i, j]Hk
a[m − i, n − j] (8)

Based on the trade-off between accuracy and model size,the model considers
C = 32 as learnable filters. The complex valued input layer is shown in Fig. 2.

Fig. 2. Forged complex valued input and attention mechanism [5]
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3.2 Attention Mechanism

CLNet in [5] introduces the SE block [6], for the channel attention to focus on
the important features and suppress the unnecessary ones. The forged input
layer goes through a Fsq transformation by global average pooling to obtain
channelwise statistics descriptor, z ∈ R

C

zc = Fsq(ic) =
1

N2
a

Na∑

i=1

Na∑

j=1

ic(i, j) (9)

where c ∈ {1, 2, ...C}. The transformation expands the receptive field to the
whole angular delay domain to obtain the global statistical information. After
that the channel goes through a transformation Fex by a gated layer with sig-
moid activation to learn the non linear interaction and non mutually exclusive
relationship between the channels,

s = Fex(z,W) = σ(g(z,W)) = σ(W2δ(W1z)) (10)

where δ is the ReLU function. Fex transformation models the inter-channel
dependencies obtain the calibrated s, the attention vector that includes intra-
channel and interchannel dependencies. Then each channel of I is scaled by
attention value,

Ĩ:,:,i = Fscale(s, I) = siI:,:,i (11)

Spatial attention focuses on learning the places of the more informative parts
across the spatial domain to tackle the cluster effect by a CBAM BLOCK [7],
which uses two pooling operation average pooling and max pooling,to generate
feature maps Favg ∈ R

Na×Na ×1 and Fmax ∈ R
Na×Na ×1 respectively as shown

in Fig. 3.

Fig. 3. Spatial attention mechanism [5]

CLNet joins the two feature maps to generate a compressed spatial feature
descriptor Fdsc ∈ R

Na×Na × 2, and convolves it with a convolution layer to pro-
duce a 2D spatial attention mask Fmask ∈ R

Na×Na × 1. The Sigmoid activation
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function is applied on the mask and then multiplied with the original feature
maps to obtain with spatial-wise attention. CLNet uses the hard Sigmoid, its
piece-wise linear analogy function,

hσ(x) =
min(max(x + 3, 0), 6)

6
(12)

3.3 Modified CLNet/CLNet+

To make the decoder lightweighted, CLNet modifies the compression block[] by
reducing the filter size from 1 × 9 to 1×3. Further, the proposed CLNet+ mod-
ifies the CLNet structure by applying the hyperbolic tangent (tanh) operation
which range is [−1,+1] instead of [0, 1], so that it can reduce the error and can
give high reconstruction accuracy.

f(x) = tanh(x) =
2

(1 + e−2x)) − 1
(13)

The gradient of tanh is much higher than the sigmoid function, As shown
in Fig. 4, so the error can be lowered. The architecture of CLNet+ is shown in
Fig. 5.

Fig. 4. Comparison graph between sigmoid and tanh
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Fig. 5. Architecture of CLNet+

4 Results and Discussion

THis section provides a discussion on the simulation environmental setup and
a comparison of the results obtained for the proposed modified CLNet with the
state of the art methods.

4.1 Dataset Consideration

The dataset used in this work is COST 2100 channel model for indoor picocel-
lular scenario at 5.3 GHz, which is the same as used in previous works on deep
learning-based Massive MIMO CSI feedback [1,5] for a fair comparison. The
CSI matrices are converted in angular delay domain Ha by 2D DFT The total
150,000 generated CSI are split into three parts,100,000 for training, 30,000 for
validation, and 20,000 for testing, respectively.

4.2 Training Scheme

ClNet is first trained with the batch size of 200,8 workers and 100 epochs on
a single NVIDIA 2080Ti GPU. In the next stage it has been trained for 1500
epochs instead of 1000 and batch size is taken as 600 instead of 200, so that
we can expect better result. In the third stage CLNet+ is trained is trained for
1500 epochs and batch size 600. To evaluate the performance, the normalized
mean square error (NMSE) is measured between the original channel and the
reconstructed channel as

NMSE = E||Ha − Ĥa||22/||Ha||22 (14)

The simulation environment for the purpose of training is as shown in Table 1.
A test run of the simulation set up with CLNet is done with 100 epochs and

batch size of 200 initially to check the consistency of results and the same has
been shown in Table 2. The best NMSE is obtained at compression ratio of 1/4
in the indoor scenario. Similar performance is seen with 1500 epochs and batch
size of 600 in the indoor scenario as seen from the same table.
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Table 1. Simulation parameters and considerations

Parameters Values

Scenario Indoor

Squared area length 20m

Bandwidth 5.3 GHz

Tx antenna array size 32

Subcarriers 1024

Optimizer Adam

Batch size 600

Learning rate 0.001

Table 2. Performance comparison of CLNet with different compression ratios, epochs
and batch size

η epochs = 100
batch= 200

epochs = 1500
batch= 600

NMSE Test Loss Test rho NMSE Test Loss Test rho

1/4 −27.79 8.063e−07 0.99 −28.92 6.215e−07 0.99

1/8 −14.17 1.906e−05 0.97 −15.66 1.344e−05 0.98

1/16 −9.821 5.264e−05 0.94 −8.557 1.138e−05 0.90

1/32 −8.251 7.536e−05 0.92 −8.420 7.05e−05 0.93

1/64 −4.839 1.600e−04 0.82 −6.396 1.130e−04 0.88

In Table 3, the NMSE performance of CLNet+ has been shown for different
compression ratios and the result shows that NMSE for η = 1/4 is the best.
This simulation has been done with 1500 epochs and a batch size of 600. Table 4
compares the performance of CLNet+ with state of the art models and it is
seen that CLNet+ performs better than the previous CsiNet, CS-CsiNet+ and
CRNet. A comparativegraph representation of the NMSE for CRNet, CLNet
and CLNet+ is shown in Fig. 6 which strongly recommends the use of CLNet+
proposed in this work as the compression model when the compression ratio is
kept below 1/64.

Table 3. Performance of the CLNet+

Compression ratio NMSE Test loss Test rho

1/4 −29.02 6.239e−07 0.99

1/8 −15.71 1.377e−05 0.98

1/16 −9.567 1.157e−04 0.92

1/32 −8.720 7.362e−05 0.94

1/64 −6.34 1.130e−04 0.88
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Table 4. Comparison of CLNet+ with different state of art models

Compression ratio Models NMSE Cosine similarity

1/4 CS-CsiNet [1] −11.82 0.96

CsiNet [1] −17.36 0.99

CRNet [4] −24.10 0.97

ClNet [5] −28.92 0.99

CLNet+ −29.02 0.99

1/16 CS-CsiNet [1] −6.09 0.66

CsiNet [1] −8.65 0.93

CRNet [4] −8.52 0.89

ClNet [5] −8.557 0.90

CLNet+ −9.567 0.92

1/32 CS-CsiNet [1] −4.67 0.83

CsiNet [1] −6.24 0.89

CRNet [4] −8.40 0.90

ClNet [5] −8.420 0.93

CLNet+ −8.720 0.94

1/64 CS-CsiNet [1] −2.467 0.68

CsiNet [1] −5.84 0.87

CRNet [4] −6.23 0.87

ClNet [5] −6.396 0.88

CLNet+ −6.340 0.88

Fig. 6. Comparison graph of NMSE of CRNet,CLNet,CLNet+
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5 Conclusion

In this paper a CSI compression and recovery mechanism is used which is a
modified version of CLNet. It is based on the physical properties of the CSI
and its usefulness in reduction of NMSE is demonstrated. Simulation has been
carried out with the modified decoder with smaller filter size and the use of a
novel activation function to minimize the NMSE in an outdoor scenario. The
overall performance of the CLNet+ has 5.30% higher accuracy than CRNet and
2 % higher than CLNet. As the CLNet+ is lightweighted and UE’s resource is
limited, it can be applied in practical scenarios.
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Abstract. The occurrence of widespread fatality, inadequate medical infrastruc-
ture and the infectious nature of the COVID-19 virus have necessitated the formu-
lation of appropriate risk minimization methods including extensive use of tech-
nology. In the absence of effective antiviral and limited medical resources, among
the measures recommended by the World Health Organization (WHO), wearing
a mask is considered to be an effective non-pharmaceutical intervention that can
be used to prevent the spread of the COVID-19 virus. Hence proper wearing of
the mask and its effective monitoring in public placed for reliable enforcing of the
community level protocol, adoption of technology becomes crucial. To contribute
towards communal health, this paper aims to report the design of an accurate and
real-time technique that can efficiently detect non-mask faces in public and thus,
suggest ways to formulate measures for enforcing proper wearing of the mask.
Among many such technologies, internet of things (IoT) and artificial intelligence
(AI) have emerged as viable ones as these combine a host of sensor packs, wire-
less communication based networking and automated decision making. Further
emerging applications involving edge computing, deep learning (DL) and Deep
Transfer Learning (DTL) have enabled IoT to take part in a decisive role in the
health care sector and help to minimizing damages related to pandemic situations.
The presented framework is based on Artificial Neural Network (ANN) tools that
use hand–crafted feature samples and DL techniques like Convolutional Neural
Network (CNN) and a specializedCNNcalledYOLOandSupportVectorMachine
(SVM) classifiers. Here MobileNet has been used as a baseline method which is
extended by applying the concept of transfer learning to fuse high-level semantic
information in multiple feature maps with samples from Real World Masked Face
Dataset. In addition, we also propose a bounding box transformation to improve
localization performance during mask detection. It is observed that the proposed
technique achieves high accuracy (97.2%) when implemented with MobileNet.

Keywords: COVID-19 · Deep Learning (DL) · Deep Transfer Learning (DTL) ·
Social Distancing · face mask

1 Introduction

The spread of COVID-19 has resulted in fatalities all over the world [1]. The spread of
virus can be avoided by mitigating the effect of the virus in the environment [2, 3] or
preventing the virus transfer from person to person by practicing physical distance and
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wearing facemasks. TheWorld Health Organization (WHO) defined physical distancing
as keeping at least six feet or two meters distance from others and recommended that
keeping the physical distance andwearing a facemask can significantly reduce transmis-
sion of the COVID-19 virus [4–7]. Another challenge is related to the use of technology
in detecting people with or without mask so as to prevent the transmission of SARS-
CoV-2 between humans. Therefore, the regulatory use of face masks and its monitoring
can slow down the high spread of this virus. It provides the opportunity for extensive use
of technology. In the absence of effective antiviral and limited medical resources, many
measures are recommended by WHO to control the infection rate and avoid exhausting
the limited medical resources. Wearing a mask is among the non-pharmaceutical inter-
vention measures that can be used to cut the primary source of SARS-CoV2 droplets
expelled by an infected individual. Regardless of discourse on medical resources and
diversities in masks, all countries are mandating coverings over the nose and mouth in
public. To contribute towards communal health, this paper aims to report the design of
an accurate and real-time technique that can efficiently detect non-mask faces in pub-
lic and thus, formulating measures for enforcing wearing of mask. Internet of things
(IoT) and artificial intelligence (AI) have emerged as viable ones as these combine a
host of sensor packs, wireless communication based networking and automated decision
making. Further emerging applications involving edge computing, deep learning (DL)
and Deep Transfer Learning (DTL) have enabled IoT to take part in a decisive role in
the health care sector and help to minimizing damages related to pandemic situations.
The proposed work is based on Artificial Neural Network (ANN) tools using special
feature samples and DL techniques like Convolutional Neural Network (CNN). Further,
it uses a specialized CNN called YOLO and Support Vector Machine (SVM) classifiers
for ascertaining the robustness of the approach. The popular MobileNet trained using
transfer learning serves as a baseline method. It combines high-level semantic infor-
mation in multiple feature maps with samples from Real World Masked Face Dataset.
In addition, we also propose a bounding box transformation to improve localization
performance during mask detection. The experiments are conducted with three popular
baseline models of MobileNet. It is observed that the proposed technique achieves high
accuracy (97.2%) when implemented with MobileNet.

2 Block Diagram of Proposed Model

The proposed model of face mask detection is shown in Fig.1 It is constituted by face
detection and region of interest (RoI) blocks together with trained classifiers that re
able to discriminate between acceptable and unacceptable ways of wearing marks in
public. Here, 2079 images are used to ascertain whether a person is wearing mask or
not or incorrectly wearing. First, we trained the classification models i.e. ResNet-50 and
MobileNet and then apply to each training sets.

We obtained a face mask dataset openly available and increased the size of dataset by
applying data augmentation. This has been used to train the classifiers which are config-
ured to perform different object detection tasks and to choose the most accurate model
for face mask detection. For facemask detection, we used ResNet-50 and MobileNet.
For the physical distance detection, we used a Faster R-CNNmodel to detect people and
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Fig. 1. Proposed block diagram of facemask detection

then used the Euclidian distance to measure the actual distance between people using
the pixel numbers in the image. Subsequently, we utilized transfer learning to increase
the accuracy.

2.1 About the Facemask Datasets

The Kaggle datasets are used here, which is a masked face dataset devoted mainly to
improve the recognition performance of the existing face recognition technology that
became popular during the COVID-19 pandemic period. The datasets contain three
different variations, real-world masked face recognition dataset, simulated masked face
recognition datasets, and real-world masked face verification.

A part of the dataset of face masks has been obtained from MakeML website that
contains 2079 images that each image includes one ormultiple normal faces with various
illuminations and poses. We used 80% images (1664) for training the system and 20%
(415) images are used for testing. The images are already annotated with faces with
a mask, without mask and incorrect mask. The total of 2079 images were used as the
face mask dataset (with mask: 690, without masks: 686, incorrect masks: 703). To avoid
class imbalance and to increase the size of training dataset, we applied a combination
of rotation, flipping, contrast, and brightness data augmentation techniques. This helps
to avoid possible over-fitting and making the model robust in the detection of new or
unseen data.

2.2 Features Identification and Extraction from Optical Facemask Image
Transfer Learning

The size of the training dataset for the face mask detection is limited. Since the face
mask detection model is a complex network, the use of limited data is likely to result in
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an overfitted model. Transfer learning (TL) is a common technique in machine learning
(ML) adopted in situations where the dataset is limited and the training process is com-
putationally expensive. Transfer learning uses the weights of a pre-trained model on a
big dataset in a similar network as the starting point in training. Here, the weights of
pre-trained object detection models are used for the model training configured for the
present application.

2.3 Model Selection and Implementation

It is proposed to design a system that is capable of identifying a person’s face, even if
it is with or without a mask. For the system to work properly, it is necessary to use two
databases: the first is for classifier training and consists of a large number of images of
people who wear a face mask and others who do not. The second method is used for
training the facial recognition system, and here there are people with and without the
bio safety material (face mask). The input data are obtained either from an image or a
video and the architecture used is MobileNet, with the aim of having a better precision
and robustness.

3 Experimental Results

The performance of the proposed approaches are compared using the quantitative anal-
ysis for the evaluation. The model accuracy and model loss graphs are shown in Figs. 2,
3, 4 and 5 for ResNet-50 and MobileNet learning models respectively. Table 1 shows
the results of different parameters calculated for ResNet-50 network. Table 2 shows the
various parameters calculated for MobileNet. It is observed that the accuracy of these
learning techniques are 92% and 97.2% respectively.

Accuracy = No. of correctly detected

Total no of samples

Table 1. Performance Evaluation of ResNet-50 for detecting incorrect wearing of Facemask

Sl.no Model Class Precision Recall F1 Score Support Confusion
Matrix

Accuracy

1 ResNet-50 0 0.99 0.80 0.88 147 [117 23 7] 92%

1
2

0.85
0.93

0.97
0.99

0.90
0.96

137
131

[1 133 3]
[0 1 130]

92%
92%

Using the above approach, with trained classifiers, we can detect the people with
and without a mask and incorrectly wearing a mask. These two models (ResNet-50 and
MobileNet) are trained and tested with images representing actual situations. During the
training, it is noticed that there is an over adjustment which is due to the fact that the
database is built for this stage with a few participants, although it is composed of several
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Table 2. Performance Evaluation of MobileNet for detecting incorrect wearing of Facemask

Sl.no Model Class Precision Recall F1 Score Support Confusion
Matrix

Accuracy

1 MobileNet 0 0.92 0.87 0.91 147 [131 9 7] 97.2%

1
2

0.90
0.94

0.97
0.90

0.94
0.92

137
131

[3 133 1]
[8 5 118]

97.2%
97.2%

Fig. 2. Training and validation accuracy
of MobileNet

Fig. 3. Training loss in MobileNet

Fig. 4. Training and validation accuracy of
ResNet-50

Fig. 5. Training and validation loss in
ResNet-50

images, and does not exist much variability. However, the system shows potential to be
used in differentiated facial recognition applications. It should be noted that if a face
is not found in the database, it will be detected, but the tag “mask” or “no mask” or
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“improperly wear” will be added, which refers to whether the person is wearing a mask.
When subjected to testing, the average accuracy performance in identifying whether
people are wearing a mask or not or incorrectly wearing obtained are 92% (ResNet-50)
and 97.2% (MobileNet) (Fig. 6).

Fig. 6. Datasets of incorrect facemask

4 Conclusion

Herewe have reported the design of two classifier (ResNet-50 andMobileNet) based face
mask recognition system. The two systems are extensive trained and tested to work in a
robust manner so that actual situations are handled efficiently. While defining whether
people arewearing amask or not or incorrectlywearing, the accuracies are 92% (ResNet-
50) and 97.2% (MobileNet). One important thing to note is that the system has difficulty
in the face recognition stage (with or without or not wearing mask) when the detected
face presents a certain angle of inclination. This is an important aspect that needs proper
addressing.

References

1. Johns Hopkins University: COVID-19 Map. Johns Hopkins Coronavirus Resource Center
(2020). Accessed 30 July 2020

2. WHO:Water, sanitation, hygiene andwastemanagement for COVID-19: technical brief.World
Health Organization (2020)

3. Jahromi, R.,Mogharab, V., Jahromi, H., Avazpour, A.: Synergistic effects of anionic surfactants
on corona virus (SARS-CoV-2) veridical efficiencyof sanitizingfluids tofightCOVID-19. Food
Chem. Toxicol. 145, 111702, 1–4 (2020)

4. Ellis, R.: WHO Changes Stance, Says Public Should Wear Masks. https://www.webmd.com/
lung/news/20200608/who-changes-stance-says-public-should-wear-masks. Accessed 31 July
2020

5. Feng, S., Shen, C., Xia, N., Song, W., Fan, M., Cowling, B.J.: Rational use of face masks in
the COVID-19 pandemic. Lancet Respiratory Med. 8(5), 434–436 (2020). Lancet Publishing
Group

https://www.webmd.com/lung/news/20200608/who-changes-stance-says-public-should-wear-masks


Facemask Wearing Correctness Detection Using Deep Learning Approaches 249

6. WHO: Advice on the use of masks in the context of COVID-19, 31 July 2020. https://www.
who.int/publications

7. WHO: COVID-19 advice - Know the facts, WHO Western Pacific (2020)

https://www.who.int/publications


An Approach to the Implementation
of Nonparametric Algorithms for Controlling
Multidimensional Processes in a Production

Problem

Vyacheslav Zolotarev1, Maria Lapina2(B) , and Darya Liksonova1

1 Siberian State University of Science and Technology named after Academician M.F.
Reshetnev, Krasnoyarsk, Russian Federation

2 North Caucasus Federal University, Stavropol, Russian Federation
mlapina@ncfu.ru

Abstract. In paper, consider nonparametric algorithms for the identification and
control of multidimensional discrete-continuous processes that are typical for
many practical problems. The main feature of the considered multidimensional
systems is the presence in them of stochastic dependences of both input and out-
put variables. Under such conditions, the mathematical description of such objects
leads to a system of implicit equations. Nonparametric algorithms for modeling
and control for multidimensional systems are proposed, as well as the subsequent
implementation of software-based on these algorithms in production.

Attention should be paid to the fact that the modeling of such processes is
reduced to the search for the predicted values of the output variables for the known
input. Moreover, for implicit equations, it is only known that one or another input
variable can depend on other input and output variables that determine the state of
a multidimensional system. The subsequent control of multidimensional systems
is considered in conditions of insufficient a priori information about the object
of research. The main component in the control problem is the determination of
the reference influences, for the search of which a nonparametric algorithm is
used. The essence of this algorithm is to find a common area of intersection of
the values of the output variables, which will satisfy all components of the output
vector. When implementing software, it is necessary to take into account infor-
mation security issues, especially for three key tasks: process control, archiving
(saving history) of technological parameters and working with alarms. This article
provides some guidelines for implementing safeguards for archiving and alarms.

Keywords: multidimensional system · identification · control · a priori
information · Information security · data protection

1 Introduction

At present, problems of identification and control of multidimensional processes of a
discrete-continuous nature are of great interest. Discrete-continuous processes include
processes that occur continuously in time, but the control of the output variables is carried
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out at discretemoments in time. There are a lot of such processes in practice, for example,
the process of oxygen-converter steel melting, where there are connections between the
input and output variables since the material is loaded following certain proportions and
the range of values of the output variables must correspond to the technical regulations.

A distinctive feature of multidimensional objects of a discrete-continuous nature
is the presence of a stochastic dependence of the components of the vector of output
variables through various channels. In this case, the mathematical description of a multi-
dimensional object is reduced to a system of implicit stochastic equations, the parametric
form of which is unknown. Therefore, it is not possible to solve such an equation using
the existing methods of parametric identification.

Theuseof parametricmethods andmodels requires sufficiently complete information
about the object of research and can lead to a lower quality result in the case of inadequacy
of the parametric description [1].

One of the areas of research for such a system is the use of nonparametric
identification methods, as well as the prospective use of system analysis methods.

The management of a multidimensional object occurs under conditions of incom-
plete information about the object of research; therefore, the use of well-knownmethods
will not lead to the desired result [2]. Moreover, it should be borne in mind that the sys-
tem under study is multidimensional and contains unknown dependencies of the output
variables. Therefore, to begin with, it is necessary to determine the setting influences,
since it is impossible to choose them arbitrarily due to the unknown dependence of the
output variables, and then look for control actions. To determine the reference influences,
a nonparametric algorithm is used, the essence of which is to find the common area of
intersection of the values of the output variables, which will satisfy all the components
of the output vector.

Thus, subsequently developed software based on nonparametric algorithms is a
promising direction when used in industries where there are multidimensional discrete-
continuous processes. This entails the necessary accounting for information security
when implementing such a system.

2 Modeling Multidimensional Systems

Consider a multidimensional object that implements the multidimensional process in
Fig. 1.

Fig. 1. Multidimensional process
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In Fig. 1 the following designations are adopted: u1(t), u2(t), . . . , uk(t), . . . , um(t),
k = 1, m, – vector components u(t) input variables; x1(t), x2(t), . . . , xj(t), . . . , xn(t),
j = 1, n, – components of the vector of output variables; ξ(t) – random interference
acting on the object; vertical arrows indicate a stochastic dependence of the output
variables; arrows inside the object show the dependence of the input variables on the
output; (t) – continuous time. The measurement of all process variables is noisy.

Next, we will consider a diagram of a multidimensional process in the implementa-
tion of control and subsequent implementation in a production task. When introducing
into production, it is also necessary to take into account the capabilities of the soft-
ware part: from using the data exchange protocol to disaster resistance [3]. The detailed
recommendations will be shown below.

object

model

Control device

Introduction 

to production

Fig. 2. Control scheme

In Fig. 2, the following designations are adopted: u(t) = (u1(t), u2(t), ..., um(t)) –
vector of input controlled variables of the process; μ(t) = (

μ1(t), μ2(t), ..., μp(t)
)

– vector of input uncontrolled but controlled process variables; x(t) =
(x1(t), x2(t), ..., xn(t)) – vector of output variables of the process; u∗(t) =(
u∗
1(t), . . . , u∗

m(t)
)
– vector of found input controlled process variables; x∗(t) =(

x1(t), . . . , x∗
n(t)

) ∈ �(x∗) ⊂ Rn – vector of setting influences, ξ(t) – random interfer-
ence acting on the object, (t) – continuous time, u∗

t , μt , xt – measurements of input and
output variables at a discrete moment in time t.

We represent the mathematical description of a multidimensional object in the form
of a system of implicit functions of the following form:

Fj(u(t), μ(t), x(t), ξ(t)) = 0, j = 1, n (1)

which has the only solution in the field of technological process, Fj(·) – are not known.
For different channels of the investigated multidimensional object, the dependence

of the j-th component of the output vector x(t) can be represented in the form of some
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dependence on certain components of the input vector u(t):

x<j> = fj
(
u<k>, μ<p>

)
, j = 1, n

This relationship is called a composite vector. A composite vector is a vector com-
posed of the components of the vectors of input and output variables [4]. Composite
vectors are written out by the researcher based on the available a priori information. In
this case, the system of Eqs. (1) will take the form:

Fj

(
u<k>(t), μ<p>(t), x<j>(t), ξ(t)

)
= 0, j = 1, n, (2)

where u<k>(t), μ<p>(t), x<j>(t) – compound vectors. Note that the form of Eqs. (2)
continues to remain unknown and cannot be interpreted as a model of the process under
study. The task is to simulate such processes [5, 6].

The system of models of the process under study can be represented in the following
form:

F̂j

(
u<k>(t), μ<k>(t), x<j>(t), us, μs, xs

)
= 0, j = 1, n (3)

where us, μs, xs – time vectors (data set arriving at the s-th moment), but in this case,
the functions Fj(·) remain unknown. In the theory of identification, such problems are
not only not considered, but also not posed. Usually, they follow the path of choosing a
parametric structure (2), but, unfortunately, overcoming this stage is difficult due to the
lack of a priori information.

Under such conditions, the estimate of the components of the vector of output vari-
ables x(t) for known values of the input u(t) leads to the need to solve the system of
Eqs. (3). Therefore, the problem is reduced to the fact that for the given values of the
input variables u(t) it is necessary to solve system (3) concerning, the output variables
x(t) [7]. The solution scheme is reduced to the following computational procedure. First,
the residuals are calculated using the formula:

εij = εj

(
u<j>, x<j>(i), xs, us

)
, j = 1, n, (4)

where εj(·) are calculated using a nonparametric estimate of the Nadaraya-Watson
regression function [8]:

(5)

where < m > is the dimension of the composite vector uk , < m >≤ m, in what follows,
this designation is used for other variables as well. Bell-shaped functions Φ(·) and the
blur parameter csuk satisfy the convergence conditions. The next step is to evaluate the
conditional mathematical expectation:

xj = M
{
xj|u<j>, ε = 0

}
, j = 1, n, (6)
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Ultimately, the forecast for each component of the vector of output variables will
look like this:

(7)

where j = 1, n, and the bell-shaped functions Φ(·) can be taken, for example, in the
form of a triangular core.

As a result of this procedure, the values of the output variables are obtained x with
input influences on the object u, which can later be used in various control systems.

3 The Task of Managing Multidimensional Processes

When considering the control problem for a multidimensional object, it is necessary
to take into account the fact that the multidimensional system has unknown stochastic
dependences of the output variables; in this case, it is not possible to choose arbitrary
setting influences from the range of output variables. Specifying influences should be
selected from the general area of intersection of the values of the output variables.

Taking this fact into account, the nonparametric procedure for calculating the
reference influences will take the following form:

(8)

In general, for a multidimensional system, the calculation of control actions will
look like this:

(9)
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Thus, performing these procedures (8) and (9) to find the master and control actions
at the output of a multidimensional system, you can get the desired result. Moreover,
it should be noted that the use of nonparametric algorithms significantly reduces the
time to find the desired solution, improves the accuracy of modeling and control, and
significantly reduces costs [1].

4 Implementation

We will separately consider the issues of information security. Now, this is a question
included in many industry standards [9]. As part of the task, as mentioned above, it is
necessary to solve the issue of data protection when archiving technological parameters,
controlling a technological process, and working with alarms. If the process control
seems to be a complex process, which is advisable to consider separately, for example,
from the standpoint of embedded encryption of programmable logic controllers [10],
then some basic recommendations can be considered for alarms and archiving, including
modern trends (Fig. 3).

Fig. 3. Basic information security scheme

At the same time, it can be noted that archiving of technological parameters has
its main purpose to provide the possibility of retrospective analysis. Thus, the key
parameters are the integrity and access control to the archive, including for standard
tools.

The alarm signaling has the following features: fixing the fact of a specific operator’s
action, timing, using data to investigate incidents. It is also stored in the archive of
technological parameters, but for various reasons, it can be stored on an external server
(protection against deliberate distortion by the operator, for example).

The final recommendations can be presented in the form of a diagram (Fig. 4).
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Fig. 4. Detailed recommendations for the implementation of information protection measures

The result of this implementation will be the following sequence of actions:

1. Evaluation of the measured parameters, their format, and reading method to analyze
the possibility of applying protective measures.

2. Analysis of data exchange protocols to obtain information about the transmission
method, format of data and headers, service information, intermediate communication
devices.

3. Analysis of the data storage and processing management system. In most cases, we
will talk either about working with files, including large files or about a database
management system. Accordingly, information protection measures will focus either
on the security of regular data processing facilities or on the protection of accounts
associated with their processing. End-to-end encryption is also acceptable, including
“lightweight” crypto algorithms.

4. Analysis of the order of access to data. This can be significant for both process control
and data extraction and processing. What matters is the operating environment used,
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as well as the capabilities of standard means of access, such as backup and protection
of backup information, identification, and authentication, data encryption.

Thus, it can be noted that mathematical models of technological process control,
implemented in real technological operations, must be provided with both algorithmic
support and adequate information protection measures.

5 Conclusion

In the presented work, nonparametric algorithms for the identification and control
of multidimensional processes that are typical for many practical problems were
considered.

Separately, recommendations are given on the algorithmic and software support of
the control process, as well as information protection measures implemented for the
tasks of archiving technological parameters and alarms.
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Abstract. The article explores the option of using information theory’s
mathematical tools to model artificial neural networks. The two primary
network architectures for image recognition, classification, and cluster-
ing are the feedforward network and convolutional networks. The study
investigates the use of orthogonal transformations to enhance the effec-
tiveness of neural networks and wavelet transforms in convolutional net-
works. The research proposes practical applications based on the theo-
retical findings.
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1 Introduction

The construction of artificial neural networks (ANN) is based on the organi-
zation and operation principles of their biological equivalents [1]. The research
on ANN has its roots in the theory of brain functioning, which was established
in 1943 by W. McCulloch and W. Pitts. Their work is widely regarded as a
significant contribution to this field [2]. The theory of ANN has undergone sub-
stantial development over the past 80 years, including advances in architecture
and learning methods. However, it is crucial to note that the development of
ANN is primarily intuitive and algorithmic rather than mathematical. Many
ANN architectures have been borrowed from the biological realm [3]. The math-
ematical depiction of ANN received a significant advancement through the works
of Kolmogorov-Arnold [4,5] and Hecht-Nielsen [6]. These works are regarded as
notable milestones in this field.

The use of information theory in the study of ANN has been relatively uncom-
mon. Claude Shannon’s groundbreaking work in information theory [7] estab-
lished the basis for measuring and optimizing information transmission through
communication channels, including the role of coding redundancy in improving
error detection and correction. Since ANNs are essentially systems that process
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Alikhanov et al. (Eds.): APAMCS 2022, LNNS 702, pp. 258–269, 2023.
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information, researchers have applied the mathematical tools of information the-
ory to investigate self-organization models [3].

The authors of this article conducted a series of studies [8–10] to examine the
information processes in feedforward ANNs. These studies have shown potential
benefits, including reduced redundancy, energy consumption, and training time,
when considering the information processing characteristics of neural networks.
The mathematical model of a neuron’s ability to perform various transforma-
tions in the ANN layers enables us to analyze the input information processing
methods from an information theory standpoint. The conventional approach,
known as the McCulloch-Peets model [2], regards the mathematical model of a
neuron as follows:

yk,l = f

(
n∑

i=1

wk,l
i xk,l

i

)
(1)

where k and l are the number of layer and neuron in the layer, respectively, yk,l is
the output of the neuron, xk,l

i signifies the inputs of the neuron, wk,l
i symbolizes

the weights (synapses) of the input signals, and f is the neuron output function,
which can be linear or not. Several linear transformations in information theory
possess a comparable structure, such as orthogonal transformations, convolution,
correlation, filtering in the frequency domain, among others. Previous research
[8–10] addressed problems such as the optimal loss function, non-linear neuron
characteristics, and neural network volume optimization. The goal of this article
is to examine neural networks for image processing from an information theory
perspective and establish general principles for building ANNs to solve specific
problems. The research is entirely theoretical, and the article does not aim to
experimentally validate the authors’ propositions using mathematical tools of
information theory.

2 Materials and Methods

2.1 The Wave Model of Feedforward ANN

According to previous studies [8], the information model of a feedforward ANN
involves a multidimensional input vector Xi =

{
xi
1, x

i
2, . . . , x

i
n

}
, which can be

discretized in time and level values of some input function x (t). This input
value Xi is processed by each neuron in each layer of the ANN according to
Eq. (1), resulting in discrete output values Yi =

{
yi
1, y

i
2, . . . , y

i
m

}
. The Kotelnikov

theorem, also known as the Nyquist criterion, is used to discretize the functions
x(t) and y(t) in the information model of a feedforward ANN. It should be noted
that the set {Xi}i=1,2,...,n is not complete, which means that some input values
may not be included in the training alphabet of the ANN. This is different
from the decoding process in an information channel, where the alphabet of
transmitted discrete messages is finite and predefined, as described by Shenon
[7]. Additionally, the weight values in all neurons of the ANN are assumed to be
randomly assigned before the learning process begins. When training the ANN
with a teacher, the output function y(t) is completely known.
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ANNs are composed of an input layer that can handle Xi, an output layer
with a capacity of Yi, and one or more hidden layers. Depending on the applica-
tion, ANNs can perform different tasks like image classification, clustering, and
function approximation. To better understand the function being studied, the
operation of the network will be analyzed in the application domain that is most
appropriate.

The output layer is a critical component in ANNs for tasks such as classifi-
cation or clustering. Its purpose is to assign input signals to their corresponding
classes or clusters, similar to how a received signal in communication systems
is observed to determine the transmitted signal [12]. However, just like in com-
munication systems, ANNs can also experience interference, which depends on
the set of input information used for classification or clustering rather than
the communication channel. To mathematically describe the ANN, a transition
probability p [x (t) |y (t)] is used, which represents the probability of converting
a received realization into the correct class or cluster. A model using additive
white Gaussian noise, similar to communication theory, can be applied to the
data [13]. This model is suitable when there is a large number of data in the
set, such as in the MNIST database [14], which contains 60,000 records. The
transition probability decreases exponentially with the square of the Euclidean
distance d2 (x, y) between the obtained value of Xi and the ideal representation
of class Yi given by:

p [x (t) |y (t)] = k exp
(

− 1
N0

d2 (x, y)
)

, (2)

where k is a coefficient independent of x(t) and y(t), N0 is the spectral density
of noise, and

d2 (x, y) =
∫ T

0

[x (t) − y (t)]2 dt. (3)

In some problems involving approximation and prediction, it is assumed that
the signals x(t) and y(t) have the same period, but in the specific problem classes,
they are treated as separate. For instance, in image classification problems like
those found in the MNIST database, the input vector comprises 784 pixel val-
ues, and there are ten image classes. To solve these problems, it’s necessary to
establish a clear mapping Yi ↔ X̃i, where an observation Xi is compared to
an “ideal representation” of class X̃i, and if they are similar, it is inferred that
observation Xi belongs to class Yi. This process is expressed mathematically in
the following equation:

(Xi ∈ Yi) = min
j

d2
(
Xi, X̃j

)
. (4)

Opening the parentheses in Eq. (3) and replacing the representation y with
x̃ (t), we obtain:

d2 (x, x̃) =
∫ T

0

x(t)2dt−2
∫ T

0

x (t) x̃ (t) dt+
∫ T

0

x̃(t)2dt = ‖x‖2−2z+‖x̃‖2 . (5)
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The Eq. (5) involves the energy of the input realization and the cluster rep-
resentation x̃ denoted by |x|2 and |x̃|2, respectively. These values are constants
when the input signal is normalized. The term z in the equation represents the
correlation between the input realization x and the cluster representation x̃ and
can be calculated as follows:

z =
∫ T

0

x (t) x̃ (t) dt. (6)

This quantity is often referred to as the mutual energy of the two signals.
Taking Eqs. (5) and (6) into account, we can represent Eq. (4) as follows:

(Xi ∈ Yi) = max
j

zi
j (7)

The correlation between input signal Xi and the j-th cluster representation
X̃j is denoted by zi

j . To prevent signal distortion, it is necessary to normalize
the cluster representations as shown in Eq. (5)). When dealing with input signals
of different lengths, the process is referred to as volume packing, where the aver-
age energy Ē = 1

n

∑
i = 1nEi = const is constant. If all input signals have the

same length and their endpoints are on a spherical surface, it is called spherical
packing.

Let’s revisit Eq. (1), which forms the foundation of all neuron operations. If
the weights of the output layer, denoted by W k,l, are randomly assigned, then the
vector W k,l acts as a multiplying interference, causing an increase in the packing
volume. However, during the learning process, the weights become meaningful
values determined by Eq. (7) by computing the error function and converting
it into the gradient vector W k,l. This operation is called “matched filtering” in
information theory, and as the ANN’s output layer is optimized during learning,
it takes on the form of a matched filter. According to information theory, the
condition for achieving the maximum response from a device with an impulse
response is given by [15]:

h (t) = kx(−t). (8)

n order to determine the weights of a neuron for a particular class Yi, it
is necessary for them to have a Hilbert-conjugate relationship with the ideal
representation of class X̃i. This implies that if the weights are set in each neuron
of the output layer based on expression (8) for each class and the function maxi Yi

is used as the output layer’s function, a matched filter with a dimension of m can
be obtained. However, there is an issue with this proposed solution. However,
there is a certain issue with this proposed solution. The correlation integral (6)
can be represented in both the time and frequency formats:

zi =
∫

x (t) x̃i (t − τ) dτ = X (jω) X̃i (jω) . (9)

Equation (1) is not suitable for calculating the correlation function in the
time domain. This is because if the signals X and X̃ are decomposed into an
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orthogonal basis, such as the Fourier basis, all products with non-coinciding
indices are set to zero, resulting in expression (1). However, if the orthogonality
condition is not met, using Eq. (1) will produce correlation values (9) that contain
errors. This can lead to an increase in classification errors and results that deviate
from the expected outcomes.

Equation (9) indicates that the most favorable outcome could be achieved
if the inputs to the output layer are orthogonal vectors. To accomplish this, a
group of orthogonal functions, denoted as {un(t)} = {u1(t), u2(t), . . . , un(t)},
is utilized. These functions fulfill the criteria (10) for each pair, and they are
utilized to determine the conversion coefficients.∫ T

0

ui (t) uj (t) dt =
{

a, ∀i = j
0, ∀i �= j

(10)

The conversion coefficients are not difficult to determine as

cj =
1
a

∫ T

0

x (t)uj (t) dt, j = 1, 2, . . . ,m. (11)

The original Eq. (11) was used to transform continuous images represented by
x(t) to the discrete space of clusters. In the context of digital image processing,
the integral in Eq. (11) was substituted with a sum.

cj =
1
a

n−1∑
k=0

xkuk
j . (12)

The article by Ahmed et al. [16] provides an extensive discussion of vari-
ous types of orthogonal transformations that can be used for pattern recogni-
tion. These transformations are linear and establish a one-to-one correspondence
between the input vector X and the output vector of coefficients C, resulting
in an n-dimensional output vector. Comparing Eqs. (12) and (1), it becomes
evident that they are identical. In other words, if we substitute weights wk

j for
uk

j , the ANN layer can represent an orthogonal transformation, and the output
of the layer will have values {cj}. By representing vector X̃ as an orthogonal
transformation C̃x, we obtain expression (9) in the following form:

Zi =
n−1∑
j=0

XiX̃i =
n−1∑
j=0

xj x̃j . (13)

Therefore, using an orthogonal transformation allows for the implementation of
a feedforward ANN-based pattern recognition system.

In the study of the wave model of ANN [8–10], it was noted that both the
standard and wave models had similar classification errors during the learning
process, but they took different amounts of time to achieve this. This is because
the standard learning algorithm, which primarily relies on the gradient method
and error backpropagation, modifies the weights from the last layer to the first
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(error backpropagation). Consequently, the decomposition functions in the first
layer are selected based on the classification errors in the last layer. The key
characteristic of the gradient used in ANN training is that it determines the
direction in which a function f(x) increases the most.

∇f (x) =
df

dx1
e1 +

df

dx2
e2 + . . . +

df

dxn
en. (14)

The error function is represented by the vector E = (e1, e2, . . . , en), and
the direction in which the function f(x) does not increase is indicated by the
opposite of the gradient. Using this information, the algorithm calculates the
correction vector for the weights of the last layer and the previous layer based
on the respective errors. The algorithm selects the decomposition functions of
the first hidden layer, which become complex due to the nonlinearity of the
neuron transfer function. This complexity was predicted by V.I. Arnold in [5].

The above examples indicate that using orthogonal transformations in artifi-
cial neural networks can enhance information processing. Such transformations
allow for operations like correlation and convolution to be performed in appro-
priate planes, and the multiplication of elements with non-coincident indices
in different planes is automatically excluded due to the orthogonal properties.
Consequently, the use of orthogonal transformations can greatly reduce the com-
putational burden required for image processing tasks in neural networks.

2.2 Wave Model of Convolutional ANN

Classification or clustering tasks are better suited for convolutional neural net-
works (CNN) than feedforward neural networks. CNN were proposed by Ian
Lekun in 1988 and are known for their efficiency. They consist of one or more
convolutional layers that use a small-sized kernel for the convolution operation.
This operation reduces the size of the image, which is particularly beneficial for
color images. A 3-dimensional kernel is used in this case to produce a single
image on the layer output instead of 3. Typically, the convolutional layer is the
first layer in the ANN structure and may be followed by pooling (subsampling)
operations. However, we will not discuss this aspect in detail here. The output
of the convolution operation is a feature map that can be classified using the
last layer of the feedforward ANN.

Since the convolution integral is similar to the correlation integral (9), the
advantages of using orthogonal transformations discussed in the previous section
also apply to the convolution operation. Therefore, using an orthogonal transfor-
mation to represent the input signal and kernel can improve the efficiency and
simplicity of the convolution calculation. Consequently, it is reasonable to use
a layer that performs orthogonal transformations as the first layer in a typical
CNN.

Linear transformations are commonly used in signal processing for informa-
tion theory. Among them, subband encoding, which is a linear transformation,
has several advantageous properties that are relevant to ANN theory. There are
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two types of encoders based on linear transformation: transformation encoders
and subband encoders [17]. The Fourier transform, which decomposes a signal
into sinusoidal components, is an example of the first type, while the discrete
cosine transform (DCT) and the Karhunen-Loève theorem are examples of the
second type. These transformations are computed by convolving a finite-length
signal with a set of basis functions, resulting in a set of coefficients that can be
further processed. Most of these transformations are applied to non-overlapping
signal blocks, and efficient computational algorithms have been developed for
many of them [17].

Subband encoding applies several bandpass filters to the signal and then
thins out the result by decimation. Each resulting signal carries information
about a specific spectral component of the original signal on a particular spatial
or temporal scale. There are several crucial properties to consider when encoding
images using this method [17], including:

– scale and orientation;
– spatial localization;
– orthogonality;
– fast calculation algorithms.

In subband coding, orthogonality is not usually emphasized in communica-
tion theory. Instead, orthogonal transformations are used to decorrelate signal
samples. While Fourier bases have good frequency localization, they lack spatial
localization, which is not a problem when encoding a signal described by a Gaus-
sian process. However, certain image features cannot be accurately represented
by this model and require bases that are spatially localized. Filter blocks that
are local and in space provide better decorrelation on average. The correlation
between pixels decreases exponentially with distance, as shown by the equation:

Rl = e−ω0|δ|, (15)

where δ is the distance variable. The corresponding spectral power density is

Φl (ω) =
2ω0

ω2
0 + (2πω)2

. (16)

To obtain smooth segments of the spectrum, it is necessary to accurately
divide the spectrum at lower frequencies and approximately divide it at higher
frequencies, as revealed by the Eq. (16). This process will generate subbands
that exhibit white noise characteristics, with the variance directly proportional
to the power spectrum within that range.

The Fourier transform is known to have a drawback in that it necessitates
all of the time-related data of a signal in order to produce a single conversion
coefficient. This leads to the time peak of the signal spreading throughout the
frequency domain of the Fourier transform. To address this issue, the windowed
Fourier transform is frequently utilized.

Φx (ω, b) =
∫

x (t) e−jωtw (t − b) dt. (17)
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In this particular case, the transformation characterization involves a time
window of the form w(t − b). As a result, the transformation becomes time-
dependent, generating a time-frequency matrix of the signal as described in [18].
By selecting the Gaussian function as the window, the inverse transformation
can also be conducted using the same function.

The fixed size of the window in Eq. (17) is a major drawback, as it can-
not be adapted to suit the features of the image. A wavelet transform can be
used instead of the Fourier transform to overcome this limitation. The wavelet
transform has the form:

ψa,b (t) = a− 1
2 ψ

(
t − b

a

)
. (18)

It is evident that the basic wavelet functions are real and located at different
positions in proximity to the x-axis. These wavelets are defined for a brief time
interval, which is shorter than the signal period. The fundamental functions
can be seen as rescaled and time-shifted versions of one another, according to
Eq. (18), where b and a denote the time position and scaling factor, respectively.
The direct wavelet transform can be mathematically formulated as:

Φx (a, b) = a− 1
2

∫
x (t) ψ

(
t − b

a

)
dt. (19)

The convolutional layer of a CNN is responsible for computing the convolu-
tion of the input signal block X with a core J of size s × s, i.e.

Ci,j =
s−1∑
k=0

s−1∑
l=0

Xi+k,j+l Jk,l. (20)

Through the conversion of Eq. (19) for discretized signals and functions
and comparing it with (20), the fundamental wavelet transform function can
be depicted as the essential component of a convolutional layer. This implies
that utilizing multiple fundamental functions is equivalent to applying several
filters with distinct kernel sizes. Consequently, it is feasible to choose adapt-
able parameters for the window that accommodate the signal, enabling greater
flexibility in the convolutional layer of the CNN.

The use of wavelet transforms in ANNs is not a novel concept, as it has
been investigated in prior research [20]. Nonetheless, a more recent approach
entails using the wavelet transform as the foundation of the convolutional layer
in the initial layer of a feedforward CNN, as presented in [21]. This method is
more attractive since the convolutional layer can function with several kernels
simultaneously, making it possible to obtain multiple approximations within a
single layer.

In communication theory, a signal can be expressed as a series of successive
approximations, which can be advantageous for signal analysis. For instance, in
image transmission, an initial rough version of an image can be transmitted and
subsequently refined in sequence, facilitating rapid viewing of numerous images
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from a database. A similar method can be employed for image recognition. If
an image cannot be classified into a specific category based on the coarsest
approximation, there is no need to compare it in a more precise approximation.
This technique is referred to as multiscale analysis.

Multiplescale analysis involves describing the space L2(R) using hierarchical
nested subspaces Vm, that do not overlap, and their union results in the limit
L2(R), i.e. . . .∪V2∪V1∪V0∪V−1V−2∪ . . .,

⋂
m∈Z Vm = {0},

⋃
m∈Z Vm = L2(R).

These subspaces have the property that any function f(x) belonging to Vm will
have a compressed version that belongs to Vm−1, i.e. f(x) ∈ Vm ⇔ f(2x) ∈
Vm−1. Additionally, there exists a function ϕ(x) ∈ V0, whose shifted versions
ϕ0,m (x) = ϕ(x − m) form an orthonormalized basis of space V0. The functions
ϕn,m (x) = 2−m

2 ϕ(2−mx−n) form an orthonormal basis of space Vm. These basis
functions are called scaling functions as they create scaled versions of functions
in L2(R) [17]. Thus, a function f(x) in L2 (R) can be represented by its set of
successive approximations fm(x) in Vm.

Therefore, it is possible to perform image analysis at various resolution or
scale levels by selecting the value of m, which is known as the scale factor or
level of analysis. A higher value of m results in a coarser approximation of the
image, lacking in details, but allowing for identification of broader generaliza-
tions. Decreasing the scaling coefficient enables identification of finer details. In
essence, fm(x) is an orthogonal projection of f(x) onto Vm [17], i.e.

fm (x) =
∑

n

〈ϕm,n (x) , f (x)〉 ϕm,n (x) =
∑

n

cm,nϕm,n (x) . (21)

Without delving into the specifics of wavelet analysis at present, it is worth
mentioning that any function f(x) within the space L2(R) can be expressed as
a combination of orthogonal projections. When analyzing the function up to a
specific scale factor m, the function f(x) can be represented as the addition of its
crude approximation and various details. The Haar wavelet family, for example,
offers such functionalities [18].

When employing subband transforms, the potential for constructing filter
banks must be taken into account, which involve filtering followed by down-
sampling [17,19]. In a two-band filter bank, the low-frequency component pro-
vides a crude estimation of the signal without capturing intricate details, while
the high-frequency component contains finer details. Depending on the partic-
ular processing objective, an ANN can utilize the low-frequency approximation
to emphasize broad and smooth features, or the high-frequency component to
emphasize specific details.

Utilizing wavelets as the kernel of a CNN enables the extraction and enhance-
ment of the necessary image features. While this approach is not new in infor-
mation processing and transmission theory, it is being utilized to establish an
information model for CNNs. This technique not only advances our comprehen-
sion of the process of feature map generation but also simplifies the development
of a lifting scheme for information processing in a multi-layer CNN.
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3 Results

Using orthogonal transformations can be advantageous when working with
images, irrespective of the ANN architecture employed. For instance, in feed-
forward ANNs, the use of orthogonal transformations can improve the efficiency
of the final layer where image classification or clustering is performed. Orthogo-
nalizing the data can enhance the accuracy of computing the correlation integral
for the classified signal and ideal class representation.

Convolutional neural networks (CNNs) employ feedforward networks in their
last layer, similar to traditional feedforward ANNs, which is essential for feature
map classification. To enhance the efficiency of the last layer in CNNs, orthogonal
transformations are utilized, as in feedforward ANNs. However, when analyzing
image details, the Fourier transform (or similar ones) does not offer significant
benefits. Therefore, wavelet transforms are more promising as they have localiza-
tion in both frequency and time, unlike the window Fourier transform. Wavelets
can also function as orthogonal transformations and enable the creation of filter
banks for general and detailed image analysis based on specific criteria. This
approach not only allows for general image classification, as in the case of the
MNIST database, but also enables complex image classification based on specific
details.

To confirm the effectiveness of the approach described above, experimental
validation is necessary. The next step is to explore the wavelet transforms cur-
rently available for CNNs and their implementation in convolutional layers. It
is essential to ensure that the feature maps are sufficiently detailed to enable
efficient processing in subsequent layers.
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Abstract. For commercial organizations, the issue of tolerance and loyalty of
employees is always relevant, since it is closely related to the issue of leakage of
trade secrets from those who have access to it. Thus, the identification of an inter-
nal violator is becoming increasingly relevant in the development of information
processing technologies, when in the information systems of the organization the
most vulnerable place remains a person. An employee who processes information
and has full access to it, becomes the target of an attacker, and can also be an
intruder and become a source of leakage of confidential information. Analysis
of metadata about the current psycho-emotional state of the employee with the
help of digital technologies allows you to make an assumption about his current
and future emotional state, readiness to honestly perform work and predict the
likelihood of this employee or violate the law on trade secrets. Thus, the security
department of the company, having collected metadata and analyzing them, is
able to prevent the threat and get before the leak a certain probability of malicious
intent for each employee, and this will increase the security of information.

Keywords: Internal violator · information security · metadata collection ·
probability of malicious intent

1 Introduction

Information systems face several security threats,many ofwhich are initiated by so called
trusted employees inside of an organization. For the purposes of this paper, an insider is
someone that has or had access to the information system of an organization and does
not comply with the security policy of the organization. We will focus on threats that are
malicious, i.e., in cases where the insider deliberately causes harm to an organization.
The problem of insider threats is a problemwith a technical and a behavioral nature. The
paper proposes a prediction model, which combines a number of different approaches.
The ultimate goal of the paper is to look into some of the factors, more specifically social
learning, that influence an insider’s decision to act, as well as a number of indicators and
precursors of malicious acts, especially those that leave a technological, detectable trail
on a system, using metadata.

Improvement of information processing technologies entails a decrease in the possi-
bility of unauthorized receipt of confidential information by an external attacker, while
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an employee who has access to confidential information can become a source of leakage
of valuable information, due to his malicious intent or careless handling of the infor-
mation processing system. As in the case of unintentional mistakes in the treatment
of the information resources of the company, which is the result of emotional fluctua-
tions: apathy, fatigue, bad mood, and in the case of deliberate transfer of information to
third parties, hostile actions regarding the welfare of the company are affected by the
emotional state of a person.

That is, to varying degrees, the negative actions of an employee of the company are
influenced by various emotional deviations caused by a reaction to external factors that
are identical in nature. Knowing the set of these factors and the degree of their impact, it is
possible to conduct a presumptive analysis of the emotional state and, as a consequence,
the possible behavior of the subject, for this purpose a model of the internal violator is
compiled, reflecting the spectrum of negative emotional states of a person. Metadata for
the model is taken from open sources.

Metadata—information about other information, or data related to additional infor-
mation about the content or object. Metadata reveals information about the features
and properties that characterize any entities, allowing you to automatically search for
and manage them in large information flows [1]. Metadata creation can take place both
manually and automatically. From various sources of both open and “leaks” of informa-
tion from closed sources (debtors’ databases, databases on offenses on the roads, etc.),
flows of data about a person, his material support, possible problems with the law are
formed. From social networks there is a stream of data on the worldview, political and
social views of a person. You can also use internal data of firm and video surveillance,
indicating the movements of a person inside the object.

Common factors that are considered when making threat prediction models are
sociodemographic factors such as age, gender, education, migration background and
ethnicity, religious affiliation, marital status, household, employment, and income. For
more accurate predictions we propose taking psychological factors like social learning
into account as well.

Social learning theory is a theory of learning process and social behavior which pro-
poses that new behaviors can be acquired by observing and imitating others. According
to social learning theory, people engage in crime because of their association with others
who engage in crime. Their criminal behavior is reinforced and they learn beliefs that are
favorable to crime [2]. They essentially have criminal models that they associate with.
As a consequence, these individuals come to view crime as something that is desirable,
or at least justifiable in certain situations. Learning criminal or deviant behavior is the
same as learning to engage in conforming behavior: it is done through association with
or exposure to others.

With the use API from multiple web services and social media applications we can
determine whether an employee could become a threat or not. By looking at what kind of
people they follow or if any of their close friends and family members have committed
any criminal offences for instance can tell us if the employee is more inclined to deviant
behavior. Information compiled from this factor as well as others will analyzed and put
into a mathematical model which will calculate the probability of the employee being
a threat. Should the probability be higher than a certain threshold which is determined
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by the head of information security then the employee is locked out of the organizations
system.

At this stage ofwork,we propose the following concept of two scientific hypotheses –
who is such an employee for the purposes of controlling access to the company’s trade
secrets [3]. The first hypothesis (assumption) states that our object-worker is defined
as an employee with a “public face” (in society, in a collective), as a predetermined
“unstable deterministic system” of a set of indicators (factors) describing his current
psycho-emotional (the first flow of metadata) and physical-economic (the second flow
of metadata) states, and accordingly is interpreted by us as a “stable” or “unstable” state
of his motivation to “become or not to become” an internal violator of the firm [4].

The second hypothesis (assumption), predetermines which of the two independent
streams of metadata proposed according to the first hypothesis, about the confirmed
(or unconfirmed) facts of its developing “crisis” in the ethics of behavior (conflicts,
empathy, selfishness, etc.) and in labor indicators (productivity, quality, simple, etc.),
should have a different philosophy of comprehension that is converted into different
levels of ranking the probabilistic state of stability and instability of the object. The
fact is that the internal environment of functioning in the enterprise “requires” from our
object of research the fulfillment of a set of indicators of functioning in the company,
but which reflect its “some” current in development “intermediate” state of motivation
and satisfaction, which for the research model is a certain “rank” of the state [5].

2 Materials and Methods

We propose to introduce two terms for the subsequent filling of the mathematical model
with factors:

– the type of employee “Alien”, whose “working” usual state corresponds to the type -
“resists” the functional duties imposed on him by the information system of the enter-
prise - due to the “duality” of the alienity of the socio-environment of the enterprise
- because it is “not a family” for him and if the “internal” mechanisms of motiva-
tional criteria for the comfort of staying in this environment exceed the “threshold”
of tolerance, then they (feelings and consciousness) translate his state according to
the “Alien” type “Internal violator”;

– type of employee “Own” of the enterprise, whose “working” usual state corresponds
to the type - “helps” and “cooperates”with the indicators imposed on him by the infor-
mation system of the enterprise, according to the composition of functional duties
and the quantity and quality of their performance, the employee works optimally pro-
ductively, until the moment when the “internal” mechanisms of motivational criteria
for the threshold of optimality of efforts and the evaluation of these efforts do not
“bring down” his type “His” in the type of “Internal violator” for the reason is the
underestimation of the payment of his efforts and labor. However, these two types of
“Alien” and “Own” coexist in one employee at once, but in the mode of triggering an
externally internal emotional state from external factors.

The following Fig. 1 shows a “dual” gestalt, or type of behavior of any employee,
as a scheme for providing a mathematical model of HV by collecting metadata about
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him. If the first type of information can be generated completely automatically using
well-known API-request requests for each employee of the company and data of DLP
systems, which automatically create metadata - daily, then the second type of KPI -
indicators of economic activity - in semi-automatic (once at the end of the week). KPI
indicatorswill be obtained by calculation subjectivemeans - by the immediate supervisor
of the employee according to the KPI methodology (Key performance indicators) [6].

Fig. 1. Collection of metadata about the employee of the company

Using the formal logic of scientific research, it is impossible not to agreewith the the-
sis that it is amistake tomix emotions (psychomotor indicators) and economic (physical)
indicators collected using API-request requests from internal sources of the company
due to the different “nature” of these factors. Accordingly, the two streams of metadata
should have different degrees (levels) of the estimated probability of its stable state, that
the employee, having reached the “peak of the crisis” of his state (for various employees
- he is personal), will not go into the state of “internal violator”.

Consequently, different streams of metadata about an employee must necessarily
have “estimated” probabilities in different ways. One confirmed event returns a value of
0 in 1 (Fig. 1), which is important for calculating the probability, which means that there
is a fact of a certain proportion (weight) of the information and psychological impact of
this flow of information on the Xi-worker until the subsequent confirmation of the fact.

After all the stages of the model, at the end of the algorithm it will be necessary
to calculate the probabilistic states “Own” - or “Alien” - for employee Xi from the
number of Q(Xi) incidents affecting him “from the outside”, as shown earlier in Fig. 3
- decomposition of the stages of the model in the form of an algorithm for calculating
the probability of the employee’s state “Alien”. SiSj

Accordingly, this figure reflects the hypothesis of calculating the total probability of
the observed impact of incidents on the state of the employee - “Alien” according to the
generalized Bayes formula (1) ρjSj(X i)

ext
m Xi

P

(
DXi

KSj

)
= P(DXi) ∗ P(

KSj

DXi
)/P(KSj) (1)

where: P
(
DXi
KSj

)
– the resulting total probability of the state Sj – “Alien”;
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P(DXi) – preliminary marginal probability (threshold hypothesis) of employee
dissatisfaction Xi.

Next, you need to enter the values of the thresholds of probability that the employee
is approaching or moving away from the “state” of VN. Figure 2 presents hypotheses
for evaluating (ranking) the collected metadata about the employee.

Fig. 2. Ranking the probability from the number of events on the collected API-request ERIF and
IEFI

3 Results and Discussion

Next, taking as an experiment an employee of the company - office manager and condi-
tional values for the collectedmetadata about his states, we obtained the following results
of the CT protectionmodel. By transforming the probabilities of incidents observed from
closed and open sources conditionally occurred with the employee in the external envi-
ronment (type - alien) and in the internal environment of the company (type - your own),
conditionally confirming the impact of the i-threat on the Xi-worker on the first data

stream ERIF
⇀
ρ(xERIFi ) and the second data stream IEFI

⇀
ρ(xIEFIi ), in their aggregate

probability ∪ρ(Sj) - that there is a current value - “Alien”, we will compare it with
the full Bayes probability according to the formula (2). Observations are conditionally
carried out 1 time per day in 1 week.

p = 1

7
∗

∑7

1
(0, 0 + 0, 0 + 0, 0 + 0, 0 + 0, 0 + 0, 2 + 0, 2) + 1

7

∗
∑7

1
(0, 0 + 0, 1 + 0, 0 + 0, 0 + 0, 0 + 0, 2 + 0, 0)

= 0, 057 + 0, 042 = 0, 1 (2)

By comparing, we get two responses from the security trigger for this employee
XI: “Access is open” or “Access is denied” [5]. Since later in Fig. 1 for a conditional
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employee of the company for example: “Office Manager” a hypothetical threshold of
the dissatisfaction coefficient was set to D = (0.6), and the resulting probability from
two streams = 0.1, we get the next complete Bayes probability (3) and (4), which will
confirm or refute the reliability of the values obtained. ∪ρ(Sj)

PA(H1) = 0, 5 ∗ 0, 6

0, 5 ∗ 0, 6 + 0, 5 ∗ 0, 1
= 0, 3

0, 35
= 0, 86 (3)

PA(H2) = 0, 5 ∗ 0, 1

0, 5 ∗ 0, 6 + 0, 5 ∗ 0, 1
= 0, 05

0, 35
= 0, 14 (4)

That is, the state of “Alien” for employee Xi is reliably 86%. Therefore, the trigger
of the company’s access system will be confidently defined for the employee as “Access
is allowed”, which is reflected in Fig. 3.

Threshold of marginal probability Di = 

employee satisfaction coefficient Xi (hypothesis)

Fig. 3. Trigger of the information security system of the employee’s access to the trade secrets
of the company scan

4 Conclusion

The paper considers the scale and typology of types of employee conditions as the main
factors of metadata that need to be collected and taken into account at the enterprise, for
all employees who have access to CT, which made it possible to propose the concept of a
multifactor mathematical model for identifying an internal violator based on measuring
the probability of risks of an internal threat of CT from the personnel of the enterprise,
as well as an algorithm for triggering a system of access to the company’s trade secrets.
The appearance of an internal violator is a multifactorial, in fact, dynamic process that
has its own typology and a set of relevant threats that lead to such a phenomenon as the
Internal Violator (often referred to as an insider), which, being under the influence of
resonant factors, becomes a threat of leakage of CT of the enterprise. Hypotheses and
conclusions of formal logic led to an understanding of the factors of protection of CT
from the risk of its leakage and the likely loss of integrity or “failure” in use from an
internal intruder allowed to describe the mathematical model.
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Abstract. With the development of next-generation information technologies,
especially big data and digital twins, the topic of building smart cities is increas-
ingly dominating discussions about social change and economic performance. The
purpose of this article is to analyze methods for building digital twins of a smart
city. The paper describes the concepts underlying digital twins. Examples of the
implementations of methods for building digital twins are investigated. Advan-
tages of data mining and neural network modeling over other methods in the
context of the considered characteristics are revealed. Based on the comparative
analysis, it is shown that all methods can be complementary, as they are aimed to
optimize processes, as well as predict and analyze problems.

Keywords: Digital twin · Smart city · Neural networks · Data mining · Big data

1 Introduction

A smart city is an innovative city that uses information and communication technology
(ICT) to improve the quality of life of citizens and increase the efficiency of city ser-
vices [1]. To achieve this goal, information from different urban systems is combined
and analyzed to provide more efficient services. This data is generated from various
sources, such as wireless sensor networks and Internet of Things (IoT) devices installed
in buildings, streets, vehicles, etc. New ways of collecting and analyzing data are grad-
ually replacing established mechanisms of city management. Unlike statistical samples,
which have time to become obsolete by the time they are analyzed, big data can be
processed in real time, which increases the quality and speed of decision-making. The
culture of big data encompasses cyber-physical systems, cloud computing, and IoT.
The current global attention to big data on the Internet is related to the development of
artificial intelligence (AI) [2]. Big data in the field of urban management complements
traditional types of information about the city and expands its scope of application [3].
Thus, thanks to big data it became possible to monitor behavioral patterns and analyze
the urban lifestyle at the intersection of such familiar categories as population, economic
development, building and infrastructure, etc.
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TheMinistry ofConstruction ofRussia has developed an index of urban digitalization
“IQ of cities”, which aims to evaluate the effectiveness of the urban management system
and increase the competitiveness of Russian cities. The index is estimated on forty seven
indicators, which are divided into ten areas. One of the indicators of the “IQ of cities”
is the presence of a digital twin city.

The concept of Digital Twin (DT) refers to the development of the digital counterpart
of the physical system and linking their information throughout the life cycle of the
physical counterpart [4]. It is assumed that the use of digital twins will contribute to the
development of a smart city and increase its sustainability [5]. However, distinguishing
digital twins from other types of models is critical to understanding the applicability of
using a digital twin for city-scale modeling; that is, the level of data integration, which
varies by model type, between the two analogs (digital and physical) of the digital twin
is critical to determining whether or not the developed model is a digital twin [6]. Thus,
a clear definition of the potential benefits, as well as the problems and requirements of
the development of digital twins of the city is important in the formation of smart cities.

The purpose of this article is to analyze the existing methods and technologies for
building digital twins of a smart city. To do this, we need to give the concept of a
digital twin city, investigate methods and algorithms for building a digital twin smart
city, and then conduct a comparative analysis of them. The article has the following
structure. Section 2 defines the digital twin city, describes its architecture and functional
requirements. Section 3 discusses the methods and algorithms used in the construction
of the digital twin smart city. Then, in Sect. 4, their comparative analysis is performed.
Finally, conclusions are drawn in Sect. 5.

2 The Digital Twin of a Smart City

A digital twin is a digital (virtual) model of any object, system, process, or person, the
purpose of which is to obtain a true representation of the corresponding real object [11].

Since the first mention of digital twins, the popularity of this topic has been increas-
ing, as more and more scientists began to focus their research on digital twins [10]. The
Fig. 1 shows an exponential increase in the number of publications in Scopus, as well as
in ScienceDirect (in English only), which contain the term “digital twin” in the article
title, abstract or as keywords from 2011 to 2020.

The main reason why DT technology is considered as mainstream in Industry 4.0
is its many benefits, including reducing errors, uncertainties, inefficiencies and costs in
any system or process. Let us list some of the benefits of digital twins:

Rapid prototyping.
Cost-effectiveness.
Problem prediction/system planning.
Optimization of solutions.
Availability.
Safety.

A digital twin of the city is a prototype of a real city, on the basis of which one
can analyze the life cycles of the object, its reaction to possible changes and external
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Fig. 1. Number of publications on digital twins from 2011 to 2020 in Scopus and ScienceDirect

influences. The effective operation of the digital twin city requires a continuous flow of
data generated by various sources in the digital infrastructure of the smart city. Digital
twins have primarily been used in the manufacturing sector, but other areas of study and
business are beginning to find new potential uses. An ideal digital twinwould be identical
to its physical counter-part and have a complete, real-time dataset of all information on
the object/system. As the object/system increases in complexity a digital twin may be
identical in only relevant areas and have only the real-time data necessary to support any
desired simulations. How accurate and useful a digital twin is, depends on the level of
detail put into it and how comprehensive the available data is.

In seeking to explore the potential of digital doyens for the smart city, it is necessary
to examine what benefits a smart city can bring to cities. A smart city can be considered
through three areas: technological, human and institutional, where the main components
can be considered transportation, environment, energy, health, security and education
[7]. An article [8] identified four key areas necessary for the development of smart
cities: planning, physical infrastructure, information and communication technology
infrastructure and smart solutions. It was recognized that the approaches used in the
smart city contribute to improving the environmental and economic sustainability of
cities, as well as improving the provision of services to their residents [9]. It is expected
that the benefits of developing smart cities will cover almost all functions and areas of
the city.

Digital twins allow for the simulation of many options before taking physical action
in the real world to identify the strengths and weaknesses of each plan. This is especially
important in safety critical situations, where only one option can be chosen and there
may be a number of competing plans to choose from. This is exemplified by the rescue
operation in Thailand to save a lost soccer team that occurred in July 2018 [31]. A
3D map of the terrain, a complex cave system, was created using GIS data, water and
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oxygen information inside the caves. Weather forecasts were also used in order to create
an accurate digital twin that could simulate rescue operations and ensure the safety of
the rescuers and the lost team. The use of a digital twin ensured that when rescuers
acted, it was a best-case scenario after testing multiple options. Digital twins can have
applications in a number of different domains. With the data generated by smart cities,
digital twins can be used to model urban planning and policy decisions. An example of a
work-in-progress digital twin of a city is Virtual Singapore, which is a three-dimensional
(3D) city model and data platform [30].

Each of the city’s systems can be represented through its digital twin. For example,
a digital twin for smart buildings can be built and used to monitor environmental and
social aspects (e.g. temperature, air quality, light). A digital twin of the transportation
network can be built to simulate traffic flow, congestion, and accidents under expected
population growth scenarios. In addition, a digital twin of rivers can be emulated to
simulate water levels under various scenarios to effectively develop water management
and flood prevention strategies. Digital twins for water, stormwater, and wastewater can
be built to simulate their dependencies as well as their interactions with other systems.
A digital twin of the electricity network can also be built, since electricity supply is
important for the functioning of other urban infrastructures [12].

3 Methods

DTuse variousmethods formodeling real objects and technological processes, including
methods of statistical and intelligent data analysis, computational modeling methods,
etc. [13]. Each of the methods applied to DT modeling, imposes special requirements
to the necessary computational resources. In this section, the various methods used for
the creation of digital twins are discussed.

Numerical simulation is a computer simulationmethod that implements amathemat-
ical model of a physical system. Numerical modeling is necessary to study the behavior
of systems whose mathematical models are too complex to obtain analytical solutions,
as in most nonlinear systems.

An example of the application of numerical simulation to build a digital twin can be
found in the article [18]. This article presents the results of modeling of dust distribution
on the territory of Tbilisi city in winter under westerly winds.

Optimization modeling provides search and finding of the best (optimal) solutions,
based on mathematical algorithms. Optimization model consists of the target function,
the area of acceptable solutions and the system of constraints defining this area. The
main task of optimization modeling is to find an extremum of functions under existing
constraints in the form of equations and inequalities.

An example of the application of optimization modeling is the optimization of
biomass logistics [14]. In this study, a mathematical model of biomass logistics and
the inclusion of interdependent operations related to harvesting, collection, storage, pre-
treatment and transportation are considered. Another example is construction optimiza-
tion [15]. The paper solves the problem of optimizing the construction plan, taking into
account the minimization of time and cost of construction at maximum safety, quality
and stability. The problem is reduced to the development of multi-criteria optimization
algorithms.
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Simulation modeling is a research method based on the fact that the system under
study is replaced by a model that simulates this system. Experiments are performed on
the model and as a result information about the real system is obtained [16]. Examples
are the models presented in the article [17]. These models have been used to select the
most effective strategies to mitigate the effects of coronavirus infection (COVID-19). In
addition, it is shown how simulation modeling helps the government to make the most
informed decisions.

Intelligent data analysis (Data Mining) is used to extract implicit, previously
unknown and potentially useful information needed to make strategically important
decisions in various areas of human activity [19]. As part of the construction of a digital
twin city model based on data mining allows to solve the following major problems:

identification of the influence of factors on each other;
identification of the degree of influence of factors on the indicator;
predicting the values of the factors and the indicator.

An example of the use of intelligent data analysis can serve as an article [20]. In this
study, an intelligentwastemanagement system is developed to optimizewaste collection,
based on the data read from the sensors placed in the waste containers.

Neural network modeling is based on artificial neural networks (ANNs) and convo-
lutional neural networks (CNNs). There are different definitions of ANNs, but there are
notable similarities with respect to their origin and functioning. The article [21] defines
ANNs as computational networks that attempt to mimic the nerve cell networks of the
biological central nervous system. A similar definition is given in the article [22], in
which ANNs are considered as a new generation of information processing paradigms
designed to simulate some models of human brain behavior. The main advantages of
ANNs are considered to be their accuracy, speed, volume, convergence, scalability, fault
tolerance and performance [23]. A convolutional neural network is a special architecture
of artificial neural networks aimed at image analysis.

Neural network modeling is used to solve the problem of detecting objects in an
image [24]. An example of a neural network model for urban traffic assessment is the
“AIETMS (Artificial Intelligence-Enabled Traffic Monitoring System)” [26].

It is worthwhile to note that most present-day traffic monitoring activity happens at
the Traffic Management Centers (TMCs) through vision-based camera systems. How-
ever, most existing vision-based systems are monitored by humans which makes it diffi-
cult to accurately keep track of congestion, detect stationary vehicles whilst concurrently
keeping accurate track of the vehicle count. Therefore, TMCs have been laying efforts
on bringing in some levels of automation in traffic management. Automated traffic
surveillance systems using artificial intelligence have the capability to not only manage
traffic well but also monitor and access current situations that can reduce the number of
road accidents. Similarly, an AI-enabled system can identify each vehicle and addition-
ally track its movement pattern characteristic to identify any dangerous driving behavior,
such as erratic lane changing behavior. Another important aspect of an AI-enabled traffic
monitoring system is to correctly detect any stationary vehicles on the road. Oftentimes,
there are stationary vehicles which are left behind and that impedes the flow of preceding
vehicles and causes vehicles to stack up. This results in congestion that hampers the free
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mobility of vehicles. Intelligent traffic monitoring systems are thus an integral compo-
nent of systems needed to quickly detect and alleviate the effects of traffic congestion
and human factors.

In the last few years, there has been extensive research onmachine and deep learning-
based trafficmonitoring systems. Certain activities such as vehicle count, and traffic den-
sity estimation are limited by the process of engaging human operators and requires some
artificial intelligence intervention. Traffic count studies for example require human oper-
ators to be out in the field during specific hours, or in the case of using video data, human
operators are required to watch man hours of pre-recorded footage to get an accurate
estimation of volume counts. This can be both cumbersome and time-consuming. Sim-
ilarly, when it comes to seeing traffic videos from multiple CCTV cameras, it becomes
extremely difficult to analyze each traffic situation in real time. Therefore, most TMCs
seek out deploying automated systems that can, in fact, alleviate the workload of human
operators and lead to effective traffic management system. At the same time, the asso-
ciated costs are comparatively lower due to savings associated with not needing to store
multiple hours of large video data. The study [26] applies several state-of-the-art deep
learning algorithms based on the nature of certain required traffic operations. Traditional
algorithms [27–29] often record lower accuracies and fail at capturing complex patterns
in a traffic scene; hence, we tested and deployed deep learning-based models trained on
thousands of annotated traffic images. Thus, the proposed system as shown in Fig. 2 can
perform the following:

1. Monitoring traffic congestion
2. Traffic accidents, stationary or stranded vehicle detection
3. Vehicle detection and count
4. Managing traffic using a stand-alone Graphical User Interface (GUI)
5. Scaling traffic monitoring to multiple traffic cameras.

Fig. 2. Example of a neural network for traffic monitoring



Comparative Analysis of Methods and Algorithms 283

In addition, neural network modeling is used in the construction of recommendation
systems. For example, decision support systems for urban traffic management in order
to reduce harmful emissions into the atmosphere [25].

4 Comparative Analysis

Methods of building digital twins have attracted worldwide attention and are considered
to be the key to a smart city. These methods have been analyzed in terms of several
characteristics, and the results of the comparison are presented in Table 1.

Data sources for data mining and neural network modelling can be big data. All
methods aim to improve efficiency, customer satisfaction and management accuracy,
and in their own way reduce costs by facilitating intelligent management.

All of the methods presented make use of IoT technologies. However, data mining
and neural network modelling focus more on data-driven technologies, while numerical,
optimisation and simulation modelling touch on cyber-physical integration technologies
(e.g. virtual and augmented reality).

Intelligent data analysis and neural network modelling can make use of big data
technologies. Since big data cannot be processed by conventional data processing tools in
an acceptable time, big data processing has its ownadvanced tools, algorithms, platforms,
etc.

Data for intelligent analysis and neural network simulation comes from physical
objects, information systems and the Internet, which are generated by activities in the
physical world. Data in simulation modeling comes not only from the physical world,
but also from virtual models. All methods use the same tools to collect data from the
physical world (e.g. sensors and RFID).

Regarding visualisation, data mining and neural network modelling tend to use two-
dimensional and static tools such as tables, charts, graphs, etc. Because of virtualmodels,
visualisation in simulation and numerical modelling is more visual, which is mostly
three-dimensional and dynamic, such as image, video, virtual and augmented reality,
etc.

Thus, in terms of data, intelligent analysis and neural network modelling are more
advanced techniques. Numerical, optimisation and simulation modelling are more effi-
cient in applications. It should be noted that all methods differ from each other in detail,
but are interrelated in the general direction of their functions.
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5 Conclusion

This article has focused on the definition and main benefits of digital twins for cities, as
well as examples of solutions that can now be considered the first steps towards building
a full-fledged digital twin. Examples of implementation methods of building digital
twins were considered. A comparative analysis of existing methods for the construction
of digital twins of smart cities was performed. It was revealed the superiority of data
mining and neural networkmodeling over other methods in the context of the considered
characteristics. The relationship between the digital twin and big data in the development
of a smart city was shown.

The digital twin allows the government to manage real-time two-way comparisons
between a physical object and a digital representation, paving the way for cyber-physical
integration.Combinedwith accurate analysis and forecasting capabilities, a citymanaged
by a digital twin may become more predictable for efficient and accurate management
in all areas. Further development in the field of smart city digital twins depends largely
on advances in neural network construction and the development of ‘advanced’ machine
learning algorithms.

Funding. This work was carried out at the North Caucasus Center for Mathematical Research
within agreement no. 075-02-2022-892 with the Ministry of Science and Higher Education of the
Russian Federation. The reported study was funded by RFBR, Sirius University of Science and
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20-37-51004 “Efficient intelligent data management system for edge, fog, and cloud computing
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20. Oralhan, Z., Oralhan, B., Yiğit, Y.: Smart city application: internet of things (IoT) technologies
based smartwaste collection using datamining approach and ant colony optimization. Internet
Things 14(4), 5 (2017)

21. Graupe, D.: Principles of Artificial Neural networks. Advanced Series on Circuits and
Systems, 6th edn (2007)

22. Karayiannis,N.B., et al.:New radial basis neural networks and their application in a large-scale
handwritten digit recognition problem. In: Recent Advances in Artificial Neural Networks:
Design and Applications, pp. 39–94 (2000)

23. He, H., Garcia, E.: A. learning from imbalanced data. IEEE Trans. Knowl. Data Eng. 21(9),
1263–1284 (2009)

24. Yu, L., Chen, X., Zhou, S.: Research of image main objects detection algorithm based on
deep learning. In: 2018 IEEE 3rd International Conference on Image, Vision and Computing
(ICIVC), pp. 70–75. IEEE (2018)

25. Elbir, T., et al.: Development of a GIS-based decision support system for urban air quality
management in the city of Istanbul. Atmos. Environ. 44(4), 441–454 (2010)

26. Mandal, V., et al.: Artificial intelligence-enabled traffic monitoring system. Sustainability
12(21), 9177 (2020)

27. Land, E.H.: An alternative technique for the computation of the designator in the retinex
theory of color vision. Proc. Natl. Acad. Sci. USA 83, 3078–3080 (1986)

28. Rahman, Z.-U., Jobson, D.J., Woodell, G.A.: Multi-scale retinex for color image enhance-
ment. In: Proceedings of the 3rd IEEE International Conference on Image Processing,
Lausanne, Switzerland, 19 September 1996, pp. 1003–1006. IEEE, Piscataway (1996)



Comparative Analysis of Methods and Algorithms 287

29. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior. IEEE Trans.
pattern Anal. Mach. Intell. 33, 2341–2353 (2010)

30. Alam, K.M., El Saddik, A.: C2ps: a digital twin architecture reference model for the cloud-
based cyber-physical systems. IEEE Access 5, 2050–2062 (2017)

31. Srimee, N., Cooharojananone, N., Chandrachai, A.: Destination selection in Thailand toward
the risk in the eyes of tourist: a case study of Tham Luang Cave. PSAKU Int. J. Interdisc.
Res. 9(1) (2020)



Modification of the Projection Method
to Correct Errors in RNS

Egor Shiriaev1,3(B) , Viktor Kuchukov2,3 , and Nikolay Kucherov1,3

1 North-Caucasus Federal University, Stavropol, Russia
eshiriaev@ncfu.ru

2 North Caucasus Center for Mathematical Research NCFU, Stavropol, Russia
3 Sirius University of Science and Technology, Sochi, Russian Federation

Abstract. In this paper, we study methods for correcting errors in the system of
residual classes. Traditional correction codes have disadvantages, such as Reed-
Solomon codes have a large redundancy, others have either the same disadvantages
or have greater computational complexity. The residue number system has self-
correcting properties that have less redundancy and computational complexity.
Thus, error detection methods were considered. Based on the study, it was found
that the most effective method for detecting errors is the nullivisation method.

Keywords: Residue Number system · Chinese Remainder Theorem · Distributed
Storage Systems · Correction Codes · Syndrome Method · Nullivisation

1 Introduction

One of the main properties of any digital information system is reliability [1]. The prob-
lem of reliability is especially acute in distributed systems [2], such as cloud storage [3]
and cloud computing systems [4]. In a decentralized system, data is constantly migrating
over a shared network, between service providers and customers. Under such conditions,
the likelihood of errors due to various reasons increases. Errors can be caused by both
internal and external events.

The most dangerous are random errors that occur at a low hardware and software
level. Redundancy, in this case, involves the replication of information and confirmation
of its identity. However, this requires an increase in times, both the amount of data storage
equipment and physical space for their placement and other overhead costs proportional
to the required replication.

However, there is another way to control information errors. This method is based
on the self-correcting properties of the residue number system (RNS) [5]. RNS, due to
its properties, allows to reduce the computational complexity of data processing and
control the correctness of information. Many scientists and scientific groups have been
researching this topic recently [6–9]. However, in the methods presented in [6–9], for the
most part, to detect an error, either methods are used to return a number from RNS to a
weighted number system (WNS), or base extension methods. These methods have high
computational complexity. However, there are methods for detecting errors without such
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computationally complex operations. In this paper, we will consider an error detection
method based on nullivisation a number in an RNS, as well as its application with an
error correction method in an RNS.

Thus, this work is presented as follows. Section 1 will describe the RNS and its main
properties and characteristics. In Sect. 2, methods for error correction will be considered.
Section 2.2 will present methods for converting numbers from RNS to PSS. Section 3
will present a nullingmethod for determining the error in the RNS. Section 4will present
an experimental study of the methods considered in this work.

2 Materials and Methods

RNS is a non-positional number systembased on theChineseRemainderTheorem (CRT)
[10]. CRT is the following: provided that the natural numbers p1, p2, . . . , pn – coprime,
then for any integers x1, x2, . . . xn, such that 0 ≤ xi < n at i ∈ {1, 2, . . . , n}, there is
such X , which, when divided by pi gives the remainder xi.

The connection between CRT and RNS is established based on the proof of the
theorem. Consider the following system of linear equations modulo:

⎧
⎪⎪⎨

⎪⎪⎩

X ≡ x1(mod p1)
X ≡ x2(mod p2)

. . .

X ≡ xn(mod pn)

. (1)

In that case, if x1, x2, . . . , xn and p1, p2, . . . , pn satisfy the condition of the theorem,
then there exists a unique solution to system (1) such that:

X =
∣
∣
∣
∣
∣

n∑

i=1

xiPiP
−1
i

∣
∣
∣
∣
∣
P

, (2)

where P = p1 · p2 · · · · · pn – basis of modules p, Pi = P
pi
, P−1

i – multiplicatively inverse
element [10].

So, the number X in RNS this is a set of leftovers x1, x2, . . . , xn obtained by modulo
dividing by a set of relatively prime numbers p1, p2, . . . , pn or RNS modules, with a
constraint such that X ∈ [0,P].

Execution of non-modular operations in RNS - computationally complex operations
and their execution are open questions in RNS and are being actively researched at
present. [21–24]. One of the most important of these operations is the operation of
converting a number from RNS to WNS. The Eq. (2) presents one of the earliest and
most computationally complexways of convertingnumbers fromRNS toWNS, however,
there are other methods that reduce the computational complexity of the operation due
to the properties of RNS and CRT or using approximate arithmetic.

Redundant RNS (RRNS) [6] suggests that there is a working range of bases
p1, p2, . . . , pn and redundant (control) – pn+1, pn+2, . . . , pk at j ∈ [n, k], and:

Pk

pj
≥ Pn, (3)
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where Pn – operating range basis, Pk – redundant range basis. The most common use
of RRNS is to control errors in RNS, provided that the control remainder/base pairs are
absolutely accurate.

2.1 Projection Method

It follows from the theorem presented in [11] that based on inequality (3), we can state
that X < Pn ≤ Pk

pj
or X <

Pk
pj
, then the assertion is also true that

X < p1p2, . . . , pi−1pi+1, . . . pn+1, (4)

Hence the number X can be represented by its residuals x1, x2, . . . , xn by modules
p1, p2, . . . , pn in one single way.

Thus, excluding i we will also get a remainder-base pair X , what does it have if
condition (4) is satisfied. Then we can introduce the concept of the projection of a
number X .

Number projection Xi in RNS – it’s the same number X obtained by removing
the residue from the RNS xi and the basis on which it was received. So any number
represented in RNS, have n projection.

It also follows from the theorem presented and proven in [11] that

(5)

which allows us to assert the following - the number X has no error if statement (5)
is valid. However, this projection method is not effective. To check, it is necessary to
calculate all the projections of the number and perform the operation of returning the
number to the WNS for each. However, this way you can detect one error in the number.
The development of this method was derived from the fact that the control base is always
correct and cannot be distorted.

Then you can adjust the number by iteratively calculating the projections by replacing
the remainder under study.

Thus, we need n iterations to find the error. The weak point of the method is the
conversion of a number fromRNS toWNS, which requires a lot of computing resources.

There is another type of projection method, it allows you to reduce the number of
iterations by introducing an additional control base. Its essence lies in the fact that when
creating a projection, not one residue is deleted, but a pair of them. However, in this
case, a restriction is imposed on the method due to the parity of the length of the moduli
vector.

Another way to increase the efficiency of the error correctionmethod is tomodify the
error detection method. As for example, the use of other, more computationally simple
methods for converting from RNS to WNS.
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2.2 Converting Numbers from RNS to WNS Based on CRT

As already mentioned in Sect. 3, CRT guarantees the uniqueness of the representation
of a number in the range (0,P] returned to the WNS according to the formula (2). This
formula is called the Garner method or the CRT method [5]. This formula can also be
rewritten in the following form (6):

X =
∣
∣
∣X

′
1 + X

′
2 + · · · + X

′
n

∣
∣
∣
P

(6)

where X
′
i = xi ·

∣
∣
∣P−1

i

∣
∣
∣
pi

· Pi.

Analyzing method, we can tell that its weak point is the operation of modulo division
of a large number X by a large number P. There are many different methods that allow
you to get rid of this drawback, such methods will be considered below.

2.3 Modified CRT Method

The modified CRT method was presented in [12], it consists in modifying the CRT
(Sect. 4.1) by the Mixed Radix System (MRS) [13].

The modification consists in introducing mixed coefficients γi the meaning of which
is to obtain the inverse multiplicative number from the basis of each module (7):

γ1 =
(P1·

∣
∣
∣P−1

1

∣
∣
∣
p1

)−1

p1

γi = Pi
p1

·
∣
∣
∣P−1

i

∣
∣
∣
pi

(7)

Having obtained the MRS coefficients, you can restore the number based on the
MRS method [14]:

(8)

Thus, the advantage of this method can be considered the absence of dividing a large
number X by a large number P. The disadvantages can be considered the storage of
additional constants in memory, as well as many auxiliary multiplications and additions.

2.4 Core Function Method

The Akushsky core function [15] is a monotonic function of the form:

C(X ) =
n∑

i=1

wi ·
⌊
X

pi

⌋

=
n∑

i=1

wi

pi
· X −

n∑

i=1

wi

pi
· xi

Then you can convert a number from RNS to WNS based on the expression (9):

X ≡ P · C(X ) + ∑n
i=1 wi · Pi · xi

C(P)
(9)
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where C(P) = ∑n
i=1

wi
pi

· Pi, wi =
∣
∣
∣
∣

∣
∣
∣P−1

i

∣
∣
∣
pi

· Pn

∣
∣
∣
∣
pi

.

However, this method is inefficient. It requires a lot of divisions and multiplications
by a large number P. Consider its modification [16].

Let us introduce the notion of an orthogonal basis [17]. An orthogonal basis in an
RNS is a representation of the basis of the number of RNS in a vector representation
B = {1, 0, . . . , 0}, {0, 1, . . . , 0} . . . {0, 0, . . . , 1}. Then to findBi it is necessary to obtain
a representation of the basis for each base – Pi and the reciprocal of the base, i.e. its

multiplicative inverse –
∣
∣
∣P−1

i

∣
∣
∣
pi
. Then the orthogonal basis of a number can be found as:

Bi = Pi ·
∣
∣
∣P−1

i

∣
∣
∣
pi

(10)

Then the core function Bi

C(Bi) ≡ (Bi · Pn)

P
− wi

pi

Based C(Bi) can be obtained and C(P)

C(P) ≡
∣
∣
∣
∣
∣

n∑

i=1

xi · C(Bi)

∣
∣
∣
∣
∣
Pn

And then the translation is performed according to the following formula

X ≡
∣
∣
∣
∣
∣

P

Pn
·
(

C(P) +
n∑

i=1

wi

pi
· xi

)∣
∣
∣
∣
∣
P

(11)

This method has similarities with the Garner method and its inherent disadvantages,
such as division by a large number P. However, there is a modification of this method.

2.5 Core Diagonal Function Method

In this case, the authors of [18] modified the core function method based on its
monotonicity and diagonal properties of functions, setting its weights wi equal to one.

Then the formulas will look like this:

D(X ) = (x1 · k1 + x1 · k1 . . . xn · kn)P
where ki = Pi ·

∣
∣
∣P−1

i

∣
∣
∣ − 1

pi
Or when viewed from the point of view of the value of the number itself from the

function D(X )

X ≡
(∑n

i=1 xi · Pi + P · D(X )
)

P

However, this formula is not efficient, since it requires many actions with a large
number P. Then we transform this method into a core function.
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Diagonal Core Function Bi

Cd (Bi) ≡ (Bi · Pn)

P
− 1

pi

Diagonal basis function Cd (P)

Cd (P) ≡
∣
∣
∣
∣
∣

n∑

i=1

xi · Cd (Bi)

∣
∣
∣
∣
∣
Pn

And then the translation is performed according to the following formula

X ≡
∣
∣
∣
∣
∣

P

Pn
·
(

Cd (P) +
n∑

i=1

xi
pi

)∣
∣
∣
∣
∣
P

(12)

Despite the modification of the method, the core function method is still not efficient
enough. However, there is a method based on approximate arithmetic.

2.6 Core Diagonal Function Method

An approximatemethod for converting numbers fromRNS toWNSwas obtained in [19].
This method was based on the properties of fractional values for the CRT approximation
- this was used in RNS to develop methods for determining the sign of a number, as well
as the division operation [20]. Thus, we can get an approximate (rounded) value of X
based on the following formula

X
∧

=
∣
∣
∣
∣
∣

n∑

i=1

ki · xi
∣
∣
∣
∣
∣
1

(13)

where ki =
∣
∣
∣P−1

i

∣
∣
∣
pi

pi
.

Thismethod can bemodified to amore accurate calculation of the value of the desired
X . In [19], such a modification was carried out. It follows from it that the number can be
restored by introducing an approximate coefficient N = log2P ·μ, where μ = ∑n

i=1 pi.
Then, based on the properties of the binary RNS, we can introduce 2N for approximate
calculation X . Approximate factor ki takes the following form:

k ′
i =

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣P−1

i

∣
∣
∣
pi

pi
· 2N

∣
∣
∣
∣
∣
∣
∣

(14)

Then

[
X

P

]

=
∣
∣
∣
∣
∣

n∑

i=1

k
′
i · xi

∣
∣
∣
∣
∣
2N

(15)
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And the number itself in the WNS will look like

X =
⌊[X

P

] · P
2N

⌋

(16)

This method is the most efficient due to the low computational complexity of the
operations, however, it requires a lot of precomputations.

Thus, based on the translationmethods in this section, it is possible to return a number
to the WNS to check the number for an error. However, such methods cannot be called
effective in terms of error detection. Since it is necessary to transfer the number from
RNS to WNS at each iteration of the projection method. Let’s consider an alternative
method.

2.7 Nullivisation Method for Determining Error in RNS

Akushsky I. Ya. and Yuditsky D. Yu. in the work [11], in chapter 5, the method of
nullivisation numbers in RNS was given.

The meaning of the nullivisation method is to check the correctness of the number.
Since only a correctly represented number in the RNS can turn into zero. Nullivisation
is performed based on constant precalculation M j

i :

M j
i =

{
t11 , t

1
2 , . . . , t

m
n

}
(17)

where tji ∈ 1, 2, . . . , pi − 1, i ∈ {0, n}, j ∈ {0, pi − 1}. Moreover, each member of the

vector M j
i less i equals zero. Then the set of constants can take the following form:

where k – the number of redundant modules. The number of nullivisation constants is
determined by the expression

∑n
i=1 pi − 1.

Then nullivisation occurs on the basis of calculations Xsi values:

XSi = x − M j
i = {0, S2, S3, . . . , Sn+1} (18)

Moreover, it is known from [11] that it is necessary n− 1 such operations to ensure
nullivisation of the number. In this case, the value j defined as equal xi in XSi .

Thus, this method of identifying an error in the RNS is more efficient than converting
the number from the RNS to the WNS. However, in this case, we can state this based on
mathematical formulas and pseudocode methods. In order to get an actual evaluation of
the methods, it is necessary to conduct performance simulations.
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3 Results

The research will be conservative. Two sets of reciprocal primes are being prepared.
Thus, this study will provide the most accurate picture of the software implementation
of the methods, as well as assess the possible load.

Consider the obtained performance measurement results:
For greater clarity, we will build a graph based on the data in the table, where

the abscissa axis is the size of the module in bits, and the ordinate axis is time in
microseconds.

Then we have the following illustration (Fig. 1).

-0.1

0.4

0.9

1.4

1.9

2.4

2.9

3.4

3.9

4.4

4.9

5.4

12 12.5 13 13.5 14 14.5 15 15.5 16

t
i
m

e
,
 
m

c
 
s
e
c

size of number, bit

nullivisation crt crt II core diagonal approximate

Fig. 1. Graph of the performance of the methods depending on the size of the bases.

Considering the illustration (Fig. 1), you can notice that the nullivisation method
is the most productive, since its method has only n − 1 iteration. And the method
itself uses only assignment, subtraction and modulo division operations. Since this uses
numbers only in the range from 1 before r bit where r – base size. Then all operations
are computationally simple. It should also be noted that the performance drop of other
methods is quite low and is within one microsecond. Next, consider the study of the
second set of base vectors.
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Fig. 2. Graph of the performance of methods depending on the length of the RNS base vector
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Just as in the case of the previous experiment, let us consider and illustrate the result
of the experiment. The abscissa axis is the number of bases in the RNS basis vector.
Y-axis - time in microseconds (Fig. 2).

In this case, the most productive method is still the same - the nullivisation method.
All methods have a linear drop in performance, since with an increase in the number of
bases, the number of operations performed also increases. The observed linear growth
allows us to say that the methods have stable operation, which is not disturbed with
increased load (as in the case of Fig. 1). Thus, the nullivisation method has a clear
advantage. However, as was said in Sect. 6, the constants are a matrix n × m, gde
m = ∑

p− 1. And with a base size of 16 bits, the number of nullivisation constants can
reach a million. Therefore, for an objective study, it is necessary to conduct studies on
the used computer memory by software implementations of these methods.

This study takes into account the constants that are calculated at the stage of precal-
culations, i.e. permanently stored in the computer memory during data processing. The
sets of modules are the same as in the previous stage of research. The value of memory
is given in Kbytes.

Let’s build a graph and consider the resulting illustration. The abscissa axis is the
module size in bits, the ordinate axis is the total amount of memory used by the method
constants in Kbytes.
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Fig. 3. Plot of memory used by method constants versus base size.

As can be seen in Fig. 3, the memory used by the methods does not practically
increase in comparison with the nullivisation method. Since, despite a certain increase
in the values of quantities - in the RAM of a computer, the place they occupy practically
does not increase, based on the features of the development environment and the pre-
sentation of data in memory, when, as in the case of the nullivisation method, it grows
exponentially. This situation comes from the numerical value of the bases, since the
number of constants directly depends on the bases. From the point of view of consumed
memory, the nullivisation method is the least productive when the size of the bases is
more than 14 bits.

Consider studies with a different set of modules. Just like in the previous experiment
- visualize the data as a graph (Fig. 4).
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Fig. 4. Plot of memory used by method constants depending on the size of the bases depending
on the length of the RNS base vector

In this study, the worst methods are the kernel function method and the modified
CRT method. Nullivisation in this case is between the most capacious methods, along
with the approximate method, and the costliest.

In this case, we will conduct an additional study, namely, we will compare the
methods of nullivisation and approximation.

4 Conclusion

Thus, in this work, a study was made of the performance of SOC correction codes,
namely, the projection method from the side of error detection. A study of the literature
on this topic was carried out. In the work, the RNS itself was considered from the point
of view of its properties. Correction codes in WNS and RNS, as well as methods for
converting a number from RNS to WNS. The nullivisation method was designated as
the target method, which was considered in a separate section. Further, an experimental
study of software implementations was carried out. In the course of which it was found
that the nullivisation method has high performance in terms of program execution time,
which is its advantage, the disadvantages can be identified as the need for additional
memory of the computing system.

Based on the study, we can conclude that the use of the projection method for error
correction together with nullivisation can increase the performance of the computing
system in terms of checking information for correctness. The additional redundancy to
the RRNS is also not significant compared to other error correctionmethods in theWNS.

This method can be used in various computing systems, such as distributed
computing systems for cloud storage and cloud computing.
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Abstract. In this paper, research is carried out to ensure the security of cloud
storages. The work is devoted to homomorphic encryption. Even though the very
concept of homomorphic encryption appeared in the late 70s, a fully homomorphic
encryption scheme was obtained only in 2009. Since that time, a variety of fully
homomorphic encryption schemes have been developed. In this paper, we analyze
the most popular encryption schemes, as well as their software implementations.
As a result of the study, it was found that themost promising scheme isCKKS. This
scheme can perform homomorphic arithmetic on rational numbers, and already
has several software implementations distributed under a free license.

Keywords: Homomorphic Encryption · Cloud Storage · Cloud Computing ·
Lattice Encryption · Ring Error Learning · Gentry scheme · DGHV · BFV ·
CKKS

1 Introduction

Now, progress in the IT industry has led to the fact that most of the information created
and consumed by a person is in digital format. In such a situation, services for remote
storage and processing of information, the so-called cloud storage, are gaining more
and more popularity. Cloud storages are distributed data storage systems (DDSS) [1]. In
addition to storing data, clouds also process them. In addition, due to the high demand
for computing power, cloud service [2] providers in recent years have actively begun
to expand services to provide their cloud networks not only for data storage, but also
for computing. That is, the user does not need to have expensive equipment with large
computing power, instead, he can rent part of the power from a cloud service provider.

Such a problem creates the task of building a security system that eliminates all or
at least part of the vulnerabilities in cloud structures.

The solution to this problem can be considered fully homomorphic encryption (FHE)
[3]. HE is an evolution of homomorphic encryption. Which, in fact, has existed since
the middle of the 20th century.

A homomorphic cipher is an encryption scheme that has the sign of homomor-
phism. In the case of encryption, this is the ability to perform either homomorphic
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addition or homomorphic multiplication. That is, the encrypted data can either be added
or multiplied.

Until 2009, it was believed that a cipher could be homomorphic either by addition
or by multiplication, but this year Gentry presented the HE schemes in his dissertation
[4], marking the beginning of active development in this area.

Now, there aremany different FHE schemes and their implementations. In this paper,
we will consider the most popular and modern FHE schemes; because of the review, a
comparative characteristic of the schemes and their implementations is presented.

The work will be presented as follows: Sect. 2 will present the basic concepts of HE
and FHE, Sect. 3 will present modern schemes of FHE, Sect. 4 will present an overview
with their comparative characteristics, and in conclusion, conclusions obtained from a
comparative characteristic will be presented.

2 Materials and Methods

2.1 First Homomorphic Ciphers and Semi Homomorphic Encryption

In general, the HE can be shown quite simply in the form of a formula. Let’s take the
information m and present it in two parts m1 and m2, and the encryption key k then
the encryption function can be displayed as Enc(k,mi), while decryption Dec(k,mi).
The ciphertext can be represented as c = Enc(k,mi). Then the formula explaining the
principle HE will look like this:

Dec(Enc(k,m1) ∗ Enc(m2)) = Dec(m1 ∗ m2) = Dec(c) = m1 + m2 = m (1)

where ∗ - homomorphic operation of addition/multiplication. Initially, the term “homo-
morphic encryption” was introduced in the work of Ronald Rivest, Leonard Adleman
andMichael Dertouzos, who are the authors of the RSA algorithm, in 1978 [5] (the RSA
algorithm itself was developed in 1977, but the work was published in 1978).

In general, homomorphic encryption can be described in terms of 4 main operations:

1. Encryption key generation - in homomorphic encryption, there are two keys, as in
any asymmetric encryption - the public key pk and the secret key sk. Based on the
concept of asymmetric encryption, one key is used to encrypt a message (public), and
the other to decrypt (secret). This separation of keys makes it possible to increase the
stability of the system, since knowing only the public key, the user cannot decrypt the
system, this also increases the efficiency of the system without lowering its security.

2. Encryption - encryption is carried out as follows: first, the plain text is converted,
then the plain text is converted into closed text, i.e., CT = Esk(PT ).

3. Calculations - performed on the ciphertext using the key pk.
4. Decryption is done with a key sk

Let’s look at some of the most famous SHE schemes. Since the main topic of the
work is still FHE, the rest of the HE schemes will be given in the table at the end of the
section.

Thefirst PHE system isRSA.Let’s consider this system.RSA is an encryption system
developed by Rivest et al. sometime after the discovery of public key cryptography by
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Diffie andHellman. RSA is considered the first public key cryptosystem to be developed.
The RSA homomorphic property of Rivest et al. presented immediately after the main
publication [5]. The term privacy homomorphism was indeed introduced by Rivest et al.
in the seminal work, which confirms the fact that RSA is the first PHE scheme. RSA
uses the factorization problems of the product of two large primes to provide high
cryptographic strength. Consider the basic operations in RSA:

• KeyGen: start with 2 large primes p and q, after which it is necessary to calculate n =
pq and φ = (p − 1)(q − 1). Next is selected e so gcd(e, φ) and d , as a multiplicative
inverse to e (t. e. ed ≡ 1 mod φ). Eventually (e, n) represented as a pair of public
keys, and (d , n) then a pair of secret keys.

• Encryption: carried out in several stages. The first stage converts the message into
the so-called plain text, which is within 0 ≤ m < n. The second stage performs the
encryption as follows:

c = E(m) = me(mod n), ∀m ∈ M (2)

where c – ciphertext.
• Decryption: message m is recovered from c based on secret key (d , n) based on the

following formula:

m = D(c) = cd (mod n) (3)

• Homomorphic multiplication: take open texts m1,m2 ∈ M , let’s encrypt them. Then
homomorphic multiplication can be represented by the following expression

(4)

The homomorphism of RSA shows that E(m1 · m2) can be directly calculated using
E(m1) and E(m2), without deciphering them. Thus, RSA has a homomorphism over the
operation of multiplication, but the scheme does not have a homomorphic addition.

Next, consider the Galdwasser-Mikaliya (GM) scheme [6]. Goldwasser and Michali
proposed their probabilistic public key encryption scheme, which is called GM. In the
scheme under consideration, cryptography is conditioned by the solution of the quadratic
residual problem [7]. This problem can be considered as follows: a mod n is called a
quadratic residue provided that x2 ≡ a mod n. This checks whether the number is q
quadratic modulo n. Then the operations in the GM cryptosystem can be described as
follows:

• KeyGen: similarly, RSA builds keys based on the ratio n = pq, where p i q – various
large prime numbers, after which you need to choose x which is the quadratic value
of nonresidues modulo n c

( x
n

) = 1. Then (x, n) is the public key, and (p, q) secret
key.

• Encryption: messagemmust be represented as a string of bits. After for each message
bit mi creates a quadratic non-residue value yi such that gcd(yi, n) = 1. Then it is
necessary to encrypt each bit for ci based on the following expression:

ci = E(mi) = y2i x
mi (mod n), ∀mi = {0, 1} (5)
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where m = m0m1 . . .mr , c = c0c1 . . . cr , a r – block size in message space. x is in
Z∗
n and is chosen randomly from this space for each encryption operation. It is worth

noting that Z∗
n –multiplicative subgroup of integers modulo n. The subgroup includes

all numbers that are less than r and coprime with r.
• Decryption: because x ∈ Z∗

n (1 < x ≤ n − 1), then x mod n – this is a quadratic
residue only for mi = 0. Therefore, to decrypt the ciphertext ci, need to check ci is it
a quadratic residue modulo n, if ci is a quadratic residue, thenmi returns 0, otherwise
mi returns 1.

• Addition homomorphism: performed for each bit mi ∈ {0, 1}:

(6)

So, GM encryption amount E(m1 ⊕ m2) can be directly computed from separately
encrypted bits E(m1) and E(m2). Given that the message and the ciphertext belong
{0, 1}, the operation is like XOR. Therefore, GM is homomorphic with respect to binary
addition.

Next, consider the El-Gamal scheme [8]. Based on a key exchange algorithm based
on problems with the discrete Diffie-Hellman logarithm [9], Taher Elgaman created
his own encryption scheme. This scheme is a hybrid encryption system. The secret
key is calculated for a symmetric encryption system. Consider the basic operations in
El-Gamal:

• KeyGen: generator based g a cyclic group is generated G order n. At G it is possible
to generate all elements of a group using the cardinalities of one of its own elements.
Further based on the element y ∈ Z∗n calculated h = y. Based on this, the public key
(G, n, g, h) and secret key x.

• Encryption: message m is encrypted based on g and x. x must be chosen randomly
from a set {1, 2, . . . , n − 1}. Then the result of the encryption operation is a ciphertext
pair c = (c1, c2), which can be represented by the relation:

c = E(m) = (
gx,mhx

) = (
gx,mhxy

) = (c1, c2) (7)

• Decryption: the ciphertext is taken from and computed s = cy1, where y – the secret
key. Decryption is defined by the following expression:

c2 · s−1 = mgxy · g−xy = m (8)

• Multiplicative homomorphism: is defined by the following expression:

(9)

Considering the ElGamal cryptosystem, it can be argued that the scheme is multi-
plicatively homomorphic.However, it does not support ciphertext homomorphic addition
operations.
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2.2 Fully Homomorphic Encryption

Consider the history of the appearance of FHE on the scheme presented by Gentry in
his dissertation [4]. The Gentry scheme encrypts the message by injecting noise into it.
The Gentry scheme began its history with SWHE based on ideal cryptographic lattices
[11].

Let us denote that the SWHE scheme [11] allows homomorphic evaluation of the
ciphertext only for a limited number of operations. This means that the decryption func-
tion can recover the original message up to a certain threshold. The envy threshold of
the ciphertext noise level that must be reduced to convert the noisy ciphertext back to
plaintext. To increase the Gentry threshold, revolutionary scheme methods were used:
squashing and bootstrapping, to obtain the ciphertext. These methods allow you to per-
form several homomorphic operations on it in a larger number. Methods can be repeated
an unlimited number of times. In other words, it is possible to evaluate an unlimited num-
ber of ciphertext operations that make the scheme completely homomorphic. Consider
the operations in this scheme:

• KeyGen: a ring is used to generate the keyR and basisBI ideal I . Then IdealGen(R,BI )

generates a couple
(
Bsk
J ,Bpk

J

)
, where IdealGen() – is an algorithm that derives the

simple public secret key bases of an ideal lattice with basis BI , where I + J = R.
Then Samp() needed when generating keys for selecting a cost of an ideal, in which
each coset is computed by shifting the ideal by a certain length. Then the public key

can be obtained at the output, which is the following function
(
R,BI ,B

pk
J , Samp()

)
,

however, the secret key is only Bsk
J from original function.

• Encryption: to encrypt a message, you must select a vector −→r and −→g randomly.
Using the basis Bpk , which is chosen as the most unsatisfactory base from the ideal
lattice L, then message −→m ∈ {0, 1}n encrypted based on the following message:

(10)

In the expression (16) −→m + −→r · BI called the noise parameter.
• Decryption: to decipher−→c , you need to take the secret key, and execute the following

expression:

(11)

where – nearest integer function that returns the nearest integers for the
coefficients of the vector.

Next, consider the homomorphism of the operations of addition and multiplication.

• Homomorphism over addition/multiplication: holds for plaintext vectors m1,m2 ∈
{0, 1}n additive homomorphisms are easily verified as follows:

(12)
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It follows that −→c1 ∗ −→c2 preserve the format and are in the ciphertext space. Consider
decrypting the sum of ciphertexts. For this, it is calculated

(−→c1 ∗ −→c2
)
mod Bpk

J =
−→m1 + −→m2 + (−→r1 ∗ −→r2

) · BI for ciphertexts. Moreover, the noise level should be less
Bpk
J
2 .

Under this condition, the decryption is performed correctly, and the result is equal to
m1 ∗ m2, which to take modulo BI noise.

Many other schemes have been developed based on this scheme since 2009. Most
FHE schemes perform operations on the field of integers, but there is at least one
scheme that performs operations on non-integers. The next section will discuss the
most interesting schemes for integers and the scheme for non-integers.

3 Results

3.1 DGHV

Consider theDGHVscheme,which is an extension ofGentry’s scheme [11]. Its feature is
the use of polynomial keys, and this scheme is also designed with symmetric encryption.
The scheme parameters are polynomials in the security parameter λ. η—is the key size
p in bits. Key p generated in such a way that p is big η- bit prime number. A random
large prime number is chosen for encryption. q and a small number r 	 p. Hence the
message m ∈ [0, 1] encrypted in ciphertext c by the following expression:

c = Enc(m) = m + 2r + pq, (13)

Then decryption occurs according to the expression

m = Dec(c) = (c mod p)mod 2, (14)

Now consider the homomorphism of addition and multiplication operations in this
scheme, analyze the addition operation based on the following expression:

(15)

Then the homomorphism of the operation of multiplication is defined as

(16)

Moreover, the condition must be observed, such that the noise
2(m1r2 + m2r1 + 2r1r2) must be less than p, otherwise, the decryption of the result
will be performed incorrectly.
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3.2 BFV

Based on the Brakerski Fan and Vercauteren scheme in 2012 [12], they developed a new
encryption scheme based on learning with ring errors. The authors apply relinearization
in the same way as in the BGV scheme [13], but their version is more efficient. They
also simplified the bootstrapping process by switching modules.

Consider key generation in this scheme. Since for B - limited distribution χ around
the ring R, used for learning purposes with errors in the ring, the secret key sk, it’s
possible choose how s ← χ , and the public key is calculated as:

pk = (
[−(a · s + e)]q, a

)
(17)

where e ← χ i a ← Rq, where Rq – set of polynomials from Zq, where Zq – set of
integers in the interval

(− q
2 ,

q
2

]
.

We establish that the message consists of integers integer t > 1 and belongs to the
space Rt . Let’s establish that p0 = pk[0], p1 = pk[1] and sample u, e1, e2 ← χ , then to
encrypt the message m ∈ Rt you need to make the following calculations:

c =
([
p0 · u + e1 + � · m]

q,
[
p1 · u + e2

])
(18)

where � = [ q
t

]
.

Then decryption can be performed by the following formula:

m =
[[

t · |c(s)|q
q

]]

t
=

[[
t · [c0 + c1 · s]q

q

]]
(19)

In [12], it was found that for successful decryption of a message, the condition
must be met that the error must be less than or equal to the value 2 · δR · B2 + B.
B sequences they prove the lemma and show that, since m ∈ Rt , decryption works.
Consider the homomorphism of operations in this encryption scheme based on addition
and multiplication operations, establishing that the encrypted message is a polynomial
s:

[c(s)]q = [c0 + c1 · s]q = � · m + v (20)

Then the homomorphism of the operation of addition can be defined as:

|c1(s) + c2(s)|q = � · [m1 + m2]t (21)

Multiply two ciphertexts ct1(s) and ct2(s) it is possible by the following expression:

(22)

Often, in different HE schemes, there is a problem that ciphertexts have different
lengths, or the length becomes incorrect. To solve this problem in circuits, such as in
BFV, a relinearization algorithm is used. This operation requires a special relinearization
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key rlk, which is obtained by sampling a ← Rp·q and e ← χ
′(

χ
′ ! = X

)
and formula

calculation (23).

rlk =
([

−(a · s + e) + p · s2
]

p,q
, a

)
(23)

To consider the next HE class, it is necessary to designate such a number system
as the residue number system, which is used in some HE schemes, including the BFV
described above [13].

3.3 HEAAN/CKKS

The problem of non-integers in homomorphic encryption was solved using approxi-
mate methods, i.e. Homomorphic Encryption for Arithmetic of Approximate Numbers
(HEAAN) [14] scheme HE is better known by the names of its authors Cheon, Kim,
Kim and Song (CKKS).

When developing CKKS, the authors decided to modify its RNS to speed up arith-
metic operations. Thus, CKKS is a version of the homomorphic encryption scheme for
approximate number arithmetic, originally proposed by Cheon, Kim, Kim, and Song,
that provides approximate arithmetic over the field of complex numbers.

This scheme can be used for arithmetic over CN/2. Plaintext space and ciphertext
space share the same area

ZQ[X ]/
(
XN + 1

)

where N – power of two.

Batch encoding this scheme C
N
2 ↔ ZQ[X ]/

(
XN + 1

)
maps an array of complex

numbers to a polynomial with a property: decode(encode(m1) ⊗ encode(m2)) ≈ m1 �
m2, where ⊗ is a component multiplication, and � is a non-cyclic convolution.

The CKKS scheme supports standard recommended parameters chosen to provide
128-bit security for a uniform ternary private key. s∈u{−1, 0, 1}N , according to the group
of homomorphic encryption standards.

CKKSencodes a complexnumberfield usingLagrangepolynomials [15]. TheCKKS
scheme has great potential for development, since its arithmetic is performed on the
field of rational numbers with fixed precision. Let us consider homomorphic arithmetic
operations in CKKS in more detail.

This scheme consists of five algorithms (KeyGen,Enc,Dec,Add ,Mult) with con-
stants Bclean and Bmult() for noise estimation. Then one can describe the scheme HE
over the polynomial ring R = Z[X ]/(�M (X )).

– KeyGen
(
1λ

)
. Generation of secret value sk, public information pk for encryption and

evaluation key evk.

– Encpk(m). For a given polynomialm ∈ R encrypted text output c ∈ R‖
�L . Encryption

c for m will satisfy the condition 〈c, sk〉 = m + e(\b mod qL) for some small e.
Constant Bclean the encryption capability limiting point, i.e. the error polynomial of
the new ciphertext satisfies |e|can∞ ≤ Bclean with high probability.
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– Decsk(c). For ciphertext c at the level of the output polynomialm ← 〈c, sk〉(mod ql)
for the secret key sk.

Unlike most existing schemes, CKKS does not have a separate plaintext space from
an inserted error. Output m

′ = m + e decryption algorithm is slightly different from
the original message m, but it can be considered an approximate value for approxi-
mate calculations when |m|can∞ quite small compared to |m|can∞ . The intuition of approx-
imate encryption has been partly used before, such as the switch key for homomorphic
multiplication in [14–16].

Algorithms for homomorphic operations must satisfy the following properties.
Add(c1, c2). For given ciphers m1 and m2 output encryption m1 + m2. The output

ciphertext error is limited to the sum of two errors in the input ciphertexts.
Multevk(c1, c2). For a pair of ciphertexts (c1, c2) output the ciphertext , satis-

fying the condition 〈cmult, sk〉 = 〈c1, sk〉 · 〈c2, sk〉+ emult(mod ql) for some polynomial
$emult ∈ R with |emult |can∞Bmult(l).

Thus, in this section, we have considered four FHE schemes, and then we will carry
out a comparative analysis of these schemes.

4 Discussion

In this paper, the FHE, Gentry, DGHV, BFV, and CKKS schemes were considered.
The first three schemes apply encryption over the field of integers, while CKKS over the
field of fixed-point rational numbers. Gentry based his scheme on cryptographic lattices,
which other schemes use. The DGHV scheme has some modifications over the Gentry
scheme, such as polynomial keys and key switching, but it is also obsolete. There were
several circuits between DGHV and BFV that introduced certain innovations, but the
BFV circuit can be called the most advanced among integer circuits. Schemas BFV uses
various mechanisms to improve and speed up the schema. For example, training with
errors in the ring, new techniques in relinearization, bootstrapping. There have also been
attempts to speed up the scheme using residue number systems (RNS).

The CKKS scheme, on the other hand, is the result of combining all the previous
achievements of researchers. The authors were able to implement in the RNS system
over the field of complex numbers using approximate methods, which makes it possible
to apply the scheme over rational numbers with a fixed point. This makes it possible
to apply this scheme in those applications that use non-integer numbers (for example,
neural networks [24]). However, the scheme has some drawbacks, for example, a smaller
number of multiplications before switching keys, more computationally complex rescal-
ing and relinearization operations, as well as the amount of noise, and in this work [25],
a comparison was made of the speed of the scheme, which showed that the BFV scheme
is faster.

Separately, it is worth noting the implementation of schemes, at themoment there are
many implementations of homomorphic encryption open source and freely distributed
(Table 1).
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Table 1. Summary table of FHE libraries

Library Numbers with
fixed precision

Integer numbers Language OS

CKKS BFV BGV Windows Linux

HElib [17] Supports Supports C++ Supports

Microsoft SEAL
[18]

Supports Supports C++ Supports Supports

PALISADE [19] Supports Supports Supports C++ Supports Supports

HEAAN [20] Supports C++ Supports

Lattigo [21] Supports Supports Go Supports Supports

Pyfhel [22] Supports Supports Python Supports Supports

SEAL-python
[23]

Supports Supports Python Supports Supports

Analyzing this table, the Gentry and DGHV schemes were not implemented in
free software. The most popular scheme in the implementation is CKKS, each library
considered implements this scheme. Most of the schemes are implemented in C++ and
the Linux operating system. Thus, a large area is open for researchers to study FHE
implementations, as well as their modifications.

5 Conclusion

Thus, in this work, an analytical review of FHE schemes was carried out. HE was
considered as a whole, which began its history in 1978, when the very concept of HE
was introduced by Rivest et al. in the seminal work on RSA. Many SHE schemes have
been developed during this time. During the study, it was found that since 2009, when
the first FHE scheme was developed, many researchers became interested in developing
their own schemes, most of which were based on Gentry’s scheme, or continued his
ideas.

However, one scheme generated more interest, namely the CKKS scheme. This
scheme performs operations on the field of complex numbers, which allows it to process
rational numbers with fixed precision. In addition, the circuit has the ability to process
data in the form of polynomials and perform polynomial operations.

The analysis showed that the CKKS scheme has many effective mathemati-
cal tools, and researchers are also showing great interest in it. In terms of FHE
software implementations, most of the free license implementations have a CKKS
implementation.

Thus, CKKS is the most interesting for further research.

Acknowledgments. This work was carried out at the North Caucasus Center for Mathematical
Researchwithin agreement no. 075-2-2022-892with theMinistry of Science andHigherEducation
of theRussianFederation. The studywasfinancially supported by theRussianFoundation forBasic



310 E. Bezuglova and N. Kucherov

Research within the framework of the scientific project No. 20-37-51004 “Effective intelligent
data management system in edge, fog and cloud computing with adjustable fault tolerance and
security” and Russian Federation President Grant MK-1203.2022.1.6.

References

1. Moysiadis, V., Sarigiannidis, P., Moscholios, I.: Towards distributed data management in fog
computing. Wirel. Commun. Mob. Comput. (2018)

2. Tadapaneni, N.R.: Different Types of Cloud Service Models (2017)
3. Armknecht, F., et al.: A guide to fully homomorphic encryption. Cryptology ePrint Archive

(2015)
4. Gentry, C.: A fully homomorphic encryption scheme. Stanford University (2009)
5. Rivest, R.L., Adleman, L., Dertouzos, M.L.: On data banks and privacy homomorphisms.

Found. Secure Comput. 4(11), 169–180 (1978)
6. Goldwasser, S., Micali, S.: Probabilistic encryption & how to play mental poker keeping

secret all partial information. In: Proceedings of the 14thAnnual ACMSymposium on Theory
of Computing, pp. 365–377. ACM

7. Ogiwara,M.:On paddability of the quadratic residuosity problem. IEICETrans. (1976–1990),
73(2), 208–211 (1990)

8. ElGamal, T.: A public key cryptosystem and a signature scheme based on discrete logarithms.
In: Blakley, G.R., Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196, pp. 10–18. Springer,
Heidelberg (1985). https://doi.org/10.1007/3-540-39568-7_2

9. Hariss, K., Chamoun, M., Samhat, A.E.: On DGHV and BGV fully homomorphic encryption
schemes. In: 2017 1St Cyber Security in Networking Conference (CSNet), pp. 1–9. IEEE,
October 2017

10. Fan, J.,Vercauteren, F.: Somewhat practical fully homomorphic encryption.Cryptology ePrint
Archive (2012)

11. Halevi, S., Polyakov, Y., Shoup, V.: An improved RNS variant of the BFV homomorphic
encryption scheme. In: Matsui, M. (ed.) CT-RSA 2019. LNCS, vol. 11405, pp. 83–105.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-12612-4_5

12. Cheon, J.H., Kim, A., Kim, M., Song, Y.: Homomorphic encryption for arithmetic of approx-
imate numbers. In: Takagi, T., Peyrin, T. (eds.) ASIACRYPT 2017. LNCS, vol. 10624,
pp. 409–437. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-70694-8_15

13. Chan,W.C.C., Chyan, C.J., Srivastava, H.M.: The Lagrange polynomials in several variables.
Integral Transform. Spec. Funct. 12(2), 139–148 (2001)

14. Brakerski, Z.: Fully homomorphic encryption without modulus switching from classi-
cal GapSVP. In: Safavi-Naini, R., Canetti, R. (eds.) CRYPTO 2012. LNCS, vol. 7417,
pp. 868–886. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-32009-5_50

15. Brakerski, Z., Gentry, C., Vaikuntanathan, V.: (Leveled) fully homomorphic encryption
without bootstrapping. ACM Trans. Comput. Theory (TOCT) 6(3), 1–36 (2014)

16. Cheon, J.H., Stehlé, D.: Fully homomophic encryption over the integers revisited. In:
Oswald, E., Fischlin,M. (eds.) EUROCRYPT 2015. LNCS, vol. 9056, pp. 513–536. Springer,
Heidelberg (2015). https://doi.org/10.1007/978-3-662-46800-5_20

17. Helib. — Tekct : �lektponny� // GitHub : [ca�t]. https://github.com/homenc/HElib
18. Microsoft SEAL.— Tekct :�lektponny� // GitHub : [ca�t]. https://github.com/microsoft/

SEAL
19. PALISADE HOMOMORPHIC ENCRYPTION SOFTWARE LIBRARY.—Tekct :

�lektponny�. Palisade-Crypto : [ca�t]. https://palisade-crypto.org

https://doi.org/10.1007/3-540-39568-7_2
https://doi.org/10.1007/978-3-030-12612-4_5
https://doi.org/10.1007/978-3-319-70694-8_15
https://doi.org/10.1007/978-3-642-32009-5_50
https://doi.org/10.1007/978-3-662-46800-5_20
https://github.com/homenc/HElib
https://github.com/microsoft/SEAL
https://palisade-crypto.org


An Overview of Modern Fully Homomorphic Encryption Schemes 311

20. HEAAN.—Tekct :�lektponny� // GitHub : [ca�t]. https://github.com/snucrypto/HEAAN
21. Lattigo. — Tekct : �lektponny� // GitHub : [ca�t]. https://github.com/tuneinsight/lattigo
22. Pyfhel. — Tekct : �lektponny� // GitHub : [ca�t]. https://github.com/ibarrond/Pyfhel
23. SEAL-python. — Tekct :�lektponny� // GitHub : [ca�t]. https://github.com/Huelse/

SEAL-Python
24. Orlandi, C., Piva, A., Barni, M.: Oblivious neural network computing via homomorphic

encryption. EURASIP J. Inf. Secur. 2007, 1–11 (2007)
25. Golimblevskaia, E., Shiriaev, E., Kucherov, N.: Survey software implementations of homo-

morphic encryption methods. In: Radionov, A.A., Gasiyarov, V.R. (eds.) RusAutoCon 2020.
LNEE, vol. 729, pp. 601–613. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
71119-1_59

https://github.com/snucrypto/HEAAN
https://github.com/tuneinsight/lattigo
https://github.com/ibarrond/Pyfhel
https://github.com/Huelse/SEAL-Python
https://doi.org/10.1007/978-3-030-71119-1_59


Model of Error Correction Device in RNS-FRNN

Egor Shiriaev1,3(B) and Viktor Kuchukov2,3

1 North-Caucasus Federal University, Stavropol, Russia
eshiriaev@ncfu.ru

2 North Caucasus Center for Mathematical Research NCFU, Stavropol, Russia
3 Sirius University of Science and Technology, Sochi, Russian Federation

Abstract. The spread of cloud technologies has made it possible to increase the
efficiency and flexibility of computer networks, as well as information storage.
However, the decentralized structure and the large geographical distance of data
processing centers imposes an additional burden on the infrastructure of such
technologies. Both in big data streams and in the processing of information on
nodes, an error often occurs, which reduces the reliability of the structure. In this
work, we have developed a model of an error correction device in the residue
number system using finite ring neural networks. The result of this work is to
increase the efficiency of error handling, which in turn increases the reliability of
the system.

Keywords: Cloud technologies · Residue number system · Finite Ring Neural
Network · Syndrome method · Base expansion

1 Introduction

Cloud technologies (CT), due to such properties as flexibility, transparency, efficiency,
are one of the most promising areas in the field of IT technologies [1]. CT uses various
technologies for working with information, such as parallel and distributed, as well as
grid computing [2]. Considering that CTs are often used as a service for providing access
to the cloud structure, they are usually divided into three categories:

1. Software as a Service (SaaS).
2. Platform as a service (PaaS).
3. Infrastructure as a Service (IaaS).

In the case of SaaS, the user is provided with some software that is located remotely
from him. It cannot control the cloud systems (infrastructure, operating system, etc.),
but has full control over the application. Software can also be a virtual machine with an
operating system (OS) installed on it [3].

PaaS is essentially a platform for deploying applications with support for cloud
solutions [4].

IaaS - in this case, the entire cloud infrastructure is provided, the user can use it for
software development, data storage, information processing, etc. In this case, the user
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has full control over the dedicated cloud segment. This service is the most expensive;
it is used by large firms and corporations to deploy their infrastructure in additional
structures that they do not have [5].

Thus, we can say that now CT is not only popular as a new technology but is
firmly established as part of the global network, production, and IT in general. The most
common characteristic that describes other cloud services can be called its cost. The cost
is calculated from the cost of its creation and support of basic characteristics, such as
security, reliability, etc. The purpose of this work is to increase the reliability of cloud
services. Reliability in CT - determines the ability to save information in the correct
form during its storage and transmission. Both the hardware component of the cloud
solution and the software component are responsible for this. Very often in computer
technologies there are collisions, interference, extraneous noise, surges, voltage drops,
etc., which can lead to information distortion. Distortions of information lead to the
need for distortion control and error correction, which in turn encourages cloud service
providers to apply control methods.

There are many methods for error control. The most traditional approach is to create
backups, at least three.However, this imposes significant costs and significantly increases
the physical size of the storage. However, this allows you to correct the error after the
fact of its detection, which is not always effective, and if the backup copy is lost for some
reason, then the information canbe lost forever. To combat this, so-called corrective codes
are used. Correction codes [6] make it possible to control the integrity of information in
real time. It is also worth noting that such codes require additional redundancy, which,
like backup, imposes multiple costs.

There are many works, some of which will be discussed below, in which the residue
number system (RNS) is used as a method of error control and correction [7]. RNS is a
non-positional number system that is based on the modular properties of numbers. RNS
is a consequence of the Chinese Remainder Theorem (CRT) [8]. This is also related
to such a mathematical term as the ring of residues. In RNS any number X can be
represented as a set of numbers x1, x2, . . . , xn obtained by dividing by a set of coprime
modules p1, p2, . . . , pn, where n – natural number of modules, i.e. xi = Xmodpi, where

i ∈ −
1, n. CRT guarantees the correct display of the number in RNS when X < P, where

P = ∏n
i=1pi. RNS has many useful properties. Since the RNS residuals are independent,

it is possible to perform calculations on them in parallel and quickly. The operations in
RNS shown below:

C = A ∗ B = (a1 ∗ b1) mod p1, (a2 ∗ b2) mod p2, . . . , (an ∗ bn) mod pn (1)

where ∗ ∈ {+,×}.
In addition, RNS has self-correcting properties, which will be discussed below.
Let us consider several works devoted to the problem of error correction. If we con-

sider the overall picture, then most scientific groups, when working with error correction
in terms of information transmission, even though transmission networks on the Internet
have their own methods of protecting against such collisions, such works are related to
our subject, since the cloud infrastructure is quite complex and multifaceted.

For example, in his work, D. P. Hart [9] conducts research related to the reduc-
tion of subpixel errors. The author’s method is to eliminate false vectors using particle
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image velocimetry. This is achieved by creating correlation tables of neighboring regions
and element-by-element comparison of the results. Thanks to these manipulations, it is
possible to eliminate electronic and optical noise, which is a good result for images.
However, this work is aimed at correcting distorted image pixels, when information can
be distorted more insignificantly, for example, a few bits, which in some situations can
be critical.

Error correction codes are also usedwhen reading various information, such asDNA.
DNA must be read with high accuracy. Jan Schröder et al. [10] propose a new method
for error correction when reading short reads. The error correction algorithm is based
on the use of a common suffix for use in basic data structures. The authors claim that
the accuracy of error correction for real data is more than 88%, which is superior to
previously published approaches.

RNS also has a rich history of its corrective properties. For example, in their work,
S. Pontarelli et al. [11] propose the concept of an FIR filter built on RNS for the purpose
of error handling. Error correction occurs due to the syndrome method. In general, this
paper shows an interesting implementation of the FIR filter based on the error syndrome
method in RNS. The syndromemethod in RNS is quite popular alongwith othermethods
such as the projection method, but the syndrome method has a higher efficiency.

In this paper, we will demonstrate the scheme of the RNS error syndrome method
using finite ring neural networks, which increases the efficiency of the method. This
device will improve the reliability of cloud structures.

The work consists of the following: Sect. 2 investigates the detection and correction
of errors in RNS; Sect. 3 presents the development of a model for the RNS-FRNN error
correction device; Sect. 4 provides a discussion of the applicability of this device and
further research; Sect. 5 presents the conclusions obtained in the course of this work.

2 Materials and Methods

2.1 RNS and Error Detection

In the previous section, we considered RNS. In this section, wewill show the relationship
between the generalized weighted number system (WNS) and RNS X based on the
following system of comparisons:

X ≡ x1 mod p1
X ≡ x2 mod p2

. . .

X ≡ xn mod pn

The system shows that any remainder is identical to the number modulo assigned to
it. You can also restore the number in WNS based on the following formula:

X =
∣
∣
∣
∣
∣

n∑

i=1

xiBi

∣
∣
∣
∣
∣
P

, (2)
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where Bi = P
pi
P−1
i – orthogonal basis of the module RNS, P−1

i – multiplicative inverse
of a number. This method is called the CRT translation method or the Garner method.

Then if the number X < P it will successfully restore to WNS. This property
also allows you to control errors in the RNS, since often the distortion of one of the
remainders of the set leads to an overflow of the range, i.e. X > P. However, this
method of determining the error cannot be called effective. The operation of converting
a number from RNS to WNS is complex and requires a large amount of computing
resources, even when using other translation methods.

In this paper, we will consider another method of error detection called nullification.
The method was developed by I. Ya. Akushsky and D. Yu. Yuditsky in [12]. This method
is simple and requires only the compilation of a table based on a set of modules. Since
the set of modules is static for all data, it does not need to be recalculated. The table is
calculated using the following expression:

M j
i =

{
t11 , t

1
2 , . . . t

1
n , t

2
1 , t

2
2 , . . . t

m
n

}
, (3)

where tji ∈ 1, 2, . . . , pi − 1, i ∈ {0, n}, j ∈ {0, pi − 1}.
The process of nullification itself consists in successively reducing the number to

zero. If the number X turns to 0 in n − 1 operations, it is considered that the number is
correct:

XSi = x − M j
i = {0, S2, S3, . . . , Sn+1} (4)

This method of error detection avoids the operation of converting a number from
RNS to WNS.

2.2 RNS and Error Correction

If we consider traditional error correction codes, they all have high redundancy, which
is necessary to control the main code [6]. This is the main disadvantage of such codes.
Correction codes in RNS also require redundancy, but much less than traditional ones.
To correct a single error, two control bases are sufficient. The control base is usually
taken more than the working one. There is a strict requirement for control residues -
they must be absolutely accurate. Such absolute accuracy allows you to correct errors
by various methods.

Consider the syndrome method [13].
Let’s say in the number X = {x1, x2, . . . , xn, xn+1, xn+2} error detected. Then, using

the base system extension methods [14], we obtain new, distorted, control residuals x
′
n+1

and x
′
n+2. Having accurate and distorted control residuals, we get the error syndrome

according to the following formula:

φi = xn+i − x
′
n+i mod pn+1 (5)

The syndromes are mapped to an error table. The error table is compiled by enumer-
ation of all numbers from 0 to P − 1 on a set of modules. For more efficient tabulation,
control residues (which are syndromes) are compiled in pairs, since usually 2 sets of
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Table 1. Error table

φ(1), φ(2) Error φ(1), φ(2) Error φ(1), φ(2) Error

(0, 0) (0, 0, 0) (3, 10)(1, 2) (0, 1, 0) (6, 9)(4, 1) (0, 2, 0)

(1, 1)(6, 4) (1, 1, 1) (4, 0)(2, 3) (1, 2, 1) (0, 10)(5, 2) (1, 0, 1)

(2, 2)(0, 5) (0, 2, 2) (5, 1)(3, 4) (0, 0, 2) (1, 0)(6, 3) (0, 1, 2)

(3, 3)(1, 6) (1, 0, 3) (6, 2)(4, 5) (1, 1, 3) (2, 1)(0, 4) (1, 2, 3)

(4, 4)(2, 7) (0, 1, 4) (0, 3)(5, 6) (0, 2, 4) (3, 2)(1, 5) (0, 0, 4)

(5, 5)(3, 8) (1, 2, 0) (1, 4)(6, 7) (1, 0, 0) (4, 3)(2, 6) (1, 1, 0)

(6, 6)(4, 9) (0, 0, 1) (2, 5)(0, 8) (0, 1, 1) (5, 4)(3, 7) (0, 2, 1)

(0, 7)(5, 10) (1, 1, 2) (3, 6)(1, 9) (1, 2, 2) (6, 5)(4, 8) (1, 0, 2)

(1, 8)(6, 0) (0, 2, 3) (4, 7)(2, 10) (0, 0, 3) (0, 6)(5, 9) (0, 1, 3)

(2, 9)(0, 1) (1, 0, 4) (5, 8)(3, 0) (1, 1, 4) (1, 7)(6, 10) (1, 2, 4)

control often correspond to a working base. For example, a table of the first 20 numbers
for a set of working bases (2,3,5) and control (7,11) has the following form:

Further, after receiving the syndrome and comparing it with the error, it is necessary
to add it to the number X without control bases, i.e.

X correct = X + X
′ = (x1, x2, . . . , xn, 0, 0) =

(
x

′
1, x

′
2, . . . , x

′
n, 0, 0

)
(6)

Thus, in RNS it is possible to quickly fix the error [14].

2.3 Finite Ring Neural Network

The finite ring neural network [15] (FRNN) combines the properties of a biological
neuron and RNS [16]. In fact, if we imagine that the number of synapses is equal to
the number of bases in RNS, then the representation of RNS in neural networks is
natural. The self-correcting properties of RNS, or rather the fault tolerance of RNS,
are also common with neural networks, due to the multiplicity of inputs and outputs
of individual neurons. FRNN got its name from the fact that RNS has arithmetic with
finite computing structures, rings, which are used in the implementation of modular
operations.

The FRNNarchitecture is a three-level hierarchy: parametermapping; bit calculation
display; displaying the operation of a finite ring. Variable arithmetic is modular addition
and multiplication, as well as combinations of these operations (obtaining the remainder
from division is an exception and is usually performed on the input layer).

Thus, FRNN is a typical artificial neural network built on RNSwith the possibility of
repetition (closing the neuron to itself) until the desired result is obtained. Such a model
is quite efficient and allows implementing almost any operation in RNS on FRNN with
subsequent construction of a neurocomputer.

In our work, with the help of FRNN, we implement 3 operations: error checking,
extension of the module base, and error correction.
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3 Results

The developed model has 4 connected blocks. Input block. Error Detection Block. Error
correction block and output block (see, Fig. 1).

FRNN is implemented on three blocks - input, control, and error correction. Let us
look at each of these blocks. The input block is a virtual block necessary for the general
representation of the model, in fact, in a real device, the input numbers are already
received in the RNS, as in the entire system. The input receives information in the usual
positional representation and the WNS-RNS translation is performed (see, Fig. 2).

Fig. 1. Model Fig. 2. WNS-RNS Number Translation
Unit

After that, the obtained values are transmitted further to the error control and cor-
rection unit. The error control unit (see, Fig. 3 (a)) performs the zeroing. The output
is signaled, “0” - no error “1” - error present. If there is no error, then the information
is transmitted further, otherwise the error correction block starts its work (see, Fig. 3
(b)). Error correction works according to the method presented in Sect. 2.2. The base
extension method was presented in [17]. The corrected number is sent to the output.

Thus, the general model has the following form (see, Fig. 4). Where highlighted -
1) error control block; 2) error correction block.
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a b

Fig. 3. Blocks of control and error correction

Fig. 4. Error correction device model in RNS-FRNN

4 Discussion

The developed device model allows you to effectively control and correct errors in the
information presented in theRNS. In this paper, we use the result presented earlier in [17]
and demonstrate a method for expanding the base of the number of RNS using FRNN.
It increased the efficiency of the operation. In addition, it is also worth noting that, in
general, workingwith FRNN is possible thanks to suchworks as [18–20],which reflected
the construction of neural networks with RNS. This model differs from typical works
related to the syndrome method by the method of error detection, nulling, and by the
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base extension method, since the computationally complex RNS-WNS-RNS translation
is usually used.

5 Conclusion

In this work, we have developed a model of the RNS-FRNN error correction device. An
analysis of existingwork on correcting errors in the field of ITwas carried out. It has been
established that the problem of error correction is present in various fields of science
where IT is applied, such as DNA reading. RNS is also used for error correction due
to its self-correcting properties, which is why RNS is gaining popularity in this matter.
The developed model implies the use of such techniques in RNS as zeroing, number
base expansion in RNS and the syndrome method, these techniques are implemented in
FRNN. The developed model will effectively process the information presented in the
RNS to find errors, the model can be integrated into cloud technologies that use RNS.
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Abstract. Today, the use of artificial intelligence technologies is becoming more
and more popular. Scientific and technological progress contributes to increasing
the power of hardware, as well as obtaining effective methods for implementing
methods such as machine learning, neural networks, and deep learning. This cre-
ated the possibility of creating effectivemethods for recognizing images and video
data, which is what computer vision is. At the time of 2022, a huge number of
methods, technologies, and techniques for using computer vision were received,
in this paper a study was conducted on the use of computer vision in 2022. Results
were obtained on the decrease in the popularity of computer vision in the sci-
entific community, its introduction into industry, medicine, zoology and human
social life, the most popular method of computer vision is the ResNet neural
network model.

Keywords: Computer Vision · Artificial intelligence · Convolutional Neural
Networks · ResNet · OpenCV · YOLO

1 Introduction

Computer vision (CV) is afield ofArtificial Intelligence (AI), includingmachine learning
(ML) [1]. CV refers to many different systems, such as automated process control,
video surveillance, information organization, object or environment modeling, human-
machine interaction, augmented reality, etc. [2]. Every year this list is updated with new
systems. In addition, the scope of CV application is also expanding, such as one of the
most popular areas - medicine (detection of oncology). Even though, in fact, the history
of the application of computer vision begins in the 1970s, CV is considered a new area of
research. Various factors contribute to its development. Themain one is the scientific and
technological progress that has made it possible to create high-performance processors
and store huge amounts of information, which is an important factor for processing data
such as images. Also, development factors are advances in related areas - AI, ML, and
neural networks - new methods to increase the speed and accuracy of data processing
allow the development of effective CV methods.
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The purpose of this work is to conduct a study of the current state of CV, the effective-
ness and applicability of its methods. We will explore the application of CV in various
areas that are not directly related to IT, which will allow us to consider CV methods in
more detail.

CV is a technology that obtains information from images or video data. Video data
can be obtained in various ways: video sequence, image frames, or 3D object models.
Also associated with CV are artificial intelligence methods such as pattern recognition
and learning methods. In other words, CV interacts closely with image processing and
machine vision, and uses signal processing. Thus,CV is a broad area of scientific interests
related to various areas of IT sciences, as well as others, such as biology, medicine, etc.

The work consists of the following: in Sect. 2, research is carried out on scientific
papers that are devoted to CV technology at the time of mid-2022; Sect. 3 provides a
classification of the models considered in the study; Sect. 4 provides a reasoning on the
received studies, as well as the obtained statistics on the relevance of CV technology, as
well as interest in certain CV solutions; Sect. 5 presents the conclusions obtained in the
course of this work.

2 Materials and Methods

This section will present the works that were selected for analysis. A feature of this study
is that the works were selected from various areas of scientific interest and for various
applied problems.

Obviously, the main application of CV is image processing. CV methods can help
where processing of large amounts of images and video data is needed. For example,
Yujie Lei et al. in their work [3] conduct a study on the use of CV to detect the primate
species Slow Loris. The need for effective methods of detection and recognition is
since this species is endangered, and the timely detection of primates will increase the
protection of this species from extinction. In this work, a dataset of more than 50 TB
in size is used, which contains video data on the activity of the studied primates from
April 2017 to June 2018. This dataset is used for training and validating CV. It contains
both images of single individuals and groups. In addition, this paper uses the YOLO
framework developed by Redmon et al. to solve the problem of deep detection speed,
which gave a new detection method [4]. In this work, the YOLOv5 version [5] is used.
In general, the framework is a multilayer convolutional neural network [6] for image
recognition.

Consider the initial stages of YOLOv5 work:

1. Filling data - before the convolution operation, the boundaries of the original matrix
are filled with indents. Some values are padded at the matrix boundary to increase
the size of the matrix, usually 0 is chosen.

2. The step of the convolution is as follows, moving the kernel from the upper left
corner diagonally, one step, one row-column. Thus, the number of rows and columns
in each slide is called a pitch. To avoid loss of information during the reconciliation,
data padding is applied, while the size of the work step is set in such a way that the
compression of part of the information has the effect of reducing the information at
the input.
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3. Establishing a relationship between the number of channels and filters: The number
of output layers of a channel is only related to the number of channels in the current
filter.

YOLOv5 applies 2D image convolution. That is, the output image is obtained by the
formula:

σ =
⌊
n+ 2p− k

s

⌋
+ 1

where k – original image size (k × k), n – output image size, s is the step size, p – size
of the convolution kernel. The general block diagram of YOLOv5 is used in the work
(Fig. 1):

Fig. 1. General scheme of YOLOv5

According to the authors, their model built based on the YOLOv5 framework has
high accuracy (about 95%) and a small model size (16.4 MB). That allows you to take
this development for image processing and recognition of dynamic objects (such as
primates). Consider other CV models.

During the CoronaVirus Disease 2019 (COVID-19) pandemic [7], a lot of research
and development was carried out around the world using new IT CVs, and Fabricio
Crespo et al. in their work [8] conducted a study of CV as a model for identifying
medical mask on the face. This study plays an important role because Proper wearing
of masks has become a problem in most countries affected by the COVID-19 pandemic.
The main problem, according to the authors, is the incorrect wearing of masks, which
is a difficult task to detect. In their paper, the authors propose a solution by exploring
multiple datasets and CVmethods. The authors use various datasets for their model, such
as: Winder face [9], Face Mask Label Dataset (FMLD) [10], and MAFA [11]. Winder
face differs from the others in that it does not feature masked faces.

In this paper, the authors build a CV model by detecting and classifying faces.
For detection, RetinaFace [12] is used - a deep learning model for CV, which is a
single-shot multi-level face localization in images, i.e., this is a face detection technique
using an end-to-end detector. RetinaFace can perform several face detections tasks: face
detection; two-dimensional alignment of the face; building a three-dimensional model
of the face. RetinaFace is based on the ResNet architecture [13] using a Fully Pyramidal
Network (FPN) to obtain a detailed image function. Classification occurs at the expense
of ResNetSt. ResNetSt is a modification of ResNet by introducing a feature map with
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multi-threaded access to improve the quality of recognition. In addition, ResNetSt has
distributed computing units divided into function groups. This modification has better
transfer learning results [14]. The authors use Stochastic Gradient Descent (SGD) as an
optimizer [15]. The results of the study showed that the use of ResNetSt in conjunction
with SGD makes it possible to recognize a mask on a face with an accuracy of more
than 96%.

Consider a library for working with CV. Google engineers have developed a new
computer vision library called SCENIC [16]. SCENIC is an open-source all-in-one
library that allows you to process various inputs in a pipelinedway and distribute training
according to the methods of interest to the user, for example, such as ViT [17], DETR
[18], CLIP [19], MLP mixer. [20], T5 [21], and BERT [22].

According to the authors, SCENIC is already being used by Google, in such projects
as ViViT [23], OmniNet [24] and others, studies on the scaling behavior [25] and
efficiency [26] of various models.

The library also offers project management, i.e. certain model settings can be dis-
tributed over several projects or control several models at the same time. The library is
implemented within the Python programming language. If we consider the content of
the library, then it offers various ML methods for use in CV, in addition, some of the
solutions used in this library are used for processing text information, which can also be
applied in CV for text recognition on images or video data.

In the work of Jue Su et al. [27], studies are carried out on the study of the physico-
mechanical properties of flexible biomass particles using CV. The authors are modern-
izing the Particle Size Distribution (PSD) method [28] by applying CV to increase the
efficiency and speed of material processing, since the traditional method is too time
consuming. For their research, the authors use: a special stand for attaching the material
and a camera. Further, the resulting image is processed using the CV module included
in the Matlab software product [29]. In general, the method proposed by the authors
makes it possible to establish with a certain accuracy the particle sizes and their main
characteristics based on images using CV.

Stéfano Frizzo Stefenon et al. [30] classify insulators using a neural network based
on CV. CV is used in this work to detect contamination on insulators. The model itself
is based on solutions such as Keras and TensorFlow for Python. CV in this work is used
from the OpenCV library [31]. Thus, the authors developed a deep learning CNN for
CV application. Based on the obtained CV data, the neural network classifies the images
of insulators according to the degree of contamination. According to the authors, their
model has an accuracy of about 97.50%

We also consider the work of David A. Wood et al. [32], which is devoted to deep
learning for labeling head MRI datasets for computer vision applications. In their work,
the authors raise the issue of preparing datasets for CV deep learning, since manual
preparation takes a lot of time. The authors substantiate the work carried out by the
successful results in compiling datasets of computed tomography of the head using the
natural language processing method, which made it possible to obtain data with satis-
factory accuracy. The authors use a modification of BERT, which is specially designed
for medical research - BioBERT [33]. The authors also modified it by adding a custom
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module for processingmedical reports. Thus, the authors built a neural network that clas-
sifies neuro-medical MRI reports of the head and puts binary labels (normal/abnormal)
using CV on the MRI result.

3 Results

During the study, various methods for applying CV to certain libraries and models were
considered. Thus, it is possible to classify methods (see, Table 1).

Table 1. Classification of methods

No Library Open-source Language Methods CPU GPU Narrow
focus

1 YOLO + Python RCNN, fast
RCNN and
faster RCNN,
Deep SORT

+ + Object
recognition

2 RetinaFace + Python Deepface[],
arcface[],

+ + Face
recognition

3 ResNet + Python CNN + + Object
recognition

4 OpenCV + C++ Deep NN
(DNN),

+ + Library for
CV

5 Mathlab
CV

- C/C++ SURF,
Viola–Jones,
HOG, KLT

+ + CV

6 BERT + Python Transformer
(machine
learning model)

+ - Natural
language
processing,
learning CV
models

7 BioBERT + Python Transformer
(machine
learning model)

+ - biomedical
BERT

8 ViT + Python Token-to-Token
ViT [], CaiT []

+ - CV

9 OmniNet + Python VQA, HMDB,
Captioning,
PENN

+ + Multi-modal
multi-task
learning

(continued)
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Table 1. (continued)

No Library Open-source Language Methods CPU GPU Narrow
focus

10 SCRENIC + Python OmniNet, ViT,
CLIP, DETR,
BERT, etc

+ + Library for
CV

11 CLIP + Python CNN + + NN training
for CV
(video and
text)

12 DETR + Python CNN + + CV

Thus, by analyzing the table, we can include the following. Most of the studied
methods, models, libraries use the python programming language. This is due to the
presenceof a rich toolkit, the language it has forworkingwithAI results.Also,most open-
source projects other than CV is a Matlab module. Exceptional models have different
features in the CV. Network training, data sets, neural networks for CV work, as well as
ready-made libraries. Such a rich open-source toolkit for 2022 allows you to both conduct
research using CV and introduce new technologies, methodologies and prototypes based
on CV.

Discovered cases of discovery of the most popular publications found in ResNet.
ResNet is a neural network used for infection. The network coverage gained the great-
est popularity due to simple and high consumption, which entails many extensions
(up to 100). It can also be associated with oncological diseases, for example, with the
development of malignant neoplasms of the skin.

4 Discussion

Thus, in this work, a study was conducted of scientific publications on the topic of
CV published in 2022. Those papers were selected that presented practical research and
results and were also published in leading scientific journals. If we consider the direction
of publications in 2022, then many publications were associated with the introduction
of CV in production, agriculture, etc. (see examples [34–36]).

This situation allows us to say that CV is not a hard-to-reach theoretical innovation
in the sciences of artificial intelligence, but a proven technology that is used in everyday
life, and interest in it does not subside. Consider a chart that displays the number of
publications by the keyword “computer visionmethods”. Statistics obtainedusinggoogle
scholar is shown in Fig. 2.
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Fig. 2. Statistics on the number of publications on the topic “computer vision methods”: a) over
the past 15 years b) in the 20th and 21st centuries

Analyzing the illustration (Fig. 2), as already mentioned in Sect. 1, CV began its
development in the 70s of the last centuries, thus analyzing the number of publications
for 30 years of the end of the 20th century and 22 years of the 21st century, interest in
CV increased significantly, namely 1.733 times. The statistics were also obtained for the
last 15 years. Analyzing it, you can see that the peak of interest in CV falls on 2018, this
is explained by the fact that in the mid-2010s, the popularity of AI technologies arose,
both in the scientific community and among society as a whole, and active development
of equipment for working with it began., so it became popular to conduct research on
the GPU instead of the CPU (in the works presented in the study, the vast majority of
simulations were carried out on the GPU), but since 2018, interest has declined and
continues to fall. This may be since the main directions for use were determined for CV,
and the main methods of application were found. During the study, it was found that,
depending on the application, certain CVmodels are used, such asOpenCV,ResNet, etc.,
investigator, now most research is not aimed at developing fundamental approaches, but
at creating applied solutions, which fair for proven technologies that are being introduced
into human activities.

We will also consider such statistics on the methods and technologies considered in
this paper (Fig. 3).

Analyzing the obtained statistics, we can draw the following conclusions. Over the
past 15 years, the largest number of publications have solutions based on Matlab CV.
This is sinceMatlabwas one of the first to introduce the CVmodule into its mathematical
apparatus, given the ease of handling and distribution (most large research centers have
licenses for this software) Matlab in this area. However, if you look at the illustration
Fig. 3 b), you can see that the popularity of Matlab has declined, while open-source
projects, on the contrary, have begun to grow. This is due to the availability of solutions
and the development of the use of Python as an AI tool, as well as technological progress
(it has become possible to process data on the GPU), so the ResNet mentioned in Sect. 3
for 2022 is the most popular due to its ease of use and implementation. ResNet is usually
chosen by research groups whose main activity is not related to the IT field because of
the ease of setting up and implementing CVmodels. However, representatives of narrow
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Fig. 3. Statistics on the number of publications on the topic “computer vision methods”: a) for
the last 15 years b) for 2022

technical fields, such as electrical engineering, bioengineering, etc. refer to traditional
Matlab.

In this paper, a study was conducted of the place occupied by CV in the scientific
community in 2022. Despite the decline in popularity of this technology, it has proven
itself enough for use in various fields. However, it is worth asking a question. What
further development of CV is possible?

Recently, more and more publications have appeared on the topic of using CV for
cryptography.CVas an application for cryptography is a poorly developed area, however,
there are already several publications on this topic, for example, work [37], in which
CV is used for so-called visual cryptographic schemes. This paper proposes the use of
CV to build a secret sharing scheme based on some image. Thus, the application of CV
in cryptography is the development of shorthand using AI. This direction is promising
due to the constant development of security methods, so in the future we will conduct a
deeper study of this direction.

5 Conclusion

In this work, a study was made of the state of CV technology at the time of 2022, as well
as its methods and related technologies. It was found that this technology is currently
relevant and in demand, despite the decline in popularity. A study of publications on
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various topics and areas was conducted: medicine, zoology, electric power industry, etc.
During the study, it was found that CV is being successfully implemented in various
scientific fields, for example, for monitoring animals, controlling the wearing of medical
masks, analyzing the results of medical research, as well as monitoring the state of
electrical devices.

The results of the analysis of the used libraries of CV methods were also obtained.
Such libraries allow you to effectively build various models and projects related to CV,
introduce their management, configuration, and synchronization.

Thus, based on the study, we can say that CV technology for 2022 is being suc-
cessfully introduced into industry, as well as into human life and activity. In 2022, the
most popular CV method is ResNet, but its effectiveness is the subject of debate, which
requires more research.
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Abstract. The paper considers bidirectional associative memory, which is one
of the known neural network paradigms. To simplify the implementation of the
calculation of this paradigm, a discrete mathematical model of its functioning is
proposed.Reducing the complexity is achievedby switching to integer calculations
because Integer multiplication is several times simpler than real multiplication.
The known neural network of bidirectional associative memory neural network
was comparedwith the proposed one. The simulationwas carried out in theVHDL
language. For comparative evaluation, Spartan3E, Spartan6 and XC9500 chips
were used. In the experimental part, it was shown that the hardware costs for
the implementation of the neural network of bidirectional associative memory
have decreased by more than 3 times compared to the known one. The proposed
discrete model of BAM functioning does not narrow the scope of its application
in comparison with the known model and can be used to build memory devices
and restore distorted or noisy information.

Keywords: neural networks · bidirectional associative memory · discrete
mathematical model · math modeling · artificial intelligence

1 Introduction

Bidirectional associative memory (BAM) was proposed by Kosko [1]. A distinctive
feature is that a bidirectional neural network with associative memory generalizes a
single-layer auto-associative Hebb correlator to a two-layer heteroassociative scheme
with pattern matching [2]. Research is currently underway in this area. In [3], the issue
of state estimation for a class of neural networks of bidirectional associative memory is
considered. The BAM model is considered with mixed delays, which includes a con-
stant delay in terms of leakage, a time-varying discrete delay, and a constant distributed
delay. The paper [4] considers a class of simplified BAMs with multiple delays. By
analyzing the associated characteristic transcendental equation, their linear stability is
investigated and the Hopf bifurcation is demonstrated. Applying the Nyquist criterion,
the length of the delay is estimated, which keeps the zero equilibrium stable. The article
[5] considers the global asymptotic stability of equilibrium for neural networks of con-
tinuous BAM of neutral type using the Lyapunov method. Article [6] proposes a discrete
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model of the Hamming neural network, making it possible to simplify the implementa-
tion of computations significantly. In [7], the synchronization problem for fuzzy (BAM)
neural networks with different time delays is formulated and investigated. Sufficient
conditions are given that guarantee the global asymptotic stability of a dynamical error
system using the Lyapunov–Krasovskii functional method and linear matrix inequality.
In [8], the problem of the global dissipativity of high-order Hopfield bidirectional asso-
ciative memory neural networks with time-varying coefficients and distributed delays
are discussed.

The BAM neural network considered in the work is heteroassociative. The network
generates an output vector, which is associated with the input, when a random vector is
received at the input of the network. Both input and output vectors are integers, and data
processing by the neural network is carried out using real data [9, 10]. Moreover, the
process of data processing by the network is iterative. Therefore, the implementation of
the network under consideration is a complex task that requires significant resources. By
transforming a continuousmodel of data neuroprocessing into a discrete one, it is possible
to reduce the complexity of the implementation of the network under consideration, since
themain neural network operations,multiplication and addition, are simpler over discrete
data compared to real ones [11]. The aim of the work is to simplify the implementation of
the BAMneural network by developing a discretemathematicalmodel of its functioning.

This work is structured as follows. In Sect. 2, a mathematical model of BAM func-
tioning is presented. Section 3 presents an experimental simulation of a discrete neural
network of bidirectional associative memory.

2 Discrete Mathematical Model of a Bidirectional Associative
Memory

In this section, a heteroassociative neural network BAM will be considered, where the
network forms an output vector associated with the input when an arbitrary vector is
received at the input of the network. Figure 1 shows the basic BAM configuration. The
input vector A is processed by the weight matrixW of the network, resulting in a neuron
output vector B. The vector B is then processed by the transposed weight matrix W ′ of
the network, which produces new output signals representing the new input vector A.
The process is repeated until the network reaches a stable state in which vector A and
vector B do not change [12]. Note that neurons in layers 1 and 2 function as in other
paradigms, calculating the sum of the weighted inputs and calculating the value of the
activation function F from it.

This process can be expressed as follows:

bi = F(
∑

j
ajwij) (1)

or in vector form:

B = F(AW ) (2)

where B is the vector of output signals of neurons in layer 2, A is the vector of output
signals of neurons in layer 1,W is the matrix of weights of connections between layers
1 and 2, F is the activation function.
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Fig. 1. Structure of the bidirectional associative memory

Likewise, A = F(BWT ) where WT is the transposition of the matrix W . The zero
layer does not perform calculations and has nomemory; it is only a means of distributing
the layer 2 outputs to the elements of the WT matrix.

Long-term memory (or associations) is implemented in weight arrays W and WT .
Each image consists of two vectors: vector A, which is the output of layer 1, and vector
B, the associated image, which is the output of layer 2. To restore the associated image,
vector A or part of it is briefly set at the outputs of layer 1. Then vector A is removed, and
the network is brought to a stable state, producing the associated vector B at the output
of layer 2. Next, the vector B acts through the transposed matrix WT , reproducing the
impact of the original input vector A at the output of layer 1. Each such cycle causes the
output vectors of layers 1 and 2 to be refined until the point of stability in the networkwill
not be reached. This point can be defined as resonant, as the vector is passed back and
forth between the layers of the network, always processing the current output signals,
but not changing them anymore. The state of neurons is a short-term memory since it
can change rapidly when another input vector appears. The values of the coefficients of
the weight matrix form a long-term memory and can only change over a longer time.

The network operates in the direction of minimizing the Lyapunov energy function
[13]. Therefore, each cycle modifies the system towards an energy minimum, the loca-
tion of which is determined by the values of the weights. This process can be visually
represented in the form of a directed movement of the ball along a rubber band stretched
out over the table, and each remembered image corresponds to a point “pressed” in the
direction of the table surface. Figure 2 illustrates this analogy, it shows one stored image.

This process generates a minimum of gravitational energy at each point correspond-
ing to the stored image, with a corresponding curvature of the attraction field towards
this point. A freely moving ball enters the field of attraction and as a result will move
towards the energy minimum, where it will stop.
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Fig. 2. Functioning of the bidirectional associative memory neural network

BAM can generalize. For example, if an incomplete or partially distorted vector is
fed as A, the network tends to produce a stored vector B, which in turn seeks to correct
errors in A. This may take several passes, but the network converges to reproduce the
nearest stored image.

Feedback systems can tend to oscillate; this means that they can go from state to state
without ever reaching stability. It is proved that all BAMs is unconditionally stable for
any values of the network weights. This important property arises from the transposition
relationship between the two weight matrices and means that any set of associations can
be used without the risk of instability.

Typically, the network is trained to recognizemultiple patterns. Training is performed
using a training set consisting of pairs of vectors A and B. The learning process is
implemented in the form of calculations; this means that the weight matrix is calculated
as the sum of the products of all vector pairs in the training set. We write in symbolic
form

W =
∑

i

AT
i Bi (3)

Assume that all stored images are binary vectors. This constraint becomes less strin-
gent if we remember that the entire contents of the university’s library can be encoded
into one very long binary vector. It is shown that higher productivity is achieved when
using bipolar vectors. In this case, a vector component greater than 0 becomes +1, and
a component less than or equal to 0 becomes −1. This is provided by the sign activation
function (Fig. 3).

The network is trained by tuning the input signal, using themodel of learning neurons
according to the Winner Take All (WTA) principle [14]. That is, in one iteration, the
state of only one neuron changes, which is selected based on two conditions:

1. The output value sg of this neuron is greater in absolute value than the values of the
other neurons of the network

∣∣sg
∣∣ > |si|, for i = 0... n − 1, i �= g (4)
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Fig. 3. Sign activation function

where g is the number of neurons that changes the state.
2. The state and output value of this neuron has different signs

sg · ag < 0 (5)

The functioning of the proposed network, in contrast to the previously discussed
one, is as follows:

1. An unknown signal is applied to the network inputs.
2. The new state of neurons B of layer 2 is calculated (2).
3. In the loop for all neurons of layer B, , a neuron is selected based on conditions (4,5).
4. The state of the selected k-th neuron will change.

bk = −bk (6)

5. The new state of neurons A of layer 1 (3) is calculated.
6. In a cycle for all neurons, a neuron is selected based on conditions (4,5).
7. The state of the selected g-th neuron will change

ag = −ag (7)

8. If the state of the network has not changed, then the end, otherwise go to step 2.

3 Experimental Modeling of a Discrete Neural Network
of Bidirectional Associative Memory

Consider an example of the functioning of a discrete BAM neural network. Let’s assume
that it is required to train the network to memorize three pairs of binary vectors, and the
vectors Ai have the same dimension as the vectors Bi. It should be noted that this is not a
necessary condition for the algorithm to work; Associations can also be formed between
vectors of different dimensions (Table 1).
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Table 1. Initial data of functioning of discrete neural network BAM

Source vector Associated vector

A1 = (0, 0, 0, 0), A’1 = (−1, −1, −1, −1) B1 = (0, 0), B’1 = (−1, −1)

A2 = (0, 1, 0, 1), A’2 = (−1, 1, −1, 1) B2 = (0, 1), B’2 = (−1, 1)

A3 = (1, 0, 1, 0), A’3 = (1, −1, 1, −1) B3 = (1, 0), B’3 = (1, −1)

A4 = (1, 1, 1, 1), A’4 = (1, 1, 1, 1) B4 = (1, 1), B’4 = (1, 1)

Using formula (3), we find the matrix of weight coefficients W:

W =
4∑

i=1

A
′T
i B′

i =

⎛

⎜⎜⎝

1 1
1 1
1 1
1 1

⎞

⎟⎟⎠ +

⎛

⎜⎜⎝

1 −1
−1 1
1 −1
−1 1

⎞

⎟⎟⎠ +

⎛

⎜⎜⎝

1 −1
−1 1
1 −1
−1 1

⎞

⎟⎟⎠ +

⎛

⎜⎜⎝

1 1
1 1
1 1
1 1

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

4 0
0 4
4 0
0 4

⎞

⎟⎟⎠;

(8)

WT=
(
4 0 4
0 4 0

0
4

)
. (9)

Iteration 1.
Let the network be simulated by the input vectorA(0) = (1, 1, 1, 0) andB(0) = (1, 1)

or A(0)′ = (1, 1, 1,−1), B(0)′ = (1, 1), , where the superscript (0) denotes iteration zero.
In further consideration, we will omit

′
.

Compute

B(1) == A(0) · W =

⎛

⎜⎜⎝

1
1
1

−1

⎞

⎟⎟⎠ ·

⎛

⎜⎜⎝

4 0
0 4
4 0
0 4

⎞

⎟⎟⎠ = (
8 0

)
(10)

the state of layer B neurons does not change.

A(1) == B(1) · WT =
(
1
1

)
·
(
4 0 4
0 4 0

0
4

)
=

(
4 4 4 4

)
(11)

Since A(0) = (1, 1, 1,−1), then the 3rd bit satisfies the condition (4, 5), then taking
into account (6) A(1) = (1, 1, 1, 1).

Iteration 2.

B(2) == A(1) · W =

⎛

⎜⎜⎝

1
1
1
1

⎞

⎟⎟⎠ ·

⎛

⎜⎜⎝

4 0
0 4
4 0
0 4

⎞

⎟⎟⎠ = (
4 4

)
, (12)

A(2) == B(1) · WT =
(
1
1

)
·
(
4 0 4
0 4 0

0
4

)
=

(
4 4 4 4

)
. (13)
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Therefore, A(2) = A(1) = (1, 1, 1, 1).
The network condition has recurred, which is a sign that the network has stopped

functioning. Thus, the state of the network has stabilized in the fourth pair of vectors.
A comparative assessment of the consumed resources of the known and discrete

BAM neural network, consisting of 8 neurons (4 neurons each in the first and second
layers), was carried out based on modeling the firmware for FPGA microcircuits in
the VHDL language. Were used for this Spartan3E, Spartan6 and XC9500 chips. The
simulation results are summarized in Table 2.

Table 2. Hardware resources (number of logical elements) spent on designing the known and
discrete BAM neural network

FPGA chip The known neural network of BAM [1] Discrete neural network of BAM

Spartan3E 5721 1549

Spartan6 5547 1495

XC9500 14777 3889

The simulation performed shows that the complexity of implementing neural com-
putations for BAM using a discrete network has decreased by more than 3 times
[15].

4 Conclusion

To simplify the implementation of neural computing of one of the known BAM
paradigms, a discrete model of its functioning is proposed. The simulation of the pro-
posed network in the VHDL language made it possible to conduct a comparative assess-
ment of the known BAM neural network with the proposed one. The data obtained
indicate that the hardware costs for the implementation of the BAM discrete neural net-
work have decreased by more than 3 times compared to the known one. The proposed
method is applicable for building memory devices and recovering distorted or noisy
information.
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Abstract. Digital signal processing requires the calculation of large data volume.
To increase the speed of data processing, a Residue Number System is used. This
number system provides performing calculations in parallel, reducing time costs.
In practice, moduli of the Residue Number System of a special form (2k , 2k −
1, 2k + 1) are most often used. The article proposes a method for calculating
modulo 2k + 1 using the Diminished-one coding technique and developed the
Inverted End-Around Carry TruncatedMultiply-Accumulate unit (IEAC-TMAC).
This approach increases the number of moduli, affecting a decrease in the capacity
of the moduli and the delay. Hardware modeling showes that, compared with the
existing varieties of TMAC blocks, the proposed block demonstrates worse results
in terms of hardware costs by 27–231%, depending on the block being compared.
However, using two blocks of 2 times less bit width of the form (2k − 1, 2k + 1)
provides reducing the occupied area of a device in comparison with the modulo
(22k−1) by 24–48% times and decreasing the execution speed by 1.20–1.24 times.
A promising direction for further researchwill be the development of digital signal
processing devices with moduli of a special type (2k , 2k − 1, 2k + 1).

Keywords: Residue number system · diminished-one · hardware
implementation · digital signal processing · field-programmable gate array

1 Introduction

Digital filtering solvesmost practical problems in various fields of science: denoising [1],
equalization [2], interpolation [3], and many others. The amount of information passing
through digital filters is constantly growing, and therefore it is necessary to increase the
performance of digital signal processing (DSP) devices.

The low performance of DSP devices is an urgent problem today. Scientists are con-
ducting research to find an increase in the performance of digital devices [4, 5]. One way
to solve this problem is to use modular arithmetic, such as the Residue Number Sys-
tem (RNS). This number system allows you to perform calculations in parallel, which
allows you to increase the speed of calculation by dividing into moduli, reducing the
bit depth on each channel of calculation [6]. However, the disadvantages of this num-
ber system are the complexity of performing division operations, comparing numbers,
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determining the sign, etc. To solve these problems, it is necessary to perform the reverse
conversion to the positional number system (PNS), which increases the hardware and
time costs for the implementation of the device. To reduce the influence of this draw-
back, RNS moduli of special type are used: 2k , 2k − 1, 2k + 1. This article considers a
multiplication-accumulate method for a modulo 2k + 1 using high-performance adders.

The rest of the paper is organized as follows. Section 2 will reflect the methods
that are used for the other two RNS moduli (2k and 2k − 1) and the proposed method
for the module (2k + 1). This Section is divided into 4 subsections: Background on
Residue Number System; Coding in Diminished-one for modulo 2k + 1 representation;
State of the art Truncated Multiply-Accumulate units; Proposed modulo 2k + 1 TMAC
architecture. Section 3 provides hardware modeling of the proposed architecture and
comparison with existing ones; the simulation results. Section 4 concludes the results
obtained.

2 Preliminaries

2.1 Background on Residue Number System

The Residue Number System is a non-positional value system. This means that calcu-
lations in this system do not depend on the position of the digit of the number, as, for
example, in the Roman number system. Numbers in RNS are represented by a set of
remainders after dividing by the bases of the system, called the moduli of the system.
Calculations in modular arithmetic occur for each modulus in parallel, that is, inde-
pendently of each other. For example, calculations in RNS are performed according to
formula (1):

X ∗ Y = (x1 ∗ y1, x2 ∗ y2, . . . , xn ∗ yn), (1)

where * denotes arithmetic operations: addition (+), subtraction (-), or multiplication
(·). Each RNS modulus is pairwise coprime with other moduli, i.e., condition is met:
Greatest Common Divisor (GCD) (mi,mj) = 1, for all i �= j.

To perform the reverse conversion from RNS to PNS, methods such as Chinese
Remainder Theorem (CRT) [7], Chinese Remainder Theorem with Fractional Values
(CRTf) [8], Mixed-Radix Conversion (MRC) [9] are used.

2.2 Coding in Diminished-One for Modulo 2k + 1 Representation

The complexity of a modulo 2k + 1 arithmetic unit is determined by the representation
chosen for the input operands. There are several representations, such as representations
in Diminished-one (D-1) [10] and signed-LSB representations [11]. In this work, the
D-1 coding method will be used.

Let x′ be the number represented in D-1. To convert a number to D-1, you need to
perform the conversion presented under formula (2):

x′ = |x − 1|2k+1 (2)



Modulo 2k + 1 Truncated Multiply-Accumulate Unit 345

for x ∈ [1, 2k ]. Hence it follows that x′ ∈ [0, 2k − 1]. Since modulo 2k + 1 occupies
(k + 1)-bits, occupies k-bits by discarding zero in the computations and adding a zero-
definition bit. The full representation of the number in D-1 is represented by formula
(3)

X ′ = x′
k

︸︷︷︸

1 bit

x′
︸︷︷︸

k−bit

, (3)

where x′ = (x′
k−1x

′
k−2 . . . x

′
1x

′
0), and x

′
k is the bit to determine the sign of the number.

If the number is x ∈ [1, 2k ], then this bit is equal to ‘0’. For x = 0, the sign bit will
equal ‘1’. An example of representation in D-1 in binary number system at is shown in
Table 1.

Table 1. Correspondence between decimal, binary and Diminished-1 representations

Decimal Binary Diminished-one

0 0000 1

1 0001 2

2 0010 3

3 0011 4

4 0100 5

5 0101 6

6 0110 7

7 0111 8

8 1000 0

The results of addition and multiplication in D-1 are represented by formulas (4) and
(5):

|x + y|2k+1 = ∣

∣x′ + y′ + cout
∣

∣

2k+1 = A′ (4)

|x · y|2k+1 = (x′ · y′ + x′ + y′)2k+1 = P′ (5)

where A′ and P′ are presented in D-1 [12].

2.3 State of the Art Truncated Multiply-Accumulate Units

For calculations on a field-programmable gate array (FPGA) with an RNS modulo 2k

such high-speed adder architectures as Carry-save adder (CSA) [13] and Kogge-Stone
adder (KSA) [14] are used. For modulo 2k − 1 End-Around Carry CSA (EAC-CSA)
and End-Around Carry KSA (EAC-KSA) are used [13].
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To implement digital filters by modulo 2k and 2k −1, modifications of the Multiply-
Accumulate units (MAC) blocks are used, which are called Truncated Multiply-
Accumulate units (TMAC) (Fig. 1) and End-Around Carry Truncated Multiply-
Accumulate units (EAC-TMAC) (Fig. 2) [15]. These blocks consist of a partial product
generator (PPG) and a CSA tree. For each modulus, the special kind of PPG will be
different. For example, for moduli 2k and 2k − 1, the PPGs are shown in Figs. 3 and
4, respectively. 4 numbers are fed to the input of the block: 2 multipliers are multiplied
with each other, which are fed into the PPG, the remaining 2 numbers are summands and
the adder tree is fed immediately. At the output of the block, 2 numbers are displayed,
which are either fed into the next block of the corresponding TMAC, or summed up
using the corresponding KSA adder.

CSA-tree modulo 2k

PPGmod 2k

...k k

k k

k k

k k

k k

x y a b

s c
Fig. 1. TMAC block diagram

2.4 Proposed Modulo 2k + 1 TMAC Architecture

In thiswork, an InvertedEnd-AroundCarryTruncatedMultiply-Accumulate unit (IEAC-
TMAC) was developed for modulo 2k + 1 in D-1. This block performs the product and
addition according to the formula (6):

|x · y + a + b|2k+1 =
{

∣

∣x′ · y′ + x′ + y′ + a′ + b′∣∣
2k+1, if x′

k ∨ y′
k = 0

∣

∣a′ + b′∣∣
2k+1, if x′

k ∨ y′
k = 1

. (6)

The product x′ · y′ is calculated in the generator of partial products modulo 2k + 1
(Fig. 5). High-order carries in PPG that exceed values of k are carried to the least
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EAC-CSA-tree modulo 2k-1

PPGmod 2k-1

...k k

k k

k k

k k

k k

s c

x y a b

Fig. 2. EAC-TMAC block diagram
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Fig. 3. Schematic of the partial product generator for modulo 2k with k = 4
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Fig. 4. Schematic of the partial product generator for modulo 2k − 1 with k = 4
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significant bits and their values are inverted. To avoid an inversion error, the corrective
value cor is supplied, which has the value

cor = 00...00
︸ ︷︷ ︸

k−bit

. (7)

Since the number “0” values are fed into the block, a and b values are fed into the
block equal to:

a′ = 00 . . . 00
︸ ︷︷ ︸

k−bit

and b′ = 11 . . . 11
︸ ︷︷ ︸

k−bit

, (8)

the sum of which gives the value
∣

∣a′ + b′∣∣
2k+1 = 0.

The received values from the PPG are fed into the IEAC-CSA adder tree (Fig. 6).
Unlike other TMAC block diagrams, here you need to take into account the sign of two
numbers:x′ and y′. If the sign of at least one of the two numbers is equal to ‘0’ (Number
“0” in Diminished-one), then the product will be calculated incorrectly. In this regard,
a multiplexer is used to check the sign. After checking the meaning of the characters,
the correct result is displayed, which is subsequently fed either to another IEAC-TMAC
unit or to an IEAC-KSA. The proposed architecture of the IEAC-TMAC block is shown
in Fig. 7.

PPGmod 24+1

' '

0 0
x y' '

1 0
x y' '

2 0
x y' '

3 0
x y

' '

0 1
x y' '

1 1
x y' '
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x y ' '

3 1
x y

' '

0 2
x y' '

1 2
x y ' '

2 2
x y' '

3 2
x y

' '

0 3
x y ' '

3 3
x y ' '

2 3
x y ' '

1 3
x y

1
pp

2
pp

3
pp

4
pp

k0123

Fig. 5. Schematic of the partial product generator for modulo 2k + 1 with k = 4

Fig. 6. IEAC-CSA adder circuit at k = 8



Modulo 2k + 1 Truncated Multiply-Accumulate Unit 349

IEAC-CSA-tree modulo 2k+1

PPGmod 2k+1

...k k

k k

k k

k k

k k k k k

1 0 1 0

k k

corxk' yk' x’ y’ x’ y’ a’ b’

s’ c’

1

Fig. 7. Proposed IEAC-TMAC architecture diagram

3 Hardware Implementation and Results

Hardware modeling was carried out using the VHDL hardware language in the Xilinx
Vivado 2018.2 environment. In this simulation, the bit depths were taken k = 4, 8, 16
for each TMAC block and will take into account the time and hardware costs, as well as
the use of energy resources. The IEAC-TMAC block consists of the forward conversion
to Diminished-one, the proposed IEAC-TMAC architecture, and the reverse conversion
fromDiminished-one.Hardware simulation parameters are shown in Table 2. Simulation
results are presented in Table 3.

Table 2. Hardware simulation parameters on Xilinx Vivado 2018.2

Target board xc7vx485tffg1157-1

bufg 12

Fanout_limit 10000

Max_bram 0

(continued)



350 M. Bergerman et al.

Table 2. (continued)

Max_uram 0

Max_dsp 0

Max_bram_cascade_height 0

Max_uram_cascade_height 0

Synthesis strategy Vivado Synthesis Defaults (2018)

Implementation strategy Vivado Implementation Defaults (2018)

Table 3. Hardware results

k, bits TMAC EAC-TMAC IEAC-TMAC

4 Area, LUT 13 24 43

Delay, ns 6.954 7.740 8.293

Power, W 4.394 6.948 4.857

8 Area, LUT 55 88 120

Delay, ns 8.946 10.284 9.473

Power, W 12.160 17.069 11.185

16 Area, LUT 222 400 507

Delay, ns 12.239 12.431 13.464

Power, W 30.374 45.427 32.203

After analyzing the obtained results, it can be concluded that the proposed IEAC-
TMAC block showed the worst results in terms of hardware and time costs compared
to known blocks, which was quite obvious due to the large amount of addition and
the addition of multiplexers. However, in terms of power consumption, IEAC-TMAC
outperforms EAC-TMAC in the corresponding bits, but is worse than the TMAC block.

The results also show that the use of two moduli of smaller capacity instead of one

larger capacity, where 2k − 1 = (2
k
2 − 1)(2

k
2 + 1), can reduce hardware costs. For

example, for one modulus at k = 8, 88 LUT Slices are needed, and for two moduli

(2
k
2 − 1, 2

k
2 + 1) at k

2 = 4 only 24 + 43 = 67 LUTs. And due to parallel computing,
the latency of one modulus will be greater compared to two moduli, which is defined as
the maximum delay of two moduli. This is also observed at k = 16, where instead of
one modulus with the cost of 400 LUT Slices, two moduli with hardware costs of 88 +
120 = 208 LUTs can be used, which reduces the cost of hardware resources by almost
2 times. In comparison with the delay, the modulus 216 + 1 showed a worse result than
two moduli (28 − 1, 28 + 1).
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4 Conclusion

The article proposed an IEAC-TMAC block for calculating numbers in RNS in D-
1 modulo 2k + 1. The hardware simulation results showed that, compared to known
blocks, the hardware costs of the IEAC-TMAC block showed results worse by 27–79%
compared to EAC-TMAC blocks and worse by 118–231% compared to the TMAC
block. In terms of running time, the IEAC-TMAC block is calculated longer by 10–19%
compared to the TMAC block. Compared to the EAC-TMACblock, in terms of delay for
k = 4 and k = 16 the proposed block showed worse results by 7 and 8%, respectively,
and for the IEAC-TMAC block, it was better by 8%. In terms of power consumption,
the proposed IEAC-TMAC block showed worse results compared to the TMAC block
at k = 4 and k = 16 by 11% and 6%, respectively, and at k = 8 the IEAC-TMAC block
was better by 8%. Compared to the EAC-TMAC block, in terms of energy consumption,
the proposed block showed better results by 29–34%.

The development of the IEAC-TMACblockmakes it possible to increase the number
ofRNSmoduli used, thereby reducing the capacity for eachmodulus,whichwill increase
the speed of calculations and reduce hardware costs. The use of two moduli of smaller

capacity instead of one larger capacity, where 2k − 1 = (2
k
2 − 1)(2

k
2 + 1), can reduce

hardware costs by 24–48% and increase the speed of computing by 1.20–1.24 times.
A promising direction for further research is the development of digital signal pro-

cessing devices using sets of RNS moduli of a special type {2k , 2k − 1, 2k + 1} using
high-performance architectures of TMAC blocks.
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Abstract. Skin cancer is currently one of the most common types of human
cancer. Due to similar morphological manifestations, the diagnosis of malignant
neoplasms is difficult even for experienced dermatologists. Artificial intelligence
technologies can equal and even surpass the capabilities of an oncologist in terms
of the accuracy of visual diagnostics. The available databases of dermoscopic
images and statistical data are highly unbalanced about “benign” cases. When
training neural network algorithms on unbalanced bases, there is a problem of
reducing the accuracy and performance of models due to the prevailing “benign”
cases in the samples. One of the possible ways to solve the problem of unbalanced
learning is to modify the loss function by introducing different weight coefficients
for the recognition classes. The article proposes a neural network system for the
recognition of malignant pigmented skin neoplasms, trained using a modified
cross-entropy loss function. The accuracy of recognition of malignant neoplasms
of the skin in the proposed system was 88.12%. The use of the proposed system
by dermatologists-oncologists as an auxiliary diagnostic method will expand the
possibilities of early detection of skin cancer and minimize the influence of the
human factor.

Keywords: Convolutional Neural Networks · Imbalanced Classification ·
Cost-sensitive Learning · Skin Lesion Analysis · Melanoma · Cancer

1 Introduction

Skin cancer is one of the most common types of cancer in the human body. Although
there are well-characterized risk factors such as ultraviolet radiation (UV) or genetic
predisposition that cause skin cancer, many remain unidentified. In this regard, there
is a problem with the timely diagnosis of malignant neoplasms [1]. The five-year sur-
vival rate for melanoma diagnosed at an early stage is 95%, while the survival rate
for advanced stages is approximately 15% [2]. Dermoscopy is a non-invasive method
for visual diagnosis of pigmented skin lesions used in dermatology [3]. Dermoscopic
images have great potential in the early diagnosis of malignant pigmented neoplasms,
but their interpretation is subjective even for qualified dermatologists [4]. The average
accuracy of recognition of pigmented neoplasms in practicing dermatologists is approxi-
mately 65–75% [5]. The low accuracy of recognition of oncological forms of pigmented
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lesions in visual diagnosis is associated with similar early manifestations of benign and
malignant neoplasms [6]. Therefore, there is currently great interest in the development
of automated computer diagnostic systems that can help dermatologists in the clinical
evaluation of various cases of pigmented skin lesions.

Today, Convolutional Neural Networks (CNN) are the most common tool for image
analysis and classification. CNN has achieved highly accurate results on a variety of
classification problems, but despite the broad outlook, there are some challenges. They
are due to the large size of the networks, reaching millions of parameters, the lack of
reliable balanced training data sets, and problemswith overfitting. To trainmodern neural
network architectures that include millions of parameters, large databases are needed
with data evenly distributed over various categories.

Research has shown that medical databases are generally unbalanced towards classes
with healthy patients, which significantly outnumber the class with cases of sick patients
[7]. At the same time, machine learning algorithms that are used for binary classification
problems assume a uniform distribution of classes. When training on databases with
unbalanced data, the samples are dominated by cases from the majority class, which
reduces the accuracy and performance of the model [8].

Machine learning algorithms assume that false negative and false positive errors in
classification are equal [9]. However, in medical data recognition problems, this assump-
tion can be dangerous [10]. False-negative classification of a pigmented neoplasm may
lead to a later diagnosis of skin cancer and increase the chance of death.

One possible way to deal with data imbalance is to use resampling techniques [11].
These methods are aimed at manually balancing data by using an insufficient amount
of data from a dominant class or an excessive amount of data from a minority class.
Both undersampling and oversampling methods change the data distribution of dif-
ferent classes [12]. Significant disadvantages of these methods are the possibility of
skipping diagnostically significant data during training, as well as an increase in compu-
tational costs. Another way to solve the problem of data imbalance is data augmentation
using traditional affine transformations [13]. But, despite the numerous advantages of
this method, in some cases, simple classical operations are not enough to significantly
improve the accuracy of a neural network or overcome the problem of overfitting [14].

There is a cost-sensitive learning method that takes into account the cost associated
with the false classification of samples [15]. This method is based on the use of cost
matrices that contain class weights. Instead of using artificial balancing of data distribu-
tion during training, matrices contain cost factors associated with incorrect recognition
of different classes [16]. Because the cost of classification errors is taken into account
in machine learning of neural network algorithms [9], cost-based learning methods are
the most optimal for datasets with asymmetric distribution [17].

This paper presents a neural network system for recognizing malignant pigmented
lesions, trained using the cost-sensitive learning method. This method avoids problems
when learning from unbalanced dermoscopic images. The rest of the work is structured
as follows. Section 2 is divided into several subsections. In sub-Sect. 2.1. a description
of the modification of the cross-entropy loss function, which used in training the neural
network recognition system for dermoscopic images, is presented. In sub-Sect. 2.2. The
definition of a neural network system for the classification of pigmented skin lesions
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based on dermoscopic images is proposed. Section 3 presents a practical simulation of
the proposed neural network classification system for pigmented neoplasms, which was
trained using the cost-sensitive learning method. Section 4 discusses the results obtained
and their comparison with known works in the field of neural network classification of
dermoscopic skin images. In conclusion, the results of the work are summed up and
conclusions are drawn.

2 Materials and Methods

Machine learning algorithms aim to minimize errors in the learning process False-
positive and false-negative classification errors are assigned the same value, taking into
account their equal importance. As a result, the neural network system tends to correctly
classify and favor the more frequently occurring classes. In cost-sensitive learning, a
misclassification is subject to a penalty called cost. Cost-sensitive learning aims to mini-
mize the cost of data misclassification by a neural network system. Instead of optimizing
accuracy, the neural network tries to minimize the total cost of misclassification [18].

The paper proposes a neural network system for the recognition of malignant pig-
mented skin neoplasms trained using a modified cross-entropy loss function. The loss
function is modified by introducing various weight coefficients for recognition classes
into the learning process. The modified cross-entropy function will avoid such a prob-
lem with training a neural network system on unbalanced data when the classification
results can be biased towards a larger class. The neural network recognition system for
malignant pigmented neoplasms consists of various pre-trained CNN architectures that
process dermoscopic images. The output signal of the proposed neural network system
for recognizing pigmented skin lesions is the percentage for 2 diagnostic categories.

2.1 Modification of the Cross-Entropy Loss Function Using Weighting
Coefficients

Standard machine learning methods use a loss function L that assigns a value of L = 0
to a correctly recognized dermoscopic image and a value of L = 1 to an incorrectly
recognized dermoscopic image. The procedure for training a neural network model is
aimed at minimizing the total cost or at minimizing the number of erroneous predictions.
Since the training loss function L uses the same misclassification cost for all considered
recognition categories, the neural network system is susceptible to asymmetric data
distribution. This raises a problem when the loss function L is minimized if the neural
network system focuses on the class with the most data and ignores the minority class.
The larger the class imbalance coefficient, the more pronounced the problem becomes.

Currently, the bulk of the available dermatological data is from healthy patients and
benign pigmented lesions. When trained on such dermatological bases, the standard loss
function L is successfully minimized when the neural network system predicts all inputs
as “benign”. In this regard, there is a need to develop special approaches to neural network
learning, taking into account costs. Such approaches involve unequal misclassification
costs between classes, which can be defined as a cost matrix or weighting factors.
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The loss function is used to determine how well the neural network model fits the
data distribution.Using cross-entropy, one can estimate the error between twoprobability
distributions. In the case of binary classification, when the number of k classes is 2, the
cross-entropy loss L(cr) can be calculated as follows:

L(cr) = 1

W

W∑

d=1

[−(pd log(pd
∧

) + (1 − pd ) log(1 − pd
∧

))], (1)

where W is the total number of dermoscopic images in the database; pd is the actual
value of the target class; pd

∧

is the probability of predicting the target class.
In the case of binary classification of dermoscopic images, the class of k can take

the value equal to k = 1 if the pigmented neoplasm belongs to the category “benign”
and the value k = 2 if the pigmented neoplasm belongs to the category “malignant”.
The cost of the costs can be considered as a penalty factor introduced during the training
procedure of the neural network system, aimed at increasing the importance of the class
of “malignant” pigmented neoplasms. By stricter punishment for misclassification in a
given category, the neural network classifier focuses on the dermoscopic images coming
from this distribution. To prevent a bias in the classification of the neural network towards
more common classes, it is necessary to modify the cross-entropy function using class
weights. Class weights are inversely proportional to class frequency and are calculated
as follows:

mk = W

S
W∑
d=1

qdk

, (2)

where S is the number of classes; qnk is an indication that the d image belongs to the k
class.

After adding the class weight, the modified cross-entropy function L′
(cr) can be

represented as follows:

L′
(cr) = 1

W

W∑

d=1

[−(m1(pd log(pd
∧

)) + m2((1 − pd ) log(1 − pd
∧

)))], (3)

where m1 is class 1 weight; m2 is class 2 weight.
Thus, the modified cross-entropy function will avoid such a problem with training a

neural network system on unbalanced data, when the classification results can be biased
towards a more common class.

2.2 Convolutional Neural Network System for Recognition of Pigmented Skin
Lesions

In the field of diagnosing pigmented skin lesions, the most common types of data are
dermoscopic images. To date, for the recognition of multidimensional visual data, the
most optimal neural network architecture is CNN. For training, the input of the proposed
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neural network system for the classification of pigmented skin lesions receives dermo-
scopic images of the D(img) and labels with a diagnosis of j ∈ {1, . . . , k}, where k is the
number of diagnostic classes.

The input of the convolutional layer receives a dermoscopic image of the D(img),
converted into a three-dimensional function D(x,y,z), where 0 ≤ x < Q, 0 ≤ y < R
and 0 ≤ z < S are the spatial coordinates, where Q – rows, R – columns and S – color
components. The amplitudeD at any pointwith coordinates (x, y, z) is the intensity of the
pixels at that point. Then the procedure for obtaining feature maps in the convolutional
layer is as follows:

D(f )(x, y) = h +
v−1
2∑

i= −v−1
2

v−1
2∑

j= −v−1
2

G−1∑

c=0

v(1)
ijc B(x + i, y + j, c), (4)

where D(f ) is a feature map; v(1)
ijc is the filter coefficient of size α × α for processing B

arrays; h is the offset factor.
The activation of the last layer of the neural network model for recognizing pig-

mented skin lesions is displayed through the softmax function. The output probability
distribution of which class the pigment neoplasm belongs, whichwas obtained as a result
of the operation of the softmax function, is compared with the original correct distri-
bution. Categorical cross-entropy loss is used only with neural network systems with a
softmax output function. The cross-entropy function indicates the distance between the
output distribution and the original probability distribution. In this way, the predicted
probabilities gradually remember the true vectors and there is a minimization of the loss
during training.

3 Results

To simulate a neural network system for recognizing pigmented neoplasms, dermoscopic
images from the open archive of The International Skin Imaging Collaboration (ISIC)
[19] were used. The selected data included 32,454 dermoscopic photographs of various
sizes, which were divided into two groups: benign neoplasms (21,939 images) and
malignant neoplasms (10,515 images).

The simulation was carried out using the high-level programming language Python
3.8.8. All calculations were performed on a PC with an Intel (R) Core (TM) i5-8500
processor at 3.00 GHz with 16 GB of random-access memory (RAM) and a 64-bit
Windows 10 operating system. CNN trainingwas carried out using a graphics processing
unit (GPU) based on the NVIDIA GeForce GTX 1050TI video chipset.

CNNAlexNet, Inception_v4, andResNeXtwere chosen tomodel the neural network
system for recognizing malignant pigmented neoplasms, which were pre-trained on a
set of ImageNet natural images. The neural network architectures Inception_v4 and
ResNeXt are currently recognized as the most productive compared to a human [20]. At
the same time, theAlexNet deep neural network architecture does not require specialized
hardware andworkswellwith a limitedGPU;AlexNet learning is faster than other deeper
architectures [21].
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The most common size for dermoscopic images in the ISIC database is 450 × 600
× 3, where 3 are color channels. For the AlexNet neural network architecture, images
were converted to 227 × 227 × 3, for Inception_v4 to 299 × 299 × 3, and for ResNeXt
to 256 × 256 × 3. For further modeling, the database of dermoscopic photographs was
divided into images for training and images for verification in a percentage ratio of 80
to 20.

Since the ISICdermoscopic image database is highly unbalanced toward the category
of “benign” neoplasms, a cost-sensitive learning method was used for training. For this,
the cross-entropy loss function was modified. For the training set of images, the weight
coefficients of each of the classes were calculated using the formula (2) and amounted to
0.73 for the class “benign” of neoplasms and 1.54 for the class “malignant” of neoplasms.

Table 1 presents the results of assessing the accuracy of recognition of dermoscopic
images of pigmented skin lesions, as well as suchmethods for quantitative assessment of
neural network systems as the loss function, F1-score, Matthew’s correlation coefficient
(MCC), recall and sensitivity.

Table 1. Results of modeling neural network architectures for recognizing pigmented neoplasms
on dermoscopic images

CNN
architecture

Loss
function
weights

Loss
function

Accuracy,
%

F1-score MCC Recall Sensitivity

AlexNet Not used 0.41 81.60 0.82 0.63 0.83 0.72

Used 0.28 82.70 0.85 0.65 0.85 0.85

Inception_v4 Not used 0.07 85.33 0.87 0.71 0.86 0.79

Used 0.04 87.35 0.88 0.72 0.88 0.87

ResNeXt Not used 0.12 87.30 0.89 0.77 0.89 0.82

Used 0.09 88.12 0.91 0.79 0.91 0.90

The highest accuracy rate for recognizing pigmented skin lesions was achieved using
CNNResNeXt, trained using weight coefficients, and amounted to 88.12%.When train-
ing a CNN architecture usingweights, the resulting recognition accuracy percentage was
higher than when training the original CNNs without using weights. The increase in the
accuracy of recognizing pigmented lesions during training of various neural network
systems was 0.82–2.02%, depending on the architecture of the CNN. The least loss
function was achieved when modeling a neural network system based on Inception_v4
using training weights and amounted to 0.04. The use of the modified cross-entropy for
training made it possible to reduce the value of the loss function depending on the CNN
architecture by 0.03–0.13.

F1 is a general score that is defined as the harmonicmeanofmodel accuracy and recall
and is used to evaluate binary classification systems. The best F1-score was obtained
when testing a neural network architecture based on ResNeXt trained using weight
coefficients and amounted to 0.91. The increase in F1-score when training with weights
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for various CNN architectures was 0.01–0.03 compared to F1-scores for trained CNNs
without weights.

A recall is used as a statistical measure when the cost of false negatives is high.
In the case of false-negative recognition of pigmented neoplasms, skin cancer will be
recognized as a benign skin lesion, which is more dangerous when diagnosed in derma-
tology. The increase in the recall of each neural network model using weights was 0.02
compared to neural network models trained without weights.

Sensitivity is a measure of a model’s ability to identify a pigmented neoplasm as
“malignant”. The best sensitivity index was obtained for the neural networkmodel based
on the ResNeXt CNN architecture and amounted to 0.90. The use of weight coefficients
in training allowed us to improve the sensitivity index for each neural network model
by 0.08–0.13 compared to models trained without the use of weight coefficients.

However, themost common statistics can be overly optimistic and inflated, especially
on imbalanced datasets. The Matthews Correlation Coefficient (MCC) is a more robust
statistic that only scores high if the model performs well in all four categories of the
confusionmatrix, proportional to the size of the positive elements, and the size of negative
elements in the data set [22]. The best value of the Matthews coefficient was obtained
from a neural network model based on the ResNeXt CNN architecture and amounted to
0.79. The use of weight coefficients in training allowed us to improve the value of the
Matthews coefficient for each neural network model by 0.01–0.02 compared to models
trained without the use of weight coefficients.

Figures 1, 2 and 3 show the confusion matrix obtained from testing neural network
models based on various CNN architectures that were trained with and without weights.
As a result of the analysis of the presented confusion matrix, it can be concluded that
the use of weight coefficients as a modification of the cross-entropy loss function when

a) b)

Fig. 1. Confusion matrix with the results of testing a neural network system for recognizing
pigmented skin lesions based on CNN AlexNet: a) without the use of weight coefficients in
training; b) using weight coefficients in training
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training various CNN architectures improves the accuracy in recognizing a more signif-
icant class of “malignant” pigmented neoplasms. The use of weight coefficients makes
it possible to reduce the number of false-negative recognitions of pigmented lesions.

a) b)

Fig. 2. Confusion matrix with the results of testing a neural network system for recognizing
pigmented skin lesions based on CNN Inception_v4: a) without the use of weight coefficients in
training; b) using weight coefficients in training

a) b)

Fig. 3. Confusion matrix with the results of testing a neural network system for recognizing
pigmented skin lesions based on CNN ResNeXt: a) without the use of weight coefficients in
training; b) using weight coefficients in training

As a result of modeling taking into account the weighting coefficients of classes
using the cross-entropy loss function, a neural network classifier was obtained that is
sensitive to unbalanced dermoscopic images. At the same time, the best indicators of
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accuracy, loss function, F1-score, Matthew’s coefficient, recall, and sensitivity were
obtained from models trained using weight coefficients. The best results in the accuracy
of recognition of pigmented neoplasms, as well as in the recognition of malignant skin
lesions, were obtained using the ResNeXt neural network architecture trained using
weight coefficients. Modifying the cross-entropy loss function with weights showed
that the neural network model is more punished for errors made in the minority class
samples.

4 Discussion

As a result of training the neural network system using weight coefficients, the best
recognition accuracy of malignant skin lesions was 88.12%. The use of a modified cross-
entropy loss function increased the number of correctly classified malignant pigmented
neoplasms and reduced the number of false-negative recognition cases.

Authors in [23] proposed a cost-effective CS-AF training method for unbalanced
dermatological images. For training, cost matrices are used, which allow you to derive
the objective weights of categories. The use of the CS-AF method made it possible to
achieve an average accuracy of recognizing pigmented neoplasms on theResNeXt neural
network architecture of 79.20%, which is 8.92% lower than that of the proposed system
based on a similar neural network architecture, whichwas trained using amodified cross-
entropy function. For the Inception_v4 neural network architecture, the CS-AF method
achieved an average accuracy of 76.40%, which is 10.95% lower than the accuracy of
the proposed system based on a similar neural network architecture, which was trained
using weight coefficients.

Thework [8] presents a sensitive to unbalanced data (CoSen) deep neural network. To
do this, the loss function was modified to include class-dependent costs during training.
As a loss function, the CoSen function is used, which can be expressed as the average
loss over the training sample. As a result of modeling on the Edinburgh Dermofit Image
Library, the proposed CoSen CNN achieved an accuracy of 80.20%, which is 7.92%
lower than the accuracy obtained by modeling a ResNeXt-based neural network system
that was trained using a modified cross-entropy function.

The higher recognition accuracy of the proposed neural network system, which was
trained using weight coefficients, in comparison with the results in [8, 23] is explained
by the use of modified cross-entropy as a loss function. The cross-entropy loss function
is the standard choice for high-performance neural networks.

The main limitation of using the proposed neural network system for recognizing
pigmented lesions, trained using a modified loss function, is its use only as an additional
diagnostic tool for a specialist. The proposed system cannot independently diagnose
patients. A promising direction for further research is the construction of more complex
neural network classification systems for pigmented skin lesions. The development of
methods for preliminary processing of heterogeneous dermatological data will increase
the accuracy and efficiency of recognition of pigmented neoplasms.
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5 Conclusion

The article presents a neural network system for the recognition of malignant pigmented
neoplasms, which was trained using a modified cross-entropy function. Modification of
the cross-entropy loss functionwith the help of differentweight coefficients has improved
the accuracy and efficiency of recognition of pigmented neoplasms.When training CNN
architectures using weighted cross-entropy loss, the accuracy improvement was 0.82–
2.02% compared to the accuracy of CNN neural network architectures trained without
using weights. The highest accuracy rate for recognizing pigmented skin lesions was
achieved using CNN ResNeXt trained using weighting coefficients and amounted to
88.12%. The use of a modified cross-entropy function when training a neural network
systemmade it possible to obtain a classifier that is sensitive to unbalanced dermoscopic
images. Modification of the cross-entropy loss function by weight coefficients allowed
to increase the number of recognized malignant neoplasms and reduce the number of
false-negative classification errors.

The creation of systems for automated neural network recognition of pigmented
skin lesions will reduce the consumption of financial and labor resources involved in
the medical industry. At the same time, the creation of mobile systems for monitor-
ing potentially dangerous skin tumors will help in making medical decisions and will
automatically receive feedback on the condition of patients.
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Abstract. Solving the problem of pattern recognition is one of the areas of
research in the field of digital video signal processing. Recognition of a person’s
face in a real-time video data stream requires the use of advanced algorithms.
Traditional recognition methods include neural network architectures for pattern
recognition. To solve the problem of identifying singular points that characterize
a person’s face, this paper proposes a neural network architecture that includes the
method of scale-invariant feature transformation. Experimental modeling showed
an increase in recognition accuracy and a decrease in the time required for training
in comparison with the known neural network architecture. Software simulation
showed reliable recognition of a person’s face at various angles of head rotation
and overlapping of a person’s face. The results obtained can be effectively applied
in various video surveillance, control and other systems that require recognition
of a person’s face.

Keywords: face recognition · neural network · SIFT method · feature point
descriptor · recognition accuracy

1 Introduction

The widespread use of video surveillance systems in various spheres of human activity
entails an increase in the tasks associated with the processing of a digital video stream.
One of the actual processing tasks is the task of analyzing a digital signal in video
surveillance systems, which consists in visual tracking [1, 2], recognition [3, 4], control
[5], etc.

In this regard, the tasks associated with the search for a moving object in the video
data stream and face recognition are practically significant. For this reason, there is
a search for new, better ones, as well as the improvement of known face recognition
algorithms. The authors of [6] proposed a combination of Haar features and a classifier
based on skin color for face detection. In [7], a real-time automatic face recognition
system is being developed. The system uses the MTCNN algorithm for recognition,
and uses a generative confrontation network to align faces from the effects of posture
changes. Comparison of objects occurs with the help of cosine similarity. However, the
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face detection and recognition algorithm can only extract low-level facial features from
an image, and when processing a large number of images, it is difficult to extract a
description of facial features with a higher degree of differentiation.

For this reason, a large number of researchers use convolutional neural networks
as the main computing architecture to solve the task of recognition. The human face
detection algorithm based on the Viola-Jones method and the convolutional neural net-
work architecture is used in [8]. The authors of [9] use the DeepFace algorithm, which
is first used in the architecture of convolutional neural networks for face recognition.
The algorithm creates weights for each face element, optimizing intra-class differences
with respect to inter-class similarity scores. In [10], a deep universal architecture is pro-
posed that simultaneously performs the synthesis and recognition of faces of different
ages. [11] propose a DeepID algorithm that first extracts deep facial features using a
simple convolutional neural network structure and then improves the measurement of
deep identification characteristics. Finally, two different methods are used in face veri-
fication. [12] propose a face recognition algorithm based on the CNN method and the
TensorFlow deep learning platform for face recognition tasks with multiple poses and
occlusion. However, most of the databases are small, which will cause the recognition
accuracy of most face recognition algorithms to quickly decrease, and besides, it cannot
meet the actual requirements of the application.

In 2004, Low’s researcher proposed the SIFT algorithm [13] based on local features,
which is an approach to extract distinctive invariant features from images. In recent years,
an algorithm based on the invariant descriptor has been actively studied and successfully
applied for object recognition, pose estimation, image search, etc. It has been proven
that SIFT is the most locally invariant function descriptor, it is invariant to rotation,
translation and scale changes. Since the first step in object recognition is to find image
feature points, which are a kind ofmarks for subsequent stages of recognition, and taking
into account the advantages of the SIFT algorithm, in this paper we apply this algorithm
to solve the problem of human face recognition in a neural network architecture.

2 Materials and Methods

2.1 Background CNN

To solve the recognition problem, the developed neural network must be trained in two
tasks:

1. Face Classification by Classes: In this article, this is treated as a binary classification
problem and the cross entropy loss function is used in training.

Ddet
j = −

(
zdetj

(
pj

) +
(
1 − zdetj

)(
1 − log

(
pj

)))
(1)

where pj – the actual output value of the neural network, zdetj – expected output
value and classification loss.
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2. Location of special points. At the first step of calculations, the descriptor of singular
points is searched for all scales and positions of the image. The determination of
potential key points that do not depend on scale and orientation is done using the
Gaussian difference function. In this case, key points are selected based on their
stability indicators. For stable keypoints, it is not sufficient to discard keypoints with
low contrast. The Gaussian difference function will have a strong response at the
edges. If key points are located on the edge, they are unstable. The difference detector
detects points in Laplace scale space. The image scale space is defined as a function
L(x, y, σ ) (1), which is obtained by convolving the variable scaleGaussianG(x, y, σ ),
for the input image I(x, y):

L(x, y, σ ) = G(x, y, σ ) ∗ I(x, y) (2)

The scale-space extrema, which are extracted from the Gaussian difference function
convolved with the image, F(x, y, σ ) is defined as:

F(x, y, σ ) = (G(x, y, kσ) − G(x, y, σ )) ∗ I(x, y) = L(x, y, kσ) − L(x, y, σ ) (3)

where k is a constant multiplicative factor. After calculating the key point, the point in
its neighborhood is compared, the key point is compared with its 26 neighboring points
as 3 × 3 × 3. If a pixel is a local maximum or minimum, it is selected as the key point.

To obtain descriptors that are invariant to the orientation of the keypoints, one or
more orientations are assigned to each keypoint location based on the local gradient
directions of the image. All subsequent operations are performed on image data that has
been transformed with respect to the specified orientation, scale, and location for each
object, thereby ensuring invariance to these transformations. The work uses the gradient
valuem(x, y) and the orientation θ(x, y), which are calculated using the pixel difference:

m(x, y) =
√

(L(x + 1, y) − L(x − 1, y))2 + (L(x, y + 1) − L(x, y − 1))2 (4)

θ(x, y) = tan−1((L(x, y + 1) − L(x, y − 1))/(L(x + 1, y) − L(x − 1, y))) (5)

Based on the orientation of the sample points gradient in the area around the charac-
teristic orientation point, a histogram is formed. The peaks in the orientation histogram
correspond to the dominant directions of the local gradients.

Local image gradients are measured at the selected scale in the area around each
key point. They are converted to a representation that allows for significant levels of
local shape distortion and lighting changes. According to the above operation, the image
location, scale and orientation are assigned to each key point. A key point descriptor
is created by calculating the gradient value and orientation at each image sample point
in the area around the key point location. To reduce the effect of lighting changes, the
vector is normalized.

The structure of the developed network, which extracts the distinctive features of a
person’s face, is shown in Fig. 1 (a). The input data is a color image of the JPEG type,
with a size of 48x48 pixels. Each image is divided into 3 channels: red, blue, green. Thus,
we get 3 images with dimensions of 48x48 pixels. The first layers highlight the features
of a person’s face based on the SIFT method. The last layers of the neural network
classify the image according to the neurons that determine the image class (Fig. 1(b)).
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a)

b)

Fig. 1. Architecture of the proposed convolutional neural network a) network; b) the process of
recognizing a person’s face in the architecture of the developed network structure

3 Results and Discussion

Based on the two identified tasks necessary to solve the problem of human face recog-
nition, the general procedure of the algorithm proposed in this paper is shown in
Fig. 2.

The entire algorithm for searching and recognizing a person’s face can be divided
into three stages:

Stage 1: The neural network extracts the face image from the input images and then
performs a face search.

Stage 2: The SIFT method searches for singular points, after which these points are
written to the file in the form of a matrix.

Step 3: Face verification is done by comparing the total distance between the current
input image and the one recorded in the file. For example, if the distance between the
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Fig. 2. Image recognition process in the developed neural network

joints is less than or equal to 0.85, which is the learning threshold, the system determines
that the face belongs to the same person. On the contrary, if the distance between the
joints is greater than 0.85, it is considered different people.

We will show the work of the developed neural network architecture using software
simulation.

For software simulation, a neural network implemented in the Python 3.8 program-
ming language was used. The training of the developed neural network consisted of
positive and negative examples. In this case, from persons and “not persons”. The ratio
of positive to negative examples is 4 to 1, 8000 positive and 2000 negative. The LFW3D
database was used as a positive sample, which contains color images of frontal faces of
the JPEG type, 90× 90 pixels in size, in the amount of 13,000. The SUN397 databasewas
used as negative training examples, it contains a total of 130,000 images. The database
size is 37 GB. After training, the developed neural network determines faces with an
accuracy of 95%.

Table 1 presents the results of the time required for training the developed neural
network and the known neural network [12]. The results showed that the developed
network requires less time for training at any resolution of the input images. In this case,
there is a direct dependence on the resolution and training time for both neural networks.

Table 1. Dependence of training time on image resolution

Neural network
architecture

Indicators Image resolution

950 × 1280 960 × 1280 1620 × 2160 1920 × 1080

Proposed
architecture

Studying time 0.56 0.86 1.23 1.58

Recognition
accuracy
(%)

92 92.5 94 95

[12] Studying time 1.19 2.64 3.59 4.81

Recognition
accuracy
(%)

89 89.7 90.5 92
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The Fig. 3 shows the dependence of the training time and the accuracy of the recogni-
tion at the input of the neural network of the image. Dependency plots show that training
accuracy increases with image resolution, however, to achieve greater accuracy, it takes
more time to train the neural network.

Fig. 3. Dependence of training time on recognition accuracy

Figure 4 shows the results of recognition of the human face “Diana” by the neural
network based on the application of the algorithm for determining key points in the
network structure.

Fig. 4. The result of recognition of the person’s face “Diana”
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To improve the reliability of the neural network, this work used human face recogni-
tion under various conditions, such as rotation, mirroring, zooming. Figure 5 shows the
results of detecting the face of one person in different poses (for example, straight face,
look up, look down, face from the side) using the developed neural network. As can be
seen from the results presented in the figure, the neural network accurately recognizes a
person’s face at all angles of face rotation.

a)                                                             b)

c)                                                              d) 

Fig. 5. Human face detection results at different head rotation angles a) straight face; b) look up;
c) look down; d) face from the side

Figure 6 shows the results of human face detection at different percentages of face
overlap (10/20/30/40%). The results show that the neural network can still accurately
detect the face when part of the face is covered.
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a)                                                             b)

c)                                                               d)   

Fig. 6. Results of human face detection at various percentages of face overlap a) 10%; b) 20%;
c) 30%; d) 40%

4 Conclusion

Face detection and recognition are important tasks that require solutions in video surveil-
lance systems, access control systems and other systems that require recognition of a
person’s face. In order to solve the problem that traditional algorithms cannot fully
extract facial features from an image with a complex background, this paper proposes
a face detection algorithm based on the architecture of a convolutional neural network
and the SIFT method for fast face detection from an image with a complex background.

Software simulation showed that the developed neural network is able to recognize
a person’s face under various conditions of face tilt angle, as well as under conditions
of face overlap. Experimental results confirm that the recognition accuracy of the devel-
oped neural network is 3% higher compared to the known architecture. Moreover, the
recognition speed of the algorithm proposed in this article is also faster than other algo-
rithm, which is in line with real-time requirements. Thus, the algorithm proposed in this
paper is of high practical value in video surveillance, access control, and other systems
that are of great importance for improving security performance.
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Further researchwill be directed to the development of a neural network that searches
for a moving object in a video data stream with various noise components in the video
stream.
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Abstract. Wavelets are actively used for solving of image processing problems in
various fields of science and technology. Modern imaging systems have not kept
pace with the rapid growth in the amount of digital visual information that needs
to be processed, stored, and transmitted. Many approaches are being developed
and used to speed up computations in the implementation of various image pro-
cessing methods. This paper proposes the Winograd method (WM) to speed up
the wavelet image processing methods on modern microelectronic devices. The
scheme for wavelet image filtering using WM has been developed. WM applica-
tion reduced the computational complexity of wavelet filtering asymptotically to
72.9% compared to the direct implementation. An evaluation based on the unit-
gatemodel showed thatWM reduces the device delay to 66.9%, 73.6%, and 68.8%
for 4-, 6-, and 8-tap wavelets, respectively. Revealed that the larger the processed
image fragments size, the less time is spent on wavelet filtering, but the larger the
transformation matrices size, the more difficult their compilation and WM design
on modern microelectronic devices. The obtained results can be used to improve
the performance of wavelet image processing devices for image compression and
denoising.WMhardware implementation on afield-programmable gate arrays and
an application-specific integrated circuits to accelerate wavelet image processing
is a promising direction for further research.

Keywords: Wavelet Transform · Digital Filtering · Group Pixel Processing ·
Computational Complexity · High-Speed Calculations · High-Performance
Computing

1 Introduction

Wavelets are actively used for solving image processing problems in various fields of
science and technology such as denoising [1], color image processing [2], video analy-
sis [3]. However, modern imaging systems have not kept pace with the rapid growth in
the amount of digital visual information that needs to be processed, stored, and trans-
mitted. Many approaches are being developed and used to speed up computations in
the implementation of various image processing methods. The authors of [4] focus on
the evolution and application of various hardware architectures. The fast decomposition
algorithms based on a different representation called product convolution extension has
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been proposed in [5]. This decomposition can be efficiently estimated by assuming that
multiple operator impulse responses are available. The new simple adjacent summethod
is developed in [6] for multidimensional wavelet constructing. This method provides a
systematic way to build multidimensional non-separable wavelet filter banks from two
1D low-pass filters, one of which is interpolating to increase image processing speed.
The authors of [7] describe an asymmetric 2D Haar transform and extend it to wavelet
packets containing an exponentially large number of bases. A basis selection algorithm
is also proposing for optimal basis finding in wavelet packets. Various modern GPU
optimization strategies for the discrete wavelet transform implementation such as the
use of shared memory, registers, warp shuffling instructions, and parallelism at the level
of threads and instructions are presented in [8]. A mixed memory structure for the Haar
transform is proposed in which a multilevel transform can be performed with a single
launch of the combined kernel. The paper [9] proposes a new algorithm for 2D discrete
wavelet transform of high-resolution images on low-cost visual sensors and nodes of the
Internet of things. The reduction in computational complexity and power consumption
compared to modern low-memory 2D discrete wavelet transform methods are the main
advantages of the proposed segmented modified fractional wavelet filter. However, all
of these methods are based on pixel-by-pixel image processing. The Winograd method
(WM) reduce image processing time due to group pixel processing. The processed image
is assembled from fragments of a certain size which reduces the multiplications number
by increasing the additions number.

The purpose of this paper is to accelerate wavelet image processing using WM on
modern microelectronic devices.

2 Wavelet Image Processing Using the Direct Implementation
and the Winograd Method

Wavelet filtering using direct implementation (DI) has the form

I2(x) =
∑f −1

i=0
I1(x − i)K(i), (1)

where I1 and I2 are the original and processed 2D images, respectively, x is the row
number of the pixel processed by f -tap wavelet filter K . The wavelet transform extracts
local information about the signal in both frequency and time. High computational
complexity is a significant disadvantage of this transform. The scheme of 1D wavelet
filtering of an image fragment using DI is shown in Fig. 1a, where SI is the original
image fragment, L and H are the low- and high-pass wavelet filters, PA and PD are the
processed image pixels with approximate and detailing image information, respectively.

Image filtering using WM in matrix form [10] can be presented as

Z = AT
(
(GK) �

(
BTS

))
, (2)

where: Z is the processed image fragment of size z × 1; K is the wavelet filter of size
f × 1; S is the original image fragment of size s × 1, where s = z + f − 1; AT ,
G, BT are the transformation matrices of sizes z × s, s × f , s × s, respectively; � is
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the element-wise matrix multiplication. Algorithms for matrices AT , G, BT obtaining
are described in [11]. WM is denoted as F(z, f ). Digital filtering is performed on two
computational channels corresponding to low- and high-frequency wavelet filters during
wavelet image processing. The products of GL and GH are calculated in advance when
using a specific wavelet. The product of S and the transformation matrix BT can be
computed before splitting the calculations into two channels because does not depend
on the wavelet choice. Next, the element-wise multiplications BTS by GL and GH and
the products of the obtained results with the transformationmatrixAT are performed over
two computational channels. The scheme of 1D wavelet filtering of an image fragment
using WM is shown in Fig. 1b, where S is the original image fragment, L and H are
the low- and high-frequency wavelet filters, BT , AT , G are the transformation matrices,
SA and SD are the processed image fragments with approximate and detailing image
information, respectively.

a) b)

Fig. 1. The schemes of 1D wavelet filtering of an image fragment using: a) the direct
implementation; b) the Winograd method

The results of increasing the speed of wavelet image processing using MW are
presented below.

3 Acceleration of Wavelet Image Processing Using the Winograd
Method

The computational complexity in time of wavelet filtering usingWMF(z, f ) depends on
the z and f and on the choice of points s0, s1, ..., sn−2, sn−1. These values determine the
form of transformation matrices AT , G, BT . The set of the Lagrange polynomial points
L = 0, 1,−1, 2,−2, 4,−4, ..., 2l,−2l, 2l+1,−2l+1, ...,∞ was used to construct the
Vandermonde matrix V and matrices AT , G, BT [11]. The cases of using 4-, 6-, and 8-
tap wavelets and processing of the original image fragments with size z = 2, 3, 4, 5, 6, 7
are considered. Table 1 is based on transformation matrices and contains the counting
results of the multiplications and additions number required for wavelet filtering of
images using DI and WM. The table values are obtained as follows.

1. The DI multiplications number is equal to the wavelet filters coefficients number.
2. TheWMmultiplications number is equal to twice the number of the processed image

fragment pixels.
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3. TheDI additions number is equal to the number 2 less than themultiplications number.
4. TheWMbasic additions number is equal to the additions number of nonzero elements

of matrices AT (twice) and BT by rows.
5. The WM complementary additions number is equal to the sum of the matrix element

units in binary notation reduced by 1 for all elements of matrices AT (twice) and BT .
6. The total additions number is equal to the sum of basic and complementary additions.
7. WM receives several pixel values of the processed image in one iteration. Obtaining

pixel brightness value requires the entire iteration as well as obtaining the entire
fragment. Introduce the pixel specific value (PSV) for a correct comparison of the
methods computational complexity. PSV is calculated as a quotient of the required
operations number (multiplications or additions) divided by the number of pixels in
the processed image fragment.

Table 1 shows that the greatest reduction in the specific weight of a pixel by multi-
pliers is observed for 8-tap wavelet using WM F(6, 8). The computational complexity
decreases asymptotically by 72.9% compared to DI. The asymptotic estimate does not
take into account addition operations since their complexity is an order of magnitude less
than multiplication. This assessment is predominantly theoretical and may have a low
correlation with the results obtained in the design of wavelet image processing devices
in practice. Therefore, the unit-gate model (UGM) was used to calculate the operating
time of a microelectronic device. UGM is a method for theoretical evaluation of device
characteristics based on counting the number of the basic logical elements “and”, “or”
[12]. The response time of one such element will be taken as a conventional unit (CU).
Describe the principles of performing calculations in the theoretical estimation of the
wavelet filtering devices delay according to the schemes in Fig. 1a and Fig. 1b for DI
and WM, respectively. All multiplications are performed in parallel when using both
methods.

Matrix multiplication operations can be replaced by shift and addition operations
using the BT and AT matrices. The number of ones in the number binary representation
for each element of the matrices AT and BT was calculated to determine the terms
number in the rows of these matrices (Table 2). The productsGL andGH are performed
a priori. The products BT S onGL andGH are realized by element-wise multiplications.
Multiplications and additions are implemented using a generalized multiplier (GM) and
a multi-operand adder (MOA), respectively [13]. The delays of GM and MOA for k-
bit numbers on computing devices are 6.8 log2 N + 2 log2 k + 4 and 8.8 log2 k + 4,
respectively [14], where N is the largest number of elements in rows of matrices AT

and BT , k is the image color depth and the coefficients bit-width of used wavelet filters.
The calculations are performed for k = 8. The results of the device delay evaluation for
wavelet image processing using DI and WM are presented in Table 2.
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Table 2. UGM-based evaluation results of the device delay for wavelet processing of 8-bit image
using the direct implementation and the Winograd method

Tap Method Fragment pixels The largest
number of
elements in a
matrix row

Processing time according UGM

AT BT For each fragment Pixel specific value

4 Direct 1 – – 55.0 55.0

F(2, 4) 2 4 4 78.6 39.3

F(3, 4) 3 5 4 80.8 26.9

F(4, 4) 4 6 9 90.5 22.6

F(5, 4) 5 7 8 90.9 18.2

6 Direct 1 – – 59.0 59.0

F(2, 6) 2 6 9 90.5 45.3

F(3, 6) 3 7 8 90.9 30.3

F(4, 6) 4 8 18 100.2 25.0

F(5, 6) 5 9 16 100.2 20.0

F(6, 6) 6 10 34 108.6 18.1

F(7, 6) 7 11 32 108.9 15.6

8 Direct 1 – – 61.8 61.8

F(2, 8) 2 8 18 100.2 50.1

F(3, 8) 3 9 16 100.2 33.4

F(4, 8) 4 10 34 108.6 27.2

F(5, 8) 5 11 32 108.9 21.8

F(6, 8) 6 12 58 115.6 19.3

The following conclusions are drawn based on the results in Table 2.

1. WM reduced the device delay of wavelet image processing to 66.9%, 73.6%, and
68.8% for 4-, 6-, and 8-tap wavelets, respectively, compared DI according to UGM.

2. The larger the processed image fragments size z, the less time is spent onwavelet filter-
ing, but the larger the transformationmatrices size, themore difficult their compilation
and WM design on modern microelectronic devices.

3. The greatest reduction in device delay with an increase in the size of the resulting
image fragments processed using WM is achieved at z = 2 and z = 3 according
to UGM. For example, the device delay is reduced by 55.0 − 39.3 = 15.7 CU and
39.3− 26.9 = 12.4 CU at z = 2 and z = 3, respectively, the device delay is reduced
by 4.3 CU and 4.5 CU at z = 4 and z = 5, respectively, for 4-tap wavelet according
to UGM.
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4 Conclusion

The scheme for 1D wavelet image processing using WM has been developed. A com-
parative analysis of the image filtering time with DI was carried out. WM reduced the
computational complexity ofwavelet image processing asymptotically to 72.9%depend-
ing on the size of the filters used and fragments of the processed image. WM reduced
the device delay of wavelet image processing to 66.9%, 73.6%, and 68.8% for 4-, 6-,
and 8-tap wavelets, respectively, according to UGM. The larger the processed image
fragments size z, the less time is spent on wavelet filtering, but the larger the transfor-
mation matrices size, the more difficult their compilation and WM design on modern
microelectronic devices. The obtained results can be used to improve the performance
of wavelet image processing devices for image compression and denoising. WM hard-
ware implementation on FPGAs and ASICs to accelerate wavelet image processing is a
promising direction for further research.
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Abstract. In this paper, extending the set of low-cost modules with modules of
2k +1 form, which are considered next in the complexity of implementation after
modules of 2k − 1 proposed to consider. An experiment was carried out on the
construction of various RNSs for the ranges from 16 to 64 bits and the number of
modules from 3 to 8. The results of the experiment showed a significant increase in
parallelism and improvement in the balance of RNSwithmodules of the 2k , 2k −1
and 2k + 1 forms, compared to using only modules of the 2k and 2k − 1 forms.
In the discussion of the experiment, we raised the questions of more effective
measurement of the balance of the RNS, as well as the problem of using the
diminished-1 encoding. This problem is a subject to a thorough study both at
the theoretical level, for example, using a unit-gate model, and practical tests on
modern FPGA and ASIC microelectronic devices.

Keywords: Residue Number System · Parallel Computing · Digital Signal
Processing · Computer Arithmetic

1 Introduction

The exponential growth of the amount of information processed in modern comput-
ing systems encourages researchers to look for fundamentally new approaches to the
organization of calculations. One of the most promising alternatives to the traditional
representation of information in the binary number system (BNS) is the use of the
Residue Number System (RNS) [1]. The essence of RNS is to replace the multi-digit
representation of numbers with a set of low-digit remainders from division into pairwise
coprime RNS modules, thanks to the Chinese remainder theorem. This approach allows
to significantly speed up the execution of addition, subtraction and multiplication oper-
ations at the cost of slowing down the comparison and division operations, as well as
the need to add converters for converting data from BNS to RNS and back. Currently,
research is underway on the use of RNS in the problems of digital signal processing [2],
images and video [3], cryptography [4, 5], and machine learning [6].

Features of the number-theoretic representation of information in RNS give rise to
the problems of finding effective solutions for converting data from the RNS to BNS [7],
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as well as for implementing calculations in RNS [8, 9]. The need to calculate modular
operations imposes additional requirements on hardware implementations of circuits in
RNS. 2k is the simplest module for implementing calculations since, in this case, it is
enough to discard simply the most significant bits of the number during the calculations.
The next complexity of the calculation’s organization is the 2k − 1 module. Efficient
methods of hardware implementation have been developed for such a module, based on
the cyclic transfer of the most significant bits to the least significant bits of the number.
The listedmodules are called “low-cost”modules [10]. Unfortunately, the choice of low-
costmodules is relatively small. In addition, the need for pairwisemutual simplicity leads
to the fact that in the case of choosing a large number of RNSmodules, they will all have
different bit widths, and, as a result, different operation times, which leads to inefficient
use of the computing system time resources. This problem is generated by the imbalance
of RNS modules, the question of which was first raised in [11]. In this paper, extending
the set of low-cost modules with modules of 2k + 1 form, which are considered next
in the complexity of implementation after modules of the form 2k − 1 is proposed to
consider. The research will show a significant improvement in the balance and level of
parallelism of RNS due to such manipulation and will outline a plan for further research
on the development of efficient hardware solutions based on such RNS.

2 Measuring the Balance of RNS with Low-Cost Modules
and Modules of the Form 2k + 1

The major advantage of RNS, which makes it an attractive alternative to the traditional
binary number system, is the possibility of parallel execution of arithmetic operations
of addition, subtraction and multiplication for each of the system modules. In practice,
this means that there is no information transfer between the channels responsible for
different RNS modules when performing these operations. However, RNS modules
cannot be chosen arbitrarily and must satisfy the basic requirement of pairwise mutual
primality. If RNS is given by a set of modules {m1,m2, ...,mn}, then for all possible
pairs (mi,mj), 1 ≤ i ≤ n, 1 ≤ j ≤ n the following conditions must be satisfied:

GCD
(
mi,mj

) = 1, (1)

where GCD means the greatest common divisor of numbers. Bit depth bi of each RNS
module mi, 1 ≤ i ≤ n is calculated by the formula (2):

bi = log2 mi, (2)

and is the most important characteristic of the computing channel for this RNS module,
which determines the speed of calculations and hardware costs for the implementation
of arithmetic units in it.

Let us assume that the computation time in the modulo mi, 1 ≤ i ≤ n, channel
is equal to ti. Let’s say, for definiteness, RNS modules are ordered in such a way that
t1 ≤ t2 ≤ . . . ≤ tn. Then, the computing system that implements a practical application
in RNS (e.g., digital signal processing), and visually displays the problem of balance,
can be depicted as shown in Fig. 1. Figure 1 shows that the elements of the system for
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them1 module will stand idle tn − t1 time, for them2 module will stand idle tn − t2 time,
etc. Thus, all computing channels, except for the last one, will be idle for some time,
which leads to a decrease in the efficiency of using system resources. This circumstance
is the problem of the imbalance of the RNS and is a negative factor for its use in practice.

Fig. 1. Scheme of computations in RNSwith the indication of computation time in computational
channels for each module.

In [12], it was assumed that the value of ti is directly proportional to the bit depth bi
of the mi, 1 ≤ i ≤ n module. To measure the balance of RNS, it is proposed to use the
variance of the capacity of modules according to the formula:

β = 1

n

n∑

i=1

(bi − bav)
2, (3)

where bav is the average bit width of RNS modules, determined by the formula:

bav = 1

n

n∑

i=1

bi. (4)

Value β from formula (3) indicates the spread of bit depths bi and, consequently, the
spread of values ti. Therefore, the smaller the value β, the more balanced is the RNS. In
the case when β = 0, RNS can be considered perfectly balanced. It is possible to build
an ideally balanced RNS by choosing modules of the same bit-width b, imposing the
restriction 2b−1 < mi ≤ 2b on all modules of the system. However, in practice, not all
modules from the specified range are equivalent in the context of designing arithmetic
units, except for the case of a tabular implementation of arithmetic operations, suitable
for very small bit depths.

In [10], it was proposed to separate the modules of the form 2k and 2k − 1 into a
category called low-cost modules. For modules of the form 2k , the implementation of



384 P. Lyakhov

combinational adders and multipliers is identical to similar devices in the binary number
system with the rejection of carries and bits, starting from the k-th. This allows for
fast multi-input summation techniques based on Carry-Save Adders (CSA) and parallel-
prefix adders, such as theKogge-StoneAdder (KSA). Formodules of the form 2k−1, the
implementation of combinational adders and multipliers is very close to similar devices
in the BNS. The carry that occurs when summing the most significant bit modulo 2k −1,
is applied to the least significant bit of the device. This technique is called End-Around
Carry (EAC) and can be used in combinationwith fastmulti-input summation techniques
based on carry-save adders (EAC-CSA) and Kogge-Stone adders (EAC-KSA) [13].
The condition 2b−1 < mi ≤ 2b is satisfied by exactly two low-cost modules: 2b and
2b − 1. In other words, a perfectly balanced RNS with low-cost modules can contain
only two modules. If the number of RNSmodules n is considered as the coefficient of its
parallelism, then the system with n = 2 can be considered the least attractive from the
point of view of the parallel organization of calculations. Adding a third low-cost module
to the set {2k , 2k − 1} inevitably leads to an increase in the measure of balance β. It is
shown in [14] that the minimum possible β = 2/9 for three-module RNS with low-cost
modules is achieved in the cases {2k , 2k − 1, 2k−1 − 1} and {2k , 2k − 1, 2k+1 − 1}.
The parallelism coefficient of such RNS is equal to n = 3, which, of course, would
also be desirable to increase for efficient practical use of RNS. A further increase in
the parallelism factor n will significantly increase the measure of balance β due to the
well-known fact that GCD

(
2k1 − 1, 2k2 − 1

) = 1 if and only if GCD(k1, k2) = 1 [10].
There is another type of RNS module, which, although it does not belong to the

low-cost category, is quite promising. These are modules of 2k + 1 form. Modules of
this kind allow the supply of an inverted carry, which occurs when the most significant
bit is summed modulo 2k + 1, to the least significant bit of the device. This technique
is called Inverted-End-Around Carry (IEAC) and can be used in conjunction with fast
multi-input summation techniques based on carry-save adders (IEAC-CSA) and Kogge-
Stone adder (IEAC-KSA), but requires modulo 2k + 1 channel conversion in RNS
in diminished-1 format [15]. Adding 2k + 1 modules to low-cost modules provides
several important benefits in terms of balance and concurrency. First, it is possible to
construct perfectly balanced three-module RNSs of the form {2k , 2k −1, 2k−1+1} under
the condition GCD

(
2k − 1, 2k−1 + 1

) = 1. Secondly, an increase in the parallelism
coefficient n > 3 will not lead to such a sharp increase in the measure of balance β

due to the greater variability of module combinations. Further, the influence of these
factors in the construction of RNS for solving applied problems will be experimentally
demonstrated.

3 Analysis of the Parallelism and Balance of RNS with Low-Cost
and 2k + 1 Modules

To demonstrate the advantages of greater balance and parallelism of the RNS, consisting
of low-cost modules and modules of the 2k + 1 type, an experiment was carried out,
described by the following parameters.

1. Ranges were selected that require representation in RNS and characterize typically
applied tasks in the field of digital signal processing. For this purpose, the ranges
from 16 to 64 bits in 8-bit increments were used, that is, 16, 24, 32,…, 64 bits.
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2. When constructing possible RNS, it was assumed that they would contain 3 to 8
modules.

3. Three sets of possible modules were formed for subsequent enumeration. The first set
included modules of the 2k , 1 ≤ k ≤ 12 forms. The second set consisted of modules
of the 2k − 1, 2 ≤ k ≤ 12 forms. The third set contained modules of the 2k + 1,
2 ≤ k ≤ 12 forms. Thus, the first two sets contained possible low-cost RNSmodules,
and the third set contained possible modules of the 2k + 1 form.

4. For each selected range from16 to 64 bits, a complete enumeration of all possibleRNS
was carried out with modules from the sets described above and a range no less than
the required one and not exceeding the required value by more than 2 bits. That is, for
the 16-bit range, RNSswith ranges of 16 to 18 bits were selected. For the 24-bit range,
RNSs with ranges of 24 to 26 bits were selected, etc. The RNS, with the minimum
measure of balance β was considered the best and was entered in Table 1. In the case
of the presence of several possible RNS with the required parameters, and the same
measure of balance β, the RNS with a smaller range was chosen. For example, for
a 24-bit range, two different RNSs with low-cost modules and a measure of balance
β ≈ 0.33 can be chosen. The first case contains modules {255, 256, 511}, the range
of such RNS is 33358080 and its bit depth is log2 33358080 ≈ 24.99. The second
case contains modules {255, 511, 512}, the range of such RNS is 66716160 and its
bit depth is log2 66716160 ≈ 25.99. According to the above criterion, Table 1 is
filled with RNS {255, 256, 511}. The absence in Table 1 of some rows corresponding
to the combinations of the bit depth of the range and the number of RNS modules,
as well as dashes, means that it was not possible to find the RNS with the required
parameters for the specified cases.

Table 1. Results of the experiment on the enumeration of RNS, consisting of low-cost modules

and modules of the 2k + 1 form

Required limits RNS obtained during the experiment

Required
range bit
depth

Number
of RNS
modules

Type of
RNS
modules

Values of RNS modules Range
bit
depth

Average
bit
width of
RNS
modules
bav

Measure
of
balance
β

16 3 low-cost 31,63,64 16.93 5.67 0.33

all 17,63,64 16.06 5.67 0.33

4 low-cost 7,15,31,32 16.67 4.25 0.92

all 9,17,31,32 17.21 4.75 0.25

5 low-cost - - - -

(continued)
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Table 1. (continued)

Required limits RNS obtained during the experiment

Required
range bit
depth

Number
of RNS
modules

Type of
RNS
modules

Values of RNS modules Range
bit
depth

Average
bit
width of
RNS
modules
bav

Measure
of
balance
β

all 5,7,9,16,17 16.39 3.80 0.70

6 low-cost - - - -

all 3,4,5,7,17,31 17.76 3.33 1.86

24 3 low-cost 255,256,511 24.99 8.33 0.33

all 129,256,511 24.01 8.33 0.33

4 low-cost 31,63,127,128 24.92 6.25 0.92

all 33,65,127,128 25.06 6.75 0.25

5 low-cost 7,15,31,64,127 24.66 5.00 2.50

all 17,31,32,33,65 25.11 5.60 0.80

6 low-cost - - - -

all 5,7,17,31,32,33 24.22 4.50 1.50

7 low-cost - - - -

all 3,5,7,8,17,31,127 25.74 4.00 3.00

32 3 low-cost 2047,2048,4095 34.00 11.33 0.33

all 1025,2047,2048 32.00 11.00 0.00

4 low-cost 127,255,511,512 32.98 8.25 0.92

all 129,257,511,512 33.01 8.75 0.25

5 low-cost 31,32,127,255,511 33.93 6.80 3.20

all 33,65,127,128,257 33.06 7.20 1.20

6 low-cost 7,15,16,31,127,2047 33.66 5.67 8.67

all 17,31,33,64,65,127 33.10 6.00 0.80

7 low-cost - - - -

all 7,9,17,31,32,65,127 33.03 5.14 2.14

8 low-cost - - - -

all 3,5,7,8,17,31,127,257 33.75 4.63 5.70

40 4 low-cost 511,1023,2047,2048 41.00 10.25 0.92

all 513,1025,2047,2048 41.00 10.75 0.25

5 low-cost 127,128,255,511,2047 41.98 8.40 2.80

all 127,129,257,511,512 40.00 8.40 0.80

(continued)
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Table 1. (continued)

Required limits RNS obtained during the experiment

Required
range bit
depth

Number
of RNS
modules

Type of
RNS
modules

Values of RNS modules Range
bit
depth

Average
bit
width of
RNS
modules
bav

Measure
of
balance
β

6 low-cost 15,31,64,127,511,2047 41.85 7.00 6.80

all 17,65,127,128,129,511 40.11 7.17 1.76

7 low-cost - - - -

all 17,31,33,64,65,127,257 41.10 6.43 1.95

8 low-cost - - - -

all 7,16,17,31,33,65,127,257 41.91 5.75 3.64

48 5 low-cost 127,511,1023,2047,4096 48.98 9.80 3.70

all 257,511,1023,1024,2047 48.00 9.80 0.70

6 low-cost 31,127,255,511,512,2047 48.93 8.17 4.17

all 65,127,256,257,511,1023 48.01 8.33 1.47

7 low-cost - - - -

all 17,65,127,128,129,257,511 48.11 7.43 1.95

8 low-cost - - - -

all 17,31,32,33,65,127,257,511 49.10 6.62 2.84

56 6 low-cost - - - -

all 257,511,513,1024,1025,2047 57.01 10.00 0.80

7 low-cost - - - -

all 65,127,129,256,257,511,2047 56.02 8.43 1.95

8 low-cost - - - -

All 17,31,65,127,256,257,511,513 56.06 7.50 3.43

64 7 low-cost - - - -

All 127,257,511,513,1025,2047,2048 65.00 9.71 2.24

8 low-cost - - - -

All 17,65,127,257,511,512,1023,2047 64.10 8.38 3.70

In the next section, the results of the experiment shown in Table 1 will be discussed,
and some directions for further research on the application of RNS with special sets of
modules in practice will be proposed.
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4 Results and Discussion

According to the numerical results given in Table 1, some conclusions can be drawn.
First, as expected, the greater variability of possible RNS modules due to the addition
of modules of the 2k + 1 form made it possible to apply such RNS more widely, both in
the required range and in the number of modules in the system. The ranges of 56 and 64
bits could not be represented at all in RNS with low-cost modules, while in RNS with
the addition of modules of the 2k +1 form, it was possible to obtain combinations of six
modules (for a range of 56 bits), as well as seven- and eight-module sets. For all other
ranges, adding modules of the 2k + 1 form made it possible to obtain an RNS with an
increased parallelism coefficient. Secondly, the addition of modules of the 2k + 1 form
made it possible in most cases to improve significantly the balance of the RNS, which
can be seen from the decrease in the measure of balance β in almost all comparable cases
in Table 1. The average bit width of RNS modules bav remained practically unchanged
whenmoving from low-cost modules to extended sets in comparable cases in Table 1. An
increase in the number of modules for the same range proportionally reduces the average
bit width of RNS modules and has a pronounced tendency to increase the measure of
balance β.

To discuss the efficiency of the practical use of the constructed RNS containing
both low-cost modules and modules of the 2k + 1 form, suppose that to solve some
applied problem (for example, the implementation of a FIR filter), an RNSwith modules
{2k1, 2k2 −1, . . . , 2kr −1, 2kr+1 +1, . . . , 2kn +1}, whose exponents are ki, 1 ≤ i ≤ n can
be repeated. The need to use diminished-1 encoding to organize calculations by modules
2kr+1 + 1, . . . , 2kn + 1 requires the organization of calculations in such RNS according
to the scheme shown in Fig. 2.

Fig. 2. Scheme of calculations in RNS built on low-cost modules with the addition of modules
of the 2k + 1 form.

If we follow the notation introduced earlier and consider the execution time of oper-
ations for the i-th module equal to ti, 1 ≤ i ≤ n, then for the module 2k1 the computation
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time will be equal to the total operation time of all involved CSA-trees and KSA. For
modules 2k2 −1, . . . , 2kr −1 the computation time will be equal to the total running time
of all involved EAC-CSA-trees and EAC-KSA. For modules 2kr+1 + 1, . . . , 2kn + 1, the
computation time will be equal to the total running time of all involved IEAC-CSA-trees
and IEAC-KSA, as well as the diminished-1 encoder and decoder. The unique nature of
the formation of the values ti, 1 ≤ i ≤ n encourages the search for improved approaches
to the theoretical measurement of the RNS balance. As an alternative to calculations
using formulas (3)–(4), we can consider the average calculation time tav in the RNS
channels:

tav = 1

n

n∑

i=1

ti (5)

and time dispersion:

τ = 1

n

n∑

i=1

(ti − tav)
2. (6)

Of course, calculating the values ti, 1 ≤ i ≤ n, tav and τ is a much more difficult task
than calculating the values bi, 1 ≤ i ≤ n, bav and β, as it depends on the way the logical
implementation of adders and multipliers and other devices is involved. In addition, it
is necessary to take into account the direct technical characteristics and features of the
target devices for computing, such as FPGA and ASIC. The well-known unit-gate model
[16] can be considered as a first approximation for further theoretical analysis of RNS
balance according to formulas (5)–(6). This direction may be an interesting topic for
further research.

5 Conclusion

The paper showed a significant increase in parallelism and improvement in the balance of
RNSwithmodules of the 2k , 2k −1 and 2k +1 forms, compared to using onlymodules of
the 2k and 2k −1 forms. This fact can help in the development of more efficient solutions
in digital signal processing and cryptography based on RNS. A serious issue for further
research in this area is to study the effect of additional converters on the diminished-1
code and vice versa for modules of the 2k + 1 form compared to the improvement in
the RNS characteristics shown in the experimental part. This problem is subject to a
thorough study both at the theoretical level, for example, using a unit-gate model, and
practical tests on modern FPGA and ASIC microelectronic devices.
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Abstract. In this paper, a method for denoising an uncoded video stream in a
binary symmetric channel is considered. When a bit of information is damaged,
noise similar to impulse noise occurs with a certain probability. This work con-
siders a model for transmitting visual data through a binary symmetric channel,
where the noise characteristic corresponds to impulse noise distributed over the
image with random values. Both random variables are distributed uniformly, both
in brightness and in spatial location. In the proposed method, the distorted pixel
is detected by comparing pixels inside the filter mask. Pixels are compared by
their brightness value, and the remoteness of pixels within the detector area is also
taken into account. The distance between pixels is calculated using the Euclidean
metric. The local area of the filter takes into account pixels from the previous and
next frames. Video frame recovery is performed using adaptive median filtering.
A comparison was made with known methods. Based on the mean square error
(MSE) and structural similarity index (SSIM) characteristics, it was shown that
the proposed method copes with the task of denoising visual data better than the
known methods.

Keywords: Binary Symmetric Chanel · Impulse noise · Median filter · Image
processing · Adaptive filtering

1 Introduction

Images, as one of the forms of information presentation, which are transmitted as mes-
sages over communication channels, are subject to interference [1]. When transmitting
uncoded images over a communication channel, for example, represented as a binary
symmetric channel model, each bit can be distorted with a certain probability [2]. If at
least one bit of the image is distorted, interference occurs that distorts the pixel values.
Pixel distortion with a certain probability in a binary symmetric channel is similar to
impulse noise. The probability of the appearance of distorted pixels increases with a
video data stream, which is a series of images (frames) that follow each other with a cer-
tain frequency. Noisy frames can negatively affect the operation of various digital image
processing algorithms, for example, real-time object recognition, as well as incorrectly
displaying data received from medical or seismological sensors [3].
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The task of restoring images and videos from impulse noise consists of the task of
finding an impulse and the task of restoring a distorted pixel. One of the simple and
effective methods for removing impulse noise from images and videos is median filters
[4]. But the standard median filter leads to blurring of the image, so modifications of
the median filter have been proposed by various authors. One of the modifications that
greatly reduced the negative effect of blurring is adaptivemedian filtering [5]. In adaptive
median filters, pixels that do not impulse noise remain unchanged, changes are made
only for pixels that have been identified as noisy [6].

To denoising video from impulse noise, much fewer approaches have been proposed
that would take into account the features of video data. In [7], an adaptive median filter
with a mask is proposed that takes into account pixels from the previous and next video
frames, and the brightness of the reconstructed pixel is calculated using the Lorentz
function, which takes into account the distance between pixels inside the filter mask.

The complexity of the pixel detection task depends on the impulse noise model. In
the “salt and pepper” impulse noise model, where the distorted pixels take on two values:
an impulse with minimum and maximum brightness, the task of detection is usually not
worth it at all. Currently, a number of methods for cleaning and detecting impulse noise
are known. In the work [8] for denoising the image from impulse and Gaussian noise,
a method was developed, which is a modification of the bilateral filter for determining
distorted impulses [9]. [10] describes a method that offers an improvement on the [8]
method and uses a logarithmic function and threshold transformations for this. [11] also
describes a comparison between the [10] and [8] methods and proposes a method that is
another modification of the [8] method. The method introduces a new statistic, the Local
Consensus Index (LCI), which is calculated by summing up all pixel similarity values
in its neighborhood and finding the value of the central element.

In this work, the model of video data transmission through a binary symmetric
channel (BSC) will be considered. It will be shown that the characteristics of the noise
that occurs in the BSC correspond to the random-valued impulse noise model. The
detector of distorted pixels in a video frame is based on the score of the difference
between pixels.

2 Binary Symmetric Channel Model

A channel with binary input and a binary output, where the probabilities of error and
correct transmission are equal, is called a binary symmetric channel. Since each output
binary symbol of a channel depends only on the corresponding input binary symbol,
we say that this channel without memory [12]. Signals can be transmitted over a binary
channel, for example, 0 or 1. Transmission in such a communication channel is not
ideal, because of this, the receiving signal with a certain probability may receive an
error, which consists in replacing the sign of 1 with 0 or 0 with 1.

Figure 1 shows a scheme of a binary symmetric channel p is the probability of
error, 1 − p is the probability of correct transmission. BSC has input and output signal
X ∈ {0, 1} and Y ∈ {0, 1}, hence.

p(X |Y ) =
{
1 − p, if X = Y
p, if X �= Y

(1)
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Fig. 1. Scheme of a binary symmetric channel

Distorted signals in the BSC appear as a result of interference. Interference is under-
stood as any random influence on the signal in the communication channel that pre-
vents the correct reception of signals. In communication channels, there are both addi-
tive interferences, i.e., random processes superimposed on the transmitted signals, and
multiplicative interference, expressed in random changes in the channel characteristics
[13].

Additive interference contains three components: concentrated in frequency (har-
monic), concentrated in time (impulse) and fluctuation. Impulse interference is a
sequence of short-term pulses separated by intervals exceeding the time of transients
in the channel. The causes of impulse interference are: the influence of lightning dis-
charges on communication lines; the influence of power lines on communication lines;
poor contacts in transmission and power equipment; shortcomings in the development
and manufacture of equipment; operational reasons, etc. Deficiencies in the design and
manufacture of equipment lead to the fact that impulse noise occurs during voltage surges
in the supply network or switching from the main elements to the reserve ones. Digital
data is often transmitted as a sequence of binary numbers (bits of information). During
transmission, noise can distort the original message. The model consists of a transmitter
capable of sending a binary signal and a receiver.

Data transmission in the BSC can be described by the Bernoulli scheme. Let � be
a random variable that counts the number of failures. Then, according to the Bernoulli
scheme, the probability of m errors occurring when transmitting n bits through the BSC
is

p(� = m) =
(
n

m

)
pn−mqm (2)

where n is the bit depth of a video frame pixel, p is the probability of one bit distortion
in a binary symmetric channel. Based on (2), the density of impulse noise in the image
in accordance with the bit depth of the image and the probability of bit distortion is

ρ = 1 − pn−m (3)

Table 1 shows the density of impulse noise ρ on the image in accordance with the
probability of bit distortion p.
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Table 1. Impulse noise density ρ on the image

Bit corruption probability, p Pixel depth, n

8 12 16 24

0.01 0.0772 0,1136 0,1485 0,2143

0.05 0.3366 0,4596 0,5599 0,7080

0.10 0.5695 0,7176 0,8147 0,9202

Consider the case of broadcasting from a video surveillance camera, where errors
occur in the communication channel. Figure 2 shows video frames, where each bit of
the frame is distorted in the images with probability p = 0.01, 0.05, 0.1. In this case,
video frames are 8-bit.

a b c

d e f

Fig. 2. Frames from the video used in the modeling a) 1st; b) 50th; c) 100th; d) distorted 1st video
frame; e) distorted 50th video frame; f) distorted 100th video frame;

Figure 3 shows the distributionof pixels anuncodedvideo frame transmitted viaBSC.
The figure shows that the distribution of distorted pixels and their brightness is close to
uniform. Random in value and location in the frame noise that is uniformly distributed
corresponds to the characteristics of random-valued impulse noise. To eliminate this
type of noise, denoising methods based on median filtering are used.

3 Method for Uncoded Video Data Stream Denoising in a Binary
Symmetric Channel

Let digital videos be represented by a set of pixels with intensity values xi,j,k whose
coordinates (i, j) change over some subset Z2, where Z is a set of integers, and k is the
frame number in the video.
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a b c

d e f

Fig. 3. An example of an uncoded video frame distortion transmitted via BSC: a) original undis-
torted frame; b) frame corrupted by BSC; c) the location of impulse noise in the frame; d) dis-
tribution of pixel brightnesses on an undistorted frame; e) distribution of pixel brightnesses on a
distorted frame; f) the distribution of the brightness of impulse noise in the frame

In the proposed method, on the frame of a noisy video, it is necessary to determine
whether a bit of an image pixel has been distorted. To do this, a score of the difference
between pixels in the local window is introduced. The score of the difference is based
on two parameters:

1) The pixel brightness difference parameter, which we propose to calculate by the
formula

γ (i, j, k) = 1 + {log2
∣∣xi,j,k − xa,b,c

∣∣ − 8,−8}, xa,b,c ∈ �xi,j,k , (4)

Next, sort U and sum the first m/2 elements, where m is the number of elements in
the local window �:

αm(xi,j,k) =
m∑
l=1

γl(xi,j,k). (5)

2) Geometric distance parameter, based on the Euclidean metric, which determines the
difference between pixels in the local window �

β(xi,j,k , xa,b,c) = exp
(
−∥∥xi,j,k − xa,b,c

∥∥2/(2ψ2
β)

)
, (6)

where (i, j) and (a, b) denote the pixel coordinates, k and c are the frame number in the
video. The ψ parameter controls β(xi,j,k , xa,b,c) with respect to the geometric distance.

As a result, the similarity parameters between two pixels are obtained, based on
the geometric distance and the difference in the brightness of the pixels in the detector
window, with which a score of the difference between the pixels M can be obtained:

M (xi,j,k , xa,b,c) = α(xi,j,k , xa,b,c) · β(xi,j,k , xa,b,c). (7)
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The similarity score under formula (7) forms an array of values, where, using a
certain threshold T , it is possible to determine whether a pixel is an impulse. In the
proposed method, the optimal threshold value for T = 20. Therefore, if the values in
the array M are greater than the threshold value, then the image pixel is an impulse.

Given the features of the video, you can use pixels from other video frames in the �

filter mask. We propose to use the filter mask of the following type, which is shown in
Fig. 4. The distance between pixels in the local window is proposed to be determined by
the Euclidean metric (L2) [14]. The distance R

(
xijk , xabc

)
between pixels xijk and xabc

in the metric is determined by the formula

R
(
xijk , xabc

) =
√

(i − a)2 + (j − b)2 + (k − c)2.

3 2 3
21

2 3
2
3

2 1 2
1

1 2
1
2

3 2 3
21

2 3
2
3

frame k-1 frame k frame k+1

Fig. 4. Local window size �. The squares of distances defined by the Euclidean metric L2 are
inscribed in the pixel cells.

For pixels defined as distorted in the local area �, an array of undistorted pixels is
formed, in which the median is calculated. The resulting median value is assigned to the
distorted pixel.

Figure 5 shows the scheme of the proposed method, which was described above.

Fig. 5. Scheme of the method for denoising of uncoded the video data stream transmitted through
a binary symmetric channel.

For the first and last frames of the video, the buffer is only two frames: for the first
it is the current and next frames, for the last it is the previous and current frames.
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4 Modeling of Uncoded Video Data Stream Denoising in a Binary
Symmetric Channel

An 8-bit grayscale video was used for simulation. The frames of this video are shown
in Fig. 2. The video consists of 100 frames. The frame rate is 24 frames per second.
Resolution 1228 by 720 pixels.

a b c

d e f

Fig. 6. Modeling results by various methods: a) 50th frame of the original video; b) 50th frame
of video transmitted via BSC (p = 0.01); c) the result of restoration by the method [11]; d) the
result of restoration by the method [8]; e) the result of restoration by the method [10]; f) the result
of recovery by the proposed method

In the video, each bit is distorted with probabilities p = 0.01, 0.05, 0.1. . To deter-
mine the quality of video processing, themean square error (MSE) [15] and the structural
similarity index (SSIM) [16] were used.

The results of the modeling are presented in Tables 2 and 3. Figures 6, 7 and 8 show
the 50th frame of the original, distorted and restored video.

The simulation results showed that the proposed method demonstrates the best pro-
cessing results for frames that were transmitted through the BSC, as can be seen in
Tables 2 and 3. In Table 2, lower MSE values are obtained for all bit distortion prob-
abilities. In Table 3, for the bit distortion probabilities p = 0.01 and p = 0.10, the
highest SSIM values were obtained, but for p = 0.05 the [11] method received the best
processing quality.
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a b c

d e f

Fig. 7. Modeling results by various methods: a) 50th frame of the original video; b) 50th frame
of video transmitted via BSC (p = 0.05); c) the result of restoration by the method [11]; d) the
result of restoration by the method [8]; e) the result of restoration by the method [10]; f) the result
of recovery by the proposed method

a b c

d e f

Fig. 8. Modeling results by various methods: a) 50th frame of the original video; b) 50th frame
of video transmitted via BSC (p = 0.10); c) the result of restoration by the method [11]; d) the
result of restoration by the method [8]; e) the result of restoration by the method [10]; f) the result
of recovery by the proposed method
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Table 2. MSE values for various methods of video data removal from impulse

bit corruption
probability, p

known methods proposed
method[8] [10] [11]

0.01 93.8194 86.1825 102.9058 49.4638

0.05 129.8409 124.4533 122.9748 92.9278

0.10 179.4645 183.0262 215.4525 151.3833

Table 3. SSIM values for various methods of video data removal from impulse

bit corruption probability, p known methods proposed
method[8] [10] [11]

0.01 0.9272 0.9319 0.9150 0.9545

0.05 0.8211 0.8312 0.8954 0.8593

0.10 0.7062 0.7007 0.7290 0.7428

5 Conclusion

The paper considers the case of video transmission through a binary symmetric channel,
where with a certain probability each bit of the image was distorted. The distribution
of distortions on video frames showed that the random noise in terms of value and
location in the frame, which is uniformly distributed, corresponds to the characteristics
of random-valued impulse noise. A method was proposed for detecting and denoising
distorted pixels in video frames, which is based on score of the difference between pixels
in terms of brightness and geometric distance of pixels in the local window. The distances
in the local window are defined by the Euclidean metric.

In simulation, using the characteristics of SSIM and MSE, it was shown that the
proposed method coped with the task of denoising in the best way. The proposed method
can be used, for example, in video surveillance systems, where interference often occurs
in communication channels. And also, in places where weather conditions distort the
signals transmitted via communication channels.

Acknowledgments. The authors would like to thank the North Caucasus Federal University for
supporting the contest of projects competition of scientific groups and individual scientists of
the North Caucasus Federal University. The work is supported by the North-Caucasus Center for
Mathematical Research under agreement № 075-02-2021-1749 with the Ministry of Science and
Higher Education of the Russian Federation and byRussian Foundation for Basic Research project
19-07-00130.



400 A. R. Orazaev

References

1. Gonzales, R.C., Woods, R.E.: Digital Image Processing, Fourth edn. (2018)
2. Stone, J.V.: Information Theory: A Tutorial Introduction (2015)
3. Kuruvilla, J., Sukumaran, D., Sankar, A., Joy, S.P.: A review on image processing and

image segmentation. In: Proceedings of 2016 International Conference on Data Mining and
Advanced Computing, SAPIENCE 2016 (2016)

4. Petrou, M., García Sevilla, P.: Image Processing: Dealing with Texture (2006)
5. Chervyakov, N., Lyakhov, P., Orazaev, A.: Two methods of adaptive median filtering of

impulse noise in images. Comput. Optics 42(4), 667–678 (2018). https://doi.org/10.18287/
2412-6179-2018-42-4-667-678

6. Verma, K., Kumar Singh, B., Thoke, A.S.: An enhancement in adaptive median filter for edge
preservation. Procedia Comput. Sci. 48, 29–36 (2015)

7. Chervyakov, N.I., Lyakhov, P.A., Orazaev, A.R.: 3D-generalization of impulse noise removal
method for video data processing. Comput. Optics 44, 92–100 (2020). https://doi.org/10.
18287/2412-6179-CO-577

8. Garnett, R., Huegerich, T., Chui, C., He, Wenjie: A universal noise removal algorithm with
an impulse detector. IEEE Trans. Image Process. 14(11), 1747–1754 (2005). https://doi.org/
10.1109/TIP.2005.857261

9. Tomasi, C., Manduchi, R.: Bilateral filtering for gray and color images. In: Proceedings of
the IEEE International Conference on Computer Vision (1998)

10. Dong, Y., Chan, R.H., Shufang, X.: A detection statistic for random-valued impulse noise.
IEEETrans. Image Process. 16, I1112-1120 (2007). https://doi.org/10.1109/TIP.2006.891348

11. Xiao, X., Xiong, N.N., Lai, J., Wang, C.-D., Sun, Z., Yan, J.: A local consensus index scheme
for random-valued impulse noise detection systems. IEEE Trans. Syst., Man, Cybern.: Syst.
51(6), 3412–3428 (2021). https://doi.org/10.1109/TSMC.2019.2925886

12. Timme, N.M., Lapish, C.: A tutorial for information theory in neuroscience. eneuro 5(3),
ENEURO.0052-18.2018 (2018). https://doi.org/10.1523/ENEURO.0052-18.2018

13. Witten, E.: A mini-introduction to information theory. La Rivista del Nuovo Cimento 43,
187–227 (2020). https://doi.org/10.1007/s40766-020-00004-5

14. Jähne, B.: Digital Image Processing and Image Formation (2018)
15. Karunasingha, D.S.K.: Root mean square error or mean absolute error? Use their ratio as

well. Inform. Sci. 585, 609–629 (2022). https://doi.org/10.1016/j.ins.2021.11.036
16. Sara, U., Akter, M., Uddin, M.S.: Image quality assessment through FSIM, SSIM, MSE and

PSNR—a comparative study. J. Comput. Commun. 07, 8–18 (2019). https://doi.org/10.4236/
jcc.2019.73002

https://doi.org/10.18287/2412-6179-2018-42-4-667-678
https://doi.org/10.18287/2412-6179-CO-577
https://doi.org/10.1109/TIP.2005.857261
https://doi.org/10.1109/TIP.2006.891348
https://doi.org/10.1109/TSMC.2019.2925886
https://doi.org/10.1523/ENEURO.0052-18.2018
https://doi.org/10.1007/s40766-020-00004-5
https://doi.org/10.1016/j.ins.2021.11.036
https://doi.org/10.4236/jcc.2019.73002


Cloud-Based Service for Recognizing Pigmented
Skin Lesions Using a Multimodal Neural

Network System

Ulyana Alekseevna Lyakhova(B) , Daria Nikolaevna Bondarenko ,
Emiliya Evgenevna Boyarskaya , and Nikolay Nikolaevich Nagornov

Department of Mathematical Modeling, North-Caucasus Federal University, 355017 Stavropol,
Russia

uljahovs@mail.ru

Abstract. Skin cancer is the most common cancer in humans today and is usually
caused by exposure to ultraviolet radiation. There are many diagnostic methods
for visual analysis of pigmented neoplasms. However, most of these methods are
subjective and largely dependent on the experience of the clinician. To minimize
the influence of the human factor, it is proposed to introduce artificial intelligence
technologies that have made it possible to reach new heights in terms of the accu-
racy of classifying medical data, including in the field of dermatology. Artificial
intelligence technologies can equal and even surpass the capabilities of an der-
matologists in terms of the accuracy of visual diagnostics. The article proposes
a web application based on a multimodal neural network system for recognizing
pigmented skin lesions as an additional auxiliary tool for oncologist. The system
combines and analyzes heterogeneous dermatological data, which are images of
pigmented neoplasms and such statistical information about the patient as age,
gender, and localization of pigmented skin lesions. The recognition accuracy of
the proposed web application was 85.65%. The use of the proposed web appli-
cation as an auxiliary diagnostic method will expand the possibilities of early
detection of skin cancer and minimize the impact of the human factor.

Keywords: Multimodal Neural Networks · Heterogeneous Data · Cloud-based
System · Pigmented Skin Lesions · Skin Cancer · Melanoma

1 Introduction

According to the World Health Organization (WHO), skin cancer is one of the leading
oncological diseases in the world [1]. The most common method for recognizing malig-
nant pigmented neoplasms in dermatologists-oncologists is visual diagnostics using der-
matoscopy. Dermatoscopy is a non-invasive diagnostic method that makes it possible to
identify the morphological features of a pigmented formation [2]. The main limitation of
this method is the dependence of its effectiveness on the experience of the dermatologist
[3]. The average accuracy of visual diagnosis of skin cancer is 65–75% [4].
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A more accurate and reliable method for diagnosing skin cancer is a biopsy. This
method is invasive. A portion of the pigmented lesion is scraped off and sent to a
laboratory to confirm the tumor status [5]. The procedure is painful, time-consuming,
and requires healthcare funding. The main problem with using the biopsy method is
that laboratory sampling often causes inflammation or even the spread of the lesion. A
primary potential malignant pigmented neoplasm may pave the way for further foci of
melanoma and non-melanoma skin cancer [6].

To overcome the problem of diagnosing skin cancer, new strategies have been pro-
posed to provide greater “objectivity” in the early detection of suspicious pigmented
lesions, especially for dermatologists who do not have sufficient experience in der-
moscopy. Among them is the introduction of intelligent systems for analyzing images
and statistical data on patients, which are an auxiliary tool for the early diagnosis of skin
cancer.

Automatic analysis of pigmented skin lesions is a hot topic of research aimed at
developing tools for the computerized diagnosis of skin cancer [7]. To date, artificial
intelligence algorithms have been able to surpass the classification accuracy of der-
matologists [8]. However, neural network systems do not provide reliable estimates of
predicted pigmented skin lesions, since they cannot be used as an independent diagnos-
tic tool without the help of a doctor. At the same time, artificial intelligence algorithms
can be applied in web applications, mobile applications, and software as a telemedicine
tool, as well as an auxiliary diagnostic system for doctors. Computerized diagnostics is a
growing need due to the growing number of emergingmalignant neoplasms, subjectivity
of the procedure, time, and financial costs [9].

The work [10] presents a cloud-based system for diagnosing skin lesions using con-
volutional neural networks. The cloud system only processes visual data. The accuracy
of the proposed system is 77.4%. The mobile application proposed in [11] for recog-
nizing pigmented skin neoplasms based on convolutional neural networks achieved an
accuracy of 75.2%. The studies published to date have used various software based on
intelligent visual data classification algorithms. However, there are no software-based
intelligent automated systems for analyzing heterogeneous dermatological data, which
are images and statistical data of patients. Combining and analyzing heterogeneous der-
matological data can significantly improve the accuracy of recognizing pigmented skin
lesions.

This study aims to develop a cloud-based web application based on a multimodal
neural network system for the analysis of heterogeneous dermatological data. The rest
of the work is structured as follows. Section 2 describes the structure of a cloud-based
web application based on a multimodal neural network system for processing statistical
data and dermoscopic images of pigmented skin lesions. Section 3 presents the practi-
cal development of the proposed cloud-based web application based on a multimodal
neural network architecture as an auxiliary system for the classification of pigmented
neoplasms.
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2 Materials and Methods

2.1 The Architecture of a Cloud-Based Web Application Based on a Multimodal
Neural Network System for Recognizing Pigmented Skin Lesions

The proposed supporting diagnostic tool is a cloud-based neural network system that
recognizes pigmented skin lesions using digital imaging and artificial intelligence meth-
ods. Figure 1 shows a proposed system consisting of a client device, a website for
downloading dermatological data, and a server connected to both a cloud database and
a script that downloads a neural network. To work correctly with the proposed system,
the user uploads an image and statistical data from the device to the site. The neural
network server is notified to load and process data using the neural network script. As
a result of neural network recognition, the user is presented with classification data for
10 diagnostically significant categories of pigmented neoplasms.

Users

Website for

downloading data and

displaying the result

Server with

neural network

Neural network

script

Fig. 1. Architecture of a cloud system for recognition of pigmented skin neoplasms

Thewebsite the user is accessing is a single-listingweb page for downloading derma-
tological data. The only requirements for the website are to connect to a cloud database
and resize the site depending on the device. The architecture of the cloud-based system
for recognition of pigmented neoplasms of the skin was designed in such a way as to
minimize memory and processor requirements and be available for a large number of
devices with different characteristics. As a result, users with different types of devices
can easily use the system when they have access to the Internet.

The task of the cloud server is to establish a connection between client devices
and a script with a pre-trained neural network. Also need to store and maintain data
coming from both directions. The server must be able to connect to a large number of
user devices, store lesion images and statistics uploaded by users, and capture neural
network recognition results. When a user uploads an image of a pigmented lesion and
fills in the statistical data in the forms provided, a new catalog is created on the server
with the image and patient data in a table format. In the next step, the server sends a
script launch notification with a pre-trained neural network.
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A script with a neural network is a loading of a trained multimodal neural network
system for processing dermatological heterogeneous data. Combining heterogeneous
data allows you to obtain additional information and improve the efficiency of medical
neural network systems for analyzing and classifying heterogeneous data.

The proposed multimodal neural network system consists of a pre-trained neural
network for processing visual data and a linear neural network for processing patient
statistics. The input of the proposed system receives an image of a pigmented neoplasm
Id and statistical data of the patient Cd . The multimodal pigmented skin lesion recog-
nition system is a fully connected neural network and requires input data encoded as a
feature vector. For each image, a corresponding vector of statistical data is created, which
depends on the amount and type of information. As a result, the patient statistics are

hot-coded into a binary feature vector
−→
Cd . The

−→
Cd statistical feature vector is processed

by a multilayer linear neural network architecture to obtain an output �D data vector.
The most optimal neural network architecture for the recognition of multidimen-

sional visual data is CNN [12]. The main difference between this type of neural network
is the convolution operation, which results in the receipt of image feature maps. As a
result of passing through all the layers of the used pre-trained CNN, the image of the
Id pigment neoplasm is transformed into a Im feature map. The input of the concatena-
tion layer is the feature map of the Im image and the �D data vector. The operation of
combining heterogeneous data on the concatenation layer can be represented as follows:

fd =
∑

i

∑

j

∑

l

kijlv
(1)
ijld +

m∑

i=1

Div
(2)
id , (1)

where v(1)ijld is a set of weights for processing feature maps of images and v(2)id . is a set of

weights for processing �D data vector.
The last layer of the multimodal neural network is activated using the softmax func-

tion. The architecture of a multimodal neural network system for recognizing pigmented
skin lesions based on CNN AlexNet is shown in Fig. 2.
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Fig. 2. Multimodal neural network architecture for classification of pigmented skin lesions based
on AlexNet
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3 Results

The data set used for training the multimodal neural network system was taken from the
open archive of The International Skin Imaging Collaboration (ISIC) [13]. The dataset
consists of 41,725 images of pigmented skin lesions of various sizes divided into the 10
most significant diagnostic categories. The dataset also contains statistical information
about the patient’s age group in increments of five years, the anatomical localization of
the pigmented neoplasm in eight areas of the body, and gender. The rationale for using
different types of data in training databases is that combining heterogeneous data can
provide additional information and improve the efficiency of neural network analysis and
classification systems. The use of heterogeneous dermatological data, such as images
and statistical information about the patient, when training multimodal neural network
systems can improve the accuracy of diagnostics by searching for links between visual
objects of research and statistical metadata.

The statistical variable “Age” was divided into four groups by the classification of
ages adopted by the World Health Organization. The first group of “young age” is rep-
resented by patients under the age of 44 years. The second group of “middle age” is
represented by patients aged 45 to 59 years. The third group of “elderly age” is repre-
sented by patients aged 60 to 75 years. The fourth group of “senile age” is represented
by patients over the age of 76 years. The database was divided into heterogeneous data
for training and heterogeneous data for validation at a percentage of 80 to 20. Examples
of images of pigmented skin lesions, as well as statistical data for these images from the
modeling database, are presented in Table 1.

Table 1. Examples of images of pigmented skin lesions, as well as statistical data for these images
from the selected database for neural network modeling

№ Image 
example

Category
name

Statistics example
№ Image 

example
Category 

name
Statistics example

Age Location Gender Age Location Gender

1. vascular lesions 55 anterior 
torso male 6. benign 

ketarosis 45 anterior 
torso female

2. nevus 35 lower 
extremity female 7. actinic 

keratosis
75 head male

3. solar lentigo 45 head male 8. basal cell 
carcinoma

85 anterior 
torso male

4. dermatofibroma 65 lower 
extremity female 9.

squamous 
cell 

carcinoma

75 posterior 
torso male

5. seborrheic 
keratosis 75 upper 

extremity male 10
. melanoma 65 upper 

extremity male
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Modeling of a multimodal neural network system for recognizing pigmented skin
lesions was carried out using the high-level programming language Python 3.10.5. All
calculations were carried out on a PCwith an Intel(R) Core (TM) i5–8500 processor with
a clock speedof 3.00GHz, 16GBof random-accessmemory (RAM)and aprocessorwith
a 64-bit Windows 10 operating system. Training multimodal neural network system was
carried out using a graphics processing unit (GPU) based on an NVIDIA video chipset
GeForce GTX 1050TI.

The choice of AlexNet as a CNN for processing visual data is because the neural
network architecture does not require specialized hardware andworkswell with a limited
GPU. The neural network architecture makes it possible to achieve high levels of image
recognition accuracy by using a larger number of filters on each layer. In this case,
the pooling layer follows each convolutional layer, and ReLU is used as the activation
function, which reduces the probability of the disappearance of the gradient [14]. To
train the architecture of a convolutional neural network based on AlexNet, images were
converted to a size of 227 × 227 × 3, where 3 is the number of color channels since the
visual data is in RGB format.

Table 2 presents the results of assessing the recognition accuracy of dermoscopic
data when testing a multimodal neural network system, as well as such quantification
methods as loss function, F1-score, Matthew’s correlation coefficient (MCC), Jaccard-
score, and specificity. The accuracy of recognition of pigmented skin lesions using CNN
AlexNet was 85.65%. The loss function index when testing amultimodal neural network
system was 0.12. The F1 score when testing the neural network architecture based on
AlexNet was 0.86. The Jaccard index is used to compare a set of predicted labels. The
Jaccard index for a multimodal neural network system based on CNNAlexNet was 0.75.
The Matthews Correlation Coefficient (MCC) is the most reliable statistic showing how
well a model performs in all four categories of the confusion matrix in proportion to the
size of the positive elements and the size of the negative elements in the dataset. The
value of the Matthews coefficient was 0.72. The specificity index for the neural network
model was 0.98.

Table 2. Results of modeling multimodal neural network system for recognizing pigmented
neoplasms

CNN
architecture

Loss function Accuracy, % F1- score MCC Jaccard-score Specificity

AlexNet 0.12 85.65 0.86 0.72 0.75 0.98

The Flask frameworkwas used to create aweb application for recognizing pigmented
skin lesions. Figure 3 shows the appearance of the dermatological data download page
of the proposed web application, as well as the page with the result displayed to the user
after the neural network recognition of a pigmented skin neoplasm.

Because the proposedweb application should not include a large number of function-
ality, as well as the need for compatibility with the PyTorch, OpenCV, and Torchvision
modules used, the Flask framework is the most optimal framework for creating web



Cloud-Based Service for Recognizing Pigmented Skin Lesions 407

)a

b) 

Fig. 3. Appearance of the proposed web application: a) page for downloading dermatological
data; b) the result displayed to the user

applications. The HTML markup language and CSS Cascading Style Sheets were used
to create the frontend. The page structure of a web application is HTML files located on
the server. Files are issued to the browser through a request to the server with HTML
templates. The appearance of the pages is described using CSS.

The introduction of the proposed web application as an auxiliary diagnostic tool
can significantly change tactics in the prevention of skin cancer and early detection
of melanoma. Unlike other types of cancer, which are localized within the body, the
location of pigmented neoplasms allows diagnosis using non-invasive approaches. The
use of the proposed web application as an auxiliary diagnostic tool opens up prospects
for accelerated diagnosis of the patient, and detection of skin cancer at an early stage.

4 Conclusion

As a result of testing the proposed web application based on a multimodal neural net-
work system with CNN AlexNet, the accuracy of recognition of skin neoplasms was
85.65%. The proposed system can be used as an effective auxiliary diagnostic tool for a
dermatologist-oncologist.

Efficiency in the implementation of applications based on artificial intelligence in
the field of medicine has been demonstrated in recent studies. Applications based on
intelligent systems in the field of dermatology are becoming increasingly important [15]
and can be especially effective for auxiliary diagnostics of a large number of patients. The
introduction of artificial intelligence approaches as an auxiliary diagnostic tool makes
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it possible to increase the efficiency of skin cancer recognition in comparison with the
visual diagnostic methods of dermatologists-oncologists [16].

The proposed web application demonstrates more accurate results in recognizing
pigmented skin lesions compared to existing similar intelligent diagnostic systems. The
cloud system presented in [10] visual data of pigmented neoplasms with an accuracy of
up to 77.40%, which is 8.25% lower than the accuracy of the proposed web application
based on a multimodal neural network system. The work [11] presents a mobile applica-
tion for recognizing pigmented skin lesions with an accuracy of up to 75.20%, which is
10.45% lower than the accuracy of the proposed web application. The main distinguish-
ing characteristic of the proposed auxiliary web application is the use of heterogeneous
data based on visual data and statistical information about patients. Combining and
analyzing heterogeneous information can significantly improve the accuracy of neural
network recognition by searching for additional links between a diagnostic category and
available dermatological data.

Themain limitation in the implementation of the proposedweb application based on a
multimodal neural network system for recognizing pigmented lesions is the possibility of
using it only as an additional diagnostic tool for physicians and specialists. The proposed
web application cannot independently diagnose patients and is not a full-fledged certified
medical tool. A promising direction for further research is the construction of more
complex neural network systems for the classification of pigmented skin lesions. The
development and implementation of methods for segmenting pigmented neoplasms in
images, as well as methods for cleaning noise and hair structures as additional functions
in the proposed web application, will improve the accuracy and efficiency of recognizing
pigmented neoplasms.
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Abstract. The paper deals with the short-term forecasting problem of
the temperature profile based on observational data. The MTP-5 tem-
perature profiler is the observational data source. This remote sensor
provides measurement of the temperature profile in the surface layer
of the atmosphere with a high spatiotemporal resolution. Measurement
data is considered as a multivariate time series. We use a temporal con-
volutional neural network (TCN) to prediction such a series. A quality
analysis of the temperature profiles forecast for several hours using TCN
is presented.

Keywords: forecasting · temperature profile · temporal convolutional
network

1 Introduction

The problem of forecasting the state of the atmosphere is always relevant and is
solved using high-resolution numerical weather prediction models. These models
have different scales and are based on solving equations in partial derivatives
of atmospheric dynamics. One of the problems of numerical prediction models
is the low accuracy of determining the profiles of meteorological parameters of
the surface layer of the atmosphere, in particular, temperature profiles. At the
same time, the vertical distribution of temperature in the lower layer of the
atmosphere is critical for practical purposes. In particular, it is important for
the ecology of cities, since it determines the dispersion of pollutants. It is known
that temperature inversions contribute to the pollutants accumulation in the
atmosphere surface layer [1,2].

Mesoscale numerical forecasting models do not always effectively determine
the inversions in the surface layer of the atmosphere. As an example, Fig. 1 shows
a comparison of the forecasting data from the Global Forecast System model and
the measurement results of the MTP-5 temperature profiler. The Global Fore-
cast System (GFS) is a National Centers for Environmental Prediction (NCEP)
weather forecast model. Comparison data are presented for a point with coor-
dinates 56.143◦N, 34.989◦E with a three-hour step during the day. We see that
the numerical prediction model predicts an adiabatic temperature profile during
the day. At the same time, observational data show a stable elevated inversion

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Alikhanov et al. (Eds.): APAMCS 2022, LNNS 702, pp. 410–420, 2023.
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Fig. 1. Comparison of forecasting and observation data for temperature profiles

at 400m. The presented results clearly show that the numerical forecast model
does not allow predicting the temperature inversion at low altitudes.

In this regard, the problem of the temperature inversions nowcasting using
observational data is topical. In particular, this issue was the subject of a paper
[3] in which the prognostic temperature at each altitude is calculated on the basis
of the weighted-average trend. In its turn, the value of the weighted-average trend
is calculated as a combination of the observational data trend and the modeling
data trend taken with their weights. Weight coefficients are calculated based on
the analysis of the quality of the forecast for the previous observation period.

In this paper, we will consider the use of neural networks to solve the problem
of short-term forecasting of temperature profiles based on observational data. In
contrast to [1], here we use only observational data for nowcasting. As is known,
convolutional neural networks (CNN) allow extracting spatial characteristics.
This property determines their wide application for classification problems. On
the other hand, long short-term memory (LSTM) neural networks can learn tem-
poral characteristics. Therefore, there are many options for combining CNN and
LSTM networks. In practice, it is better to study temporal characteristics from
data sequences with a long history due to the fact that the patterns of trend
change appear over large time intervals. However, LSTM is less efficient when
processing a long sequence of history [4]. To solve this issue, this work uses a tem-
poral convolution network combining causal filters with extended convolutions
to increase the length of the network’s receptive field.

The temporal convolution network (TCN) were first proposed in the work
[5] for video-based action segmentation and have been rapidly developed [6,7].
In 2020, a paper [8] was published on the use of TCN in weather forecasting
problems. Based on the comparison of TCN and LSTM, the authors concluded
that TCN performs well in time series forecasting tasks. We also note the works
[9,10] devoted to various problems of meteorological forecasting based on TCN.
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Let us list the advantages of TCN, following work [6].

– Parallelism. A long input sequence can be processed as a whole in TCN,
instead of sequentially as in RNN.

– Flexible receptive field size. A TCN can change its receptive field size
in multiple ways: stacking more dilated (causal) convolutional layers, using
larger dilation factors, or increasing the filter size. TCNs thus afford better
control of the model’s memory size, and are easy to adapt to different domains.

– Stable gradients. TCN avoids the problem of exploding/vanishing gradi-
ents, which is a major issue for RNNs.

– Low memory requirement for training.
– Variable length inputs. Just like RNNs, TCNs can also take in inputs of

arbitrary lengths by sliding the 1D convolutional kernels.

2 Temporal Convolution Network

We give a brief description of the TCN architecture following the work [6]. Let
the input sequence be given

x0, x1, ..., xT . (1)

The problem is to predict corresponding outputs at each time:

ŷ0, ŷ1, ..., ŷT . (2)

The TCN uses 1-dimensional fully-convolutional network architecture. Each
hidden layer is the same length as the input layer, and zero padding of length
(kernel size - 1) is added to keep subsequent layers the same length as previous
ones. To achieve the second point, the TCN uses causal convolutions, convolu-
tions where an output at time t is convolved only with elements from time t and
earlier in the previous layer (the blue line connections at the Fig. 2).

xTxT-1xT-2x2x1x0
Input

Hidden

Hidden

Output

d=1

d=2

d=4

ŷTŷT-1ŷT-2ŷ2ŷ1ŷ0

...

...

Fig. 2. A dilated causal convolution with dilation factors d = 1, 2, 4 and filter size
k = 3 [6]
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A simple causal convolution is only able to look back at a history with size
linear in the depth of the network. Therefore, TCN uses dilated convolutions that
enable an exponentially large receptive field. More formally, for a 1-D sequence
input x ∈ IRn and a filter f : {0, ..., k − 1} → IR, the dilated convolution opera-
tion F on element s of the sequence is defined as

Fs = x∗df (s) =
k−1∑

i=0

f (i) · xs−d·i, (3)

where d is the dilation factor, k is the filter size.
The residual block allows us to consider the output as a modification of the

identity transformation:

O = activation function (x + F (x)) (4)

Calculating the increment of the input is more efficient than directly calculating
the value of the output, especially when the dimension of the input is large. As
activation function we use the rectified linear unit ReLU :

ReLU (x) = max (0, x) . (5)

3 Problem Statement

The problem of forecasting temperature profiles is formulated as follows.
At the moment of time t0 there are time-series of observations of temperature

values
{

T
(i)
k

}
at given heights hk, k = 1, ..., n, i = 0,−1, ...,−m, where T

(i)
k is

a temperature value at altitude hk at time moment ti. Observations are carried
out with a constant time interval:

ti = t0 + i · Δt. (6)

We will assume that a fixed forecasting interval Δτ is given.
It is required for each height hk to calculate the temperature estimate T̂k (Δτ)

at the time moment t0 + Δτ as a function of observational data:

T̂k (Δτ) = F
(Δτ)
k

(
T

(0)
1 , ..., T (0)

n , T
(−1)
1 , ..., T (−1)

n , ..., T
(−m)
1 , ..., T (−m)

n

)
. (7)

Note that, in accordance with the problem statement, we assume that the
forecast for a fixed height hk is calculated from observational data at all heights
hl, l = 1, ..., n.

MTP-5 measures the temperature at the altitudes:

hk = 25 · (k − 1) , if k < 5,
hk = 100 + 50 · (k − 5) , if 5 ≤ k ≤ 23.

(8)

The total number of measurement heights is 23. We are testing the altitude
range up to 600m, which is most to temperature anomalies.

The nowcasting time is equal to 2 h.
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The receptive field size of TCN is defined by next parameters:

– k - the kernel size to use in each convolutional layer;
– d - the number of filters to use in the convolutional layers;
– nr - the number of stacks of residual blocks to use.

The receptive field for k = 2, d = 4, nr = 1 is shown on Fig. 3. The yellow
circles correspond to the input sequence. The red circles correspond to the out-
put of the residual blocks. The blue circles show the elements involved in the
formation of the output of the residual block. Accordingly, the receptive field for
k = 2, k = 4, nr = 2 is shown on Fig. 4.

Fig. 3. The receptive field for k = 2, d = 4, nr = 1

Fig. 4. The receptive field for k = 2, d = 4, nr = 2

The size of the convolution kernel determines the local temperature trend.
Small kernel sizes (k = 2, 3, 4) highlight random measurement fluctuations, so it
makes no sense to use them. We use the size of the convolution kernel equal to
7, which corresponds to an observation interval of 30 min. In turn, the dilation
factor determines the time interval on which we identify the dynamics of a larger
time scale, for example, daily. With an expansion factor of d=8, TCN with a
single residual block analyzes observations over approximately 4.5 h. With d =
32, the observation interval will expand to 18.5 h, and with d = 64, respectively,
up to a day and a half.
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If the length of the input sequence is less than required, the missing elements
are padding with zeros.

For training, we use measurement data for the period july-august 2019, per-
formed in Novosibirsk. Testing of the trained neural network is performed on
measurement data for the same period of 2020.

4 Results and Discussion

We use TCN with k = 7, d = 32, nr = 1. The convergence of the learning
process is shown in Fig. 5. As an accuracy metrics, we use the mean absolute
error. Figures 6, 7, 8 and 9 show examples of nowcasting using a trained TCN
for some typical temperature stratification situations.

Fig. 5. The convergence of the learning process

Fig. 6. Nowcasting of adiabatic temperature profile
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Fig. 7. Nowcasting of temperature inversion

Fig. 8. Nowcasting of temperature stratification with surface isotherm

It can be seen that, in general, TCN predicts the type of temperature stratifi-
cation quite well. At the same time, the greatest quantitative difference between
the forecast and observational data is observed close to the earth’s surface. It
can be seen that, in general, TCN predicts the type of temperature stratification
quite well. In this case, the greatest quantitative difference between the forecast
and observational data is observed close to the earth’s surface. As the height
increases, the forecast is more consistent with the observational data. A higher
forecasting error at low altitudes is explained by the influence of the process of
heating the earth’s surface on the evolution of air temperature.

Statistical analysis of the results of forecasting and observation confirms the
comments made. Figures 10, 11, 12 and 13 show histograms of the forecasting
error distribution for different heights. It can be seen that at higher altitudes
the range of forecasting errors is becoming smaller. If in the range of heights up
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Fig. 9. Incorrect prediction of temperature inversion

Fig. 10. Histogram of the forecasting error distribution for h = 50 m

to 100 m the root-mean-square forecasting error is 1.3...1.8 ◦C, then at heights
over 400 m it is less than 1 ◦C (Fig. 14).

As you can see from the results presented, the forecasting temperature profile
calculated using TCN is characterized by temperature fluctuations with heights.
This is because TCN analyzes the temperature profile as a collection of inde-
pendent time series. The absence of spatial convolution of the multidimensional
input sequence in height does not allow taking into account the correlation of
temperature changes at neighboring heights.

In this work, we did not optimize the network parameters, choosing its char-
acteristics from qualitative considerations. However, the presented results show
that TCN can be an effective tool for short-term prediction of temperature strat-
ification of the surface layer of the atmosphere.
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Fig. 11. Histogram of the forecasting error distribution for h=100m

Fig. 12. Histogram of the forecasting error distribution for h = 300 m
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Fig. 13. Histogram of the forecasting error distribution for h = 600 m

Fig. 14. Root-mean-square forecasting error as function of altitude
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Application of Bidirectional LSTM Neural
Networks and Noise Pre-cleaning for Feature

Extraction on an Electrocardiogram
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Abstract. Cardiac diseases are one of the most common diseases on the planet.
Thousands of people die from this disease every year. For prompt diagnosis, an
automated system for processing electrocardiograms is required. The standard
model of an automated system consists of signal preprocessing, feature extrac-
tion, and classification. In this article, unidirectional and bidirectional network
models with long short-term memory were considered for the classification of
electrocardiogram signals. The simulation results showed that the use of both
methods without preliminary signal processing and feature extraction on them
is not advisable. Also, the simulation result showed that models that include the
removal of noise from electrocardiograms have more accurate training results for
bidirectional networks with a long short-term memory. The simulation was car-
ried out in the MatLab 2020b mathematical environment based on the PhysioNet
Computing in Cardiology Challenge 2017 database, taken from an open source.
The best result was obtained in the classification of atrial fibrillation.

Keywords: Electrocardiogram · Long Shot-Term Memory · neural network ·
signal noise reduction · feature extraction

1 Introduction

The number of people suffering from cardiac diseases has increased 4.5 times from 2000
to 2019 [1]. Electrocardiography (ECG) allows timely diagnosis of these diseases. An
increase in the volume of electrocardiograms requires automation of the process of their
decoding. For example, automatic detection of atrial fibrillation by ECG signals will
allow doctors to quickly pay attention to a particular patient.

The most common method for identifying signs of cardiac dysfunction on ECG is
wavelet analysis followed by training a neural network for classification. For example, in
[2], the authors highlight the P-peak on theECGusing theDaubechieswavelet transform.
This is one of the first works devoted to the selection of signs of atrial fibrillation. In
[3], the authors use an adaptive wavelet transform based on the Shannon method and the
Poincret section.

Pacemakers use techniques to process signals in real time. The method based on the
use of biorthogonal wavelet transform is described in [4].
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One of the methods for detecting atrial fibrillation [5] is based on the use of an
eight-layer convolutional network, which does not require either pre-processing of the
ECG signal or extracting features from it. In contrast to it, there is a method [6], in which
classification is carried out by a supervised learning algorithm, and feature extraction is
based on several feature sets (Adreotti, Zabiha feature set, aggregated feature set, and
Dutt feature set).

In [7], we described a method for determining atrial fibrillation in an ECG stream,
consisting of signal preprocessing, noise removal from the signal using wavelet trans-
form, detection of atrial fibrillation signs based on instantaneous frequency and spectral
analysis of the signal, followed by the use of Long Shot-Term Memory (LSTM) net-
works for ECG classification. The question arises: is it advisable to remove noise from
ECG signals and use spectral analysis to extract features, or is it enough to use a single
LSTM classifier. This article is dedicated to this issue.

2 Materials and Methods

2.1 Model Description

In [7], we describe our proposed method for classifying ECG signals, which consists of
the following algorithm:

1. Signal preprocessing.
2. Noise removal using wavelet transform.
3. Identification of the sign P - peak using spectral analysis.
4. Signal classification using LSTM network.

The question arose about the advisability of applying paragraphs 2 and 3 to solve
this problem. In this article, we will compare the simulation results of this method using
different LSTM networks and different number of classifiers without applying steps 2
and 3.

Thus, the general form of the modeling algorithm will take the form:

1. Signal preprocessing.
2. Feature extraction (this item is not present in all models)
3. Signal classification by different LSTM networks.

The modeling was carried out according to the following schemes: unidirectional
LSTM network (Fig. 1(a)), bidirectional LSTM network (Fig. 1(b)), unidirectional
LSTM network with preliminary feature extraction on the ECG signal (Fig. 1(c)),
bidirectional LSTM network with preliminary feature extraction on the signal ECG
(Fig. 1(d)).

2.2 Electrocardiogram Signals

Electrocardiogram signals are the result of electrocardiography, a technique for recording
and studying electric fields generated during the work of the heart [8, 9]. The potential
difference is measured by electrodes located on different parts of the body: suction cups
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Fig. 1. LSTMnetwork: a) Unidirectional, b) Bidirectional, c) Unidirectional LSTMnetwork with
pre-feature extraction, d) Bidirectional LSTM network with pre-feature extraction.
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Fig. 1. (continued)

are placed on the chest, plastic tweezers-clamps are on the limbs. To reduce signal noise,
a conductive gel is applied to the skin at the points of contact [8, 9]. Leads I, II and III are
superimposed on the limbs, leads V1 - V9 are located on the chest according to Fig. 2
[10].

Fig. 2. Location of chest leads [10]. Fig. 3. ECG waves

In modern electrocardiographs for primary noise reduction, low-frequency, notch
and anti-tremor filters are built in [9].

On Fig. 3 shows 5 ECGwaves: P, Q, R, S, T. Depolarization of the atrial myocardium
is describedby thePwave, ventricular depolarizationby theQRScomplex, repolarization
processes by the ST segment and the T wave.

The absence of Pwaves on the ECG, the presence of atrial fibrillationwaves, different
R-R intervals, the QRS complex is less than 0.12 s, the heart rate is unchanged or
accelerated - the main signs of atrial fibrillation. In [7], we determined the presence of P
waves and R-R intervals, having previously cleared the signal from noise by a discrete
wavelet transform.
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2.3 Signal Preprocessing

Preprocessing is necessary for correct classification of ECG signals. The number of
ECG signals must be the same in each stream. To equalize the number of counts of ECG
signals, you must:

1. Calculate the number of ECG signals with the same number of readings.
2. Select a group consisting of the largest number of ECG signals with the same number

of readings x.
3. Groups of signals consisting of signals with the number of samples less than in the

selected group are deleted. Signal groups consisting of signals with more samples
than in the selected group are divided into signals with the number of samples from
the reference group, the rest are removed [7].

2.4 LSTM Network

The LSTM network is a recurrent neural network with a long short-term memory, suit-
able for processing time-dependent data such as physiological signals. In the schemes
presented by us, unidirectional LSTM networks (Fig. 1(a) and (c)) and bidirectional
LSTM networks (Fig. 1(b) and (d)) are used.

Unidirectional networks during training move only forward through the layers and
elements of the network, while bidirectional networks can return to previous layers and
elements.

Each element of the LSTM network goes through four stages: determining the
required information (sigmoid layer), determining the relevance of information and set-
ting a new candidate vector (sigmoid layer and hyperbolic tangent layer), saving a new
candidate vector and determining the necessary information for its subsequent output
from the element (sigmoid layer and the layer of hyperbolic tangent) [11].

For circuits without signal preprocessing, the LSTM network element looks like in
Fig. 4(a). The signal enters a one-dimensional input vector and further training takes
place. For circuits with signal preprocessing, the LSTM network element looks like in
Fig. 4(b). The input two-dimensional vector receives two signals of the same length with
pre-selected features. Further training proceeds according to the same scheme, where
ht−1 and ht - weekend vectors (h0 = 0), Ct−1 and Ct - state vectors (C0 = 0), σ -
sigmoidal activation function, tanh - activation function based on hyperbolic tangent, ⊗
- multiplication operator, ⊕ - addition operator.

The vector ft determines whether information is needed from the input vector by the
formula (1).

ft = σ(Wf [ht−1, x] + bf ), (1)

where Wf - parameter matrix, bf - parameter vector.
The vector it checks the relevance of the vector value by the formula (2)

it = σ(Wi[ht−1, x] + bi), (2)

where Wi - parameter matrix, bi - parameter vector.
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Fig. 4. The structure of the LSTM element: a) without signal preprocessing, b) with signal
preprocessing [7].

The assignment of a new state vector is carried out according to the formula (3)

Ct = ft × Ct−1 + it × tanh(Wc[ht−1, x] + bc), (3)

where Wc - parameter matrix, bc - parameter vector, × - multiplication operator.
The candidate for the output vector ot is determined by the expression (4)

ot = σ(Wo[ht−1, x] + bo), (4)

where Wo - parameter matrix, bo - parameter vector.
The output vector of the LSTM element ht is determined by the formula (5)

ht = ot × σ(Ct). (5)

Further classification of signals takes place according to three standard layers of
neural networks presented in the simulation diagrams (Fig. 1a-d) in the “LSTMnetwork”
block.
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2.5 Feature Extraction

To extract features, the instantaneous frequency and spectral entropy calculated by
formulas (6) and (7), respectively, were used:

fi(t) = 1

2π

dl(t)

dt
, (6)

S = −
N∑

i=1

pi log ni, (7)

where l(t)- ECG signal, S- amount of information, N - number of possible events, ni-
value of the i-th count of the ECG signal. A detailed description of this feature extraction
method and justification for its use is given in [7].

3 Results

The simulation of the circuits Figs. 1, 2, 3, and 4 was carried out in the MatLab 2020b
environment on the PhysioNet Computing inCardiologyChallenge 2017 database, taken
fromanopen source [12]. The database includes 4 types of single-channel signals: signals
with atrial fibrillation (A), noisy signals (~), signals with other pathologies and signals
of work, a healthy heart (N). 9. To simulate the proposed method, we used part of the
database [12] (1000 signals) (Fig. 5).

Fig. 5. Examples of ECG signals from the database [12]

90% of the signals from the database were used to train the network, and 10% were
used for testing. The training was carried out on the base using four types of signals.
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In models with a one-dimensional vector, testing and training were carried out on four
types of signals, and in models with a two-dimensional input signal, training was carried
out on the basis of two types of signals, and testing on all types of signals. The simulation
results are presented in Table 1.

Table 1. Simulation results

Type of neural
network

Preliminary feature
extraction

Signals included in
the database

Signals for Feature
Extraction

Result

Unidirectional
LSTM

No A, O, N, ~ A, O, N, ~ 40%

Yes A, O, N, ~ A, O, N, ~ 58%

Yes A, O, N, ~ A, N 83%

Yes A, O, N, ~ O, ~ 79%

Bidirectional LSTM No A, O, N, ~ A, O, N, ~ 46%

Yes A, O, N, ~ A, O, N, ~ 46%

Yes A, O, N, ~ A, N 31%

Yes A, O, N, ~ O, ~ 50%

Bidirectional LSTM
[7] with preliminary
signal denoising

Yes A, N A, N 87.5%

4 Discussion

Using a unidirectional LSTM network to detect the type of ECG signal showed the
following results: this type of neural network gives the maximum result for determining
atrial fibrillation based on four types of signals with a preliminary feature extraction
of 83%. The result of 45% in the classification of noisy signals and signals with other
pathologies is due to inappropriate methods of preliminary feature extraction. The result
of 31% for classification without preliminary feature extraction is understandable by the
visual similarity of ECG signals.

The results of modeling the bidirectional LSTM network showed a significantly
worse result, which is due to the lack of preliminary cleaning of the ECG signal from
noise. Such a conclusion allows us to draw the results of modeling from [7], where
before a similar simulation, ECG signals were cleaned from noise using a discrete
wavelet transform.

5 Conclusion

The use of a unidirectional LSTM network for classifying ECG signals is possible
without preliminary signal denoising. Using a bidirectional LSTM network to classify
ECG signals without prior noise reduction is not practical.
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The data obtained in this study allow us to continue the work on the automatic
classification of ECG signals in the direction of searching for a universal method of
noise suppression and preliminary extraction of features on ECG signals.

Acknowledgments. The author are grateful to the North Caucasus Federal University for sup-
porting the competition of scientific groups and individual scientists of theNorth Caucasus Federal
University.
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Abstract. Cyber-physical systems are widely used. Nevertheless, security issues
are quite acute for them. First of all, because the system must work constantly
without downtime and failures. The Cyber-Physical System (CPS) must quickly
transfer the parameters to the monitoring system, but if the system is not flexible
enough, fast and optimal, then collisions and additional loads on the CPS may
occur. This study proposes a system for monitoring and detecting anomalies for
CPS based on the principles of trust, which allows you to verify the correctness of
the system and detect possible anomalies. In our study, we focus on traffic analysis
and analysis of the CPU operation, since these parameters are the most critical in
the operation of the CPS itself. The technique is based on computationally simple
algorithms and allows to analyze the basic parameters that are typical for most
CPS. These factors make it highly scalable and applicable to various types of
CPS, despite the fragmentation and a large number of architectures. A distributed
application architecture was developed for monitoring and analyzing trust in the
CPS. The calculation results show the possibility of detecting the consequences
of the influences of denial-of-service attacks or CPS. In this case, three basic
parameters are sufficient for detection. Thus, one of the features of the system
is reflexivity in detecting anomalies, that is, we force devices to independently
analyze their behavior and make a decision about the presence of anomalies.

Keywords: Trust · Reflection · Anomaly Detection · Attacks · Denial of
Service · Monitoring

1 Introduction

A Cyber-Physical System (CPS) provides a tight link between the cyber and physical
domains by embedding cyber processes (e.g., communications, computing, or control)
into physical devices. Intrusion detection systems are designed to detect anomalous
behavior or unexpected activities in networks by automatically analyzing their behavior
based on a given hypothesis and/or policies that are governed by the network’s security
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rules [1]. The system monitors system configuration, data files, and/or network trans-
missions to check for an attack. Thus, this system is an important first step in preventing
any covert/overt actions aimed at exploiting security vulnerabilities to crash or hijack the
system. Such misuse can be defined as any undesirable action that could cause any harm
in terms of performance or security of the entire group. Attacks exploit vulnerabilities
in CPS that can result from network misconfiguration, implementation errors, design
and/or protocol failures [2].

The issues of CPS safety monitoring are discussed in many works of the authors. To
ensure the uninterrupted operation of cyber-physical systems, decision-making systems
are used based on information received by the information security management system
from the monitoring system. In this regard, we single out the monitoring system as an
important step in the operation of the CPS information security management system.
Modern information security management systems (ISMS) are devoted to a large num-
ber of research works, from architectural solutions [3–8] to the search for methods for
solving security problems [9, 10]. The authors of the paper [11] highlight the problem of
choosing themost appropriate set of methods for solving security problems for a particu-
lar CPS configuration. To solve this problem, the authors present a method for managing
an adaptive information security monitoring system. The method consists in solving the
problemofmultiobjective discrete optimization under Pareto optimality conditionswhen
the available data, methods, or external requirements change. An experimental studywas
carried out on the example of intrusion detection in a smart home system. As a result, the
information securitymonitoring system acquires the property of adaptability to changing
tasks and available data. As the number and complexity of cyberattacks have increased,
machine learning (ML) has been actively used to detect cyberattacks andmalicious activ-
ity. Cyber-Physical Systems (CPS) combined calculations with physical procedures. An
embedded computer and network monitor and control physical processes, usually with
feedback. Normally physical procedures affect computations, and ML approaches have
been vulnerable to data poisoning attacks. Improving network security and achieving the
reliability of network schemes defined by ML have been critical issues in the growth of
attacks and the size of the CPS. In the paper [12] authors develop a new stochastic fractal
search algorithm with a deep learning based intrusion detection system (SFSA-DLIDS)
for the CPS cloud environment. The presented SFSA-DLIDS approach primarily imple-
ments a minimum-maximum data normalization approach to transform input data into a
compatible format. Monitoring systems are necessary for the analysis and control of the
CPS behavior. CPS s are associated with real-time constraints and physical phenomena
that are usually not taken into account in typical information systems. In the paper pre-
sented by the authors of paper [13], the CPS-MT system is shown, aimed at creating a
universal tool for monitoring CPS in real time from a security point of view.

Thus, the problem of security monitoring in CPS is quite relevant. The authors
propose a large number of different solutions. At the same time, there is no specifics on
which parameters are analyzed and whether they are universal. In addition, the concept
of collecting information about parameters has not been fully developed. The CPS must
quickly transfer the parameters to the monitoring system, but if the system is not flexible
enough, fast and optimal, then collisions and additional loads on the CPS may occur.
This study proposes a system for monitoring and detecting anomalies for CPS based
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on the principles of trust, which allows you to verify the correctness of the system and
detect possible anomalies. In our study, we focus on traffic analysis and analysis of the
CPU operation, since these parameters are the most critical in the operation of the CPS
itself.

2 Materials and Methods

2.1 Basic Concept of a Cyber-Physical System based on State Analysis

These layers are important for the features of the interaction of the system components
andunderstandingwhich components interact directly andwhich through intermediaries.
This understanding is important when modeling attack vectors on a system. As a rule,
an attacker acts through communication channels if he does not have direct access to the
system. Physical layer components may not have network interfaces but be connected
to other components through Low-Level Management components.

CPS = {HLC} ∪ {NLC} ∪ {LLC} ∩ {PH }, (1)

where {HLC} - set high-level management components, {NLC}- set of network layer
components, {LLC}- set of Low-Level Management components, {PH }- set of Physical
layer components.

Moreover, the components of the set of high-level, network and low-level manage-
ment do not intersect, but the components of the low-level management and the physical
layer can intersect, since their properties intersect. This will be proven below.

Physical layer components include sets of sensors S = {s0, ..., sn}, detectors D ={
d0, ..., dj

}
, actuators A = {a0, ..., am}, power supplies PS = {ps0, ..., psi} and other

additional devices that ensure the functioning of the CPS. In this case, the number of
elements of the set may differ. Thus, the set {PH } has 4 subsets, and none of these subsets
is a subset of the other. The characteristics of the system can be:

– indications of various sensors (cyber-physical parameters),
– state of cyber-physical objects.

{PH } is characterized by a set of cyber-physical parameters CP = {cp0, ..., cpi}
that can be obtained from sensors. This set depends on the sets {S}, {D}, {A}, {PS}. In
particular, themore sensors, transmitters, etc. are installed, themore data can be obtained
from them, and the more cyber-physical parameters can be processed.

|CPi| = |CPSi| + |CPDi| + |CPAi| + |CPPSi| (2)

where |CPi| is the number of all elements in the finite set of the given CPSi, CPSi is the
number of all cyber-physical parameters received from the sensor system, CPDi is the
number of all cyber-physical parameters received from sensors, CPAi is the number of
all cyber-physical parameters received from actuators, CPPSi is from the accumulator
and other peripheral devices.

In the case of a cyber-physical system, a microcontroller can be used to control
sensors, sensors, and actuators. Accordingly, the data from the sensors comes to a higher



Trust Monitoring in a Cyber-Physical System for Security Analysis 433

level from the microcontroller. A microcontroller belongs to a set of microcontrollers
MC = {mc0, ...,mci} that are a subset of the LLC (low-level control), so the following
is true:

mcfc,i ∈ {LLC} (3)

Since the microcontroller essentially includes a set of sensors that are connected to it
and from which it receives information that it transmits further, and it can also transmit
information to actuators, it can be said that the sets of low-level control and physical
level objects can intersect and an element such as a microcontroller belongs to both sets:

LLC ∩ PH = {
mcfc,i|mcfc,i ∈ LLC,mcfc,i ∈ PH

}
(4)

Accordingly, wewill assume that the controller is also characterized by a set of cyber-
physical parameters that it gives to a higher level.Moreover, it can receive cyber-physical
parameters from several elements of the PH set at once. Thus, a vector of parameters is
formed, which may include a set of cyber-physical parameters of the controller. Thus,
the evaluation of trust in a cyber-physical system is reduced to an assessment of trust in
the quality of changes in cyber-physical parameters.

2.2 Trust-Based Verification Method of CPS Operation

To determine the degree of confidence in the current state of the CPS, we define a
set of states. The trusted state is such a state when the change in the CPS parameters
does not exceed the allowable values and corresponds to the expected values, which are
trustworthy and allow for the smooth operation of the CPS.

An untrusted state is a state when the change in the parameters of the CPS exceeds
the allowable confidence intervals, or does not reach the minimum values, which leads
to failures in the operation of the CPS. In this study, we have focused only on active
malicious activities and attacks that can damage the integrity and availability of the
system. Let’s define a set of metrics that are used to assess the state of the CPS (Table 1).

Table 1. A set of metrics for monitoring the state of the system

Metric Formula Note

Reliability of the functions performed in the current state

1. Confidence limits

CPmin
i lower limit of confidence

interval
CPmin

i,st = CPi,st − σ st
i

CPmin
i,sn−1

= CPSn−1 − σi

CPmin
i,current = CPi − t · σ current

omi /
√
n

CPmin
i,st -minimum value in the presence

of targets,
CPSn−1- the value of the
cyber-physical parameter from the
previous state,
t ∗ σ/

√
n - estimation accuracy,

t – argument of the Laplace function,
where (t) = α

2 , α - given reliability,
σi- allowable deviation,

CPmin
i,current - the minimum value based

on the collected parameters for the
previous time intervals

(continued)
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Table 1. (continued)

Metric Formula Note

CPmax
i - upper limit of the confidence

interval
CPmax

i,st = CPi,st − σ st
i ,

CPmax
i,sn−1

= CPSn−1 + σi ,

CPmax
i,current = CPi + t · σ current

omi /
√
n

CPmax
i,st - the maximum value in the

presence of target,
CPmax

i,current - the maximum value based

on collected data for previous time
intervals

2. Estimation of the probability of going beyond the confidence interval

Cumulative function for the Poisson
distribution -fpois

fpois(CPi |CPi) =
CPni∑

j=1

CPi
CPi e−CPi
CPi ! ,

fpois,min(CPi |CPi,min) =

CPni∑

j=1

CP
CPi
i,mine

−CPi,min

CPi !

fpois,max(CPi |CPi,max) =

CPni∑

j=1

CP
CPi
i,maxe

−CPi,max

CPi !

The cumulative Poisson probability is
related to the probability that the
random Poisson frequency is greater
than a given limit and less than a given
upper limit
CPi,max- upper redistribution of the
value of the cyber-physical parameter,
CPi,min- the lower limit of the
cyber-physical parameter

The average value of the
cyber-physical parameter in the range
of the sliding window

CPi = 1
n

n∑

j=1
Pi�wij

n is the sample size, Pi is the values of
the sample parameters, �w is the
sliding window for a given time interval
of values, equal to n

Metric 1. Boundary of the confidence interval.
Boundary of the confidence interval in the presence of targets. Target indicators are

those values of cyber-physical parameters that the cyber-physical system must achieve.
In the case when the CPS operates in an autonomous mode, such indicators can be
taken from the technical certificate, as well as during an expert assessment of normal
indicators.

Boundary based on knowledge of CPS. The value of the parameter can be used to
define the limit of the indicator, which is obtained in the idle state, when the system is not
performing active actions, but is already enabled. Values for determining the boundary
of the confidence interval can be taken from the previous state of the system operation.

Confidence interval bound based on previous values from the sample. If there is no
input information about the normal performance of the system, as well as information
about the reference behavior of the system, then it is possible to calculate the boundaries
of the interval dynamically. To do this, it is necessary to build a confidence interval
based on the previous behavior of the system. In this case, the confidence limits of the
interval will be regulated by the standard deviation. In any mode of functioning of a
cyber-physical system, which is included in the set of normal states of the system, the
change in cyber-physical parameters should occur smoothly. Even if the growth of the
function is observed, in order for it not to have a critical impact on the system, it must
be smooth.
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Metric 2. Reliability of performed functions in the current state.
This metric allows you to determine how much the current parameters of the cyber-

physical system correspond to the given boundaries. That is, it is necessary to evaluate
whether the running process goes beyond the allowable interval. Such an assessment
is possible only for those parameters for which the normal or preset values are reliably
known. The reliability of the functions performed is understood as the degree of con-
fidence (or the probability that) in the i-th function or action of the process, which is
described by a change in cyber-physical parameters such that their current change does
not go beyond the confidence interval. Thus, this metric allows you to control that the
process being executed does not go beyond the confidence limits.

To determine whether the system can be trusted, it is necessary to determine whether
the current technological process of the CPS goes beyond the permissible range. To do
this, the boundaries of the confidence interval are calculated and the degree of exceed-
ing or reaching them is estimated. Thus, if values close to 1 are observed, there is
a correspondingly high probability that the system does not correspond to the given
boundaries.

3 Results

3.1 Software Module for Monitoring and Analyzing Trust in CPS

Figure 2 shows the general architecture for data collection, monitoring and determining
the state of the CPS. One of the main modules of the project. Engaged in obtaining and
normalizing all monitored cyber-physical parameters of the device according to certain
algorithms. Since the module and its functionality is very extensive, it is divided into
several subroutines: Subroutine for logging server errors; Subroutine for logging net-
work sniffer errors; A subroutine for logging errors in monitoring the cyber-physical
parameters of the device; Subroutine for logging errors during normalization and saving
parameters; Subroutine for reading the configuration file. Designed to read the con-
figuration file and initialize critical parameters for the module to work; TCP server
initialization routine; Network sniffer initialization routine. Designed to track and mon-
itor the state of the network; Subprogram for initialization of the module for monitoring
the cyber-physical parameters of the device. It is designed to obtain the cyber-physical
parameters of the device, for example: CPU load, CPU temperature, RAM load; Sub-
routine for initializing the normalization module and saving the received parameters. It
is intended for constructing series of parameter values according to the given settings,
normalizing the obtained series and providing normalized information for analysis on
the corresponding module.

There are a collection of basic parameters that may be relevant for most CPSs: CPU
load, CPU temperature, network traffic load (number of packets for each protocol), RAM
load.

Transferring current device settings to monitoring website. The data for connection
is obtained by the parameter collectionmodule from the configuration file. Further, when
accessing the API of the monitoring site, the current parameters of the device are trans-
ferred. The analysis module is designed to analyze normalized series in order to obtain
confidence values. Recording the received rows of information in the database on the
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device (low-level control). Themonitoringmodule implemented usingweb technologies
is located at the high management and receives data from the low management layer.
Carrying out calculations at a low control level, on the one hand, loads the micropro-
cessor or microcontroller, but it allows the low-level device to independently detect an
anomaly andmake trust decisions in a distributed network. Between the analysis module
and themonitoringmodule, data is transmitted over the network, which is a vulnerability.
If an attack is carried out on a communication channel, then the data will be lost and the
system will not respond in time. In the proposed architecture, the monitoring module
is only informative. All decisions are made by a distributed system consisting of small
computers.

Fig. 2. Overall System Architecture

3.2 Results of Calculating the Probability of Values Going Beyond the Confidence
Interval

An experimental study was carried out for the CPS model, which was built following
the example of a full-scale model of an automated plant [14]. At the same time, 4
types of malicious impact were carried out: low-intensity TCP flood attack, medium-
intensity TCP flood attack, high-intensity UDP flood attack and high-intensity ICMP
flood attack [15–17]. The intensity of the attack was regulated by the speed and number
of packets sent. Data collection and analysis modules are deployed on three low-level
control devices: the device responsible for the human machine interface (HMI), the
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device with the Supervisory Control And Data Acquisition (SCADA) system installed,
the device responsible for the control of the Programmable Logic Controller (PLC). The
parameters of each of the devices change a little differently due to the fact that they
perform different functions. Consider the results of calculations for the SCADA device,
which are shown in Fig. 3. The SCADA system passively collects data. In this case,
the operator can connect to the module through the web interface for monitoring. As
can be seen from the figures, each attack affects each parameter of the SCADA system.
With the exception of the RAM load indicator, this parameter did not change during
the experimental study, so the graph for it is not shown. Next, consider the impact
of attacks on the PLC system. The calculation results are shown in Fig. 4. Figures 3
and 4 show that even for a normal situation, there are single peaks for processor load
and transmitted traffic. This is due to the fact that since the system controls automated
production, according to the algorithm, control commands are transmitted automatically
at certain periods.

Thus, single excesses can occur, and such a situation will be considered normal. The
main condition is that the sequence of peaks does not exceed three. In the case of an
attack, we see entire sequences of exceeding values.

4 Discussion

For the PLC, such peaks are observed more often, because it directly controls microcon-
trollers. In addition, the peaks are systemic and regular, which indicates themonotonicity
of the process. Tracking the frequency of peaks can later become an indication of normal
operation and one of the signs of normal behavior.

In addition, you can link CPU peaks to traffic load. It is with this that the result-
ing excess loads are associated. During the TCP flood attack, all three parameters were
affected. This is because the protocol itself is quite resource-intensive and the process
of maintaining the set values most affects the device. For the PLC, during the imple-
mentation of the TCP flood attack, unacceptable consequences were observed when
the automated production did not work correctly, and the work could stop. At the same
time, the node stopped transmitting data, it could onlywrite them to the internal database.
At the same time, with each attack, an excess of CPU indicators and a level of traffic

Fig. 4. The result of calculating the probability of values going beyond the confidence interval
(a) for the CPU utilization level (b) for the network traffic utilization level, where the parameter
excess level is shown vertically, and the time interval is horizontal. The green horizontal line
indicates the limit value.
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Fig. 3. The result of calculating the probability of values going beyond the confidence interval (a)
for the CPUutilization level (b) for the network traffic utilization level (c) for the CPU temperature,
where the parameter excess level is shown vertically, and the time interval is horizontal. The green
horizontal line indicates the limit value.

congestion were observed. At the same time, the monitoring system could not receive
correct data, so the graphs are not shown. However, by maintaining an internal database,
incident detection becomes possible.

At the same time, during the UDP attack, the PLC flood reacted only to the CPU load
and network traffic, other parameters did not change significantly. It should also be noted
that the graphs show the total number of traffic as a summary parameter.When analyzing
packets according to the protocols for the UDP flood attack, you can immediately see
a significant excess of UDP packets compared to the normal state of operation. Thus,
the detection becomes more accurate. In addition, if you track received and sent packets
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separately, then the overshoot rate will increase for received packets compared to sent
ones. These provisions will be explored in the future.

The ICMP flood attack of high intensity and the TCP attack of medium intensity
had the greatest impact on the parameters of the SCADA system. This is due to the
fact that SCADA does not exchange UDP traffic and does not have open ports that can
be influenced. In this case, the PLC exchanges UDP traffic with microcontrollers and
therefore the UDP flood attack has a significant impact. In one case or another, each of
these attacks is detected by the analysis system successfully.

5 Conclusion

Thus, in this paper, the concept of CPS was considered from the point of view of func-
tioning and the possibility of analyzing states. The relationship between the processes
and levels of the CPS with the change in cyber-physical parameters is proved. Based on
this evidence, a method for analyzing changes in cyber-physical parameters has been
developed as a basis for detecting malfunctions in the system. The technique is based
on computationally simple algorithms and allows to analyze the basic parameters that
are typical for most CPS. These factors make it highly scalable and applicable to var-
ious types of CPS, despite the fragmentation and a large number of architectures. A
distributed application architecture was developed for monitoring and analyzing trust
in the CPS. The architecture, due to the distribution of calculations, allows continuous
analysis of trust in the system locally on the control devices of low-level control. The
calculation results show the possibility of detecting the consequences of the influences
of denial-of-service attacks or CPS. In this case, three basic parameters are sufficient for
detection. Thus, one of the features of the system is reflexivity in detecting anomalies,
that is, we force devices to independently analyze their behavior and make a decision
about the presence of anomalies.
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Abstract. The article has considered approach to ships collision avoidance prob-
lem for infinite time horizon in unpredictable navigation environment on the basis
of guaranteed safe states in speed space. The possible collisions areas are deter-
mined on the basis of the reachable sets of target vessels in the speed space. By
avoiding getting into the possible collisions area of each target vessel, the con-
trolled vessel prevents any possible collision,while not having explicit information
about the expected trajectories of the target vessels. The safety of navigation is
achieved by a combination of reachable sets as functions of time for target ves-
sels, taking into account their dynamic capabilities and the representation of sets
in speed space. The control option, which is outside the reachable set of the target
vessel in the speed space, is guaranteed to prevent a collision even under con-
ditions of unpredictable motion of the target vessel. On the basis of the target
vessels reachable sets in speed space the guaranteed safe states of controlled ves-
sel are defined. Recommendations for practical use have been given. Performed
researches contribute to the improvement of the ship’s handling methods.

Keywords: Reachable set · Collision avoidance · Potential collision area · Speed
space · Ship handling

1 Introduction

One of the most important tasks of ship control is undoubtedly collision avoidance.
The features of different cases of approaching ships imply different assumptions, and
hence different collision avoidance algorithms.Modern automatic radar plotting (ARPA)
systems make extensive use of target motion calculations to select a collision avoidance
maneuver basedon the assumption that the target ship’smotionparameters are knownand
predictable over time. However, in realmaneuvering conditions, the predictedmovement
of the target ship can usually be considered reliable only for a short period of time.

When the functions of changing the coordinates of the target vessel are unknown,
reachable areas can be used to determine areas of possible collision.

Here we will call the reachability area the totality of all possible positions of the
target ship at a given time. By preventing contact entirely with the reachable area of the
target vessel, the controlled vessel prevents any possible collision with the target vessel.

The area of possible collision will be called the area of the physical water space in
which a collision with a given target vessel is possible. In the future, the areas of possible
collision, contact with which the controlled vessel must avoid, will be considered in the
speed space, and not in the physical water space [20, 21].
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2 Formulation of the Problem

The task of ship motion control is to determine the conditions that guarantee collision
avoidance even without accurate data on the future movement of target vessels as a func-
tion of time. This is achieved by constructing areas of possible collisions based on the
reachability sets of target ships in the speed space and using the approach based on obsta-
cles in the speed space to construct, in a form convenient for practical application, the
sets of speed vectors of the controlled vessel, for which the movement of the controlled
vessel occurs outside the areas of possible collisions at any time. By avoiding getting
into the area of possible collisions of each target ship, the controlled ship prevents any
possible collision, while not having explicit information about the expected trajectories
of the target vessels.

The goal of control is to safely maneuver the vessel in a navigational environment
with many potentially dangerous target vessels. Each target vessel has a constant linear
speed and can develop an angular speed up to a certain maximum value. The equations
of dynamics (1) of the target ships are written in the form of the Dubins model [1–7].

�̇x = V
[
sinK cosK

]T ; ∣∣K̇
∣∣ ≤ ωmax; V̇ = 0, (1)

where �x – vessel coordinates vector in a rectangular coordinate system related to the
meridian and the parallel; V – vessel’s linear speed; K – vessel’s heading in semi-circle
system; ωmax – vessels’s maximum angular speed.

In some cases, for example, when planning a route on a map, it is convenient to use
a record of the form

Rmin = V

ωmax
, (2)

where Rmin – minimum turning radius.
A controlled vessel can be described by various models of dynamics. We consider

all ships to be point objects.
A navigational safety zone is a circle of a given radius RNSZ. In this case, the danger-

ous approach situation occurswhen the distance between vessels is less than the specified
minimum safe distance equal to RNSZ. The task of control includes the prevention of
close quarter situations by measuring only the coordinates and headings of the target
vessels, while not having any other additional information. In this case, the controlled
vessel must comply with the preliminary passage plan as far as possible, but without the
risk of collisions.

3 Method for Determining the Sets of Possible Ship Collisions
in the Speed Space Based on Reachable Sets

To calculate the sets of possible collisions in the speed space, in addition to the parameters
V andωmax the coordinates and headings of each target vessel are required, as well as the
minimum allowable distance of approach to the target ships - the radius of the navigation
safety zone RNSZ.
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An important advantage of the proposed approach is the possibility of ensuring the
safety of navigation on an unlimited planning horizon and in conditions of unpredictable
movement of target vessels.

Knowing how the target ships will move, it is possible to calculate a safe maneuver
on an unlimited planning horizon, which is implemented in modern ARPA. However, in
real navigation conditions, it is not known for certain how all target ships will move. In
these cases, ARPA does not guarantee the safety of navigation on an unlimited planning
horizon against target vessels moving in an unpredictable manner. The idea of using
reachability sets in the speed space makes it possible to determine the conditions for
avoiding collisions, which play a major role in the algorithms for programming the
motion of a controlled vessel [6, 8–17].

Based on the values ofV andωmax of the target vessel, the areas of possible collisions
APCi(t) are determined as a function of time. The areas of possible collisions in the speed
space CSSi(t) at each moment of time t are determined through the areas of possible
collisions in the plane of the physical water space APCi(t) in the form

CSSi(t) = APCi(t)

t
∀t > 0. (3)

The controlled vessel, located at the initial moment of time at the origin of coordi-
nates, whose speed vector is inside the CSSi(t), will be in the area of possible collisions
APCi(t); while the controlled vessel, whose speed vector is outside the CSSi(t), will
pass clear from the APCi(t).

Boundary APCi(t) at a given time t contains up to five possible parts. Four of them
are set in parametric form depending on the heading K, which is set in a semi-circular
system.

Let us determine the boundaries of the area of possible collisions of the target vessel
in the coordinate system associated with the target vessel. At the initial moment of time,
the heading of the target vessel is KT0 = 0°, in the case of a non-zero initial heading of
the target vessel, we use the off-bow angle of the target vessel instead of the heading.

The equations of the far boundary of the APCi(t) taking into account the RNSZ based
on [1–4, 6, 18, 19] have the form:

If max(−ωmaxt,−π) ≤ K ≤ 0,

then X1(K, t) = −Rmin(1 − cosK) + (Vt + KRmin + RNSZ) sinK;
Y1(K, t) = −Rmin sinK + (Vt + KRmin + RNSZ) cosK .

(4)

If 0 ≤ K ≤ min(ωmaxt, π),

then X2(K, t) = Rmin(1 − cosK) + (Vt − KRmin + RNSZ) sinK;
Y2(K, t) = Rmin sinK + (Vt − KRmin + RNSZ) cosK,

(5)

where X1, Y1, X2, Y2 – coordinates of the port and starboard sections of the far boundary
of the area of possible collisions, respectively.

Two sections of the APCi(t) boundary are arcs of circles of radius RNSZ, which
interfit with the port (4) and starboard (5) parts of the far APC boundary. If |ωt| ≥ π ,
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then the arcs of the circles degenerate and do not form part of the APCi(t). If |ωt| < π ,
then the arc equations in parametric form have the form.

If − π ≤ K ≤ −ωmaxt, then

X3(k, t) = −Rmin(1 − cos(ωmaxt)) + RNSZ sinK;
Y3(K, t) = Rmin sin(ωmaxt) + RNSZ cosK;

(6)

If ωmaxt ≤ K ≤ π, then

X4(K, t) = Rmin(1 − cos(ωmaxt)) + RNSZ sinK

Y4(K, t) = Rmin sin(ωmaxt) + RNSZ cosK, (7)

where X3, Y3, X4, Y4 – coordinates of the port and starboard arcs of circles that form
sections of the APC boundaries, respectively.

Note that for t > π / ω, the arcs of circles (6), (7) do not form the boundaries of the
APC.

Sections (4)-(7) are mated and form the far boundary of the region of possible
collisions APC(K,t), where K ∈ [−π, π ].

Finally, the horizontal section connecting the lower points of the sections [X1 Y1 ]
and [X2 Y2 ], or [X3 Y3 ] and [X4 Y4 ], forms the near boundary of the region of possible
collisions APC(t).

Let us determine the coordinates of the target vessel in a fixed coordinate system
oriented north along the meridian and related to the initial position of the controlled
vessel. The target ship at the initial time is at a point with route coordinates x0, y0 with a
heading of KT0, it is necessary to perform a coordinate transformation according to the
known formulas for moving and rotating the coordinate axes:

xi = x0 + Xi cosKT0 + Yi sinKT0; yi = y0 − Xi sinKT0 + Yi cosKT0; (8)

where xi, yi – coordinates of the target vessel in a fixed coordinate system oriented north
along the meridian and related to the initial position of the controlled vessel.

4 Simulation Results

In Fig. 1, the areas of possible collisions APCi(t) of the target vessel, which at the initial
time t0 = 0 is located in the coordinates x0 = 5.0 nm, y0 = 5.0 nmwith an initial heading
KT0 = 135° and moves with a constant speed of 10.0 knots. Minimum turning radius
of the target vessel Rmin = 1.0 nm. The radius of the navigation safety zone RNSZ =
1.0 nm.

The boundary of the region of possible collisions in the speed space CSSi(t) is
determined by the equations:

ẋi(K, t) = xi(K, t)

t
; ẏi(K, t) = yi(K, t)

t
; (9)

where ẋi, ẏi – coordinates of the boundary of the region of possible collisions in the
speed space CSSi(t), respectively.
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Any speed vector outside the CSSi(t) forms themovement of a controlled vessel with
a constant heading and speed, safe at time t. To ensure safety on a given time interval,
it is necessary to find the union of all instantaneous CSSi(t) on this interval, which we
will call the set of possible collisions in the speed space (SCS). Thus, the SCS includes
all vectors of the controlled vessel for which there is a probability of collision within the
planning horizon.

Fig. 1. Possible collisions areas in physical water space at moments t = 6 min, t = 7.5 min, t =
9 min, t = 12 min, t = 15 min, t = 18 min, t = 24 min, t = 30 min, t = 60 min

For the i-th target vessel

SCSi
(
t0, tf

) =
⋃

CSSi(t) =
⋃ APCi(t)

t
,∀t ∈ [t0, tf ], (10)

where tf – planning horizon boundary.
SCSi(t0,tf ) is a non-linear obstacle in the speed space, determined taking into account

the entire set of reachability of the target vessel instead of a single calculated trajectory.
The speed vectors outside the set SCSi(t0,tf ) form the trajectories of the controlled
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vessel with a constant course and speed, which are guaranteed to be safe in relation to
all dynamically possible trajectories of the target vessel during the planning horizon.

In other words, the SCS can be considered as a set of all possible nonlinear sin-
gle obstacles in the speed space OSi(t0,tf ), associated with each dynamically feasible
trajectory of the target ship, determined during the same planning horizon.

Both definitions can be considered equivalent, since both allow us to determine the
boundaries of the set in the speed space corresponding to a given distance to the target
vessel at a given time. In Eqs. (10), the SCS is defined in terms of the APC, while the
SCS is a superset for all possible obstacles in the speed space OSi(t0,tf ) of the target
vessel:

OSi
(
t0, tf

) ⊂ SCS
(
t0, tf

); OS(t0, tf ) =
⋃

V (t). (11)

In practice, both Eqs. (10) and Eqs. (11) can be used without sacrificing accuracy.
The SCS based on Eqs. (10) and (11) are identical when the SCS boundary does

not contain a section, based on the nearest boundary of the region of possible collisions
APC(t).

The use of reachability sets as functions of time is a convenient approach for deter-
mining the sets of possible collisions in speed space (SCS). On the other hand, modeling
of all possible trajectories of the target vessel in the speed space on an infinite planning
horizon to construct the boundaries of the SCS may require large computational costs.

The far boundary of the region of possible collisions in the speed space CSS(K,t),
where K ∈ [−π, π ]; t ∈ [t0, tf ], is determined on the basis of Eqs. (4) - (9).

ẋi(K, t) = x0 + Xi cosKT0 + Yi sinKT0

t
; ẏi(K, t) = y0 − Xi sinKT0 + Yi cosKT0

t
;
(12)

The near boundary of the CSS is a straight line connecting the extreme points of the
sections [ ẋ1 ẏ1 ] and [ ẋ2 ẏ2 ], or [ ẋ3 ẏ3 ] and [ ẋ4 ẏ4 ].

Figure 2 shows the set of possible collisions for the same target vessel as in Fig. 1,
but already in the speed space. The envelope curve of the sets of possible collisions in
the speed space SCSi(t0,tf ) is the boundary of the obstacle in the speed space OSi(t0,tf ),
caused by the potentially possible movement of the target ship. The speed vector of
the controlled vessel for guaranteed collision avoidance must be outside OSi(t0,tf ). For
example, for the case under consideration, the movement of a controlled vessel on a
heading of 0° at a speed of 15 knots is guaranteed not to lead to a collision with the
target ship, no matter how the target vessel maneuvers.

In situations with a large margin of time and significant unpredictability of the
movement of target vessels, accurate and one-time programming of the entire maneuver
may not be feasible. Instead, real-time programming is able to create and adapt controls
as new information becomes available. The multifactor nature of the task often does
not allow guaranteeing movement within the framework of preliminary passage plan.
Instead, an iterativemethod of vesselmotion generation [5, 6, 12–16], can be used, which
should provide collision avoidance and at the same time minimize deviations from the
preliminary passage plan.
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Fig. 2. Possible collisions areas in speed space at moments t = 6 min, t = 7.5min, t = 9 min, t =
12 min, t = 15 min, t = 18 min, t = 24 min, t = 30 min, t = 60 min, t = 300 min, t = 60000 min

5 Conclusion

In general, the safety of navigation is achieved by defining a space of safe states and
restrictions on control, allowing the vessel to be only within this space. Based on [5, 6,
9] safe states are those states that do not violate the constraints associated with collision
avoidance, and at the same time provide a transition to another safe state. For example,
a decrease in speed to a complete stop with subsequent anchoring can be considered
the achievement of a permanent safe state that propagates indefinitely in time, so any
state from which the anchor can be dropped can be considered safe. However, in a real
unpredictable navigational environment, it is much more difficult to determine sufficient
conditions for a safe state, since even for a vessel at anchor, there is a possibility of
collision with vessels underway, or the vessel may be surrounded by so many other
vessels moving in such a way that a collision is inevitable.

The proposed method makes it possible to determine the sets of possible collisions
based on the reachability sets of target vessels in the speed space in real time. Thus, the
safety of navigation is guaranteed in the navigational environment of numerous vessels
with dynamic limitations, butmoving unpredictably, on an infinite planning horizon. The
safety of navigation is achieved by combining the reachability sets as functions of time
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for the target vessels, taking into account their dynamic capabilities and representing the
sets in the speed space.

The approach considered above to the problem of guaranteed collision avoidance of
vessels with respect to target vessels with dynamic constraints, but having unpredictable
motion, ensures navigation safety over large planning horizons. The reachability set is
considered as a set of all states corresponding to dynamically feasible predictable trajec-
tories that can be realized from the current state. Determining the expected movement of
a target vessel based on current parameters extends to determining the entire reachable
set of a target vessel represented in speed space. Such sets remain limited even with the
extension of the planning horizon to infinity. The control option, which is outside the
reachable set of the target vessel in the speed space, is guaranteed to prevent a collision
even in conditions of unpredictable movement of the target vessel. Thus, under the con-
ditions of dynamic constraints and with known initial states, using an iterative approach,
the safety of navigation on an unlimited planning horizon is guaranteed.
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Abstract. One of the most common types of cancer in the world is
lung cancer, which is a cause of increasing mortality. It is most often
discovered in the middle and later stages as it does not have obvious
symptoms due to which its treatment is often missed. Studies show that
most lung cancers are in the form of lung nodules, which can be cat-
egorized as benign or malignant. Thus, accurate early identification of
malignant lung nodules that might later become cancerous is essential
for the prevention of lung cancer. Computed Tomography (CT) images
can be useful for identifying and segmenting these nodules. In this paper,
we propose an ensemble model, called BUS-UNet++, to segment lung
nodules using CT images. We use a combination of the ConvLSTM up-
sampling architecture from BUS-UNet and skip connections in aggrega-
tion blocks from the UNet++ model to build the BUS-UNet++ ensem-
ble. The dataset for this study is collected from the Lung Image Database
Consortium Image Database Resource Initiative (LIDC-IDRI), where we
have selected the modality of these images as CT images. These are
further preprocessed to obtain nodule masks and nodule images, which
constitute the Region of Interest (RoI). The accuracy achieved with the
Adam Optimizer is 0.9731, the Intersection over Union (IoU) of about
0.8439, and the dice score coefficient (DSC) of about 0.958 are obtained
by the proposed system. This ensemble model outperforms several state-
of-the-art models used for the same purpose.

Keywords: Lung nodule · Image segmentation · U-Net++ · Ensemble
learning · LIDC-IDRI

1 Introduction

There have been several deaths worldwide due to lung cancer disease, and
research has been growing in this area ever since. Early detection of cancerous
nodules as well as tumor stage identification are very crucial in the treatment
of lung cancer. Researchers have developed several computer-aided diagnosis
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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(CAD) systems have been developed by researchers with the aim of reducing
errors and assisting in human observation. These systems are mostly backed up
by machine learning and deep learning algorithms. Although there is a limit
to the image dataset availability of cancer patients, with the help of advanced
deep learning based techniques, the classification and segmentation of the lung
nodules have seen major progress in the past decade.

In this paper, we have proposed one such technique for lung nodule segmen-
tation. Our proposed model, called BUS-UNet++, is an ensemble of BUS-UNet
and UNet++ models. For evaluation purposes, we have considered a publicly
available standard dataset, called the LIDC-IDRI dataset. One sample image
from the said dataset is shown in Fig. 1

Fig. 1. A sample lung nodule image from the LIDC-IDRI dataset

UNets are highly popular due to their excellent performance in the field of
biomedical image segmentation. Table 1 gives a summarized view of the state-
of-the-art methods proposed in the field of lung nodule segmentation on the
LIDC dataset. Yeganesh et al. [2] used a Bi-directional ConvLSTM U-Net hav-
ing densely connected convolutions (BCDU-Net) for the segmentation of lung
nodules. They also added a ResNet block to the architecture to achieve better
performance. The algorithm gave a dice score coefficient of about 93.83% on
the LIDC-IDRI dataset. Weihua et al. [3] used a perfectly symmetric structure
deep convolution neural network (CNN), called U-Net-DCNN. They introduced
skip-connections in the network to improve feature representation and achieved
an overall dice score coefficient of 91.97%.

In [5], the authors proposed a 2DSegU-Net architecture, which is a hybrid
of 2DU-Net and SegNet architecture to improve automated lung nodule detec-
tion from CT scans from the LIDC dataset. However, their proposed hybrid
model with dice score coefficient 84.3% showed only a slight improvement over
the 2D-UNet with dice score coefficient 83.0%. Usman et al. [7] obtained average



452 N. Gautam et al.

Intersection over Union (IoU) of 0.7485, which was competitive with other meth-
ods. They used adversarial augmentation method to improve robustness of the
detection framework, followed by training with a 2D Residual U-Net. Apart from
the UNet architecture, Aresta et al. [10] proposed a 3D iW-Net model which is
an automatic segmentation based deep learning model on the CT images, where
they achieved a sensitivity of 95.4%. Hongyang et al. [13] suggested a novel
technique using multipatch based learning wherein they used a filter for enhanc-
ing the patches cut out from the lung images. They initially performed long
contour mending followed by parenchyma segmentation and vessel elimination,
after which they trained the CNN for nodule detection. They performed the
max-pooling operation followed by a center-pooling operation. They achieved
a good performance with an overall sensitivity of 94%. Tong et al. [16] imple-
mented the 2D U-Net architecture based on CNNs. They rebuild the dataset
and further utilized layers of convolutional, pooling and upsampling operations.
They re-designed skip pathways in the architecture to more accurately segment
for lesions in the lung image that appear at multiple scales. The performance of
their proposed architecture was slightly improved with a dice score coefficient
of 73.6%. Wang et al. [15] proposed the 3D Region based Convolutional Neural
Network (RCNN) to segment 3D volume from a sparse annotation in which they
basically modified the 2D MaskRCNN detection algorithm. They tested it over
547 CT images from LIDC dataset and achieved a dice score coefficient of 64%.
In this work, we propose a combination of UNet++, which is a variant of UNet,
(see Fig. 2) and BUS-UNet to segment the lung nodules. Overall pipeline of the
proposed methodology is shown in Fig. 3 and the model architecture is shown in
Fig. 4.

Fig. 2. A diagram showing the U-Net++ architecture
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Table 1. Existing methods on lung nodule segmentation on LIDC dataset.

Authors No. of nodules Model DSC (%) Sensitivity
(%)

Mamtha et al. [1] 1018 images Integratingwater cycle
algorithm and Bat
algorithm

82.08

Yeganeh et al. [2] 1714 images Res BCDU-Net 93.83

Weihua et al. [3] 1186 images UNet DCNN 91.97

Guilherme et al. [4] 888 images Automatic Detection
with Gaze Information

69

Rocha et al. [5] 2653 nodules 2DU-NET
2DSegU-Net

83.0
84.3

89.8
85.8

Sunyi et al. [6] 1018 images MIP-CNN 95.4

Usman et al. [7] 893 nodules 2D Residual U-Net 87.55±
10.58

91.62± 8.47

Amorim et al. [8] 1018 images 2D Modified U-Net 83

Shi et al. [9] 700 nodules 2DVGG 16+ SVM 90.00

Aresta et al. [10] 1012 images 3D iW-Net 75

Qin et al. [11] 1182 nodules 3D CGAN+3D CNN 84.33 85.11

Liu et al. [12] 3556 images 2D Mask R-CNN

Hongyang et al. [13] 1018 images Multigrouppatch-based
learning using Frangi
Filter

94

Wu et al. [14] 1404 images 3D multi-task
andInterpretableCNN

74.05

Wang et al. [15] 547 images 3D nodule R-CNN 64

Tong et al. [16] 1245 nodules 2D improved U-Net 73.6

2 Materials and Methods

2.1 UNet++

UNet++ [17] is a powerful architecture for medical image segmentation, which
is a deeply-supervised encoder-decoder network, where the encoder and decoder
subnetworks are connected through a series of nested, dense skip pathways. These
aggregating blocks are aimed at aggregating features at varying semantic scales.
Other than these essential skip connections, there are likewise skip connections
from the encoder to aggregating blocks and other skip connections from aggre-
gating blocks to either other features blocks or decoder layers. The aggregating
blocks connect highlights from various scales and afterward apply convolutions
to them prior to passing them further. The quantity of aggregating blocks is
proportional to the square of the network depth. UNet++ also has a prunable
architecture with deep supervision.
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UNet++ is made up of UNets of varying depths, with their decoders densely
connected at the same resolution using redesigned skip pathways. The architec-
tural changes made in UNet++ enable the following benefits: First, because it
embeds U-Nets of varying depths in its architecture, UNet++ is not susceptible
to network depth selection. All of these UNets share an encoder in part, and
their decoders are linked. All of the constituent UNets are trained simultane-
ously while benefiting from a shared image representation by training UNet++
with deep supervision. This design not only improves overall segmentation per-
formance but also allows for model pruning during inference.

Fig. 3. Overall pipeline of the proposed methodology

Secondly, UNet++ is not hampered by overly restrictive skip connections
that allow only the same-scale feature maps from the encoder and decoder to be
fused.

2.2 BUS-UNet

The original proposed model, Big-U Small-U Net (BUS-UNet) [19], has 108 layers
formed by chaining two BCDUNets, the first of which is deeper than the second.
The Big-U, in particular, is deeper than the original BCDU-Net [2], while the
Small-U is the same size as the original.
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BCDU-Net was proposed as an extension of UNet, and it outperformed state-
of-the-art segmentation alternatives. In its architecture, the contracting path
consists of four steps, each with two convolutional 3× 3 filters followed by a 2× 2
maxpooling and a rectified linear unit (ReLU) activation function. The number
of feature maps is doubled at each step. Image representations are extracted
progressively along the contracting path, increasing the dimension of the rep-
resentations layer by layer. Densely connected convolutions were proposed as
a solution to the U-Nets’ problem of learning redundant features in successive
convolutions. They begin each step of the decoding path with an up-sampling
function over the previous layer’s output. Unlike in the original U-Net, where
the corresponding feature maps in the contracting path are cropped and pasted
onto the decoding path, the feature maps are processed with bidirectional con-
volutional LSTMs (BConvLSTM). Following each up-sampling procedure, the
outputs are batch normalized, which improves the network stability by standard-
izing the network layer’s inputs by subtracting the batch mean and dividing the
result by the batch standard deviation. Batch normalization aids in the neural
network training speed. A BConvLSTM layer receives the outputs after batch
normalization. The BConvLSTM layer processes input data into forward and
backward paths, from which a decision is made for the current input by address-
ing data dependencies in both directions. It should be noted that only the data
dependencies for the forward path are processed in the original ConvLSTM.

Fig. 4. Architecture of the proposed model, called BUS-UNet++.

2.3 Data Pre-processing

The training of the model essentially requires the medical image data. There
is an imbalance in the positive and negative sample categories in the dataset
that might have an impact on the performance of the neural network. This is
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mainly due to the fact that the network is unable to reach its optimal value of
the weights due to class imbalance. Therefore, we utilize the Augmented Gener-
ative Adversarial Network (AugGAN) [20] for the data enhancement. It solves
the problem of limited positive samples to some extent in the dataset. Also, it
reduces the possibility of model overfitting. Some samples images generated by
the AugGAN model are shown in Fig. 5.

Fig. 5. Lung nodules as generated by the AugGAN model

2.4 Region of Interest (ROI)

We have extracted the ROI slice with a dimension of 512× 512 from the scan
in the LIDC-IDRI database. We have used the centroid information for this
purpose. Further, we have cropped the slice into a 64× 64 sized image with the
same centroid. In this way, the RoI images are obtained as shown in Fig. 6 and
Fig. 7.

Fig. 6. RoI image [LIDC-IDRI-0014] Fig. 7. Mask image [LIDC-IDRI-0014]

2.5 Proposed Model: BUS-UNet++

We have proposed the BUS-UNet++ network in this work, which has the BUS-
UNet and UNet++ architectures in its background. We have implemented the
BUS-UNet++ as an extension of these two architectures for medical image seg-
mentation. The BUS-UNet++ consists of 68 layers. We have added four steps in
the contracting path of the architecture, each with two convolutional with 3× 3
filters followed by a 2× 2 maxpooling and a ReLU activation function. At each
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step, we have doubled the number of feature maps. In the contracting path,
image representations are extracted progressively, increasing the dimension of
the representations layer by layer. In BUS-UNet++, we have introduced direct
skip connections between respective layers of encoder and decoder parts while
also maintaining skip connections from the encoder to aggregating blocks. The
skip connections from aggregating blocks to decoder layers and other aggregating
blocks have been extended from the UNet++ model. We have used the aggregat-
ing blocks to concatenate features from different scales and then we have applied
the convolution operation on them before passing them to the next layer. In each
aggregation block, we have used the max-pooling operation, convolution layers,
and dropout layers (to prevent overfitting). During each up-sampling operation,
we have applied batch-normalization so as to standardize the inputs to the net-
work layer. After this step, in order to process the input through the forward
and backward paths, we have passed it to the bidirectional ConvLSTM layer.

3 Experimental Results

3.1 Dataset Description

In this study, the LIDC-IDRI dataset was used to evaluate the proposed model.
This dataset has a total of 1186 lung nodules in a set of 888 CT images. For the
experimentation, we have randomly divided the data into three parts, wherein
70% is used as training data, 20% is used as testing data, and 10% of the data is
used for validation data. In order to judge a nodule in the LIDC-IDRI dataset,
the annotations are done by four radiologists, where a nodule is determined by
its radius. Nodules with a radius of greater than 3 mm are identified as nodules
belonging to the RoI, whereas nodules with a radius of less than 3 mm are
annotated as non-nodules.

3.2 Evaluation Metrics

This section describes the metrics which are used to evaluate the proposed
method implemented in this paper. The first one is the dice score coefficient
(DSC) index, which refers to the degree of fit between the original target and
the segmented target.

The DSC value is higher based on how much the two objects fit and simul-
taneously lower the loss function value, and it indicates that the segmentation
model of the lung nodules is more accurate. DSC is calculated using Eq. (1):

DSC =
2TP

2TP + FP + FN
(1)

Here, true positive (TP) represents the area where the lung nodule exists as
well as its correctly segmented area, false positive (FP) represents the area where
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the lung nodule exists but is not correctly segmented, and false negative (FN)
represents the area where the lung nodule does not exist and is not segmented.
When the loss function is infinitely close to 0, the invalid dice score coefficient
reaches close to 1. In an ideal scenario, the model segmentation result matches
the real result at this point. The relationship between DSC and loss coefficient
is defined in Eq. (2):

loss = 1 −DSC (2)

IoU: It is another standard metric for semantic image segmentation that we have
used in this study to evaluate our model performance.
We have obtained an IoU of 0.84 and a DSC of 0.958 with our proposed method
as shown in Table 2 and Table 3.

Table 2. Lung nodule segmentation results of BUS-UNet++ with varied optimizers.

Optimizer Accuracy DSC IoU

Adam 0.9771 0.9580 0.8439

SGD 0.9529 0.8594 0.7521

AdaGrad 0.9470 0.6771 0.7289

AdaDelta 0.9180 0.5591 0.6011

Table 3. Performance comparison of the proposed model with state-of-the-art methods
on the LIDC-IDRI dataset

Work Ref. Method DSC (%)

Badrinarayanan et al. [21] SegNet 84.21

Ronneberger et al. [22] U-Net 82.90

Zhou et al. [17] UNet++ 83.32

Huang et al. [18] UNet-3+ 89.72

Weihua et al. [3] UNet DCNN 91.97

Yeganeh et al. [2] Res BCDU-Net 93.83

Khoong et al. [19] BUS-UNet 94.25

Proposed BUS-UNet++ 95.80
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Fig. 8. Training and validation loss values (left) and the network DSC value (right) of
the proposed model.

4 Discussion

This paper analyzes the performance of the various standard models along with
the proposed model through a set of experiments. All the evaluation metrics
mentioned are calculated and it is observed that the proposed model gives the
best result with Adam optimizer, with an accuracy rate of 0.9771, as the loss
function stabilizes more quickly as compared to other optimizers tested for the
same purpose. The BUS-UNet++ helps to improve the segmentation accuracy
of the lung nodules and has achieved good results with a dice score coefficient
of 0.9580 as shown in Fig. 8. The model also outperforms several state-of-the-art
networks such as UNet DCNN and BUS-UNet that have generated a dice score
coefficient of 0.91 and 0.94 respectively. However, there are a significant number
of false positives which can be reduced by improving the feature extraction
pipeline before training the network.

5 Conclusion

Lung cancer is one of the most common types of cancer in today’s world.
Research reveals that accurate early identification of malignant lung nodules
is essential for the prevention of this disease. In this paper, we have proposed a
U-Net based model, called BUS-UNet++, for segmenting the lung nodules in the
LIDC-IDRI dataset. The BUS-UNet++ network is a combination of UNet++
and BUS-UNet architectures. The CT images for this purpose are extracted from
the LIDC public repository and further preprocessed to obtain the nodule image
along with its mask image. A set of experiments has been performed with sev-
eral U-Net variants such as U-Net++, UNet-3++ and BUS-UNet to generate
the segmentation maps. The performance metrics such as accuracy, DSC and
IoU for BUS-UNet++ have shown that it outperforms the other three variants
used in this study. Although this paper has focused only on the segmentation
of lung nodules, it can be further extended by performing a classification of the
segmented nodules and classifying them as benign or malignant nodules.
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Abstract. No-reference metrics (BRISQUE, NIQE, PIQE) and full-
reference metrics (PSNR, SSIM) for face recognition quality estimation
are presented in this paper. Different noise types are considered: gaus-
sian and salt&pepper noise with SNR in range 0...40 dB. Regression
models between full-reference and no-reference metrics are considered.
The quality of the regression models is estimated via R2 and RMSE.

Keywords: no-reference image quality estimation · full-reference
image quality estimation · peak signal-to-noise ratio · structural
similarity · R-squared

1 Introduction

One of the main parts of data processing is the quality assessment of the sample,
but it is usually a non-trivial issue. And the face recognition task is not an
exception. For example, Qiang Meng et al. [9] shown, that quality of an image
has a strong correlation with recognition quality.

There are several ways to use image quality assessment for a Face Recognition
(FR) task. One of the most popular use-cases is to use it as a preprocessing step
of an FR model, so that there is no need to trigger the recognition process itself
if the quality is too poor [5]. Another well-known usage is to make conditional
enhancement based on the estimation of image quality [4,13]. Also image qual-
ity estimation in FR task can be used for quality summarization, video frame
selection, face detection filters, compression control, and others [12].

Another usage, which we propose in this paper, which has not been discussed
and researched yet to the best of our knowledge is to use image quality assessment
algorithm as a discrimination algorithm for images with poor quality, which are
not suitable as references. In this use case, the problem appears to be not how
to get a good quality image to use in a face recognition (FR) model, but how
to get a reference image that could be good enough for different FR models to
increase the accuracy and solve the problem of pure quality references.
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Obviously, image quality is important for the inference stage as for the new
reference adding stage because a low quality reference can cause many false pos-
itive events in real-world systems. On the basis of this assumption, we research
methods for preliminary estimation of the quality of reference images, which will
be done at the reference preparation stage. The main challenge is the absence
of high-quality reference for each of a reference; thus a no-reference metric must
be used.

This study is designed to improve the quality of face recognition in video
surveillance systems. The main goal of the work is to estimate the dependence
between the no-reference and full reference metrics to determine the quality
of the images for the face recognition task. The study evaluates 3 no-reference
metrics (BRISQUE, NIQE, PIQE) and two full-reference metrics (PSNR, SSIM).

The quality of face reference images can be divided into two parts. The first
is features such as face orientation, occlusion, etc. The second is general image
quality such as blur, noise, etc. We aimed at the second quality estimation.

2 Materials and Methods

2.1 Dataset

Labeled Faces in the Wild (LFW) aligned by deep funneling [7] was used as
a basic dataset. It contains 13233 images from the web and has 1680 different
identities with two or more images per person.

To study approaches to image quality assessment, synthetic augmented
dataset was created based on LFW. All images were converted to grayscale.
Then the following noises were added to the images:

1. Gaussian White Noise.
2. Salt & Pepper Noise.

11 noise levels were added to each image for each noise type. All noise levels
have been generated according to the fixed array of SNR values: [0, 1, 3, 6, 8,
10, 12, 15, 20, 30, 40] dB to allow cross-analysis of noise according to the SNR.
Thus, a dataset of 291126 noisy images was obtained.

The dataset was randomly divided into the training (80%) and testing (20%)
subsets.

Gaussian White Noise. The mathematical model of Gaussian noise is
described using a normal distribution, by changing the mathematical expec-
tation, one can achieve a lighter or darker image, and by changing the variance,
one can obtain multicolored noise normally distributed in the image.

p(x) =

√
1

2πσ2
e− (x−μ)2

2σ2 , (1)

where x – gray value, σ – standard deviation and μ – mean.
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Gaussian White Noise is ergodic random process with zero mean (μ) [8].
The main sources of Gaussian noise are caused by poor lighting and/or high

temperature. This noise is also called electronic noise, as it occurs on sensors and
amplifiers. The sources of this noise are thermal vibrations of atoms or thermal
radiation of objects [1].

To generate Gaussian White Noise one should set the variance and the mean
of a noise. Since μ = 0, the variance is the only parameter.

To generate 11 levels of noise for each image required noise variance was
calculated according to the formula:

σ2
n =

σ2
s

10
SNR
10

, (2)

where σ2
s – is a variance of an image (signal) and SNR ∈ [0, 1, 3, 6, 8, 10, 12,

15, 20, 30, 40] dB.

Salt and Pepper Noise. Impulse Value Noise is also called data dropout noise,
since it is mainly associated with errors in image transmission or storage [2].

This type of noise is manifested during the information transmission due to
errors in bit transmission, errors in analog-to-digital conversion, non-working
“pixels” on the camera sensor or image storage errors.

Impulse Value Noise accidentally changes some pixel values. For “salt” part
of the noise, there is a probability of changing the pixel value to a, and for
“pepper” noise there is a probability of changing the value to b, where e.g. a and
b could be the max and minimum possible pixel values.

The following is the distribution density function for Salt & Pepper noise (for
gray scale image):

P (x) =

⎧⎪⎨
⎪⎩

Ps, x = s;
Pp, x = p;
0 otherwise

. (3)

In S&P noise, with probability Ps, the pixel value will become x = s and
with probability Pp will become x = p, there can be no other transformations,
so in other cases the probability = 0. From the definition of the distribution
density function, it is clear that Pp = 1 − Ps.

To generate Impulse Value Noise the one should set the amount and the
proportion noise parameters. Amount indicates the ratio of the number pixels
affected by noise to the general pixels number in image. Proportion indicates the
probability of affected pixel to be S&P.

Because we don’t generate Impulse Noise with variance parameter, but with
amount and proportion, to generate 11 noise levels one should express variance
of an Impulse Noise via amount and proportion:

σ2
n = a ∗ b ∗ ((s − a ∗ (b ∗ s + p − b ∗ p))2)+

a ∗ (1 − b) ∗ ((p − a ∗ (b ∗ s + p − b ∗ p))2)+
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(1 − a) ∗ ((0 − a ∗ (b ∗ s + p − b ∗ p))2), (4)

where a – amount, b – proportion, s – “salt” value of a pixel, p – “pepper” value
of a pixel.

To generate 11 noise levels of possible variances, noise was calculated with a
from 0.00001 to 0.99 with steps 0.00001 and b = 0.5.

Then, for each image and SNR, the required noise variance was calculated,
and the nearest value was taken from the array of possible noise variances. The
corresponding to required noise variance parameters of amount and proportion
were determined and the Impulse Noise was generated.

2.2 Image Quality Assessment – IQA

Image quality (IQ) can be assessed using objective or subjective methods. Objec-
tive methods based on image quality assessments are performed by different algo-
rithms that analyze the distortions and degradations introduced in an image.
Subjective methods based on the way in which humans experience an image
quality. Objective and subjective methods of quality assessment don’t necessar-
ily correlate with each other [15].

Subjective methods for image quality assessment belong to the large area
of psychophysics research, a field that studies the relationship between physical
stimulus and human perceptions. A subjective IQA method will typically consist
on applying mean opinion score (MOS) techniques, where a number of viewers
rate their opinions based on their perceptions of image quality. These opinions
are afterwards mapped onto numerical values 0–100.

These methods can be classified depending on the availability of the source
and test images:

1. Single-stimulus: the viewer only has the test image and is not aware of the
source image.

2. Double-stimulus: the viewer has both the source and test image.

Since visual perception can be affected by environmental and viewing condi-
tions, the International Telecommunication Union produced a set of recommen-
dations for standardized testing methods for subjective image quality assess-
ment.

IQA algorithms take an arbitrary image as input and output a quality score
as output [15]. There are three types of IQAs:

1. Full-Reference IQA: Here you have a ‘clean’ reference (non-distorted) image
to measure the quality of your distorted image. This measure may be used
in assessing the quality of an image compression algorithm where we have
access to both the original image and it’s compressed version.

2. Reduced-Reference IQA: Here you don’t have a reference image, but an image
having some selective information about it (e.g. watermarked image) to com-
pare and measure the quality of distorted image.
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3. Objective Blind or No-Reference IQA: The only input the algorithm gets is the
image whose quality you want to measure. This is thus called, No-Reference
or Objective-Blind.

An example of reference-based evaluations is the Peak Signal-to-Noise Ratio
(PSNR) and the Structural Similarity Index (SSIM). No-reference image quality
assessment (Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE),
Natural Image Quality Evaluator (NIQE), Perception based Image Quality Eval-
uator (PIQE)), does not require a base image to evaluate image quality, the only
information that the algorithm receives is a distorted image whose quality is
being assessed. These metrics are commonly used to analyze the performance of
algorithms in different fields of computer vision like image compression, image
transmission, and image processing.

In this paper, we will discuss No-Reference IQA Metrics. Before we go deeper
into the theory, let’s first understand two basic terms:

1. Distorted Image. A distorted image is a version of the original image that
is distorted by blur, noise, watermarking, color transformations, geometric
transformations and so on and so forth.

2. Natural Image. An image directly captured by a camera with no post pro-
cessing is a natural image in our context.

Peak Signal-to-Noise Ratio – PSNR. PSNR is derived from the mean
square error, and indicates the ratio of the maximum pixel intensity to the
power of the distortion [6]. Like MSE, the PSNR metric is simple to calculate
but might not align well with perceived quality.

PSNR = 10 log10
MAXI2

MSE
(5)

Here, MAXI is the maximum possible pixel value of the image. When the
pixels are represented using 8 bits per sample, this is 255. For color images with
three RGB values per pixel, the definition of PSNR is the same except that the
MSE is the sum over all squared value differences (now for each color, i.e. three
times as many differences as in a monochrome image) divided by image size and
by three. Alternately, for color images the image is converted to a different color
space and PSNR is reported against each channel of that color space, e.g., HSV
or Lab.

Structural Similarity – SSIM. Structural similarity (SSIM) index. The SSIM
metric combines local image structure, luminance, and contrast into a single local
quality score [15]. In this metric, structures are patterns of pixel intensities, espe-
cially among neighboring pixels, after normalizing for luminance and contrast.
Because the human visual system is good at perceiving structure, the SSIM
quality metric agrees more closely with the subjective quality score.

The SSIM index is calculated on various windows of an image. The measure
between two windows x and y of common size N × N is:
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SSIM(x, y) =
(2μxμy + c1)(2μxy + c2)

(μ2
x + μ2

y + c1)(σ2
x + σ2

y + c2)
(6)

with:
μx – the average of x; μy – the average of y; σ2

x – the variance of x; σ2
y – the

variance of y; σxy – the covariance of x and y; c1 = (k1L)2, c2 = (k2L)2 – two
variables to stabilize the division with weak denominator; L – the dynamic range
of the pixel-values (typically this is 2#bits per pixel − 1; k1 = 0.01 and k2 = 0.03
by default.

The SSIM formula is based on three comparison measurements between sam-
ples of x and y: luminance (l), contrast (c) and structure (s). The individual
comparison functions are:

l(x, y) =
2μxμy + c1

μ2
x + μ2

y + c1
(7)

c(x, y) =
2σxσy + c2

σ2
x + σ2

y + c2
(8)

s(x, y) =
σxy + c3
σxσy + c3

(9)

with, in addition to above definitions: c3 = c2/2
SSIM is then a weighted combination of those comparative measures:

SSIM(x, y) = l(x, y)αc(x, y)βs(x, y)γ (10)

Setting the weights α, β, γ to 1, the formula can be reduced to the form
shown above.

To evaluate the image quality, this formula is usually applied only on the
luma, although it may also be applied on color (e.g., RGB) values or chromatic
(e.g. Lab) values. The resultant SSIM index is a decimal value between 0 and
1, and value 1 is only reachable in the case of two identical sets of data and
therefore indicates perfect structural similarity. A value of 0 indicates that there
is no structural similarity. For an image, it is typically calculated using a sliding
Gaussian window of size 11× 11 or a block window of size 8×8. The window can
be displaced pixel by pixel on the image to create an SSIM quality map of the
image. In the case of video quality assessment, the authors propose using only
a subgroup of possible windows to reduce the complexity of the calculation.

Blind/Referenceless Image Spatial Quality Evaluator – BRISQUE. A
BRISQUE model is trained on a database of images with known distortions, and
BRISQUE is limited to evaluating the quality of images with the same type of
distortion. BRISQUE predicts the score using a support vector regression (SVR)
model trained on an image database with the corresponding differential mean
opinion score (DMOS) values: 0 - best IQ (high SNR value); 100 - poorest IQ
(low SNR value). The database contains images with known distortion, such as



468 A. S. Voznesensky et al.

compression artifacts, blurring, and noise, and contains pristine versions of the
distorted images. The image to be scored must have at least one of the distortions
for which the model was trained [10].

Natural Image Quality Evaluator – NIQE. Although a NIQE model is
trained on a database of pristine images, NIQE can measure the quality of images
with arbitrary distortion. NIQE is opinion-unaware and does not use subjective
quality scores. The trade-off is that the NIQE score of an image might not
correlate as well as the BRISQUE score with human perception of quality. NIQE
measures the distance between the NSS-based features calculated from image A
to the features obtained from an image database used to train the model. The
features are modeled as multidimensional Gaussian distributions [11].

Perception Based Image Quality Evaluator – PIQE. The PIQE algorithm
is opinion-unaware and unsupervised, which means that it does not require a
trained model. PIQE can measure the quality of images with arbitrary distortion
and in most cases performs similar to NIQE. PIQE estimates blockwise distortion
and measures the local variance of perceptibly distorted blocks to compute the
quality score. PIQE calculates the no-reference quality score for an image by
using blockwise distortion estimation [14].

2.3 Statistical Analysis

Regression models between full-reference (PSNR, SSIM) and no-reference met-
rics (BRISQUE, NIQE, PIQE) are estimated using R2 and Root Mean Square
Error (RMSE) [3].

R2 measures how much variability in the dependent variable can be explained
by the model. It is the square of the correlation coefficient (R), and that is why
it is called R2.

R2 = 1 − SSregression

SStotal
= 1 −

∑
i(yi − ŷi)2∑
i(yi − y)2

(11)

R2 is calculated by the sum of squares of the prediction error divided by the
total sum of the square that replaces the calculated prediction with the mean
value. R2 value is between 0 and 1 and a bigger value indicates a better fit
between the prediction and the actual value.

R2 is a good measure to determine how well the model fits the dependent
variables. However, it does not take into account the overfitting problem. If
your regression model has many independent variables, because the model is
too complicated, it may fit very well to the training data, but performs poorly
for testing data. Therefore, adjusted R2 is introduced because it will penalize
additional independent variables added to the model and adjust the metric to
prevent overfitting issues [3].

While R2 is a relative measure of how well the model fits dependent variables,
Mean Square Error (MSE) is an absolute measure of the goodness for the fit.



No-Reference Metrics for Images Quality Estimation 469

MSE =
1
N

N∑
i=1

(yi − ŷi)2 (12)

MSE is calculated by the sum of the square of the prediction error which is
the real output minus the predicted output, and then divide by the number of
data points. It gives you an absolute number on how much your predicted results
deviate from the actual number. You cannot interpret many insights from one
single result, but it gives you a real number to compare against other model
results and helps you select the best regression model.

The root mean square error (RMSE) is the square root of MSE. It is used
more commonly than MSE because firstly the MSE value can sometimes be too
big to compare easily. Second, the MSE is calculated by the square of error, and
thus the square root brings it back to the same level of prediction error and
makes it easier to interpret [3].

3 Results

3.1 Regression Models Quality: SSIM vs. PSNR

Figure 1 illustrates the same regression models (model type, model order, close
quality metrics R2 and RMSE) SSIM vs PSNR for Gaussian white noise (GWN)
and salt&pepper noise (SPN).

Fig. 1. Regression model SSIM vs. PSNR for GWN (Left) with R2 = 0.98;
RMSE= 0.04 and SPN (Right) with R2 = 0.99; RMSE = 0.03

So, we can conclude, that PSNR and SSIM are highly dependent (obviously
the model is not linear, the dependency is similar to a sigmoid).
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3.2 Regression Model Quality: No-Reference Metrics vs.
Full-Reference Metrics

Figure 2 illustrates the same regression models (model type, model order, close
quality metrics R2 and RMSE) BRISQUE vs SNR for GWN and SPN.

Fig. 2. BRISQUE vs SNR (GWN): R2 = 0.99; RMSE = 2.84 (SPN): R2 = 0.96;
RMSE= 5.33

Note that points in “red zone” (SNR > 40 dB) are not taken into account
when building regression models. So, we can see that BRISQUE and SNR are
highly dependent and model is strong linear.

Figure 3 illustrates the same (model type, model order, close quality metrics
R2 and RMSE) regression models BRISQUE vs SSIM for GWN and SPN.

Fig. 3. BRISQUE vs SSIM (GWN): R2 = 0.99; RMSE= 3.38 (SPN): R2 = 0.98;
RMSE= 3.80

So, we can see that BRISQUE and SSIM are highly dependent via complex
Fourier model.
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Figures 4 illustrates the same (model type and model order) regression models
NIQE vs SNR for GWN and SPN.

Fig. 4. NIQE vs SNR (GWN): R2 = 0.77; RMSE= 38.01 (SPN): R2 = 0.88;
RMSE= 7.07

In this case quality metrics R2 and RMSE are worse and not close, regression
model is similar to exponential.

Figure 5 illustrates the same (model type and model order) regression models
NIQE vs SSIM for GWN and SPN.

Fig. 5. NIQE vs SSIM (GWN): R2 = 0.77; RMSE= 38.01 (SPN): R2 = 0.93;
RMSE= 5.28

In this case quality metrics R2 and RMSE are worse and not close, regression
model is similar to exponential.

Figure 6 illustrates the regression models PIQE vs. SNR for GWN and SPN.

Fig. 6. PIQE vs SNR (GWN): R2 = 0.94; RMSE = 4.26 (SPN): R2 = 0.53;
RMSE= 6.09
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Here, quality metrics R2 and RMSE are worse and not close, the regression
model is almost random.

Figure 7 illustrates the same (model type and model order) regression models
PIQE vs. SSIM for GWN and SPN.

Fig. 7. PIQE vs SSIM (GWN): R2 = 0.96; RMSE= 3.33 (SPN): R2 = 0.60;
RMSE= 5.59

Here, quality metrics R2 and RMSE are worse and not close, the regression
model is a complex Fourier model.

4 Discussions

In this paper, no reference metrics (BRISQUE, NIQE, PIQE) and full-reference
metrics (PSNR, SSIM) are evaluated for face recognition quality assessment.
Different noise types are considered: gaussian and salt&pepper noise with SNR
in the range 0...40 dB. Regression models between full-reference and no-reference
metrics are considered. The quality of the regression models is estimated using
R2 and RMSE.

The results of all the experiments conducted are summarized in Table 1.

Table 1. Regression models quality: no-reference metrics vs full-reference metrics

NR-metric FR-metric GWN: R2; RMSE SPN: R2; RMSE

BRISQUE: opinion-aware; supervised SNR 0.99; 2.84 0.96; 5.33

BRISQUE: opinion-aware; supervised SSIM 0.99; 3.38 0.98; 3.80

NIQE: opinion-unaware; supervised SNR 0.77; 38.01 0.88; 7.07

NIQE: opinion-unaware; supervised SSIM 0.77; 38.01 0.93; 5.28

PIQE: opinion-unaware; unsupervised SNR 0.94; 4.26 0.53; 6.09

PIQE: opinion-unaware; unsupervised SSIM 0.96; 3.33 0.60; 5.59

Regression functions between FR- and NR-metrics have to be non-increasing
functions. For FR-metrics: A higher score indicates better perceptual quality
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(PSNR, SSIM). For NR-metrics: a lower score indicates better perceptual quality
(BRISQUE, NIQE, PIQE). Using BRISQUE and NIQE we obtain non-increasing
regression functions, which correspond to the theory. But BRISQUE is much
better than NIQE. Sometimes, using PIQE we get better results in R2 and RMSE
metrics, but despite this fact, PIQE is unusable, because regression functions are
not non-increasing.

5 Conclusion

From Table 1 and Figs. 2, 3, 4, 5, 6 and 7 we can conclude that BRISQUE is the
best solution for NR-IQA. NIQE is significantly inferior to BRISQUE. PIQE is
unusable. The experimental results correlate with the theory.

In terms of the task, future work is required. To begin with, it is important
to assess how the results obtained during the work will correlate with the results
of the accuracy indicators for different FR models, including the evaluation of
various image enhancement and denoising algorithms and their impact on the
accuracy. Further research in terms of different noise types such as anisotropic
noise, periodic noise, quantization noise, etc. is required. It is also important to
evaluate the conclusions obtained when using color images (RGB, HSV, Lab),
since grayscale images are rarely used in the FR problem. Other approaches
for NR-IQA like neural-network-based solutions should be explored, developed,
and evaluated. Other image quality factors, other than noise level, such as facial
expression, pose, and illumination, should be examined. Finally, pipeline based
on described algorithms to improve the quality of FR systems (image discrimina-
tion, reducing type I and type II errors while face detection) should be created.
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Abstract. The article considers a communication channel with erasures, which
allows making soft decisions in order to achieve the maximum gain in the fidelity
of information reception. A comparative analysis of error correction algorithms
using the erasure signal for the most reliable symbols of the same name in a
multiple repeated block of information encoded with a redundant code is carried
out.

Keywords: Erasure signal · repetition codes · loss of information · noise
immunity · single symbol distortion probability

1 Introduction

The issue of ensuring the reliability of information transmission in networks is of great
importance. If an error appears in the text during the transmission of a regular telegram
or a crackling noise is heard during a telephone conversation, then, as a rule, errors and
distortions are detected without problems in meaning. But when transmitting data, one
error per thousand transmitted signals can greatly affect the quality of information [7].

Data transmission networks in strategic facility management systems require the
quality of information transmission to be no lower than 10−9. In practice, this indicator
is approximately equal 10−3 − 10−4 to, which is unacceptable [2].

There are many methods that ensure the reliability of information transmission,
differing in the means used for their implementation, in the time spent on their use at
the transmitting and receiving points, in the additional time spent on transmitting a fixed
amount of data, in the degree of ensuring the reliability of information transmission.
The form of practical implementation of the methods consists of two parts: software and
hardware. The ratio between the two can be very different, up to the almost complete
absence of one part.

Among numerous error protection methods, three groups of methods are distin-
guished: group methods, error-correcting coding, and error protection methods in
feedback transmission systems.

In this paper, we will consider a communication channel with erasures that allows
making soft decisions, as well as a comparative analysis of error correction algorithms
using the erasure signal for the most reliable symbols of the same name in a multiple
repeated block of information encoded with a redundant code.
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2 Correction of Erasures in Codes with Repetition

Problems of the complexity of correction of erasures of large weights were actively
studied in 1963–1980. For example, in [5, 6], algorithms and schemes for correcting
heavy weight erasures and detecting errors are studied for linear and some cyclic codes.
To date, the issue of complexity is not so critical, although it remains important.

Correction of erasures in codes with repetition makes it possible to significantly
increase the noise immunity by fairly simple means [3, 9].

The ability of the code to detect and correct errors is due to the presence of redundant
elements in the codeword r = n − k, where k− the single elements that are contained
in the codeword are the n− single elements that are included in the codeword of the
redundant code ( n > k) [1].

On Fig. 1 is a graph illustrating the statistical characteristics of a binary symmetric
erasure channel (BSEC), which are determined by three probabilities:

1. The probability of element transformation in the absence of erasure p;
2. Element erasure probability s;
3. The probability of correctly receiving an element in the absence of erasures q.

Fig. 1. Symmetric erasure interval

In this case, the condition is always satisfied

p + q + s = 1. (1)
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At the output of binary receivers with a symmetrical erasure interval, random
variables are identified with element 0 only when

yi < −v,

and with element 1 when

yi > v,

where is v− the erasure threshold and the distribution f0(y) is a mirror image of the
distribution f1(y) with respect to zero.

If it turns out that

−v < yi < v,

then an erasure symbol is additionally selected�, which fixes the fact of the unreliability
of this element.

It is obvious that the probability of element transformation p is determined by the
formula

p =
−v∫

−∞
f1(y)dy =

∞∫

v

f0(y)dy, (2)

and the probability of erasure is given by the formula

s =
v∫

−v

f0(y)dy =
v∫

−v

f1(y)dy. (3)

From Fig. 1 and expressions (2) and (3) it is obvious that

s = ps + qs;

p0 = p + ps; (4)

q0 = q + qs;
where ps− is the probability of correct erasure of the element, the qs− probability of
false erasure, p0− the probability of element distortion, the q0− probability of correct
reception of the element.

Erasures, which �, mark reliable elements of the received codeword, can be used
to improve the noise immunity of reception in the same way as a posteriori error proba-
bilities are used Pj in optimal and quasi-optimal methods. There are three methods for
processing redundant codes using erasures [6].

In accordance with the first method, the code combination is erased if at least one
element is erased or if an error is detected by the code. This method belongs to the
adaptive reception methods, which indirectly take into account the quality of the used
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communication channel. It allows you to provide a high value of fidelity, which is
achieved by increasing the loss of information [4].

The second method differs from the first only in that the redundant code is used to
correct errors. Its efficiency is not high [8].

The thirdmethod is used to correct erasures and detect errors in non-erased positions.
Erasure of the code combination is carried out either in the case when the number of
erased elements is greater than d − 1 (where the d− code distance), or when the code
detects errors on non-erased positions. This method and some of its modifications are
close enough to the optimal decoding methods [12].

If there is a double repetition of a message encoded with redundant (n, k)− code,
then if an error is found in the first repetition, it is advisable to remember it (block

−→
Y 1).

When receiving the second repetition (block), the corresponding
−→
Y 2 erasures are fixed−→

� and the result of modulo two addition (
−→
� ) of the block elements of the same name

(
−→
Y 1 and

−→
Y 2) is determined. The result of logical multiplication

−→
� and

−→
�

−→e = −→
�

−→
� (5)

with a high probability indicates distorted elements of the second repetition, which are
inverted in accordance with �e. Adjusted Combination

(6)

is subjected to code verification and, if there are no errors, is issued for further processing.
Figure 2 shows a timing diagram illustrating the procedure for correcting a single

error in the second iteration.

Fig. 2. Timing diagram illustrating the correction of a single error

Incorrect correction of elements in the second repetition will occur in those cases
when false erasure will correspond to the same-named non-matching elements. If the
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total number of such corrections, together with distortions at non-erased positions of the
second repetition, exceeds the detecting ability of the code, then an undetectable error
will occur.

The probability of undetected errors can be calculated by the formula

PHO(s, n) ≈ 1

2r

n∑
i=d

Ci
np

i
0(1 − p0)

n−i

+ 1

2r

d−1∑
i=1

n∑
j=d−i

Ci
np

i
0q

i
s(1 − p0)

n−iCi
n−ip

j(1 − p)n−(i+j). (7)

We obtain an approximate expression if we select the constituent terms that have the
greatest weight:

PHO(s, n) ≈ 1

2r
Cd
n p

d
0 + 1

2r
Cd−1
n−1 np0qsp

d−1. (8)

The probability of detected errors, which characterizes the loss of information when
receiving the second repetition, can be calculated by the formula

POO(s, n) =
d−1∑
i=1

d−1−i∑
j=0

Ci
nC

j
n−ip

i
0q

i
sp

j(1 − p0)
n−i(1 − p)n−(i+j), (9)

or approximately according to the formula

POO(s, n) ≈ np0qs. (10)

The technical implementation of this method is considered in [11].

3 Combination of Indirect and Code Methods of Error Detection

Extensive experimental studies of the efficiency of corrective codes in real radio channels
have shown that in the error correctionmode at, the n ≤ 511 codes increase the reliability
by no more than one order of magnitude, while the losses due to code redundancy reach
50–80%. Calculations show that with an increase in the length of the combination to
64–128 single symbols, the loss in speed decreases to 6–10%, and the coefficient of
fidelity increase increases by two orders of magnitude [3].

In data transmission systems, in order to achieve the maximum gain in reception
fidelity, several code and several indirect error detection methods can be used simulta-
neously. Combined is such a principle of error detection, in which the coordination of
error detection methods becomes of particular importance [4].
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Consider the probability space of errors in reception. Errors have a different nature:
0 → 1 or 1 → 0, different multiplicity and random nature of the distribution within
the received code combination. Let P− the probability of erroneous reception of single
symbols. The use of one or another method of error detection ensures the identification
of some part of them. Let us designate the space of elementary error events � as, and
its elements as ω1, ω2, . . . . Therefore, � = {ωi, i = 1, 2, 3, . . .N }, where N− is the
number of elements in �. Let the errors detected by the first method be the number A1,
which is a subset of �, i.e. A1 ∈ �. Then

P(A1) =
∑

ωi∈A1
P(ωi), (11)

and the probability of undetectable errors

PHO = P − P(A1). (12)

If we use a combination of two error detection methods (indirect and code), the
probability of joint error detection will be determined by the sum of events A1andA2,
i.e. union of subsets A1 ∪ A2 and intersection A1 ∩ A2 = ∅, where

P(A1 ∪ A2) =
∑

ωi∈A1∩A2
P(ωi) = P(A1) + P(A2) − P(A1 ∩ A2). (13)

With the simultaneous use of several methods (indirect and code), the probability of
detecting errors

P

(
α⋃
i=1

A

)
=

α∑
i=1

P(Ai) −
α∑
i<1

P(AiAj) +
∑
i<j<γ

P(AiAjAγ ) − · · · + (−1)α−1P

(
α⋂
i=1

Ai

)
.

(14)

Then the probability of undetectable errors

PHO = P − P

(
α⋂
i=1

Ai

)
. (15)

With such combined error control, detection methods should duplicate less and com-
plement each other more, i.e. the probabilities of intersections of the set Ai should tend
to zero [5].

By introducing a quality detector into the PDI system, along with code methods for
protecting information, it is possible to reduce the cost of APD. In addition, taking into
account the parameters of distortion packetization allows, for example, using a signal
quality detector with optimal erasure zones, to reduce the probability of an undetected
error by two to three orders of magnitude, to reduce the amount of transmission rate loss
in systems with overdemand, to reduce code redundancy [6].

Correction of erasures in codes with repetition can significantly increase the noise
immunity by fairly simple means by implementing the following method.
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A N− multiple repetition of messages encoded (n, k)− by the code is carried out,
where {m − 1 < N < 2m − 1,m = 3, 4, . . . }. If there is a double repetition of the mes-
sage, if an error is found in the first repetition, (

−→
Y 1) it is advisable to remember it. When

receiving the second repetition, (
−→
Y 2) the erasures corresponding to it are fixed (

−→
�), and

the result of modulo two addition of the same symbols of the same name is determined−→
Y 1and

−→
Y 2,

−→
ψ

−→
E = −→

�
−→
ψ with a higher probability indicates distorted symbols of the

second repetition, which are inverted in accordance with
−→
E . The corrected combination−→

X = −→
Y 2 ⊕ −→

E is subjected to a code check and, in the absence of errors, is issued for
further processing, and together with the first one

−→
Y 1, a code for the number of units in

the same symbols of two repetitions is formulated.

R =
2∑

i=1

Yi. (16)

Incorrect correction of elements in the second repetition occurs in those cases when
the same name mismatched characters correspond to a false erasure. If the total num-
ber of such corrections, together with distortions at non-erased positions of the second
repetition, exceeds the detecting ability of the code (σ = d − 1), then an undetectable
error will occur. The probability of undetected errors is determined by the relation

PHO(s, n) ∼= 1

2n−ns

[
n∑

i=d

Ci
nP

i
o(1 − P)n−i

+
d−1∑
i=1

n∑
j=d−1

Ci
nP

i
0q

i
s(1 − P0)

n−iCj
n−iP

j(1 − P0)
n−(i+j)

⎤
⎦. (17)

If we select the terms that have the greatest weight, then

PHO(s, n) ∼= 1

2n−ns

[
Cd
n P

d
0 + Cd−1

n−1 nP0qsP
d−1

]
. (18)

The probability of error detection, which characterizes the loss of information when
receiving the second repetition, we find by the formula

POO(s, n) ∼=
d−1∑
i=1

d−1−i∑
j=0

Ci
nC

j
n−iP

i
0q

i
s(1 − P)n−i(1 − P)n−(i+1) (19)

or approximately POO(s, n) ∼= nP0qs, where j− is the number of characters to be erased;
i− number of errors on non-erased positions; P0− probability of distortion of a single
character;P− the probability of character transformation in the absence of erasures; qs−
probability of false erasure; n− the number of characters in the received combination;
d− code distance [8].

When the second repetition does not satisfy the fidelity condition, subsequent N − 2
repetitions are received with the correction of unreliable elements, the location of which
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determines the erasure signal � if the code for the number of ones in the same symbols
of the previous group of repetitions has a maximum or minimum value

RN−1 = max

(
N−1∑
i=1

−→
Y i

)⋃
min

(
N−1∑
i=1

−→
Y i

)
. (20)

With a limited number of memory elements ρ, each of which has n cells, the max-
imum code for the number of ones in the same symbols is limited by the number of
repetitions RN = 2ρ −1 and determines the possibility of erasure correction. Therefore,
with the further reception of the next repetition, the correction effect does not take place.
But with this restriction, the majority processing of received repetitions of the message
is possible with the formation of the voting result by the majority, determined by the
rule

(21)

The use of a signal that takes into account the quality of the communication channel
� for the correction of single errors in the symbols of the same name of the second and
all subsequent ones, up to and 2p − 1 including repetitions of the message, makes it
possible to increase noise immunity. This can be shown by the example of determining
the probability of information loss by comparing the considered method and the method
of adaptive majority decoding [3].

4 Discussion

If in a known device the probability of distortion of a single character in the final code
combination is estimated by the value

P�1 = mPm
0 ,

where m− is the odd number of repetitions exponent N = 2m − 1,m = 3;
P0− probability of distortion of a single symbol of a code combination;
then in the proposed device:

P�2 = (2m − 1)Pm+1
0 PT,

where PT− is the probability of symbol transformation in the absence of �.
In this case, the loss of information can be estimated by the expression:

P
 = 1 − (1 − P�)
nnP�.

Then if
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P0 = 10−2(low quality channel),

PT = 2 · 10−2,

m = 3

then P
1 = n(2m − 1)Pm+1
0 ,

a P
2 = n(2m − 1)Pm+1
0 PT.

Therefore, the loss of information is reduced in

η = P
1

P
2
= 1

PT
= 1

2 · 10−2 = 50.

Thus, when receiving five repetitions of the message, the device implements an
extended set of decision rules. At the same time, taking into account the “erasure” signal
�makes it possible to correct a certain proportion of errors in the repetition for the most
reliable preceding symbols, which reduces the total number of errors in the received
message. This facilitates error correction with an extended set of decision rules, thereby
increasing noise immunity [12].

Consider the case of receiving seven repetitions and analyze the degree of information
loss reduction.

The probability of distortion of a single character in the final codeword obtained as
a result of the majority processing of 2m − 1 repetitions is determined by expression
P�(m) ∼= Cm

2m−1P
m
0 , and in the combined method that combines the demodulation and

decoding procedure, P
′
�
(m) ∼= Cm−1

2(m−1)P0Pm−1. Therefore, the loss of information for
each of the compared methods can be found using the expressions

Pn = nCm
2m−1P

m
0

P
′
n = nCm−1

2(m−1)P0P
m−1 (22)

The ratio of these values will determine the degree of information loss reduction

η = Pn

P′
n

= Cm
2m−1

Cm−1
2(m−1)

Pm−1
0 P1−m (23)

If we take specific values P0 = 10−2,P = 10−3,m = 2, which corresponds to the
presence of seven repetitionsN = 7, ρ = 3, then.

η = 1, 75 · 103.
The nature of the change in the loss probability from the number of repetitions

parameter for the two considered algorithms (Fig. 3) shows that the new algorithm has
improved probabilistic-temporal characteristics and can be used in radio communication
systems with poor quality communication channels [12].
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Fig. 3. Dependences of the loss probability P
 on the number of repetitions m for various P0 =
10−1 and P0 = 10−2

5 Conclusion

Currently, the corrective ability of LDPC codes in the erasure channel is being actively
investigated. There is a long list of works in this area. For example, in [2] the correction of
erasures by composition of LDPC codes with a Hamming code is studied, while deriving
and using (in a concatenated decoding scheme) exact estimates of the proportion of
correctable erasures of a large weight for a binary Hamming code. We would also like
to mention the work [4], where the fraction of erasures corrected by non-binary codes is
considered. To estimate the proportion of correctable erasure combinations, the results
related to the study of minimal words in linear codes [12] are useful.
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Abstract. The paper considers some aspects of the use of interactive methods in
the study of the discipline “Mathematics” for non-mathematical specialties at the
North Caucasus Federal University. The discipline “Mathematics” is included in
the block of the mandatory part of the undergraduate curriculum in the natural
sciences, and interactive teaching methods are designed to help students in the
study of a non-core discipline. The use of interactive technologies contributes to
the implementation of the competence-based approach. The paper gives example
of the use of interactive methods in the practical classes of training groups of
training areas 03.19.01 - Biotechnology and 05.30.01 - Medical Biochemistry,
which contribute tomastering themodernmathematical apparatus for further use in
solving theoretical and applied tasks in professional activity. A questionnaire was
conducted among students of these areas in order to determine the effectiveness of
the interactive teaching methods used. The results of the interview were analyzed.
It was revealed that the use of interactive methods in the learning process helps to
increase motivation and develop independence, stimulates an independent search
for new knowledge, improves student performance and makes it possible to apply
mathematical knowledge, skills and abilities in practical research.

Keywords: Interactive Methods · Competence-based Approach · Increased
Motivation · Non-mathematical Specialties · Teaching Methods

1 Introduction

In modern society, knowledge and the level of intellectual development of a person are
becoming the most important strategic resources, raising the social status of education
andmaking ever higher demands on its level and quality. High-quality training of a grad-
uate provides not only the availability of fundamental knowledge in special areas but
also the formation of a number of general professional competencies, such as the ability
to search and analyze professional literature, conduct experimental research, and pro-
cess and interpret empirically obtained data. The student must have a certain amount of
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knowledge and be a creatively active person. These requirements are reflected in the Fed-
eral State Educational Standards of Higher Education for the discipline “Mathematics”
[1].

It should be noted that students entering non-mathematical areas do not always have
the proper level of schoolmathematical training for high-qualitymastery of the university
program in the discipline “Mathematics”, and not all students at the beginning of the
educational process can see real prospects for the application ofmathematicalmethods in
their future professional career [2, 3]. During the forced transition to distance learning in
educational institutions during the coronavirus pandemic, it was difficult to implement
the individual trajectory of schoolchildren and effectively organize the interaction of
students with each other andwith the teacher [4]. These factors force teachers to consider
and analyze various teachingmethods in order to choose suchmethods that help increase
students’ motivation to study higher mathematics, develop independence, initiative and
creativity in solving problems of various kinds [5, 6].

Thus, the teacher of the university is faced with the question of the correct orga-
nization of the educational process. For the implementation of the tasks set, it seems
to be a priority to use interactive methods to create conditions for more active interac-
tion between students. Interactive teaching methods have relatively recently entered the
arsenal of teaching methods used in higher education [7–9]. Figure 1 presents the basic
principles of interactive teaching methods.

Fig. 1. Basic principles of interactive teaching methods

Modern pedagogical research has identified factors for the effectiveness of the use of
interactive learning, among which are: the development of cognitive and mental activ-
ity; involvement of students in the process of cognition as active participants; increased
motivation to study the discipline; creating a favorable, creative atmosphere in the class-
room; development of communicative competences of students; developing the skills
of an independent search for information and determining the level of its reliability,
which is especially important when reducing the share of traditional classroom work
and increasing the amount of independent work in curricula [10].
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In a number of works [11–14], devoted to the use of interactive technologies, a
wide range of interactive approaches have been developed, among which are methods
applicable to the discipline “Mathematics” in practical classes: business and role-playing
games, brainstorming, round tables and discussions, situational analysis, work in small
groups, etc. The purpose of this work is to demonstrate the increase in the effectiveness
of teaching students of non-mathematical specialties when the teacher uses interactive
teaching methods.

2 Materials and Methods

2.1 Methods Used in Classes with Students

Let us consider the methods used in the classes on the discipline “Mathematics” for the
preparation of students of the profile 19.03.01 - Biotechnology and 30.05.01 - Medical
Biochemistry at the North Caucasus Federal University.

2.1.1 «Tic-Tac-Toe» Game

Assumes the use of an interactivewhiteboard. It is held at the first practical lesson in order
to increase themotivation of students to study highermathematics and create a favorable,
creative atmosphere in the future in the learning process. One group of students selects
nine questions that confirm the need to study mathematics. Selected questions will be
presented on the playing field. Another group is preparing a presentation. To conduct
the event itself, two teams and support groups are formed from among the students who
are not involved in the preparation. The playing teams take turns choosing a cell on
the playing field, trying to place their three crosses or zeroes vertically, horizontally or
diagonally, which happens only when the team answers the chosen question correctly.
This is not always possible, and, as a rule, there is a complete analysis of all the questions
by the students who make up the assignments. The teacher helps in the selection of tasks
in the preparation process, recommending literature, sums up the game, arguing his
conclusions.

2.1.2 «Math Casino» Game

The game is played before studying the topic “Fundamentals of Probability Theory”.
The game is based on the task “Who took what?” from the book by Ya. I. Perelman
“Live Mathematics” [15], where chips are offered instead of nuts. On the playing field
(Fig. 2(a)) there are 24 chips and three items. The leader is the teacher. The conditions
of the game are as follows: three students can play, the first is given one chip, the second
is given two chips, and the third is given three. Three players are asked to choose items
“a”, “b”, or “c”. At the moment of choice, the leader turns away. For example, “a” is a
car, “b” is a country house, “c” is a computer. Everyone must take more chips, the owner
of the item “a” - as much as he was given; subject “b” - twice the number of chips that he
was awarded; object “c” - four times more than the number of chips that was handed to
him. The rest of the chips remain untouched. When all this is done, the host announces
who took what, quickly assessing the number of untouched chips. Students are invited
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to explain this “trick”. If this does not happen, then the teacher motivates students to
study the topic “Fundamentals of Probability Theory” by finding a solution. Figure 2(b)
provides a clue to this mathematical “trick”.

( )  (b) 

Fig. 2. Playing field on the interactive whiteboard screen

If the game is played in a face-to-face format, as objects “a”, “b”, and “c” you can use
a key, a phone, a watch, but if you have an interactive whiteboard, you can use presen-
tation slides and simulate chip selection by crossing them out with an electronic stylus
included with the electronic board. In the context of the coronavirus pandemic, there is
an experience of playing this game in a distance learning format on the BigBlueButton
video conferencing and distance learning platform.

These games enable you to activate the learning process and transfer it from passive
to active. They provide an opportunity to form the motivation to study the material at
the initial stage. The game “Tic-Tac-Toe” let you to assess the degree of mastery of the
material at the stage of completion of the course.

2.2 Discussion Methodology

On topics that allow group discussion of the issue, we conduct discussions that form a
solution that suits all participants in the educational process. The method of organizing
and conducting discussions includes three stages: preparatory, discussion and final.

2.2.1 Topic “Solving Systems of Linear Algebraic Equations”

Stage I: three groups of students are invited to prepare material on solving systems of
equations by Cramer, Jordano-Gauss methods, in a matrix way.

Stage II: each group of students, in the process of presenting the material, rea-
sonably proves the advantage of their method; students of other groups ask questions,
clarify points that cause difficulties; the teacher, watching the discussion, evaluates the
theoretical background, students’ activity, creativity and the validity of their conclusions.

Stage III: students are offered individual tasks for solving systems of equations by
three methods. At the end of the lesson, the results are summarized, as a result of which
the conclusion is formed that the Jordan-Gauss method is applied to any systems, other
methods under certain conditions.



Interactive Methods in the Study of the Discipline “Mathematics” 493

2.2.2 Topic “Integration of Rational Functions”

Stage I: three groups of students are invited to prepare material on three methods of
decomposing a fraction into the sum of simple fractions: indefinite coefficients, private
values, and combined; the teacher determines the fraction expansion method for each
group.

Stage II: each group sets out the essence of the proposed method, argues its appli-
cation for decomposing a fraction into a sum of the simplest ones; students ask ques-
tions during the discussion; the teacher evaluates the activity of students, the degree of
assimilation of the material, reasoning.

Stage III: students in groups are asked to integrate a rational function, presenting it
as the sum of an integer part and a proper fraction, expanding it into a sum of simple
fractions in the most appropriate way.

When summing up, students come to the conclusion that when integrating fractions,
it is necessary to approach rationally the use of a certain method of expanding a fraction
into the sum of simple fractions of types I-III, which can simplify the solution.

2.3 Case Technology

Case technologies include: the method of situational analysis, situational tasks and exer-
cises, analysis of specific situations (case study), the method of cases, etc. Themethod of
cases is the study of a fictional or real situation to identify problems, effective solutions
and the possibility of practical application of knowledge gained. To develop the skills of
solving problems on voluminous topics, we use case-based individual homework. For
example, in the first lesson on the topic “Fundamentals of Linear Algebra”, each student
receives his own specific system of four linear equations with four unknowns, practic-
ing the basic methods for solving problems on the topics of determinants, matrices and
systems of linear equations, according to the following plan:

1. Compose the matrix A from the coefficients of the unknowns of the system of linear
equations.

2. Find the matrix A determinant:
a) using properties and definitions,
b) decomposition by elements of some row or column,
c) after receiving zeros in any row or column.

3. Compare the results obtained in task 2 and indicate the most rational calculation
method.

4. Solve a system of linear equations using Cramer’s formulas, calculating all the
necessary determinants using a rational method.

5. Find the matrix inverse for A:
a) using the attached matrix,
b) elementary transformations.

6. Compare the results obtained in task 5, and indicate the advantages and disadvan-
tages of the applied methods for finding the inverse matrix.

7. Write down the system of linear equations in the form of a matrix equation.
8. Solve a system of linear equations in matrix form.
9. Compare the results obtained in tasks 4 and 8.
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10. Solve the system of linear equations by successive elimination of unknowns.
11. Compare the results obtained in tasks 4, 8 and 10.
12. Change one of the equations of the system so that it becomes inconsistent. Describe

how it was done, justifying the loss of solutions.
13. Solve the system of linear equations (task 12) by successive elimination of

unknowns.
14. Find a general and any particular solution of systems of linear equations, consisting

of:
a) first three equations of the initial system;
b) first two equations of the initial system;
c) the first equation of the initial system.

The teacher can use such individual homework assignments completed by the student
for interviews in the final lessons in the sections.

2.4 Small Group Work

Provides for the division of the group of students into small teams to discuss certain issues
and develop solutions to the educational problem. This method enable you to involve all
students in the work, trains the skills of cooperation and interpersonal communication.

2.4.1 Topic “Differentiation Technique”

When developing differentiation skills, the teacher emphasizes the need to know by heart
the table of derivatives, with the help of which the differentiation of frequently occurring
functions is reduced to mechanical procedures, but there are a number of functions for
which a special differentiation technique is used. The teacher demonstrates by examples
the differentiation of functions given implicitly and parametrically, as well as finding
derivatives of exponential functions using logarithmic differentiation.

Students are divided into groups of 4; when forming small groups, it is necessary
to take into account the observance of the principle of heterogeneity, since training in
heterogeneous groups allows weak students to catch up to the level of average students
and, at the same time, stimulates the learning process of medium and strong ones. Each
group receives an option that provides the same type of tasks for each student, but of
varying degrees of difficulty, depending on the level of preparation. While performing
tasks, students have the opportunity to consult stronger ones to help thosewho experience
difficulty. Groups report on their work. The teacher sums up, making comments and
arguing his conclusions.

2.4.2 Topic “Direct Integration”

Initial integration skills are associated with the so-called direct integration, covering the
use of the table of integrals, the properties of integrals and some elements of transfor-
mations that bring the integral to the form of any tabular integral. Direct calculation
of integrals using a table is relatively rare. Therefore, for the calculation of integrals, a
number of techniques have been developed that allow reducing this integral to tabular
ones. Mastering these techniques allows students to find integrals more successfully.
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The teacher talks about bringing the integral to a tabular one using the “bringing
under the sign of the differential” technique. A number of examples are worked out
on the board, groups are given handouts with tasks. In the variant, there are several
propaedeutic tasks for restoring the differential, as well as a number of integrals reduced
to tabular ones using the method being studied (Table 1).

When studying the next topic “Methods of integration” at the stage of forming
the skill of integration by substitution, we note that quite often this technique can be
replaced by “bringing under the differential sign”, which simplifies the solution. And
here, it should be noted that, in contrast to the general methods of differentiation, which
are applied almost mechanically, integration requires great skill - in each individual case,
one must be able to find a suitable technique and apply it in the most advantageous way
(Table 2).

Table 1. An example of a task for a group of students on the topic “Direct Integration”.

Table 2. An example of a task for a group of students on the topic “Linear Differential Equations
of the First Order”.
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Table 3. Questionnaire results, percentage of positive answers

Question 19.03.01 – Biotechnology 30.05.01 – Medical
biochemistry

1 80% 78%

2 77% 70%

3 73% 74%

4 70% 78%

5 77% 78%

6 77% 70%

7 80% 78%

2.4.3 Topic “Linear Differential Equations of the First Order”

During the frontal survey, the teacher repeats the algorithm for solving first-order linear
differential equations using the Bernoulli substitution method. It clearly demonstrates
that when solving an equationwith separable variables, which are obtained in the process
of transformations in order to obtain a more convenient form of writing the solution, one
can take notC, but ln C, which does not violate the generality of reasoning, and alsowhen
integrating expressions

∫ du
u , it is permissible to omit the sign of the modulus, which

as a result of arbitrariness C will not change the result of integration. The teacher gives
handouts with assignments, in which, as propaedeutic assignments, there are equations
with separable variables.

Students are divided into groups; each group performs its ownversion.Group’s report
on the work done by displaying their results on the screen of the interactive whiteboard.
The principle of working in small groups is described in the first topic. The teacher sums
up, making comments and arguing his conclusions.

When describing the teachingmethods used, it should be noted that in almost every of
them, it is possible to use interactive whiteboards. When conducting practical or lecture
classes, it is permissible to combine all the advantages of a classical presentationwith the
possibilities of high technologies. As classes conducted using interactive whiteboards
become more interesting and richer, the level of assimilation of the material increases.

3 Results

To evaluate the effectiveness of interactive teaching methods, a questionnaire was con-
ducted among students of the directions 19.03.01 -Biotechnology and30.05.01 -Medical
biochemistry. In the groups of direction 19.03.01 classes were conducted using not only
traditional approaches but also with the systematic use of active and interactive methods,
and in the group of direction 30.05.01 the use of interactive methods was episodic. It
should be noted that the level of school mathematical training in these areas was some-
what different, for students of the direction 05.30.01 - Medical biochemistry, in general,
it was lower, this is evidenced even by the fact that when entering a university, the results
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of the Unified State Examination in mathematics were optional for them. The students
were asked the following questions.

1. Do interactive teaching methods make mathematics classes fun and interesting?

– yes;
– no.

2.Does the use of interactive learning improve your level of knowledge in the subject?

– yes;
– no.

3. Do interactive methods contribute to the active involvement of students in the
communicative (communication) process?

– yes;
– no.

4. Are interactive teaching methods aimed at the active interaction of all participants
in the educational process?

– yes;
– no.

5. Do interactive teaching methods contribute to introspection (reflection) of their
knowledge?

– yes;
– no.

6. Do interactive teaching methods influence the formation of positive learning
motivation?

– yes;
– no.

7. Is the use of interactive teaching methods a promising direction in the educational
process?

– yes;
– no.

Let’s present the results of the questionnaire. For each of the questions, the number
of positive and negative answers was counted. The ratio of “yes” answers, expressed as
a percentage, is presented in Table 3. The diagram in Fig. 3 presents the results clearly.
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Fig. 3. Comparison of questionnaire results

4 Discussion

A high percentage of “yes” answers to question 1, almost the same in the two studied
groups (80% and 78%), showed that interactive teaching methods make it possible to
turn mathematics classes into an exciting process even for students of non-mathematical
specialties and with different levels of preparation. The use of interactive methods,
according to students, contributes to an increase in the level of preparation in the subject,
but a lower percentage of “yes” answers (question 2 - 77% and 70%) among students
of the second group, from our point of view, is due to the episodic use of interactive
technologies. The students of the studied groups take almost the same position regarding
the influence of interactive methods for increasing communicative activity (question 3 -
73% and 74%). The answers to question 4 showed that the participants in the educational
process actively interact in the educational process between themselves and the teacher,
and a higher percentage in the second group (70% and 78%) indicates that the students
of the second study group assessed that mutual assistance, the interaction of strong and
weak students in small groups, positively affects the performance of all students.

Interactive teaching methods contribute to an objective assessment of one’s own
knowledge in the process of active joint activity, this is noted by students of both groups
(question 5 - 77% and 78%), and this, in turn, stimulates the process of an independent
search for new knowledge, thereby contributing to the development of the motivational
sphere learning activities (question 6 - 77% and 70%). According to students, the use
of interactive methods is a promising direction in the educational process (question 7 -
80% and 82%).

5 Conclusion

The results of the questionnaire, as well as the monitoring of knowledge under current
control, show that the use of interactive methods in the process of mathematical training
of students in non-mathematical areas increases the motivation to study the subject,
develops the cognitive activity of students at all stages of acquiring knowledge, and
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contributes to the formation of skills for applying and analyzing problems in professional
activities. The use of interactive technologies creates a favorable, creative atmosphere in
the classroom, develops the communicative competencies of students, which, of course,
improves the quality of training of future specialists.
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Abstract. The education system in the modern world is built from the steps
- junior school, high school, college, university (bachelor’s, master’s, postgradu-
ate). Teachers and psychologists are concerned about the continuity of these levels
of education for the education of employed professionals. The paper is devoted
to the analysis of the short-term continuity of the educational programs of under-
graduate and graduate programs in applied mathematics and computer science
in the context of updating the survey. The implementation has been studied of
the mechanisms of succession of professional and research components of the
training of students of the directions 01.03.02 - “Computational mathematics and
mathematical modeling” and 01.04.02 - “Mathematical modeling” in the educa-
tional practice of the North Caucasus Federal University. Curricula, the general
vectors of training are considered, examples of reporting in areas (final theses
and exams, papers in scientific journals) are given. A mechanism is proposed for
the formation of a set of professional competencies for bachelor’s and master’s
degree graduates in the specialty “Mathematical Modeling” correlated with the
requirements of professional standards. The most productive forms of continuity
of the research component of educational programs are identified in the field of
applied mathematics and computer science at NCFU.

Keywords: Continuity · Applied Mathematics and Informatics · Professional
Standards · Labor Functions · Professional Competencies

1 Introduction

Improving the system of continuous higher education involves the emergence of new
educational models [1]. The problem of the continuity of purpose educational programs
is becoming increasingly important, which is aimed at overcoming the gap between
different levels of education in modern conditions of the implementation of a two-level
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system of higher education (bachelor and master) [2]. Many scientists are still engaged
in the research on various aspects of continuity in education. The influence is being
studied of distance learning on students [3]. The continuity of school and university
programs [4], as well as continuous education as an individual educational strategy [5],
is considered. Examples are given of the influence of gap year on young people [6]
entering a university. Samples are shown of the formation by teachers of the continuity
of educational programs [7]. Among the most significant components of continuity, in
the field of vocational education are the continuity of learning objectives and the content
of the main educational programs; continuity of pedagogical technologies used in the
educational process; continuity of knowledge, abilities, skills and competencies formed
as a result of mastering educational programs of different levels [8]. By continuity in
higher education, we refer to the process of ensuring a continuous relationship between
the levels (bachelor’s degree—master’s degree). It contributes to the formation of uni-
versal, general professional and professional competencies of students and improving
the professional and personal development of graduates.

Training in the area ofAppliedMathematics and Informatics (AMI) is focusedmainly
on mathematical modeling. Mathematical modeling—an ideal scientific symbolic for-
mal modeling, in which the description of an object is carried out in the language of
mathematics, and the study of the model is carried out using certain mathematical meth-
ods [9]. North Caucasus Federal University (NCFU) is preparing in the following areas
in the field of applied mathematics and informatics: 01.03.02 (bachelor’s degree), area
of training—“Computational mathematics and mathematical modeling”, and 01.04.02
(master’s degree), area of training - “Mathematicalmodeling”.Currently, in these areas of
training, there are not even projects of exemplary educational programs (EP), which can
be recommended by the Federal Educational andMethodological Association. A review
of modern psychological and pedagogical literature on continuity in higher education
and analysis of regulatory documents for the development of EPs in higher education
allows us to note that by now theoretical knowledge has been accumulated on the issues
of continuity of two levels: bachelor and master. However, the practical implementation
of the continuity of the EP in the field of applied mathematics and informatics (AMI)
is not sufficiently represented. The main aim of the work is to analyze the complexity
of mechanisms for implementing the continuity of EP based on the disclosure of the
essence of the professional and research component of student training.

2 Applied Mathematics and Informatics Bachelor’s and Master’s
Educational Programs Continuity

The research was conducted on the basis of the Faculty of Mathematics and Computer
Science named after Professor N.I. Chervyakov of NCFU. Theoretical and empirical
methods were used, such as analysis, systematization and generalization of psycholog-
ical and pedagogical literature and regulations, observation. EPs were developed and
analyzed in the areas of training 01.03.02 Applied Mathematics and Informatics (bach-
elor), area of training - “Computational Mathematics and Mathematical Modeling”, and
01.04.02 Applied Mathematics and Informatics (Master), area of training - “Mathemat-
ical Modeling» on the basis of theoretical understanding and generalization of literary
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sources and regulatory documents. In the current updated version of the Federal State
Educational Standards of higher education (FSES HE 3++) of the 3rd generation [10,
11] it is normatively fixed for educational organizations that they can develop EP on
their own and form requirements for the results of its development in the form of uni-
versal, general professional and professional competencies of graduates. Competence is
understood as a feature consisting of knowledge, understanding and actions [12]. Com-
petencies are the result of mastering the main educational program and consist of a set
of knowledge, skills, experience, personal and professional qualities of a graduate.

Universal competencies (UC) characterize the over-professional abilities of the indi-
vidual, which ensure the successful activity of a person in a wide variety of both profes-
sional and social spheres. The list of UCs is one in terms of levels of education for all
areas and specialties. UCs are of a supra-subject nature; therefore, their formation occurs
regardless of the specific academic discipline of the educational program throughout the
entire period of study, using various forms of organizing the educational process. Scien-
tific position is substantiated in a collective monograph on the problems of measuring
and evaluating UC, which is that universal competencies (soft skills) are formed not
instead of, but together with professional competencies (hard skills) and constitute a
unified context of socially significant educational results for the digital economy [13].
Let us consider the composition of groups of general professional competencies (GPC)
of AMI graduates. Continuity can be traced here in the name of the category, as well as
in the content aspect. At the same time, for bachelor’s programs, GPCs are presented
more widely in quantitative terms, and for master’s programs—in qualitative terms. So,
if in GPC-2 a bachelor is “able to use and adapt existing mathematical methods and pro-
gramming systems to develop and implement algorithms for solving applied problems”
[10], then a master in this case “is able to improve and implement new mathematical
methods for solving applied problems” [11].

Professional competencies (PC) are described independently by the university. They
are the most closely related to the current requirements of the labor market [14]. PCs
are formed in accordance with the types of activities to which the educational program
is oriented, and on the basis of professional standards (PS) corresponding to the pro-
fessional activities (PA) of graduates. The development of competencies is preceded by
an analysis of experience and consultations with leading employers and/or associations
of employers of those industries in which graduates are in demand. The choice of pro-
fessional standards is carried out by the university on the basis of an application to the
FSES using the PS register posted on the specialized website of the Ministry of Labor
and Social Protection of the Russian Federation “Professional Standards” [15]. If the
PS has been changed or has become invalid during the period of the FSES or new PSs
have appeared that more closely correspond to the area of training of the EP, it becomes
necessary to choose independently another PS, possibly absent in the annex to the FSES.
The selection of a suitable PS from the registry is based on the main areas and main
goals of each type of PD.

The non-profit Association of Computer and Information Technology Enterprises is
created to represent the interests of the Russian IT industry in the domestic and foreign
markets and it recommends universities actively use methodological developments and
educational modules of Russian IT companies when developing educational programs
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in the field of IT, as well as use certain tools for monitoring the quality of training in
IT areas, taking into account the current practice in the development of professional
standards [15]. The practical implementation of the continuity of the EP is complicated
by the fact that there are no exemplary basic educational programs in the field of AMI.
Certain mechanisms have been adopted in the educational practice of NCFU to ensure
the continuity of the professional component of student training, taking into account this
circumstance.

3 Updating Educational Standards

A university determines independently the areas of professional activity when forming
an educational program and selects the types of tasks of professional activity on the basis
of the FSES, determines professional tasks within the framework of the selected type and
determines the objects of activity and the focus of the profile. This choice determines the
selection of professional standards associated with the program. At the same time, the
choice of specific PS for the same training area of training at different levels of training
differs markedly. For example, the PC of bachelors of the direction 01.03.02 in NCFU
is formed on the basis of the PS: 01.003 Teacher of additional education for children
and adults, 06.001 Programmer, 06.016 Project manager in the field of information
technology and06.022Systemanalyst. PCs installed by themaster’s programof direction
01.04.02 can be developed on the basis of completely different PS, for example: 40.011
Specialist in research and development and 06.028 System programmer. In accordance
with the Order of the Ministry of Labor of Russia dated April 12, 2013 No. 148n, only
those labor functions are selected from the PS, the implementation of which requires
an education level corresponding to the Federal State Educational Standard. Thus, only
those parts of the PS are selected that can be used in the program in accordance with
the level of qualification and requirements for education and training: labor functions,
labor actions, knowledge and skills that can be formed in the educational process. The
formulation of successive professional competencies was carried out on the basis of the
tasks of the professional activity of graduates, as well as the generalized labor functions
of the selected PS.

Here are the sources of the formation of PC-1 related to research activities, as well
as indicators of its achievement, formulated on the basis of correlation with the selected
professional standards. For the bachelor 01.03.02, area of training “ComputationalMath-
ematics and Mathematical Modeling”, the tasks of professional activity are: the use in
research and applied activities of modern mathematical apparatus, modern program-
ming languages and software, modern information and communication technologies,
achievements of science and technology in applied mathematics and informatics, oper-
ating systems and network technologies; collection, processing, and interpretation of
experimental data necessary for project activities in the field of information technology.

Corresponding labor functions: formalization and algorithmization of tasks; collec-
tion and processing of design research results.

PC-1 formulation: The ability to mathematically correctly formulate natural science
problems and investigate them using computational methods.
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PC-1 achievement indicators are formulated on the basis of correlation with pro-
fessional standards 001 - “Programmer”, 016 - “IT Project Manager”, 022 - “System
Analyst”:

1. PC-1.1 Knows the methods of mathematical formulation of natural science problems
is to understand the limits of applicability and requirements for the computational
algorithm.

2. PC-1.2Able tomathematically correctly set natural science problems in various fields,
to study them by computational methods.

3. PC-1.3 Owns the techniques of building mathematical models, is able to choose the
methodology for solving the problem and use modern tools for the implementation
of computational methods.

Let us describe the sources of the formation of PC-1 for themagistracy of the direction
01.04.02, area of training “Mathematical Modeling”. The tasks of professional activity
are: the research of new scientific results, scientific literature or research projects in the
field of applied mathematics and informatics in accordance with the subject of ongo-
ing research; compilation of scientific reviews, abstracts and bibliography, preparation
of scientific and scientific-technical publications on the subject of ongoing research;
formation of research programs in new directions; application of fundamental knowl-
edge obtained in the field of mathematical and (or) natural sciences; creation, analysis
and implementation of new computer models in modern natural science, technology,
economics and management; construction of mathematical models and their process-
ing by analytical methods; development of algorithms, methods, software, tools on the
subject of ongoing research projects; study of systems bymethods of mathematical fore-
casting and system analysis; development and application of modern high-performance
computing technologies, the use of modern supercomputers in ongoing research.

Relevant labor functions: implementation of scientific management of research on
individual tasks.

PC-1wording: The ability to conduct scientific research and obtain new scientific and
applied results independently and as part of a research team based on existing methods
in a particular area of professional activity.

Indicators of achievement of PC-1 are formulated on the basis of correlation with
professional standards 40.011 “Specialist in research and development” and 06.028
“System programmer”:

1. PC-1.1 Demonstrates fundamental knowledge in the field of mathematics and natural
sciences.

2. PC-1.2Buildsmathematicalmodels and investigates thembyanalytical andnumerical
methods.

3. PC-1.3 Develops algorithms, methods, software and tools on the subject of ongoing
research projects.

It can be seen that one PC is formulated from several sources.
When choosing professional standards that correspond to the area of training and

the professional tasks for which students will prepare, the university may encounter a
situation where the area of training does not correspond to any of the PS from the annex
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to the FSES or the registry. It is proposed to use different PSs that contain similar labor
functions in such situations. In the order of the Ministry of Labor of Russia dated April
12, 2013 N 148n “On the approval of qualification levels for the development of draft
professional standards”, nine qualification levels were identified. From the sixth level,
higher education is required. In real practice, the developments of EP HE can be used
by PS with suitable labor functions that do not correspond to terms of qualifications. For
example, PS 06.001 “Programmer” does not imply the need for higher education, as it
describes third and fourth skill levels corresponding to secondary vocational education.
Thus, there is a lack of a clear correlation between the FSES HE and PS, and the
developers of educational programs have to take this into account.

Let’s compare the labor functions of bachelor and master graduates in terms of the
continuity of authority and responsibility. It is easy to see that the sixth level, corre-
sponding to the preparation of a bachelor, implies certain powers and responsibilities in
the implementation of the labor functions: independent activity, involving the definition
of tasks for one’s own work and/or subordinates to achieve the goal; ensuring the inter-
action of employees and related departments and responsibility for the result of work
at the level of a department or organization. For the seventh level, corresponding to the
preparation of the master, it is typical to expand the powers to determine the strategy,
manage processes and activities, including innovative ones, with decision-making at the
level of large organizations or departments, as well as responsibility for the performance
of large organizations or departments.

4 Discussion

The leading type of professional activity for the academic area “Applied Mathematics
and Informatics” at all levels of training is research. Let’s consider the implementation of
the mechanisms of continuity of the research component of student training, which has
developed in the educational practice of NCFU. Obtaining the primary skills of research
work (RW) is part of the mandatory part of the educational and industrial practice of
the EP of the bachelor and master programs. Research practice programs coincide in
terms of the logic of content and the sequence of stages and tasks. Educational practice
is carried out at the graduating department of mathematical modeling, in university
departments with the necessary human and scientific and technical potential. RW is part
of work practice, which is carried out over several semesters and ensures the formation
and development of the student’s professional competencies necessary for conducting
independent or group RW.

A report on research work may include the preparation and defense of a term paper,
writing a final qualifying work (FQR) as a graduate exam, preparing and presenting
a report at a scientific and scientific-practical conference at a regional or international
level. The result of research for a graduate is not only the development of the necessary
competencies but also a published scientific work in the form of an FQR. At the master’s
level, the FQR is presented as independent scientific research in the form of a master’s
thesis. The difference between the bachelor’s and master’s degree programs lies in the
level and depth of the problem under study, aswell as in the requirements for the obtained
scientific results. Therefore, the continuity of research activities at the undergraduate
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and graduate levels primarily concerns the increase in the complexity of the process of
working on the FQR.

The approach to personnel support of undergraduate and graduate programs coin-
cides. At least 5% of teachers must be attracted from third-party organizations according
to the area of training and at least 60% of the total number of those involved in teach-
ing must have an academic degree. Among other common forms of continuity of the
research component of training, one can single out scientific Olympiads and competi-
tions, participation in master classes, a school for a young scientist, scientific confer-
ences, participation in joint scientific collections, project activities that require special
scientific research. A review of the materials of the official websites of a number of
leading Russian universities, as well as the websites of subject Olympiads, conferences,
scientific collections and student scientific forums, showed that not only young scientists
andmasters but also undergraduate students take part in various forms of RW.Olympiads
of various profiles are a link between educational and extracurricular scientific activ-
ities at students of all levels. For example, bachelors and masters are admitted to the
annual international All-Russian Student Olympiad in mathematics. In addition to the
classical form of holding Olympiads, today there are also innovative design and research
competitions, design competitions and tournaments, case Olympiads and hackathons.

Interestingly, the preparation of students for the Olympiad can be considered as
a mechanism for implementing the continuity of education through the technology of
master classes. Such master classes are useful for both undergraduate and graduate
students, who can consolidate their professional orientation, get a steady interest in core
subjects and, ultimately, can contribute to the formationof a professional subject position.
In our opinion, the most productive form of the NCFU practice is the involvement
of students in research, development and innovation work and projects. Students are
involved in the work of the section “Problems of modular arithmetic and neurocomputer
technologies in application to info communication systems” within the framework of
the annual university conference “University Science for the Region”. Conferences of
various levels attract not only undergraduates but also senior undergraduate students.
Students regularly participate in scientific seminars and master classes conducted by
graduate students, attend face-to-face lectures designed to deepen students’ knowledge
of the topic of the seminar. The purpose of such seminars can be exclusively research
activities, often not directly related to practice in a particular area of professional activity.

The participation of students in the work of the educational and scientific center for
computational mathematics of parallel programming on supercomputers, in the activ-
ities of the research laboratory “Mathematical Modeling” and North Caucasus Center
for Mathematical Research, has broader goals. Undergraduates, graduate students and
university professors participate in the work of such communities. Their activities are
related to scientific research in the field of mathematics and related areas, focused on
solving practical professional problems.

NCFU students annually participate in the implementation of the “Startup as aDiplo-
ma” program, and also becomewinners in the “Umnik” contest. “Umnik” is a large-scale
program that allows you to find and support talented young people in Russia. The best
participants receive grants for the development of research projects. In the context of
studying the mechanisms of succession, these programs are interesting because they are
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focused not only on research activities in general but also on developing the ability and
readiness of students to carry out the practical aspects of their research in the conditions
of the modern labor market.

5 Conclusion

The paper describes the mechanism for the formation of a set of successive professional
competencies for graduates of undergraduate and graduate programs in ‘Applied Math-
ematics and Informatics”, formulated by the authors in accordance with the types of
activities that the educational program is focused on, as well as taking into account the
requirements for graduates in the market work, wishes of the leading employers in the
region, domestic and foreign experience. The most interesting form of implementing the
mechanisms for the continuity of the research component of training in thefield of applied
mathematics and informatics in the educational practice of NCFU is the involvement of
students in research, development and innovation work and projects, which increases the
competitiveness of graduates in the modern labor market. The research of the current
practice of preparing students in Applied Mathematics and Computer Science in the
educational practice of NCFU allows us to conclude that in the context of updating edu-
cational standards, the master’s program in the mode of continuity solves the problem
of deepening the professional component of the bachelor’s degree program, while at the
same time orienting undergraduates to the development of research skills.
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Abstract. The article is devoted to the development of computer simulators of
artificial neural networks for conducting practical classes and organizing con-
trol in the “Neurocomputer technologies” subject for schoolchildren of 8-11th
grades, who are studying in the system of additional education. The development
and application technology of software modules is described for propaedeutics of
mastering the mathematical apparatus, which is necessary for further study of the
theory of artificial neural networks in the relevant courses of higher professional
education. The program provides an opportunity to study at the level of medium
or increased complexity for highly motivated students to study natural science
disciplines. In this case, special attention will be paid to the practice of working
with mathematical models of artificial neural networks and their implementation
on a computer. Further professional education of “highly motivated” gifted chil-
dren is highly likely to be associated with scientific research, which, regardless
of the field of human knowledge, is currently based on the use of artificial neural
network, neuromathematics and neuropackages. Since the main tasks solved with
the help of neuro-mathematics are related to the search for hidden patterns, clas-
sification, forecasting, dimension reduction, the scope of their application covers
all scientific areas.

Keywords: software · modeling · neural networks · additional education

1 Introduction

Neural networks are a class of models based on a biological analogy with the human
brain. They exist for solving a variety of data analysis tasks after passing the training
stage on the available data. An artificial neural network (ANN) is a software or hardware
embodiment of such a model, built on the principle of organization and functioning of
biological neural networks [1]. Currently, the ANN technology is being actively devel-
oped and used in the world. It is designed to facilitate the solution of poorly formalized
tasks of automating the classification process, forecasting, recognition process, decision-
making process; control tasks, encoding and decoding information; approximation of
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dependencies, etc. Neural network programming specialists are in demand in the labor
market.

In Russia, this technology is not considered in computer science lessons in sec-
ondary schools of general educational, lyceums and gymnasiums due to its complexity.
However, the propaedeutic acquaintance with neurocomputer technologies in the system
of additional education of children can be held on the material available and familiar
to schoolchildren of 8-11th grades. The result of such a propaedeutic course may be
the appearance of a general idea of neurocomputer technologies among school gradu-
ates. It also may be a systematic vision of the subject and an understanding of logical
connections in the field of artificial intelligence working with large data.

The authors’ program of the propaedeutic course “Neurocomputer technologies” is
a program for teaching high school students mathematical informatics through full-time.
During the program developing, the mandatory minimum students’ knowledge on rel-
evant topics and the requirements for the level of students training in mathematics and
computer science were taken into account. The course is aimed at familiarizing students
of 8-10th grades with the sections of mathematics, which are important parts of the
programmer’s professional knowledge. But they are not sufficiently covered in the sec-
ondary school curriculum; mastering the modern apparatus of elementary mathematics
theory by students; presenting modern approaches to the study of ANN and solving
typical problems that arise in the development of neural networks.

A distinctive feature of the program of the propaedeutic course is the creation of
conditions for the development and support of gifted children, including assistance to
them in vocational orientation and continuing education. In addition, this program pro-
vides skills among students for the formation of self-education, since practical work
presupposes the mastery of students’ ability to work with reference literature and use
the Internet resources. The skills developed in this course related to the theory of ele-
mentary mathematics, algorithms and reasoning systems are used in other components
of mathematical and information education, and education in general.

The program is designed for 36 h, 12 h of which are allocated for the study of theory,
12 h are for practical work and 12 h are for the control. The course material is available to
students with different initial levels of mathematical training, however, it is assumed that
students have basic arithmetic knowledge and have a desire to learn the course materials.

2 Problem Statement

The most effective technologies for the analytical study of practical problems which
do not have a universally recognized solution algorithm are the use of neural networks.
Neural network technologies include work on training a neural network on specially
selected examples. The main function of training a neural network that reproduces the
work of the brain and associative thinking is recognition, the ability to determine similar-
ities and differences. At the stage of ANN training, the basic relationships between input
parameters are formed, which are formed into invisible tables (images), subsequently
used in doing tasks on the network.

Software that simulates the operation of a neural network is called a neurosimulator or
a neuropackage. There is a huge variety of neural packages, the possibility of using neural
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networks is also included in almost all known statistical packages. Modern software
used for INS modeling involves the use of a complex interface and a large number of
different procedures that require a clear understanding of algorithms for working with
mathematical packages [2].

For the propaedeutics of studying neurocomputer technologies, affordable and easy-
to-learn software is needed that meets the requirements of supporting classical neural
network models, the availability of data analysis tools, as well as the requirements of
accessibility, reliability, visibility and the availability of a Russian-language interface.

The criteria for comparing neuropackages can be the ease of use, the visibility of
the information presented, the ability to use different structures, the speed of work and
the availability of documentation. The choice is determined by the qualifications and
requirements of the user. Most neuropackages assume a certain sequence of actions e.g.
creating a network (user selection of parameters or approval of default settings), then
training the network and giving the user a solution.

Analysis of existing solutions allowing to design, train and use neural networks
for practical purposes, showed that they can be divided into several groups. They are
universal and specialized neural network packages, add-ons for application computing
packages, as well as presented software simulators.

Universal neural network packages, which are stable in operation, have specialized
functionality and interface. They are commercial or research, which are often free.
However, universal packages have too many functions and a complex English-language
interface that is difficult for students to master. In addition, commercial packages often
cost a lot of money.

Among the universal products, NeuroSolutions [3] can be distinguished, which has
powerful functionality that allows you to build neural networks of any complexity. It sup-
ports a large number of information input and data processing mechanisms. It is a good
network designer. In addition, it is stable and supports expansion through user modules.
The disadvantages of Neuro Solutions include high system requirements, high cost amd
lack of a Russian-language interface and help, which complicates the development of
this product.

A powerful graphical editor and neural network simulator that supports neural net-
works of various architectures of any size is a MemBrain [4]. Like NeuroSolutions, it
supports a large number of information input and data processing mechanisms. It is
stable and supports expansion through script support. MemBrain is free for educational
purposes, but has a complex and non-Russified interface, which makes it difficult to
master this product.

Stuttgart Neural Network Simulator (SNNS) is a neural network simulator developed
at the University of Stuttgart [5]. SNNS supports classical neural network paradigms
and learning algorithms. Its functionality can be expanded through user modules, the
source codes of this program are available for study and modification.

One of the first domestic neural network simulators is NeuroPro 0.25 (developed
by V. G. Tsaregorodtsev, Institute of Computational Modeling SB RAS), the last freely
distributed version of which was released in 1998 [6]. It is able to build multilayer
neural networks with a sigmoid activation function. It provides several algorithms for
training networks, various methods of automatic optimization of the neural network.
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The program has a Russian-language interface and help. The use of NeuroPro in the
educational process is hindered by a low level of visibility, a user-friendly interface, the
lack of convenient means of data entry and the lack of the possibility of expanding the
functionality of the program.

Deductor 5.2 is an analytical platform developed by BaseGroup Labs [7]. The sup-
port of neural network models in it plays the role of one of many data analysis tools.
This product has a free version for educational purposes, a Russian-language interface
and help. In Deductor 5.2, a neural network model of a multilayer perceptron and two
learning algorithms are implemented, including an error back propagation algorithm.
Deductor 5.2 most fully meets the above requirements. The only drawback is over-
loaded functionality. It is well suited for conducting research or in-depth study of the
theory of data processing and knowledge extraction.

Among the add-ons for supporting neural network models of application computing
packages, the most convenient tool for developing complex neural systems is Matlab
with neural network tools attached to it. A set of neural network extensions for the
Matlab Matlab_Neural_Network application computing package provides a convenient
environment for the synthesis of neural network techniques with other data process-
ing methods, such as wavelet analysis, statistics, financial analysis, and others. The
applications developed in the Matlab system can then be retransmitted to C + +. Sta-
tistica_Neural_Networks is a set of neural network extensions for the Statistica applied
statistics package and Excel_Neural_Package. It is a set of libraries and scripts for Excel
spreadsheets that implements some neural network data processing capabilities. The
disadvantages of these settings include the high cost of the environment itself and the
settings, an interface that is inconvenient for students to master.

Specialized neural network packages are designed to solve only a certain class of
problems or only a specific task. Moreover, the methods of solving these problems
are often determined by the developer himself, which makes their use in the educational
process unacceptable. As an example, let’s compare the capabilities of themost available
specialized packages [2].

BrainMaker is designed to build neural networks of back propagation. The package
includes a program for the preparation and analysis of source data (netmaker.exe), a
program for training and launching neural networks (brainmak.exe), as well as a set
of utilities of wide application. Deductor Academic, which is an analytical platform,
is the basis for creating complete applied solutions in the field of data analysis. The
technologies implemented in Deductor make it possible to go through all the stages of
building an analytical system on the basis of a single architecture, from creating a data
warehouse to automatically selecting models and visualizing the results obtained.

We can alsomention the following packages. They are IBMSPSSNeural Network (it
is a neural network based on a multilayer perceptron (MLP) with automatic and manual
architecture selection), Neuroshell Trader (it is a program for creating neural networks
for market analysis) and an “Eye” (the program is designed for processing aerospace
information) [8]. There are also a large number of proprietary simulators distributed
free of charge, which have one or more disadvantages. For instance, an inconvenient
interface, limited functionality, they are often unstable in operation and do not have the
possibility of modifying the embedded algorithms. The elective course, which aims to
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get acquainted with the principles of creating a mathematical model of the ANN, does
not set the task of mastering complex software tools. Since for the first immersion in the
subject area of ANN, it is more important for students to understand the basic principles
of ANN, and based on the fact that there are many tasks and interactive objects in ANN
modeling that require programming skills. It became necessary to select or develop a
tool that provides ready-made templates for ANN management.

To test and consolidate in practice the basic knowledge of the mathematical basics
necessary for further development of the course “Neurocomputer Technologies”, soft-
ware is required that allows students to test the level of mastery of basic arithmetic
operations on vectors necessary for the study and creation of artificial neural networks.
For instance, vectors‘ addition or subtraction, scalar production vectors, calculation of
the length of a vector, the outer product of vectors, the cosine of the angle between
vectors, the square of the distance between vectors and convolution of vectors.

Thus, in order to conduct practical classes andorganize independentwork of students,
as well as for self-control in the process of mastering the course, accessible and easy–
to-learn software is required that allows you to clearly demonstrate the peculiarities of
the behavior of the neural network simulator. Due to the lack of neural simulators that
would fully meet the requirements of supporting classical neural network models, the
availability of data analysis tools, as well as the requirements of accessibility, reliability,
visibility and having a Russian-language interface, it was decided to create our own
software tools for working with neural networks, available for mastering by students of
8-11th grades.

3 Development of the Methodology

When developing the program of the course “Neurocomputer Technologies”, the authors
proceeded from the fact that propaedeutic training, which is the basis of continu-
ing education in mathematics and computer science, can occur at different levels of
complexity.

The first is the level of popularization, which is an introduction to the subject and
differs in an elementary formof presentation.At this level, the course program is aimed at
eliminating the gap in themathematical and information literacy of students of secondary
schools, lyceums and gymnasiums. The course content includes the most important
questions of the theory of artificial neural networks. The course materials use the school
mathematics course, as well as deepen and expand it, which creates conditions for
understanding the most important concepts and terms of the theory of neural networks.

Further professional education of “highly motivated” gifted children is highly likely
to be associated with scientific research, which, regardless of the field of human knowl-
edge, is currently based on the use of ANN, neuromathematics and neuropackages.
Since the main tasks solved with the help of neuro-mathematics are related to the search
for hidden patterns, classification, forecasting, dimension reduction, the scope of their
application covers all scientific areas.

The main purpose of mastering the discipline “Neurocomputer Technologies” is to
study the main types of ANN currently being created in scientific laboratories, as well
as generalization of the main ideas, approaches and methods of working with them. The
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main objective of the course is to master the students of the theory of elementary math-
ematics modern apparatus, the application of modern approaches to the study of INS,
the solution of typical problems arising in the training of neural networks. To date, algo-
rithms for constructing and training artificial neural networks have been implemented as
modules in various mathematical packages, for example, in MatLab, Statistica, Scilab,
etc. These algorithms can be implemented independently in any available programming
language, such as Python or C + +, with a certain desire, qualification and sufficient
time, which is possible within the framework of a propaedeutic course.

In accordance with the main objective of the course, the following didactic units
were included in the content of the discipline.

• The concept of a mathematical model.
• The concept of an arithmetic vector. Scalar product of arithmetic vectors. Convolution

of arithmetic vectors.
• Nonlinear functions: exponent, tangent and logarithm. Complex (composite) func-

tion.
• Recursive functions.
• The structure of the human brain, the structure of a biological neuron, the structure of

an artificial neuron (McCulloch model), neuron activation functions, artificial neu-
ron training (Rosenblatt algorithm), the simplest single-layer network (perceptron),
restrictions on the tasks solved by the perceptron.

• Two-layer neural networks, three-layer neural networks, training of multilayer neural
networks, the method of backward error propagation, stochastic methods of training
multilayer neural networks.

• Methods of teachingANNwithout a teacher, theWinner-takes-all principle, Kohonen
network, Grossberg layer.

• The use of counter-distribution networks.
• Neural networks with feedback, associative memory, Hopfield network, Hamming

network, Hopfield network information capacity, associative memory applications.
• Methods of accelerating the work of ANN and algorithms of their training, the use

of convolutional neural networks for the recognition of graphic images.

In practical classes, students will have the opportunity to learn how to create a
mathematical model of ANN and teach the main types of ANN.

The advanced level involves mastering the skills of creating mathematical models
of the main types of ANN, as well as the skills of teaching the main types of ANN.
The tasks of the workshop assume that students have basic programming skills, since
all tasks are performed on a computer using one of the programming languages or using
specially developed pedagogical software tools for modeling individual components and
types of artificial neural networks. When performing the work, it is supposed to use a
set of author’s software “Neurocomputer technologies (training course)”.

Mastering the course involves the following practical work:

1. Introduction to mathematical and simulation modeling. The purpose of the lesson:
to consolidate in practice the basic knowledge of the mathematical foundations of
the course. Issues under consideration are finding the sum, difference, product and
quotient of numbers, extracting the square root of a number, finding the sum and
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difference of vectors a and b, calculating the scalar product of vectors a and b, calcu-
lating the outer product of vectors a and b, finding the length of vector a and finding
convolution of vectors a and b. In support of the lesson, the “Testing module of basic
operations on arithmetic vectors” NT_vectors was developed: https://github.com/ans
erion/NT_vectors. The module tests the mastery of basic arithmetic operations on
vectors necessary for studying and creating artificial neural networks, for instance,
addition/subtraction of vectors, scalar product of vectors, vector length, outer prod-
uct of vectors, cosine of the angle between vectors, square of the distance between
vectors, convolution of vectors.

2. Perceptrons. The purpose of the lesson is to consolidate in practice the basic knowl-
edge of the simplest neural networks specifically perceptrons and methods of their
training. Issues under consideration are the structure of the human brain, the structure
of a biological neuron, the structure of an artificial neuron (McCulloch model), the
activation function of a neuron, artificial neuron training (Rosenblatt algorithm), the
simplest single-layer network (perceptron) and restrictions on the tasks solved by the
perceptron. In support, a computer program was developed that simulates the pro-
cess of recognizing graphic images according to Rosenblatt’s theory of perception
(1957) “Rosenblatt Perceptron Training Model” NT_perceptron: https://github.com/
anserion/NT_perceptron. The sensory field of the program has a size of 5x5 cells, the
operation of 10 A-elements and two R-elements is simulated. To train the perceptron,
an error correction algorithmwith quantization is implemented (additionally, manual
input of R-element coefficients is allowed). The verification module assumes that
the “nearest distance” criterion has a higher recognition quality than the perceptron
design and gives the percentage of correct responses of the perceptron relative to the
“nearest distance” model.

3. Multilayer neural networks. The purpose of the lesson is to consolidate in practice the
basic knowledge of multilayer neural networks and methods of their training. Issues
under consideration are two-layer neural networks, three-layer neural networks, train-
ing of multilayer neural networks, the method of error back propagation and stochas-
tic methods of training multi-layer neural networks. Three software modules were
developed to support the lesson.

1) “The academic model of a three-layer neural network with extended visualization”
NT_triple_L3_5x5: https://github.com/anserion/NT_triple_L3_5x5. The project is a
computer program that simulates the process of recognizing graphic images using
a three-layer neural network. The sensory field of the program has a size of 5x5
cells, the work of 5 neurons of the first layer, 6 neurons of the second layer and 25
neurons of the third layer is simulated. The outputs of the neurons of the third layer
are organized in the form of a 5x5 square image of cells, which makes it possible
to study more clearly the behavior of three-layer neural networks. To train a neural
network, an error back propagation algorithm is implemented.

2) “The academic model of a three-layer neu-ral network” NT_triple: https://github.
com/anserion/NT_triple. The project presents a computer program that simulates
the process of recognizing graphic images using a three-layer neural network. The
sensory field of the program has a size of 5x5 cells, the work of 5 neurons of the first
layer, 5 neurons of the second layer and 4 neurons of the third layer is simulated. To
train a neural network, an algorithm for backward error propagation is implemented.

https://github.com/anserion/NT_vectors
https://github.com/anserion/NT_perceptron
https://github.com/anserion/NT_triple_L3_5x5
https://github.com/anserion/NT_triple


516 A. Ionisyan et al.

3) “Trainingmodel of bidirectional associativememoryneural network (The academy-ic
model of bidirectional associative memory neural network)” NT_bidirmem: https://
github.com/anserion/NT_bidirmem. The project presents a computer program that
simulates the process of operation of the bi-directional associative memory (BAM)
of restoring and associating graphic images using an artificial neural network. The
sensory field of the program has a size of 5x5 cells, the operation of a continuous
two-layer neural network consisting of 50 neurons is simulated.

4. Counter-distribution networks. The purpose of the lesson is to consolidate in prac-
tice the basic knowledge on the architecture of counter-distribution networks and
methods of their training. Considered issues are methods of teaching artificial neural
networkswithout a teacher, theWinner-takes-all principle, theKohonen network. The
Grossberg layer and the application of counter-propagation networks. In support of
the “The academic model of a counterpropagation neural network” NT_counter was
developed: https://github.com/anserion/NT_counter. The project presents a computer
program that modulates the process of recognizing graphic images using a neural net-
work of counter-propagation. The sensory field of the program has a size of 5x5 cells,
the work of 10 Kohonen layer neurons, 25 Grossberg layer neurons is simulated.

5. Recurrent neural networks. The purpose of the lesson is to consolidate in practice the
basic knowledge on the architecture of recurrent neural networks andmethods of their
training. Issues under consideration are the concept of neural networkswith feedback,
associative memory, Hopfield network, Hamming network, Hopfield network infor-
mation capacity, applications of associative memory. Two software modules have
been developed in support. They are:

1) “The academic model of a simple RBF-neural network” NT_RBF: https://github.
com/anserion/NT_rbf. The project presents a computer program that simulates the
process of recognizing graphic images using a simple RBF neural network. The
sensory field of the program has a size of 5x5 cells, the work of 4 RBF neurons in the
hidden layer and 4 neurons in the output layer is simulated. Neural network training
has been replaced by direct calculation of the coefficients of the hidden and output
layers.

2) “The academic model of Hopfield’s neural network” NT_hopfield: https://github.
com/anserion/NT_hopfield. The project presents a computer program simulating the
process of restoring graphic images using the Hopfield neural network (associative
memory). The program’s sensory field has a size of 5x5 cells, the operation of a
continuous Hopfield neural network consisting of 25 neurons is simulated.

6. Convolutional neural networks. The purpose of the lesson is to consolidate in practice
the basic knowledge on the architecture of convolutional neural networks and meth-
ods of their training. The issues under consideration are methods of accelerating the
work of artificial neural networks and algorithms for their training, the use of convo-
lutional neural networks for the recognition of graphic images. In support, a “Training
model of a convolutional neural network was developed. (The aca-demic model of
convolution neural network)” NT_convolution: https://github.com/anserion/NT_con
volution. The project presents a computer program that simulates the operation of a
convolutional neural network for recognizing graphic images. The sensory field of
the program has a size of 25x25 cells, the operation of a convolutional neural network
consisting of two convolutional, two subdiscretizing and three output “secondary”

https://github.com/anserion/NT_bidirmem
https://github.com/anserion/NT_counter
https://github.com/anserion/NT_rbf
https://github.com/anserion/NT_hopfield
https://github.com/anserion/NT_convolution
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layers of neurons is simulated. The first convolutional layer contains 4 cores with a
size of 5x5, the second layer is a subdiscritising convolution to a 5x5 matrix, the third
layer is a convolutional layer with 8 cores with a size of 3x3, the fourth layer is a
subdescritising convolution to single signals. Layers from the fifth to the seventh are
a fully connected three–layer neural network of direct distribution (classifier). The
fifth layer contains 10 neurons connected to the outputs of the fourth layer. The sixth
layer contains 10 neurons connected to the outputs of the fifth layer. The seventh
layer contains 25 neurons connected to the outputs of the sixth layer. Training of
all layers, including convolutional ones, is carried out by the method of error back
propagation. The neural network successfully recognizes 4 noisy standards, 5x5 in
size, after about 20–30 thousand training cycles (self-learning is performed on noisy
standards selected in random order).

The recommended material and technical support includes a computer class with
the number of serviceable computers according to the number of students in the group
plus the teacher’s workplace and productivity sufficient for mastering the subject. All
computers of the class (laboratories, classrooms) are supposed to have access to the
Internet sources of subject at a speed sufficient for comfortable work.

The authors proceeded from the fact that the main criterion for mastering the course
is the successful completion of tasks by students in practical classes. All the tasks of the
workshopwere designed in such away that both at the final and intermediate stages it was
possible to check the correctness of the execution. To control the correctness of practical
work, special test cases were used, for which the result is known for theoretical reasons.
The data of these examples were offered by the teacher or, in some cases, generated by
the students themselves.

4 Discussion

To conduct practical classes and organize independent work of students, as well as
for self-control during the course development, the authors developed an affordable and
easy–to-learn software that allows to clearly demonstrate the peculiarities of the behavior
of an ANN simulator of neural networks.

As long-term practice has shown, this course can be mastered by students with
different initial levels of mathematical training, who possess basic arithmetic knowledge
and have a desire to learn the course materials. The authors proceeded from the fact that
the main criterion for mastering the course is the successful completion of tasks by
students in practical classes. It is too early to carry out a systematic assessment of
the effectiveness of the pedagogical software tools developed by the authors. However,
observation of the behavior of trainees showed that the use of computer simulators in
practical classes arouses keen interest and resonates with different categories of trainees.
Assuredly, fully mastering the methods of neural network synthesis and their practical
application to solve various practical problems involves preliminarymastery of the basics
of such subjects asmathematical analysis, linear algebra, optimizationmethods, learning
theory, data analysis, programming. However, the use of training simulators at this stage
of training allows you to immerse yourself in the conceptual apparatus the theory of
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elementary mathematics, as well as the principles of solving typical problems that arise
when training neural networks.

The results of the assessment of students’ knowledge showed that in the process
of performing practical work on the study of neural networks on the material available
to schoolchildren of 8-11th grades. They develop skills related to the theory of ele-
mentary mathematics, algorithms and reasoning systems used in various components of
mathematical and information education.

It is not possible to estimate the material costs, since the authors of the course did
not initially envisage the use of expensive software. Nevertheless, the use of educational
software modules of computer simulators of the ANN at this stage of training is prefer-
able, since in this case a large amount of rough work is already done. And the student
can focus on the methods of solving the task, interpreting and presenting the results of
modeling and formulating conclusions based on the data analysis. Thus, with the help of
specially created computer simulators of the work of the ANN, students can overcome
the problems associated with access to professional thematic packages and study the
work of the ANN in any convenient place and at any time. It can be concluded that the
creation of pedagogical software tools to support the development of this course con-
tributes to the propaedeutics of the formation of competencies necessary for studying
the course on neural networks.

5 Conclusion

Themethodology of conducting classes has being tested in the State Educational Institu-
tion “Center for Creative Development and Humanitarian Education for Gifted Children
“Poisk” (Stavropol, Russia) in the course “Neurocomputer Technologies”. The author’s
computer simulators of artificial neural networks are used in the training, which allow
to simplify the learning process. At the same time, they provide students with a real
experience of using neurocomputer technologies.

The interface of the developed modules is made in Russian language, intuitive and
contains visual hints. In addition, each simulator is accompanied by a separate instruction
and options for performing the work. This provides working with the simulator intuitive,
which is especially important in the case of self-completion of the task on a home
computer.

The study showed that the use of imitating the ANN software at the propaedeutic
stage allows avoiding a large number of typical errors in the process of understanding
the basic algorithms of ANN training and their application. All the listed models are
available for use under free licenses without any restrictions.

Currently, the work is under the registration of this software. The next stage of
improving the developed simulators will be the export of content in HTML5, which
can work on any web browser and device, including a desktop computer, tablet and
smartphone.
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