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Abstract. Citation count is one of the essential factors in understand-
ing and measuring the impact of a scientist or a publication. Estimating
the future impact of scientists or publications is crucial as it assists in
making decisions about potential awardees of research grants, appointing
researchers for several scientific positions, etc. Many studies have been
proposed to estimate publication’s future citation count; however, limited
research has been conducted on forecasting the citation-based influence
of the scientists. The authors of the scientific manuscripts are connected
through common publications, which can be captured in dynamic net-
work structures with multiple features in the nodes and the links. The
topological structure is an essential factor to consider as it reveals impor-
tant information about such dynamic networks, such as the rise and fall
in the network properties like in-degree, etc., over time for nodes. In this
work, we have developed an approach for predicting the citation count of
scientists using topological information from dynamic citation networks
and relevant contents of individual publications. This framework of the
citation count prediction is formulated as the node classification task,
which is accomplished by using seven machine learning-based classifica-
tion models for various class categories. The highest average accuracy
of 85.19% is achieved with the XGBoost classifier on the High Energy
Physics - Theory citation network dataset.

Keywords: Citation networks · Citation count · Node classification ·
Directed and weighted networks · Temporal networks

1 Introduction

Citation analysis is a method of measuring the importance or influence of an
author or published articles by counting the number of times other works cite
this author or publication. It is analyzed for various purposes, such as to evalu-
ate the impact of a particular work or a scientist, how much the related research
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area is impactful in the future. An essential objective of citation analysis is to
make decisions about giving grants, accepting appointments, etc. Citation count
is a well-known measure of such scientific impact. The h-index and i10-index are
crucial metrics for the impact analysis of researchers or research outcomes, which
are based on the citation count [1]. The citation is a consequence of referring to
some article and can be thought of as directed links between the referred and
the referencing objects and eventually constructing networks. Citation networks
can be broadly categorized into two networks; in a paper-based citation network,
the graph is always acyclic because an article can refer to another article that
is already published. However, in an author-based citation network, the graph
can be cyclic also, as two authors can cite each other’s work reciprocally in the
same time frame. A self loop may also exist if authors cite their previously pub-
lished work. These networks are dynamic in nature, such that nodes may get
added/removed, and the structure and the weights on the links change from one
time frame to the other. The existing works on citation count prediction [2–4]
mainly use the content information in the publication, such as abstract, title,
keywords, etc., for the analysis. However, since such networks are evolving over
time, the topological properties [5,6] of such networks are also changing, which
can reveal an essential pattern for the citation count prediction task. It also tells
about the increasing and decreasing trends in the citation count of the authors
over time. In this work, a new approach is proposed for predicting the citation
count of the scientists by utilizing the temporal metrics from the topological
properties of the author-based citation network. Then, the prediction of citation
count is formulated as a node classification problem, accomplished using various
machine learning (ML)-based classification models, such as logistic regression,
decision tree, random forest, nearest neighbor, support vector machine, multi-
layer perceptron, and XGBoost.

1.1 Background Study

It is found from the existing literature that the dynamic and complex citation
networks have drawn a lot of interest in fields like mining and evaluating scientific
activities, promoting authors and papers to researchers, estimating the number
of citations an author or paper will receive, etc.

Some studies [2–4] have considered the content present in the published arti-
cles for the task of citation count prediction. They use the information in the
papers, like title, abstract, index terms, etc., for the prediction. Bhat et al. [4]
proposed methods based on classification and created a predictive technique for
predicting the citation count of scientists based on classification models. Using
different characteristics, they analyzed how author influence, author interdis-
ciplinarity, and title terms affected citation counts. They achieved a training
accuracy of 88.7% with the classification tree model.

Some studies [7,8] have used the information present in the graph struc-
ture of the citation networks. They have used features like closeness centrality,
betweenness centrality, etc., to predict citation counts. Zhu et al. [8] suggested
a citation count forecasting model based on academic network characteristics.
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They have considered multiple features, such as the paper feature, author fea-
ture, network feature, etc., and examined the importance of each feature for the
task of citation count prediction. Then, they compared the performance with
different prediction algorithms and found that the SVM was the best model for
their dataset and achieved an 88.87% coefficient of determination.

Some studies [9,10] have addressed the problem of citation count prediction
in dynamic citation networks. They have used the link prediction technique
for the prediction of citation count. Kaya et al. [9] proposed an approach for
predicting the citation count of the scientist in a directed, weighted, and dynamic
citation network. They introduced a dynamic proximity metric for the classifiers
to predict citation count and some basic topological properties. The dynamic
metric is based on rising and falling trends in citation networks throughout
transitional time frames. They achieved an area under curve (AUC) score of
0.836 with a random forest classifier for the Aminer-Citation network. Bütün
et al. [10] presented an approach based on the link prediction problem for the
scientist’s citation count prediction using a supervised learning method. They
have developed a temporal link prediction measure using topological properties
in complex networks at the local and global levels. Additionally, they compared
how well the suggested link prediction measure performed in anticipating new
links in complex networks with five other widely used link prediction measures.
The highest area under the receiver operating characteristic curve (AUROC)
value of 0.872 was achieved with a random forest model for the Aminer-Citation
network.

It has been found that many studies are reported for the citation analysis
of the papers, and limited studies have addressed the citation analysis of the
authors or scientists. Many works [2–4] have considered the content information
in the publications to predict its future impact and did not utilize the network’s
topological properties. Some studies [7,8] have also examined the dynamic net-
work’s structural characteristics for predicting the scientists’ citation count. Few
works [9,10] have used the link prediction method for citation count prediction.
In this study, we have made the following contributions:

1. Our study has considered the dynamic structure of the citation networks
and relevant contents of the publications to predict the citation count of the
scientists.

2. We have created a temporal metric based on various temporal events hap-
pening in the dynamic citation network.

3. The problem of predicting the citation count of scientists is formulated into
a node classification problem. The temporal metric is used for the node clas-
sification task. The node classification task is accomplished by using and
comparing different ML-based models.

4. The citation count prediction is also considered a regression task and analyzed
for different feature sets using a linear regression model.

The rest of the paper is organized as follows. Section 2 discusses the proposed
methodology, and Sect. 3 consists of the empirical setup and results. Finally,
Sect. 4 concludes the work.
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2 Proposed Methodology

This study has a sequence of stages for predicting the citation counts of scientists.
Figure 1 represents the outline of the proposed approach for solving the problem
step by step. In the first stage, we have a paper-based citation network. Then,
it is converted to an author-based citation network in the second stage. The
temporal metric is calculated for all the authors in the third stage, as discussed in
Sect. 2.3. The past citation count of the scientists is utilized over time for creating
the temporal metric. The temporal metric and the content based information
from the publications, such as title and abstract, are utilized as the features of
an author. In the fourth stage, the problem is framed as a node classification
problem, which is achieved using ML-based classification models. A thorough
description of these steps are discussed in the following subsections.

Fig. 1. Proposed methodology for the
prediction of citation counts of the sci-
entists

Fig. 2. Conversion of paper-based cita-
tion network to author-based citation
network

2.1 Paper-Based Citation Network

In a paper-based citation network, the papers published in various conferences,
journals, etc., constitute the network nodes, and the directed edges show the
citation among the papers. The details present in an article are the paper title,
authors, year of publication, etc., which act as the node’s features in the paper-
based citation network. An example is shown in Fig. 2, consisting of four papers,
P1, P2, P3, and P4, and there is a directed link from paper P3 to paper P1, which
indicates the paper P3 has cited paper P1. The papers as the nodes and their
mutual citations as the links construct the entire paper-based citation network
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from the given datasets. Since our objective is to predict the citation counts
of the scientists rather than predicting the citation count of the articles, the
paper-based network is converted into an author-based citation network.

2.2 Author-Based Citation Network

To predict the citation count of the scientists, the author-based citation network
is generated from the paper-based citation network. In an author-based citation
network, the scientists are represented as vertices, and the directed edges show
the citations between authors. The directed links include multiple properties,
such as weight and time, as shown in Fig. 2. The weight attribute indicates the
number of times a scientist has cited the papers of another scientist. Consider
an example paper-based citation network shown in Fig. 2. There is an edge from
author X to author A with weight and time attributes as 2 and 2016, respec-
tively; it indicates that author X has cited author A two times in the year 2016.
The author-based citation network is defined as Gt(N,E′) in the time frame t,
which is a directed and weighted network, where N is the set of scientists and
E′ is the set of edges. Each link (i, j) present in E′ represents a quadruple of
the form (i, j, w, t), where i, j ∈ N , w is the weight attribute, and t is the time
instance. Here, every ith node in N is represented by Ni. The citation count
of each node i in time frame t is represented by CC(Ni)t. Gt,t′(N,E) is the
author-based citation network from time frame t to t′; hence it is a directed,
weighted, and temporal network. There will be a total of T time frames (where,
T depends on the time frame considered in a given dataset) in Gt,t′(N,E), each
with a window size of s.

The approach to making an author-based citation network from the paper-
based network (as shown in Fig. 2) is explained in the following example. If there
is an edge from the paper P3 to a paper P1, then there will be an edge from all
the authors of paper P3 to all the authors of paper P1, and the time attribute
for the edges will be the time of publication of the paper P3. Considering the
network with four papers, P1, P2, P3, and P4. For each unique author present in
the paper-based citation network, there is a node in the author-based citation
network, represented as authors A, B, C, X, Y , and Z. Let us consider the
relationship between the authors Y and A. Author Y is present in two papers, P3

and P4, published in the year 2016 and 2018, respectively. The weight attribute
corresponding to the edge in the year 2016 is 2 because author A is present in
the 2 papers cited by Y in 2016, and the time attribute is 2016. Similarly, the
weight attribute for the edge in 2018 is 1 because author A is present in 1 paper
cited by Y in 2018.

2.3 Temporal Metric (M)

The concept of temporal events is studied in [11], mainly for the link prediction
task, where temporal events are based on the increase or decrease in the weights
of the links over time. In this work, the idea of temporal events is extended
for the nodes, and variation in temporal events is based on the rise and fall in
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citation count of a node over time. The temporal metric calculates the score
for a node which is based on the temporal events occurring to the node in the
network. The various temporal events, with respect to a node, are described as
follows:

– Innovative Event (I):
An innovative event states that the node (the author) has gained citations in
the current time frame t while it did not have any citations in the previous
time frame t− 1. Hence, this event is positively scored by multiplying with a
positive constant i, and the innovative score, I(Ni, t), is formulated as follows:

I(Ni, t) = i ∗ CC(Ni)t if CC(Ni)t−1 = 0 ∧ CC(Ni)t > 0 (1)

– Regressive Event (R):
A regressive event shows that a node has gone through a complete loss in
its citation count (zero in the current time frame t) compared to the last
state (citation count greater than zero in the time frame t − 1). This event
is negatively scored by multiplying with a negative constant r because the
node has lost all its value in the ongoing time frame, and the regressive score,
R(Ni, t), is calculated as follows:

R(Ni, t) = r ∗ CC(Ni)t−1 if CC(Ni)t−1 > 0 ∧ CC(Ni)t = 0 (2)

– Conservative Event (C):
Conservative event shows the continuation of acquiring the citations by a
node from other nodes in the current state from the previous state. If a node
has a citation count greater than zero in the current time frame t and a
citation count greater than zero in the last time frame t − 1, this kind of
event is considered a conservative event. Since no complete loss in the node’s
citation occurs in this event, it is positively scored by multiplying with a
positive constant c. In this event, three cases may arise, citation count of a
node may increase, decrease, or remain the same in the transition from the
time frame t − 1 to time frame t. If the citation count increases, then the
event is rewarded by the proportion of the increase in the citation count from
time frame t − 1 to t, and the conservative score is calculated from Eq. (3).
If the citation count decreases, a penalty with the proportion of decrease in
the citation count is applied due to this event, and the conservative score
is calculated from Eq. (4). If the citation count remains the same, then the
event is scored positively, and conservative score is calculated from Eq. (5).

Ci(Ni, t) = c ∗ (CC(Ni)t−1 +
CC(Ni)t

CC(Ni)t−1
)

if CC(Ni)t > CC(Ni)t−1 (3)
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Cd(Ni, t) = c ∗ [CC(Ni)t−1 +
CC(Ni)t−1 − CC(Ni)t

CC(Ni)t−1
]

if CC(Ni)t < CC(Ni)t−1 (4)

Cu(Ni, t) = c ∗ CC(Ni)t if CC(Ni)t−1 = CC(Ni)t (5)

The total score for a node, Ni at time frame t is calculated as follows:

T (Ni, t) = I(Ni, t) or R(Ni, t) or C(Ni, t) (6)

The temporal metric for each node, Ni is calculated as follows [10]:

M(Ni) =
n∑

t=2

log(t + 1) ∗ T (Ni, t) (7)

2.4 Content-Based Features

This study also considers the content-based information in the publications for
the citation count prediction. The content present in the papers, i.e., title and
abstract, are also taken as features of the authors, along with the temporal met-
ric. NLP-based text preprocessing tasks have been carried out for these feature
extraction, such as tokenization, removal of stop words, and stemming [12].

2.5 Node Classification

This work is formulated as a classification problem of the scientists based on
their citation count. The ML-based classification models are used for the node
classification task. The class categories are established at various citation count
intervals, as shown in Table 1. The temporal metric is calculated for every single
node that acts as a feature for the classification models, and class categories act
as labels for the classifiers. The task is to predict the class of a node (author) for
a time frame according to the temporal metric for that node, which is calculated
based on the events with respect to that node over time frames.

Table 1. Class Categories

Citation count interval Class category

0 C0

[1, 50] C1

>50 C2
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The idea for deciding the citation count intervals for the class categories is
to distinguish between the nodes based on their citation counts. If a node falls
in the class category C0, it means it has not received any citation(i.e., it has a
citation count of zero) and is significantly less influential for the time being. If
a node belongs to the class category C1, it is an effective node with a citation
count between 1 and 50, both inclusive. If a node exists in category C2, it has
citations above 50 and is highly influential. As required, the number of class
categories can vary according to the citation count intervals.

3 Empirical Set-up and Results

This section briefly discusses the dataset, and different machine learning algo-
rithms used in our study and analyzes the results of various machine learning
models.

3.1 Dataset Details

1. HEP-TH (High Energy Physics - Theory):
This network dataset [13] consists of 352,807 links and 27,770 nodes. The
paper information is available from January 1993 to April 2003. It also pro-
vides meta-information descriptions of the articles like paper title, abstract,
author details, publication date, etc. The statistics of the dataset are shown
in Fig. 3. It shows that citation among scientists has increased over time
except for 2003 because of the partial data availability. The dataset has 27,770
papers, but we have obtained meta information of around 26,600 papers from
[14].

Fig. 3. Statistics of the HEP-TH dataset

3.2 ML-Based Models

The task is to predict the class to which the nodes belong based on the temporal
metric and content based features. In this study, we have used seven models,
such as logistic regression, decision tree, random forest, nearest neighbor, sup-
port vector machine, multilayer perceptron, and XGBoost [15], for the node
classification task.
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3.3 Experimental Results

Four resampled datasets, DS 1, DS 2, DS 3, and DS 4, are created from the
HEP-TH datasets by taking six consecutive years for training and the next one
year for prediction. Each resampled dataset has the same time window of size
of one year and has different time frames in creating the temporal metric and
predicting the citation count. The details of the sampled datasets are given in
Table 2.

Table 2. Sampled Datasets Generated from HEP-Th Network

Dataset Training years for predicting
Temporal Metric

Prediction year Time window (year)

DS 1 1993–1998 1999 1

DS 2 1994–1999 2000 1

DS 3 1995–2000 2001 1

DS 4 1996–2001 2002 1

The experiments are conducted for a different combination of features. The
feature set FS1 consists of the title and abstract of the publications by the
authors, FS2 consists of the title, abstract, and citation count of all the previous
time frames, and FS3 contains title, abstract, and temporal metric. The met-
rics utilized to evaluate the performance of classifiers are accuracy, precision,
recall, and F1 score [16]. There are ten experiments conducted for each of the
four resampled datasets, as mentioned in Table 2 with three feature sets. All
experiments’ train test split is taken as a 75:25 ratio. The average values of the
evaluation metrics are taken from the four resampled datasets for each of the
three feature sets, and the results are shown in Table 3 and Table 4.

After experimenting with different sets of values of the constants, i, r, and
c, we have reported the results with the following values of constants i, r, and c
(please refer to Sect. 2.3):

– For the innovative events, the positive constant i = 1 is used to score the
event positively.

– For the regressive events, the negative constant r = −0.5 is used to score the
event negatively.

– For the conservative events, the positive constant c = 0.5 is used to score the
event positively.

The results of the experiments are recorded in Table 3 and Table 4. The average
of the results obtained with feature set FS1 for all the four resampled datasets
is presented in Table 3. The XGBoost classifier has given the highest accuracy
and precision of 76.39% and 68.32%, respectively, and multilayer perceptron has
given the highest recall and F1 score of 61.08% and 61.34%, respectively.
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Table 3. Result obtained with FS1 and FS2

Models Results with FS1 Results with FS2

Accuracy (%) Precision (%) Recall (%) F1 score (%) Accuracy (%) Precision (%) Recall (%) F1 score (%)

Logistic Regression 74.51 67.38 52.99 56.20 82.45 82.97 70.45 74.96

Decision Tree 73.90 60.39 57.28 58.53 82.05 75.50 73.06 74.14

Random Forest 68.58 65.91 37.32 34.21 74.05 73.77 44.28 44.75

Nearest Neighbor 67.41 66.70 37.51 34.68 81.69 79.98 71.78 74.92

Support Vector Machine 74.18 63.55 54.50 57.21 80.17 70.49 56.70 57.97

Multilayer Perceptron 75.25 61.87 61.08 61.34 83.18 77.73 74.75 76.02

XGBoost 76.39 68.32 57.67 61.03 85.19 83.49 75.76 79.00

The average of the results obtained with feature set FS2 for the four resam-
pled datasets are given in Table 3. It has been observed that the XGBoost classi-
fier has performed better than the other models in terms of accuracy, precision,
recall, and F1 score and has given the highest accuracy of 85.19%. The results of
citation count prediction have improved with the feature set FS2, as compared
with the results of the feature set FS1.

The average of the results obtained with feature set FS3 are recorded in
Table 4. The XGBoost model has outperformed the rest of the classifiers in terms
of all the evaluation metrics used. The XGBoost model has achieved the highest
accuracy of 84.09% with feature set FS3, which consists of the title, abstract,
and temporal metric.

Table 4. Result obtained with FS3

Models Accuracy (%) Precision (%) Recall (%) F1 score (%)

Logistic Regression 81.95 80.00 67.29 71.80

Decision Tree 80.69 71.50 69.12 70.15

Random Forest 70.11 68.47 39.09 36.99

Nearest Neighbor 80.75 76.26 66.21 69.86

Support Vector Machine 79.80 64.66 53.31 53.16

Multilayer Perceptron 81.97 74.19 71.50 72.65

XGBoost 84.09 80.64 71.92 75.41

Confusion matrix is displayed to analyze the performance of the classifiers
for each of the three classes considered in this study. Figure 4 represents the
combined confusion matrix obtained from the XGBoost model over all the four
resampled datasets. The confusion matrix corresponding to feature set FS1 is
shown in Fig. 4a. With FS1, the accuracy achieved for class C0 is 91.15%, but
the accuracy for class C1 and C2 is comparatively less. It can be inferred from
Fig. 4b with FS2 that the results are better than FS1. With FS2, accuracy for
all the classes, i.e., C0, C1, and C2, have better accuracies of 94.04%, 69.27%,
and 64.47%. However, results with the feature set FS3 are comparable with FS2

for all the classes, and better than the results of FS1, as shown in Fig. 4c.
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Fig. 4. Confusion matrix for the feature sets FS1, FS2 and FS3 respectively

Table 5. Results of a linear regression
model with previous six years’ citations
as the features

Dataset MAE RMSE

DS 1 4.88 16.76

DS 2 7.30 24.48

DS 3 5.99 16.65

DS 4 7.33 23.43

Average 6.38 20.33

Table 6. Results of a linear regression
model with the temporal metric as fea-
ture

Dataset MAE RMSE

DS 1 6.31 26.24

DS 2 9.05 31.93

DS 3 8.67 27.05

DS 4 9.40 29.55

Average 8.36 28.69

From the experiments, it has been found that the results with feature set FS3

are better than the results with the feature set FS1, with an increase in accuracy
of 7.7%. However, results with the feature set FS2 and FS3 have marginal
difference in accuracy (1.1%), with FS2 having better results. The feature set
FS2 has more features as it has citation count of all the time frames, and FS3

has a single feature temporal metric, other than title and abstract. Therefore,
FS3 is better as compared to FS2 in terms of reduced number features and time
complexity for classification models, incurring similar accuracy.

The prediction of citation count of the scientist is also considered as a regres-
sion problem, and a linear regression model is used for this task. The metrics
used for the performance evaluation of the regression model are mean absolute
error (MAE) and root mean squared error (RMSE). These errors, MAE and
RMSE, represent the comparison between the predicted and the actual citation
counts. The results are reported in Table 5 and Table 6, respectively.

The average MAE of 6.38, and RMSE of 20.33 is achieved with the citation
counts of previous six years as the features, and the average MAE of 8.36, and
RMSE of 28.69 is achieved with temporal metric as the feature.
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4 Conclusions

In this study, an approach for predicting the citation count of the scientists in
a dynamic citation network has been developed, which utilizes the topological
structure of the dynamic citation network using temporal metric, and content
information of the publications. The temporal metric is created to capture the
temporal events occurring in the network. The problem is conceptualized as a
node classification task to understand the future citation classes of the scientists.
The classification is accomplished using multiple ML-based models for different
class categories. The XGBoost classifier has achieved the highest scores for all
the evaluation metrics with the feature set FS2, consisting of title, abstract,
and citation count of previous years, and FS3, consisting of title, abstract, and
temporal metric. The XGBoost model has achieved the highest average accuracy
of 85.19% with FS2. It is observed that the best score for different evaluation
metrics is obtained from the feature set FS2. However, results with feature set
FS3 are better than those with FS1, and also comparable with FS2. Since FS3

has title, abstract, and temporal metric as its features and FS2 has citation
count of every time frame as its feature along with title and abstract, FS3 is
advantageous over FS2 in terms of less number of features and time complexity
for classification. The task of citation count prediction is also considered as a
regression problem, and linear regression model is used for the prediction. The
average MAE of 6.38 and 8.36 is achieved with the previous year’s citation
count and temporal metric as the features, respectively. These results are also
comparable, having a difference of 2.02 of MAE. Hence, the temporal metric can
be an essential feature for the prediction of the citation count of scientists. The
author-based features like the number of publications, area of research, etc., can
also be used along with the temporal metric, and deep learning models can be
applied in the future to enhance the accuracy of the citation count prediction
process.
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