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Preface

The 17th International Conference on Knowledge Management in Organisations took
place at Srinakharinwirot University, Bangkok, Thailand from 24 to 27th July 2023.

The conferencewas preceded by one day of free tutorials for participants whowished
to learn state-of-the-art research relating to the topics of KMO and Learning Technol-
ogy for Education Challenges. The tutorials were held on the 24th of July 2023. The
conference itself commenced on the 25th of July 2023.

KnowledgeManagement benefits organisations in many ways, especially during and
after the pandemic. Knowledge is an important asset and the foundation for the digital
workplace. Companies are beginning to recognise how critical knowledge is for col-
laboration - especially for remote workers. Businesses depend on a reliable Knowledge
Management system for smooth information sharing and internal operations. Effec-
tive Knowledge Management supported by technology enables organizations to become
more innovative and productive. Knowledge sharing matters now, more than ever since
the pandemic. Regardless of the industry, size, or knowledge needs of the organization,
we need people to lead, sponsor, and support knowledge sharing.

The use of social media should be a part of the KnowledgeManagement system. This
will enable collaboration at the click of a button and give employees a common space in
which to interact. By adding these features, we will be able to provide employees with
a better experience than their current ones.

AI is increasingly used in Knowledge Management. Knowledge mining is a new
AI-driven idea that entails combining several intelligent services to quickly study data,
uncover hidden insights, and discover linkages at scale. Knowledge workers will be able
to access unstructured data more efficiently andmake better business judgments because
of this.

Chatbots powered by KnowledgeManagement can be used by employees to retrieve
documents from the Knowledge Management system as personal assistants on the
intranet and in messaging apps like Teams, Skype For Business, and Skype.

In a constantly digitalizing world, companies’ success depends on Knowledge Man-
agement more than ever before. Digital transformation along with adoption of digital
technologies offers almost endless opportunities for companies’ development, value
creation, and profit. In order to utilize these possibilities, organizations need to simulta-
neously enable innovative, quick, and dynamic ways of learning and adopt more flexible
Knowledge Management strategies. Digital transformation is a process facilitated to a
large extent by Knowledge Management.

KMO 2023 aimed to encourage research on various aspects of managing knowledge
in the process or supporting the process of global digital transformation.

This conference series provides an interdisciplinary platform for researchers, practi-
tioners, and educators to present and discuss their most recent work, trends, innovation,
and concerns as well as to share the practical challenges encountered, and solutions
adopted in the fields of Knowledge Management in Organisations.
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These proceedings consist of thirty-four papers covering various aspects of Knowl-
edge Management. All published papers have undergone a rigorous review process
involving at least four reviewers. The authors of these papers come from many different
locations, including Austria, China, Colombia, Ecuador, Finland, Hong Kong, India,
Indonesia, Japan, Malaysia, Palestine, Poland, Portugal, Puerto Rico, Slovenia, South
Africa, South Korea, Spain, Taiwan, Tunisia, and the UK.

The papers are organised into the following topics:

Knowledge Transfer & Sharing
Knowledge in Business & Organisation
Digital Transformation and Innovation
Data Analysis and Science
KM and Education
KM Process and Model
Information & Knowledge Systems
IT & New Trends in KM
Healthcare

Besides the papers, we also had invited keynote speakers and tutorials. We would
like to thank our authors, reviewers, and program committee for their contributions
and Srinakharinwirot University, Bangkok, Thailand for hosting the conference. Special
thanks to the authors and participants at the conference. Without their efforts, there
would be no conference or proceedings.

We hope that these proceedings will become a useful reference tool and that the
information in this volume will be used to further advancements in both research and
industry in Knowledge Management.

Lorna Uden
I-Hsien Ting
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Knowledge Transfer and Sharing



Startups Knowledge Sharing Through
Entrepreneurial Networks and the Catalytic

Role of Incubators

Roberta Dutra de Andrade(B) and Paulo Gonçalves Pinheiro

Research Center for Business Sciences - NECE, University of Beira Interior, Covilhã, Portugal
{roberta.andrade,pgp}@ubi.pt

Abstract. Based on the theories of networks and structural holes, exchange and
social capital and reasoned action, this article aims to understand the functioning of
entrepreneurial networks for startups and the role incubators and accelerators play
in acquiring and exchanging knowledge of these companies. Qualitative research
was conducted through in-depth individual and focus group interviews, and data
were subjected to content analysis using NVivo software. The results indicate that
startups resort to networks to access scarce resources, absorb technical knowledge
and use the relationship network of incubators and accelerators. These institu-
tions play a crucial role in startups’ acquisition and exchange of expertise since
they make available physical spaces with shared resources, business development
support services and extensive relationship networks. Furthermore, results reveal
that knowledge sharing in entrepreneurial networks happens informally, based
on the sense of collectivism, truth and trust between the links and to mature the
recognition, image and individual and organisational reputation. The present study
explored the theme of data triangulation from the perspective of several members
of startups of distinct industries and maturity levels and incubation and accel-
eration program managers. This study innovates by analysing the management
and sharing of knowledge at the individual, intra, and inter-organisational lev-
els of startups in entrepreneurial networks originating from emerging economies
considering their idiosyncrasies.

Keywords: Knowledge sharing · Knowledge management · Startups ·
Incubators · Networks

1 Introduction

Knowledge in organisations is seen as a critical resource to obtain a sustainable compet-
itive advantage, and, in recent years, researchers have concentrated efforts on studying
knowledge sharing [1]. Shorter time in developing and completing new product projects,
team performance, innovation capacity and overall organisational performance explain
the growing interest [2]. In emerging economies, startups appear as potential develop-
ment promoters, creating jobs, tax revenues and exports [3]. In their early stages, startups
face difficulties that can compromise their survival in the first few years and not have sig-
nificant capital investments [4]. To overcome these challenges, look for incubators and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Uden and I-H. Ting (Eds.): KMO 2023, CCIS 1825, pp. 3–16, 2023.
https://doi.org/10.1007/978-3-031-34045-1_1
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accelerators to compensate for resource deficits since these institutions provide physi-
cal spaces with shared resources, business development support services and extensive
relationship networks [5, 6].

Especially for startups, network interactions and knowledge exchange with the envi-
ronment can be particularly useful to access information, allow exchanges and provide
more excellent connectivity to businesses [7]. Knowledge sharing has been adopted as
an instrument for development with an impact on the innovation and performance of
organisations [8]. This study result deals with how knowledge is created flows and can
be appropriated by individuals, teams, and organisations along the network links. The
objective is to understand the functioning of entrepreneurship networks for startups and
the role that incubators and accelerators play in acquiring and exchanging knowledge of
these companies.

The theme’s relevance is confirmed by the lack of qualitative studies incorporat-
ing dynamic elements in network analysis. To date, the inclusion of sociopsychological
variables is missing research, joining the perspective of startups, incubators, and accel-
erators. It is still missing studies of emerging economies, considering their peculiarities,
and emphasising the various extensions of sharing. This study also advances and adheres
to the proposed theme from multiple points of view through the triangulation of data
from founding partners, directors and employees of startups and managers of incubators
and accelerators.

2 Literature Review

Startups are an essential source of organisational innovation generated from identifying
the need to develop products in high-potential targetmarkets [9]. Perceived as an intrinsic
part of the entrepreneurial ecosystem, startups play an essential role in the progress of
emerging markets. Therefore, have been awakening a growing interest in the literature
and government development policies [10].

Entrepreneurs usually find themselves involved in new administrative activities and
unstable economic scenarios and seek partners who can provide knowledge to help them
fill institutional gaps in administrative matters [11]. Organisational networks promote
the creation, development and share knowledge among their components, impacting the
innovation and performance of organisations. It allows cooperation and partnerships
between organisations. The creation of organisational networks is a strategy to increase
the competitiveness of organisations. To contribute to the development and survival of
these companies, Incubators, Accelerators and Universities are strengthening actions
to help entrepreneurs achieve business development and connect them with the most
diverse partners [12].

The use of newly acquired information to overcome critical factors in the devel-
opment of startups must be aligned with the implementation of strategies to manage
this knowledge to maintain its agility and organisational learning curve [13]. Thus, the
purpose of investigating knowledge management in entrepreneurship networks is to
foster innovation by creating new knowledge through adopting new collaborative and
innovative technologies.
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The theories of exchange and social capital reasoned action, social networks, and
structural holes were used to understand better the path of information and how relation-
ships in networks canpositively or negatively influence this flow [14].While the approach
of reasoned actions seeks to understand the consequences of alternative behaviours in the
face of sharing knowledge, attitudes and subjective norms, the theory of exchange and
social capital seeks to understand structural, relational, and cognitive issues [15]. Finally,
the approach of networks and structural holes seeks to understand how the relational ties
between individuals, inside and outside organisations, influence the links in the network
and how the size of the network, degree of connectivity, and perceived benefits fill or
cause gaps in the network—the flow of information [16].

2.1 Theory of Structural Networks and Holes

The network is a phenomenon commonly explored to explain the interconnections
between individuals and the flow of information to exchange knowledge. The analy-
sis of relationships comprises three main dimensions: structural [17], relational [18] and
cognitive [19]. Each size is itself a composite of many variables. Structural holes and
solid and weak relational ties, respectively. Based on the theory of Structural Holes,
considered a valuable form of social capital, several authors indicate that the size of an
organisation’s network can be regarded as an essential factor for innovation, through the
degree of connectivity or lack thereof, between the partners generating more benefits
and opportunities [20].

2.2 Social Exchange and Share Capital Theory

The social exchange theory is a predictor in understanding the conceptual paradigms
of knowledge sharing through a set of behaviours developed among individuals in an
organization [21]. Feelings such as gratitude, trust, personal obligation, justice, and com-
mitment are reported in previous studies investigating the main conditions of knowledge
transfer within organisations. Previous research has shown that leaders who encourage
employees to have innovative thinking and who empower them to share their informa-
tion management create a better organisational climate without judgments and obtain a
feeling of justice, which is an antecedent of corporate trust and commitment [22].

Knowledge sharing among the team is a process that predominantly involves the
dimensions of social capital, constituted by structural, relational, and cognitive issues.
The structural aspect would be related to the patterns of connections and influences
in information. The relational scope refers to the interactions between the organisa-
tion’s stakeholders. The cognitive perspective concerns the resources contributing to the
interpretations, representations and shared systems of cultural and social norms [23].

2.3 Grounded Action Theory

Grounded action theory suggests that individuals consider the consequences of alter-
native behaviours in the face of attitudes toward knowledge sharing. Perspectives, sub-
jective norms, the richness of the communication channel and the ability to absorb
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information are predictors that shape a person’s intention to share knowledge [24]. The
theory of action based on the incentive to knowledge sharing advocates the combination
of extrinsic rewards, the feeling of reciprocity in the relationship with leaders, the sense
of self-esteem and the organisational climate [25].

3 Methodology

3.1 Research Methods

This study is classified as exploratory-descriptive research [21], with a qualitative app-
roach [26] and a multiple case study was carried out [27] as a scrutiny strategy in which
one or more processes, activities, or individuals over a limited period. Figure 1 shows
the choice of samples.

Semi-structured in-depth interviews were conducted [27] in a focus group [28] to
realise the information and feelings of individuals on specific issues. Data triangulation
was performed [29] to map the institutional practices performed and perceptions about
knowledge sharing. The content analysis was structured into categories defined from the
literature on knowledge management, social networks, and structural holes so that the
core of meanings could be investigated and subsequent recognition of agglomerations
in themes [30] as shown in Fig. 2.

3.2 Research Framework

A study framework of knowledge sharing in entrepreneurship social networkswas devel-
oped, favouring the visualisation of their motivations, specificities, and perceived results,
as shown in Fig. 3.

4 Results and Analysis

Startups were considered the centre of the network, and the interaction and knowledge
flows were analysed from the links of education, knowledge and growth through insti-
tutions that permeate and interconnect universities, startups, public and private develop-
ment agencies and access to capital and support. They are incubators and accelerators
and co-accelerator.

Regarding knowledge management in startups, all had some mechanism for collect-
ing, storing, and distributing explicit knowledge. Early-stage startups used free cloud
storage repositories with broad access to all members. Companies in more advanced
stages have developed their warehouses with limited access levels. Still, they understand
that this policy also influences the integration of new employees and reduces training
time [27].

The most significant benefits perceived were access to physical spaces and shared
resources, support services and consultancies for business development and, mainly,
access to the networking of these extensive incubation and acceleration institutes. The
most recurrent statement in all respondents was the pacified idea that connections move
the world. Startups stated that much of the technical knowledge, access to capital and
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Fig. 1. Characterisation of the sample

contact with the market to form partnerships and customer portfolios came through
participation in incubation and acceleration programs [31]. The central recognised values
were creating and exploiting knowledge and promoting and supporting innovation. 90%
ofmentors aremade up of volunteerswho consider their activity beneficial due to the gain
of learning and knowledge exchange. A large part of the network, which grows yearly,
expands through the indication of participants, who invite other people of notorious
expertise in the market to help strengthen the entrepreneurial ecosystem [32].

4.1 Moderating Variables

The primary constructs of the structural holes’ theory were used as moderating factors
to distinguish the acquisition and sharing of knowledge between individuals, intra- and
inter-organisational in startups, incubators, and accelerators. The variables considered
were network density and cohesion, the intensity of ties, the position of connections and
the volume of information and knowledge exchanged. The strong links highlighted by
the interviewees were the incubation and acceleration programs. The weak link in the
chain was considered access to capital which, despite the relevant number of public and
private development institutions, credit lines and volume of investments in this type of
company, is still growing at a slower pace compared to other links in the network [33].
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Fig. 2. Content analysis categorisation tree

Fig. 3. Study framework of knowledge management in entrepreneurship networks

The cost-benefit perception focused on the return on knowledge and improvement
in reputation. Common sense was that strengthening the ecosystem was above any indi-
vidual gain since a robust ecosystem supports the entire network. And that, if one-day
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mature startups benefit, it is part of their social role to return new knowledge to the
network and pave the way for new businesses. It is also worth emphasising the exis-
tence of groups of online practices in which startups, including competitors, exchange
experiences to grow together [34].

Relational bonds were considered intense since interactions were daily and fueled
by what respondents called a “feedback loop” based on reciprocity and collaboration.
The position of the links was deemed adequate and accessible with considerable ease of
access and robustness of the communication channels throughout the entire network. All
interviewees claimed to have quick access, including with organisations and individuals
still unknown through the immediate indication of partners in the online communities of
practices. The investment link was cited as the weakest and most challenging to access
[35].Organisations in transition economies have knowledge transfer patterns that can dif-
fer depending on their maturity level. All startups linked their current stage of maturity
to participate in incubation and acceleration programs [36]. The interviewees under-
stood that programmes should be guided by networking, providing knowledge based
on absorptive capacity. The type of industry directly influenced the sharing practices
adopted by entrepreneurs [37].

4.2 Network Influences

Among the main endogenous influences of the entrepreneurial network, the efforts of
startups were cited, which continue to seek continuous incubation and acceleration pro-
grams to gain access to resources they still do not have. Many have participated in
programs to expand their technical capacity, access networks, and build new links.
Structuring relationships efficiently was also cited. Communities of practice, invest-
ment communities, customer communities and others were reported, and a large com-
munication group with everyone involved in the network for questions and general and
random sharing. Political development was mentioned by creating new bodies in public
institutions and universities to develop entrepreneurship and innovation. The culture of
belonging stimulated the branching and expansion of the knowledge flow and economic
development with the entry of new businesses generating jobs and income with little
investment [35].

4.3 Motivations to Share

4.3.1 External Motivations

All startups actively participate in communities, providing and obtaining knowledge
and having a stimulus to the culture of sharing information among employees. No feel-
ing of rivalry or superiority was identified in sharing information among members.
Respondents demonstrated a spirit of collectivism and cooperation, pointing out that an
organisational climate promotes competition between individuals and creates barriers
to fostering a culture of sharing [38]. Statements that the return perceived by sharing
information results from the recognition and credibility acquired, in addition to a possi-
ble approximation that may arise with investors and mentors. Promoting organisational
incentives and rewards is essential to motivate individuals to pass on their knowledge.
Heterogeneity was a positive factor among the focus groups [35].
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4.3.2 Internal Motivations

Integrating the team inside and outside the work environment influences the sharing of
knowledge among employees when stating that individuals tend to prioritise sharing
their information with people they relate to and trust. Startups pointed to recognition
andmeritocracy as pillars to promote greater knowledge integration. Intra-organizational
incentive, recognition and reward campaigns were used to encourage knowledge sharing
[39].

4.4 Specificities of Knowledge Sharing

4.4.1 Nature of Knowledge

It was identified that in all the interviewed companies, this tends to occurmore informally
than through formal communication channels, and much of this process depends on the
organisational culture. The hierarchical level directly influences the type of information
and the members’ access level. Tacit knowledge is shared in daily face-to-face or virtual
meetings, with everyone present and stimulated through coexistence between senior and
junior individuals. Because they are organisations with peculiar characteristics, startups
have a very lean composition and only necessarily intimate knowledge is restricted to
founding partners. Explicit knowledge is elaborated and formalised mainly by team
leaders, does not require approval from the highest leadership and can be proposed
by everyone. The most significant benefit pointed out by the investigated startups in
formalising knowledge was the reduction of the integration time of new members and
the need to hire external basic training since the internal processes already mapped
encourage organisational learning [16].

4.4.2 Sharing Type

Interorganizational knowledge transfer was seen from the perspective of network rela-
tionships based on connections and affinities between the knowledge giver and recipient.
The decision to provide and obtain knowledge inside and outside organisationswas left to
the private judgment of themembers about the receptor’s absorption capacity, their moti-
vation to teach and learn, and the intra-organizational transfer capacity [40]. Although
all startups had a pro-knowledge-sharing culture with direct actions from management
and managerial support, including some recognition practices, providing knowledge
was more concentrated on members who considered themselves experts in the topics to
be shared. Members’ main reasons for improving skills and creating innovations were
to provide knowledge among their peers and in communities of practice. They were
obtaining knowledge, although a generalised approach by the individuals interviewed
was actions based on rules in the sense of reproducing routines and improving their
self-perception of qualification. E-learning was the most used channel for converging
knowledge between managerial and operational levels [41].

4.4.3 Share Extension

Knowledgewas quickly sharedbymembers of organisations among themselves, between
teams and between organisations, individually motivated by peer recognition and a sense
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of self-efficacy. The motivation was attributed to learning mechanisms promoted by
participatory and decentralised leaderships, such as participation in skills development
programs, external training, promotion of internal workshops and collective assessment
of teams [15]. Individuals who have undergone training or considered themselvesmature
enough have voluntarily passed on their learning to their team and other groups through
manuals and flowcharts that promote interdisciplinary cooperation [42]. Internal rela-
tionships, values and norms shared by the group were listed as impulses to sharing. Until
then, the investigated startups claim not to have presented levels of conflicts that have
interfered with the learning processes and knowledge sharing. They all listed interfer-
ence from external factors such as public opinion, organisational reputation, and market
variations. All startups participate in online groups and communities of practice at the
individual initiative of their members. The leaders encouraged their teams by highlight-
ing the strong bonds of emotional proximity and the social relationships that facilitate
knowledge transfer and increase the quality of the information exchanged [43].

4.5 Network Relationships

Most of the startups developed within incubation and acceleration programs, and the few
reported that did not follow the same path were born in universities and had an informal
technical follow-up. Organisations formed business and support networks to the point
where one interviewee stated that “an incubator or accelerator that does not have an excel-
lent network of contacts is useless (…) all the clients that my organisation today came
as a result of these interactions if it were not for this great effort to create connections,
we would not be who we are today”. Competing startups often share even access to their
customers because they understand that this can generate collaborative growth for all
and the development of new technologies with open innovation. One of the interviewees
stated that he was not afraid of unethical attitudes in these relationships and empha-
sised, “here, everyone knows each other by name and surname, we often sit down at the
table (…) negative effect on individual and organisational reputation would be grave”
[14]. Respondents understand that their reputation outweighs any temporary gain and
that a good reputation guarantees future employability and reasonable access to mar-
ket opportunities, even in the event of company closure. The main improvements from
network interactions were expanding innovative and entrepreneurial capacity, reflect-
ing comparative advantages and more significant impact of solutions launched in the
market. Individually, increased creativity and qualification were cited, in addition to the
possibility of retaining talent. Institutions stated technical nature is of extreme relevance
for the composition of teams. Priority is given to absorbing members best suited to the
organisational culture who already relate to other links in the network [31].

4.6 Perceived Results

Interorganizational exchanges were seen as a dynamic ‘feedback loop’ structure where
antecedents and consequences of transfer intertwine in environments of constant change
that promote learning. Feedback relationships between peers and immediate superiors
and causal links between specific organisational knowledge were listed as direct influ-
encers of company performance [44]. All interviewees perceived strategic results in
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enjoying the benefits of networking in a satisfactory and balanced way. All cited bene-
fits in sharing knowledge between organisations, especially concerning the relationship
network. Startups stated that a large part of their customers and investors were accessed
from the incubation and acceleration programs they participated in and that, without
these network contacts, it wouldn’t have been possible to position themselves in the
market the way they are currently placed [45].

4.7 Emerging Categories

4.7.1 Information Security

The information security category emerged during the investigation due to the concern
and need of startups losing talent and information related to their core business. They all
saw security as a market entry and survival strategy. However, only startups with higher
maturity levels presented a contingency plan and formally signed documents to prevent
information leakage and loss of knowledge [46].

5 Conclusion

In methodological matters, the study innovated by qualitatively analysing startups, incu-
bators and accelerators from emerging economies in different degrees of maturity and
belonging to various industries. It was not limited to measuring knowledge sharing
and considered relational aspects of the cooperation network from a social perspective
in different links and hierarchical levels to address network management, influences
and characteristics of the links. It also revealed how situational factors reflected in the
development of social relationships and influenced knowledge sharing in organisations,
directly affecting individual and organisational results.

As for the practical implications, the findings showed that knowledge sharing in
entrepreneurial networks happens informally, based on the sense of collectivism, truth,
and trust between the links and with the mature and organisational recognition, image
and reputation. More specifically, the top results perceived were access to physical
spaces and shared resources, support services and consultancies for business devel-
opment and, mainly, access to the networking of extensive incubation and acceleration
institutes. Technical knowledge, access to capital and contactwith themarket for forming
partnerships and customer portfolio was also widely reiterated.

The strong links in the entrepreneurial network highlighted by the interviewees
were the incubation and acceleration programs. The weak link in the chain was consid-
ered access to capital. Despite the relevant number of public and private development
institutions, credit lines and the volume of investments in this type of company is still
growing slower than other links. The perceived return focused on knowledge gained and
improved individual and organisational reputation. Common sense was that strength-
ening the ecosystem was above personal gain since a robust ecosystem supports the
entire network. And that, if one-day mature startups benefit, it is part of their social
role to return new knowledge to the network and pave the way for new businesses. The
“feedback loop” was based on intense relational ties, reciprocity and collaboration.
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Among the main influences of the entrepreneurial network, the efforts of startups
were cited, which continue to seek continuous incubation and acceleration programs to
gain access to resources they still do not have. Political development with the creation of
new bodies and the culture of belonging has stimulated the branching and expansion of
knowledge flow. Economic growth with the entry of new businesses generated employ-
ment and income with little investment, and technological development was cited as an
influencing factor.

Organisations claimed to form business and support networks based on participation
in incubation and acceleration programmes. They also revealed that competing startups
tend to share access to their customers because they understand that this can generate
collaborative growth for all and the development of new technologies with open inno-
vation. The absence of fear of unethical attitudes in these relationships was based on the
perception that the negative cost on individual and organisational reputation would be
buried.

For future research, we suggest identifying managerial behaviours and actions that
support strengthening bonds and knowledge sharing. As a future administrative contri-
bution, we recommend developing a guide of reasonable and possible scales that can
measure the willingness of individuals to share different types of knowledge in various
communication channels.
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Abstract. PURPOSE:This paper reports the challenges encountered and success-
fully overcome in designing and implementing a knowledge management (KM)
system in a third sector organisation. In particular, it highlights the academic
contribution to the implementation of Electronic Content Management (ECM)
systems and exposes the gap between academic theory and practice.

DESIGN/METHODOLOGY: The research adopts a case study and mixed
methods approach following an exploratory sequential design in a third sector
national sports organisation.

FINDINGS: The findings highlight that a holistic academic approach is
required for successful system implementation. The result is a co-created frame-
work from both academics and practitioners that will facilitate the successful
implementation of an ECM system in a third sector organisation.

RESEARCH LIMITATIONS: The research was carried out in a single case
study organisation and therefore caution should be taken in generalising the
conclusions across multiple different contexts.

PRACTICALIMPLICATIONS:Theoutcomeof the researchoffers a practical
tool (the EKESNA system) and framework that will be of potential assistance in
successful implementation of an ECM system.

ORGINALITY/VALUE: The research builds upon academic theory that is
applied to the design and implementation of KM systems. It extends current aca-
demic thinking through exploration of the approach taken to develop a more holis-
tic implementation framework for ECM; detailing the relevance of social network
analysis for stakeholder analysis, combined with the use of expertise profiling to
aid the development of a corporate taxonomy for information structuring.

Keywords: Social Network Analysis · Knowledge Sharing · ECM
Implementation · Not-for-Profit Organisations · Stakeholder Analysis

1 Introduction

The purpose of this article is to provide insight into the challenges encountered in suc-
cessfully implementing Knowledge Management (KM) systems within a not-for-profit
organisation, commonly referred to as “third sector organisations”. There is a significant
distinction between knowledge sharing and expertise sharing; according to the authors
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the former “takes a perspective in which externalization of knowledge in the form of
computational or information technology artefacts or repositories play an important
role” [1, p.532]. This suggests a transfer from tacit to explicit knowledge described in
the externalization phase from the four modes of knowledge conversion which were
identified as: tacit to tacit (S)ocialisation; tacit to explicit (E)xternalisation; explicit to
explicit (C)ombination, and explicit to tacit (I)nternalisation (SECI) [2]. In contrast
expertise sharing is described as the ability for one to solve problems or to engage with
their work, by having discussions amongst knowledgeable actors, but necessarily with
significant a priori externalization support [1]; this again suggests a transfer from tacit-
to-tacit knowledge described of the socialization phase in the SECI Process [2]. The two
perspectives have been a result of the developments brought about by the technologi-
cal advancement of knowledge management over the years, leading to a generational
classification in terms of the models in which they are represented. Two model genera-
tions were proposed in [1] and [3]; the repository (codification) model, and the sharing
expertise (community) model.

1.1 The 1st Generation: The Repository Model

Codifying and documenting knowledge in large repositories is the repository model. For
centuries, libraries utilized this method. However, between the late 1980s and the early
1990s, organisations exploited networked and distributed systems to discover “what
they know.” In this generation, organisations created massive, shared repositories of
manuals, standard operating procedures, process maps, best practises, and emails that
other employees could use to complete their tasks. The model focused on optimising
retrieval and improving knowledge sharing through optimised tagging and filtering in
modern repositories like Content Management Systems (CMS) and Customer Relation-
ship Management (CRM) Systems [1]. By allowing many people to search and retrieve
context-specific knowledge without having to contact the original developer, this app-
roach can scale knowledge reuse [24]. Motivating users to author, organise, and update
their information was the biggest issue with this approach [1]. However, the model’s dis-
sociative assumption that collective memory could be captured without individuals was
its main flaw. Information is produced by specific people in specific contexts for specific
purposes, according to Bannon and Kuutti. The authors explain that while this does not
mean it is bound solely to the context in which it was created, it does mean that one
cannot easily extract and abstract from this web of signification items of “information”
that can be stored in some central resource for later use [4].

1.2 The 2nd Generation: The Sharing Expertise Model

The second generation prioritised directed interpersonal communications between topic
experts over information artefact externalisation, identifying a gap in the repository
model. Technology that helps find suitable experts to share knowledge or expertise filled
the gap. The second generation focused on finding the right person and sharing tacit
knowledge, which contained contextual knowledge needed to understand information
but was not always documented with the repository model [1]. The growing popular-
ity of Communities of Practice (CoP), which identified relevant groups of people to
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work together in a domain and share common practise, spurred the shift to the second
generation. CoPs form the foundation of a social learning system by allowing compe-
tence and experience to converge [23]. The authors also stressed social capital, which
they defined as collective abilities from social networks. Thus, systems must support
the “finding-out” task of finding suitable people to play a significant role in expertise
sharing. Expertise Locator became the preferred technology for answering “who knows
about this” in an organisation [31]. Thus, organisations began using software like IBM’s
“SmallBlue” people mining system, which ranked people by search terms that should
represent knowledge or skills.

Thus, this research proposes a holistic, context-specific future based on intercon-
nected practises. The paper continues: Sect. 2 discusses the research context and the
case study’s KM issues. Section 3 examines models that could aid third-sector ECM
implementation. Section 4 discusses research methodology. Sections 5 and 6 report data
findings. Section 7 discusses findings’ significance. Section 8 concludes.

2 Case Study Context

The case study organisation is a National Sport Organisation (NSO); NSOs “are not-for-
profit organisations (NPO) that are responsible for the development of their particular
sport in their own country” [5, p.264]. NPOs are institutions that self-govern, distribute
non-profits, and employ volunteers [22]. The organisation has grown to a multi-regional
operation with a diverse expertise pool, and in 2011, it conducted an internal Knowledge
Management (KM) audit to assess its knowledge sharing competence. Surveys and
interviews revealed communication and information awareness issues. Staff reported
poor inter-departmental communication, but good intra-departmental communication.
Regarding information awareness, staff felt that while they had the knowledge and skills
to do their job, they did not always have the right amount of information from other
sources to execute it efficiently, which led to duplication of effort at least. The KM
audit recommended implementing Information and Knowledge Management (IKM)
tools and strategies to reduce knowledge loss, realise information assets, and reduce
work duplication.

The case organisation in [5] described how their rapid growth since the 1990s had
caused communication issues and breakdowns and inefficiencies. As a result, the organ-
isation “has worked to implement a number of solutions (that could be classified as KM)
to alleviate these challenges including a network of e-communication and the adoption of
a database-driven website launched in 2002, [but] success has been limited.” [5, p.273].
IKM system implementation research is even rarer than third sector or voluntary sector
KM research. While NPOs and for-profit organisations (FPOs) have some similarities,
NPOs face unique challenges like decreasing government funding, difficulty recruiting
and retaining volunteers, and the need for effective outreach programmes to connect
with stakeholders [26]. NPOs are knowledge-intensive organisations. “Studies that look
specifically at sport organisations [within this sector] are scarce in the literature [… as]
NPOs’ in general often lack the resources to embark on major supply-side initiatives
(e.g., data warehousing, intranet, web boards)” [6, p.17]. [3, p.270].

Given the many failed KM implementations in literature, this type of organisation
seems uninterested in expensive KM initiatives. Oxfam, a charity, treats its KM initiative
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as a project and has six senior staff members from different departments who are cham-
pions for knowledge management in their divisions [7]. Given the unique challenges,
including limited finances, NSOs may not be able to afford sophisticated and expensive
KM tools and technologies. There appears to be a gap in the literature on KM imple-
mentation in NSOs. A KM perspective on NPO technology needs fills a gap in current
literature [28, p.720]. Thus, the current case study offers a unique opportunity to explore
pragmatic solutions and academic theory.

3 Theoretical Background

KM implementation in FPOs may not directly apply to NPOs’ KM needs due to
their unique work context [27]. However, successful FPO-KM systems implementa-
tion research should be considered. [8] was the only relevant ECM implementation
framework for SMEs (see Fig. 1). The framework provides a longitudinal CMS imple-
mentation study at a similar-sized organisation to this paper. No other framework had
directly applied to NSOs, so this was the best comparison and starting point.

Fig. 1. A process model of the implementation of the ECM system at Altan.dk. Source: [8, p.354]

The implementation model derived by [8] shown in Fig. 1, focuses extensively on
the IT system selection and acquisition; labelled as step 5 on the framework. However,
when comparing the three-content management strategy plan proposed in [9], it becomes
evident that the existing model overlooks elements concerning information content and
governance, while implementing a CMS (see Fig. 2).
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Fig. 2. The ECM approach at Altan.dk. Source: [8, p.355]

The existing model does not make any mention of the need for foundation work, in
terms of proposing a systematic approach to identify and recruit the key stakeholders
and drivers, who will play a major role in shaping and promoting the initiative within the
organisation. The successful design of an effective KM team requires the identification
of key stakeholders, both within and outside the organisation, with experience to design,
build and deploy systems, whilst balancing the technical and managerial requirements
[29]. Identifying the right individuals for these roles early in the project may be crucial
to its success; it is therefore valuable to find central members within the organisation’s
structure with controlling influence [32].

In addition, part of the foundationwhich is seemly overlooked by themodel is content
structuring referred to in [9]; this involves the process of documenting guidelines for
governing how information content is described and stored within the new CMS. As
such taxonomies or ontologies need to be present prior to implementation of the new
CMS: this is potentially a key stage in the implementation, which is overlooked by the
existing model, as it is assumed that the organisation already has a corporate taxonomy
or that there is no need for planning the acquisition and design of one during the CMS
implementation. Finally, the existing model also fails to address life after the new CMS
has been implemented within the organisation: there needs to be strategy in place to help
the organisation take full ownership of the new system, solicit feedback from end users,
as the system is always in transition resulting from the growing needs of users as they
become accustomed to the system, but also continuous update of the taxonomy/ontology
as the organisation is constantly moving into new areas of operation.

The issues identified within the case study organisation presented an opportunity to
explore specific challenges of implementing a combination of practices and tools identi-
fied in both first and second-generation models and overcoming these challenges though
a pragmatic new framework for conducting knowledge management projects in Non-
Governmental Organisations (NGOs) and NSOs specifically. The findings, however,
could be generalised and potentially applied to other third sector organisations.
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4 Methodology

This research was conducted in a national third sector organisation that governs all lev-
els of aquatic sports. The case study organisation is the National Governing Body for
aquatics in England and is a vibrant modern organisation providing leadership to the
industry of swimming in many ways. It supports over 1,200 affiliated swimming clubs
through a National/Regional/and Sub-regional structure. At the time of the research the
organisation had over 350 employees; 245 were permanent staff, and the rest were vol-
unteering members. A decision was made for this research to focus only on permanent
staff; volunteering members were not considered because they did not actively partici-
pate in functions that directly impact decision making at the organisation; additionally,
operating remotely across the regions meant that reaching this group for data collection
was impractical. Alongside the case study organisation, this project involved working
with British Swimming, which is the National Governing Body for Swimming, Diving,
Synchronized Swimming, Water Polo and OpenWater in Great Britain. It is responsible
internationally for the high-performance representation of the sport. British Swimming
seeks to enable its athletes to achieve gold medal success at the World Championships,
Paralympics, Commonwealth Games, and Olympics. To ensure this, the organisation’s
main focus was to capitalise upon the residual knowledge held by their employees to
generate income. Through identifyingwhat they knew, their aimwas to codify the knowl-
edge to gain commercial value. A key part of this was conducting a knowledge audit
of the organisation to map out the knowledge flows between individuals and/or systems
and potential value of the knowledge.

Understanding the organization’s issues was essential to assessing barriers. Table 1
presents KM survey results. After identifying these issues, the organisation could deter-
mine the best ways to improve knowledge sharing or remove barriers. This paper does
not discuss the survey results because they were published in [11]. That study suggested
KM systems for organization-wide knowledge sharing. It alsomapped the organization’s
IT systems to determine their suitability. Informal interviews and observation helped
identify the organization’s KM barriers. These showed that the organisation lacked a
suitable expert-finding method and information repository. The next step was to deter-
mine if an expertise locator and content management system would improve knowledge
management and sharing at the organisation.

The organisation used Social Network Analysis (SNA) to identify key informa-
tion players to assess value. We then asked them to champion the proposed knowledge
management tools to promote system adoption. After identifying the SNA network,
we used an expertise locator system to measure organisational knowledge flows. The
Email Knowledge Extraction and Social Network Analysis (EKESNA) system helped
build knowledge profiles, which, when combined with the SNA, visualised the orga-
nization’s knowledge flows. When reviewing social networks, node importance should
be combined with contextual information about the node itself. The system identified
the company’s knowledge enablers and blockers. After SNA identified key information
players, the Feature Analysis Matrix (FAM) was used in a seven-step sequence [12,
p.124]. After FAM identifies potential solutions, end-users provide their requirements
and score-rank the selected systems. The scoring matrix indicates which system may
be best for the organisation. The seven steps include (1) select candidate solutions to
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Table 1. Case study organisation’s issues to be addressed following the results of a Knowledge
Management Audit

Preliminary KM Investigation Use questionnaire, interview, and observation

Issues to Address Method Method Outcomes

Employees have difficulty
discovering files or media
within their own
organisation or storage?

Expert locator system
(EKESNA) + Social Network
Analysis (SNA)

Implementing a Content
Management system can
improve information sharing
Assess the organisations
knowledge network to identify
key players in the organisation
when it comes to knowledge
sharing, as can be seen in
Fig. 8, the Email Knowledge
Extraction and Social Network
Analysis (EKESNA) system
was able to capture information
relating individuals to media
files and folders

Employees find it difficult
knowing who to contact for
information or expertise?

EKESNA + SNA EKESNA system was trialled
as a method to create an
expertise repository where
employees can find experts to
contact regarding their queries,
see Fig. 8

If the organisation
electronically stores
information, either
structured or unstructured
inside or outside of a CMS

EKESNA + SNA
Focus Group

Using the SNA feature of the
EKESNA system would help
identify key topic experts to
help build the /ontologies
which may be used to improve
an employee’s access to the
information stored
The SNA coupled with data
collected on individual’s
expertise from the EKESNA
system was used to identify key
players within the organisation
to provide the requirements for
a new CMS in a focus group,
but also to champion its
implementation going forward

(continued)
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Table 1. (continued)

Preliminary KM Investigation Use questionnaire, interview, and observation

Issues to Address Method Method Outcomes

Employees have difficulty
communicating between
departments or across
geographically dispersed
departments?

EKESNA + SNA EKESNA system was trialled
as a method to discover the
information flow network
The EKESNA system collects
SNA data which the
organisation can use to
improve connectivity between
departments and teams, and
improve collaboration

evaluate, (2) identify the user requirements, (3) prioritise features with respect to the
user requirements by using a scoring system, (4) agree on a scoring system that can be
applied to all features, (5) carry out the evaluation to score the solutions against the cri-
teria, (6) analyse and interpret the results and (7) Present conclusions on the evaluation
to decision-makers.

A focus group of four SNA-identified key players in their department was used to
understand the current information sharing and storage situation, the current systems,
how they were being used and whether they were fit for purpose, and the requirements
for a potential new CMS. “Based on their common characteristics relative to the issue
being discussed” [13, p.81], key information brokers and eigenvectorswere used to select
focus group members. The IT manager helped integrate the new system into the orga-
nization’s infrastructure. Five people including the IT manager formed the focus group.
The SNA results revealed the four most influential nodes through which a significant
amount of the organization’s information traffic passed [13 & 14]. The recommended
manageable size is six to twelve participants. These individuals could accurately estimate
the organization’s system requirements. In focus groups, one or two people often domi-
nate the discussion [15], making it hard for other members to contribute. The researcher
chaired the group to ensure everyone could speak. The FAM process included a focus
group assessment of current systems and requirements for the new system. The findings
section lists FAM-selected systems. Next, the case study organization’s ECM imple-
mentation was evaluated using an FPO-KM-derived framework [8]. (see Fig. 3). In the
discussion section, the researcher adapted the framework to emphasise the importance of
a holistic approach to identify the right tools and stakeholders to facilitate and promote
knowledge sharing project acceptance.

4.1 SNA Approach

Surveys, ethnographic interviews, and electronic activitymapping can collect sociogram
data [33]. The case study organisation collected data using questionnaires, which
“method is not practical for groups larger than 150 to 200, the results within this range
provide broad coverage and actionable results within groups up to this size” [33, p.336].



Knowledge Gaps Implementing Electronic Content Management 25

Fig. 3. Case Study Evaluation approach. Adapted from [8, p.355]

[34] proposes snowball and full network social network analysis. The snowball app-
roach works best when there is a natural starting point [35]. It works by asking the
pre-determined individuals who they contact, then asking the list obtained who they
connected to. The full network approach collects population data at once. This research
method was preferred because it quickly represented the organisation and was easier to
administer if respondents were asked to identify a limited number of specific individuals
[35].

4.2 SNA Sampling

As mentioned, the case study organization’s volunteers were excluded from the SNA
sample because they mostly did low-level tasks like survey data collection. Volunteers
typically only stayed for a surveying exercise or other short-term projects, which also
influenced the decision to exclude them. A missing node in the dataset can affect the
SNA [34]. For this project, a complete network was necessary to understand current
information and knowledge sharing connections and identify the organization’s key
players/influencers.

4.3 SNA Data Collection

Online questionnaires were the obvious data collection tool with the right reach for the
case study organisation, which had a near 60/40 split of local and remote workers. This
method saved time, money, and effort by collecting data simultaneously across the orga-
nization’s geographically divided sections. The case study organisation had members
across the UK, making data collection easier. However, this data collection method is
difficult to ensure a high response rate. An incomplete data set may hinder social net-
work analysis conclusions. However, data analysis should show basic information and
knowledge sharing and organisational social network trends.

4.3.1 SNA Online Survey

Surveys show current conditions in a cross-section [36]. They usually involve question-
naires or interviews, but this study used a questionnaire. The organisation used an online
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survey platform for convenience, anonymity, and most importantly because the data
had to be stored within the organization’s data collection structure, easing data secu-
rity and privacy concerns. The questionnaire asked sensitive questions, and the research
needed unbiased answers to accurately represent each member’s information source and
informal network ties.

If a complete staff list is available, surveys are a good data collection tool [37]. The
process was validated by using the company’s online survey tool and having department
heads send the link to their teams. Online surveys allowed members to complete the
questionnaire at their convenience, minimising disruption, and maximising response
rates.

The survey was extensively piloted before deployment to ensure question clarity
and ease of access and completion. After approval from the project manager and human
resourcesmanager, the surveywas launched. The company required their approval before
collecting internal data.

As mentioned earlier, one of the drawbacks of online surveys was that participants
couldn’t directly contact the researcher for clarification or problems while completing
the survey. However, self-completed questionnaires must be simple to use and answer
[38]. Due to their scepticism of the survey’s use, some participants were hesitant to
participate. Clear instructions and background information about the survey helped the
researcher address most of these issues. The survey noted that participants could opt out
at any time. The survey was easy to complete with instructions, allowing participants
to answer “N/A” for irrelevant questions. Any survey process requires extra effort to
achieve 100% response rate. The authors set a one-month deadline for data collection,
but as the deadline approached, participants who had not completed the questionnaire
were prompted via email to either complete it online or schedule an assisted telephone
interview at their convenience. These efforts increased survey response.

Table 1 listed the case study organization’s issues and resolution strategy. Based
on this research, it suggests where an organisation can improve knowledge sharing and
the best tool and approach. If the organisation can accurately determine where to focus
its efforts, following the method in this section will reduce the likelihood of failure in
implementing the best solution.

5 Findings and Analysis of SNA Data

This section summarises SNA data. The authors provide an overview of the network and
analyse its properties, roles, and key players.

5.1 Network Properties

Reviewing network characteristics is essential before analysing its properties. As shown
in Fig. 4, the socio-gram shows that not all nodes are connected in the network. The social
network is developed from eachmember’s responses regarding their information sources
channel, unlike an ego network, which focuses on a single member’s communication
links with the rest of the organisation. Bi-directional links between nodes are also shown
in the socio-gram. These links improve idea exchange in an organisation [43]. “Networks
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where we study how all actors are tied to one another according to one relation, like
friendship” [44, p.16] are 1-mode networks, which contain data on nodes of a similar
type.

Fig. 4. Socio-gram of the case study organisation.

The previous section helps calculate network density. For this network, the overall
density was 0.035, indicating that the organisation is using only 3.5% of its communi-
cation channels or that 96.5% are underutilised. This suggests that most members ask a
small group of people.

5.2 Descriptive Measures Analysis

The datawas imported intoUCINET [48]where calculationsweremade on the centrality
measures; these highlight the node’s position in the network and their value to the net-
work. The most important and frequently calculated centrality measures are highlighted
in [45] as the degree centrality, betweenness, closeness, and the eigenvector central-
ity. The author explains that these centrality measures are used to indicate “prestige,
importance, prominence and power” [45, p.112]. The findings from the analysis of the
centrality measures are given below, showing the nodes with the highest values for each
measure.

5.2.1 Degree Centrality

Since the network is directed, degree centrality includes in-degree and out-degree cen-
tralities. Thus, the two centralities refer to the node’s inquests: those received and those
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made to other nodes in the network. In the study organisation, degree centralities indicate
howwellmembers interact. The higher the in-degree, themore important the information
provider. The out-degree emphasises an individual’s information seeking confidence; the
higher the value, the more comfortable they are contacting organisation members for
information. A network communicator with equal in-degree and out-degree may give
and take equally.

Table 2. In-degree and Out-degree

Node Unique ID In-degree Out-degree

289 120 17

291 80 20

125 73 29

247 71 0

248 67 17

73 4 33

265 7 29

249 13 28

123 27 28

251 33 28

283 42 28

Table 2 lists the top five nodes with the highest in-degree or out-degree ratios in this
network. 289, 291, 125, 247, and 248were the highest in-degree nodes. The questionnaire
allowed participants to explain their information sources, and the following statements
supported the high dependence on node “289”: (a) “Knows everything, makes time for
you straight away.”, (b) “I would speak to “289” because “289” is very helpful:)”, (c)
“Friendly and approachable”, (d) “In my office, and is a wiz with these things”, (e)
“Who Else?” and (f) “Only < department > officer within company”. The statements
emphasise the person’s approachability, efficiency, and helpfulness. The statements show
confidence in “289’s” general expertise, but more interestingly, they show that “289” is
the only information source for that department. The researcher found this person to be
the organization’s most popular. Node “73” had the highest out-degree value, followed
by 125, 265, 249, 123, 251, and 123, which had equal values. The top five nodes for both
in-degree and out-degree were analysed to determine the ratio. Nodes “123” and “251”
have the most balanced network communication due to their in-degree to out-degree
ratios.

5.2.2 Betweenness Centrality

Table 3 lists the five highest-betweenness nodes. Betweenness is related to “path” and
“closeness” because it calculates how often a node is on the geodesic between two other
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nodes. The path is defined in [35] as the distance travelled from one node to another
without returning to any node in the network, and a geodesic distance is simply the
shortest (most efficient) travel path between two nodes.

Table 3. Betweenness Measures

Node Unique ID Betweenness

241 4236.41

338 4171.48

125 3450.19

251 3348.15

23 3341.30

Nodes “241” and “338” had the highest betweenness value, making them vital to
the information network. These individuals are vital to the organisation because they
are well positioned within the most efficient communication channels, allowing them
to influence information flow within the network, potentially the best way to introduce
new information.

5.2.3 Eigenvector Centrality

Table 4 lists the six highest-eigenvector nodes. The eigenvector centrality showshowwell
connected a node is and how well connected its neighbours are. Nodes “289” and “291”
had the highest eigenvector values, making them the most connected. These individu-
als regularly communicate with organisation members, who are important information
channels. Due to their network connectivity, these individuals know most people-of-
interest and can make the right introductions. The authors relied on social network
analysis (SNA) to find the case study organization’s most influential members to drive
the project.

Table 4. Eigenvector results

Node Unique ID Eigenvector

289 0.274

291 0.202

248 0.191

125 0.186

247 0.177

241 0.173
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6 Discussion of Results

The study found that SNA was a reliable and crucial method for quickly identifying key
organisation members who could be enlisted early in the project to ensure success and
impact. The authors were able to access existing trial groups within departments and
groups of people from different departments and regions who wanted to be involved in
new solutions that could be implemented in the organisation. After reviewing previous
KM and staff surveys, the authors agreed with the recommendations and stated that the
primary reason for conducting SNA for this research was to identify champions for KM
initiatives. The results could also be analysed to discuss emerging patterns and suggest
knowledge flow initiatives to support business goals.

6.1 Identifying Individuals

6.1.1 Thought Leaders

These are overlooked group supporters. The SNA identified such employees (degree
centrality and eigenvector). Node “289” had the highest In-degree centrality value, indi-
cating that this source receives a lot of traffic and is trusted. The same node had the
highest eigenvector, indicating network connectivity. This person was hired early in the
project to help spread awareness quickly to a wider audience within the network and
recruit organisation members for the pilot and trial. This decision paid off as participants
were mostly cooperative throughout the study.

6.1.2 Boundary Spanners

Those who facilitate communication and information flow between groups in the social
network [45]. These nodes connect informal subgroups [40]. High betweenness scores,
high degree centralities, and boundary spanners are linked to identify these nodes [46].
The researcher found 241,125,251,289,236, 291, 338, 23, 16, 77, 83, and 174 nodes with
the highest degree centralities and betweenness scores. KM initiatives recruited many
of these nodes.

6.1.3 Bottlenecks/Information Brokers

Information brokers and boundary spanners create bottlenecks by overusing that channel
for information. Overloading the communication channel with these nodes causes net-
work disintegration [40]. After analysing betweenness measures, the researcher found
that 241, 125, 251, 289, 236 and 291 are overused nodes in the network. These nodes
often serve as information sources and communicate across network subgroups, making
them bottlenecks.

6.1.4 Proposed Newly Updated ECM Implementation Framework

In the theoretical background, the University of Arizona library’s ECM implementation
framework was reviewed [8]. It discussed its limitations and suggested a more compre-
hensive framework for an implementation plan. The NSO used an updated ECM imple-
mentation framework shown in Fig. 5, which other organisations could use to improve
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knowledge sharing by using existing information that is often a by-product of their daily
processes. Figure 6’s framework helps implement ECM systems and helps employees
find and document relevant information for daily operations. Figure 5 updates [8]’s ECM
system implementation process model. The current research case study organization’s
holistic approach informed the model’s additions. The purple-highlighted new inserts
“2, 4, and 10” describe steps taken to prepare the organisation for the ECM system
implementation and ensure project continuity afterward. Following the “Process Analy-
sis” phase, the new ECM framework is used to implement an Electronic Document and
Records Management (EDRM) subsystem at the organisation.

Fig. 5. Anupdated processmodel of the implementation of ECMsystem.Adapted from [8, p.354]

6.1.5 Stakeholder Analysis

Stakeholder analysis involves brainstorming and assessing their impact on the project
[17 & 18]. Olander suggested four stakeholder evaluation categories [19]. (see Fig. 6).
The method’s advantage over a simple list of stakeholders is that the project manager
can maintain good relationships with the right people, helping to plan and mitigate
each group’s impact on the project. Project managers must understand stakeholders’
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often-hidden power and influence. Even if the project manager met the original time,
budget, and scope, a project may not be successful without considering the needs and
expectations of a diverse range of stakeholders [20, p.650]. Figure 6 shows how much a
stakeholder can help a project on the y-axis. Stakeholder analysis has worked well for
managing construction projects and KM implementation projects, according to Olander
[19 & 29]. SNA was used to identify these four groups within the organisation to ensure
consistency with the research approach and simplicity in selecting and categorising
stakeholders. This stakeholder analysis evaluated the updated sections of themodel’s new
ECM implementation framework and helped the case study organisation identify strong
facilitators to drive the project and test and provide feedback on the entire process. To
understand the organization’s social dynamics and knowledge interactions, the research
used traditional SNA (survey questions). SNA data identified key individuals who could
drive the project and reach the organisation quickly. SNA data also identified influential
knowledge brokers who tested and provided feedback on the KM initiative.

Fig. 6. Stakeholder impact matrix. Adapted from [19]

Figure 7 shows this research’s stakeholder analysis. The SNA-identified information
brokers were crucial to the implementation of information tools, so they are the key
players. The eigenvector influenced project connectivity and recruitment. At each stage
of the research, the seniormanagement team needed to be updated and approved. Bound-
ary spanners and members with high out-degree were highlighted as groups to be kept
informed because they can promote the project with their reach across the organisation
and high outward communication. The Internal Communications team falls under this
group because they can update the rest of the organisation using official information
channels like the weekly newsletter.

6.1.6 Information Structuring

White noted that their CM strategy plan needed a governance element—a medium or
documentation with a set guideline for creating metadata to describe the organization’s
content [9]. The updatedmodel’s Information Structuring section required the case study
organisation to use keywords extracted by the Email Knowledge Extraction and Social
Network Analysis (EKESNA) system after it was installed.
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Fig. 7. Stakeholder analysis for ECM project using SNA

Over 18,600 key phrases were extracted during EKESNA testing, of which 2,300
were rated as valid expertise by participants. EKESNA did not use a taxonomy, so it
had a higher recall but lower precision. However, allowing the system to collect as many
terms as possible can be seen in each user’s profile and when creating a taxonomy or
document structure. A focus group of experts from the organisation would create the
taxonomy. This required a good participant selection. The researcher used SNA results
from the stakeholder analysis to choose one participant from each department to create
the corporate taxonomy.

Figure 8 shows a search for “learn to swim” and a few variations of the term held
within the system, such as {learn2swim and learntoswim}, which reflects how staff
may document information about the term (while communicating via email or when
saving files on a shared network drive). This causes a problem when another employee
searches for a file called “learn2swim” within the organisation. The system will allow
the researcher to quickly develop a corporate taxonomy using frameworks like the
Dublin Core Metadata Initiative (DCMI) [30], which will become the CMS’s standard
for cataloguing the organization’s information content.

6.1.7 Software Requirements Analysis and Selection

The case study organisation found SNA to identify key stakeholders for the ECM imple-
mentation project andEKEprofile expertise area to evaluate themuseful in implementing
Sects. 4–7 of the implementation framework. M-Files DMS Professional scored highest
on the Feature Analysis Metrics (FAM) and was recommended to meet the organiza-
tion’s current and future needs. All four FAM systems could scan and store files for
the organization’s immediate need, replacing an outdated InView system. M-Files and
SharePoint can search scanned documents in-text with powerful optical character recog-
nition. M-Files recognises and computes values from scanned forms. M-Files can also
solve the organization’s information management issues in the future by implementing
an EDRM system. M-Files’ customers are small and medium-sized businesses like the
case study organisation, so they need better implementation support than SharePoint and
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Fig. 8. EKESNA search showing multiple variations of “Learn to Swim”

Huddle. Huddle guarantees user adoption, but M-Files is easy to use and stakeholders
have few problems migrating their document libraries.

In contributing to the gap in literature, the surprising findings indicate the limited
use of open source-based productivity software, as opposed to commercial systems,
even though NPOs are presumed to prefer these low-cost or free systems [28]. The
authors note that this was not the case for respondents in their study and suggest further
investigation to understand why, speculating due to organisational (finance) or human
(staff) factors. For the current knowledge gap research, the FAM also compared an open-
source solution (Alfresco), which scored well and was a lower-cost option, since cost
was a major focus group topic. The IT manager explained that a low-cost commercial
package had more technical support than open source, which swayed the decision. The
case study organisation chose to outsource its complex IT needs because it lacked the
IT staff to support an open-source system.

6.1.8 Implications for ECM Implementation

This research addressed ECM implementation “process dimension” issues with KM
tool implementation [21]. After reviewing the literature and conceptual framework, the
authors identified process and people research gaps. Current research addresses “Pro-
cess” and “People” gaps. A literature review found that the current research can fill
these gaps, particularly for NSOs, and discussed the framework for ECM implemen-
tation in the case study organisation. SNA was used to identify early project leaders
and plan ECM implementation, according to the research. The research suggested using
the EKESNA system to help implement ECM because it was able to collate and com-
pute the organization’s network faster than a survey technique over a longer period.
This could replace SNA in identifying the key players needed for project success. The
tool may also help the case study or other organisations without a corporate taxonomy
bootstrap one for information content structuring [9, p. .36] The literature suggests a
“more holistic approach to intranet and content management strategy planning, [which]
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is based on three core elements: information content (referring to content structuring),
technical infrastructure and governance”. Stakeholder analysis, knowledge structuring,
and governance and aftercare were added to the model based on this research.

The study used the framework to implement a potential CMS at the case study organi-
sation, but budget and redirected commitments prevented theCMS’s full implementation,
limiting the framework’s validity. The CMS’s feature analysis at the case organisation
provides a ready-vetted solution that integrates into the existing IT infrastructure and
has the features needed to efficiently manage the organization’s information.

7 Conclusion

In this paper, we first review the research context, and then examine the KM issues
facing the case study organisation. The paper uses a pragmatic approach to address the
niche of frameworks available for the implementation of knowledge management (KM)
systems in Not-for-Profit Organisations (NPO’s), and further propose a holistic frame-
work which includes social network analysis as a tool to facilitate stakeholder analysis;
by identifying and enlisting influential nodes to support the KM system implementa-
tion within the organisation. While the totality of the new framework was not realised
within this research as a result of shifting priorities for the organisation; the findings
make significant contribution to the understanding of implementing KM tools within
this type of organisation, but also signposts the value of applied social network analysis
for supporting business processes.

Acknowledgements. This work was supported by the Amateur Swimming Association (ASA)
by means of funding, and through access for exploration as the case study organisation.
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Abstract. Modern social media platforms have transformed how individuals
engage, exchange information, collaborate and communicate as it promotes com-
munication and knowledge sharing. There is a growing awareness of the need to
lower the risk of disasters and build resilient communities that can recover from
disasters by sharing information over social media. This paper investigated the
role that social media plays in knowledge sharing during a natural disaster and
categorised the key characteristics of social media enablement of knowledge shar-
ing during natural disasters. The categorisation process identified 7 key themes
namely, accessibility, communication, data collection, decision-making, digital
philanthropy, improved knowledge base, knowledge sharing channel, learning
and situational awareness. These themes were then allocated across all stage of
disaster management and the type of knowledge exchange identified. Identifica-
tion of various ways of using social media is important, as it helps in providing
high level guidance on disaster management to federal, state, territory and local
governments and it is first step towards longer term goals of delivering sustained
behaviour and enduring partnership within the communities.

Keywords: knowledge sharing · information sharing · social media · natural
disasters · disaster management

1 Introduction

Within half a decade, social media has evolved from a recreational pastime to a fully
integrated component of every facet of people’s lives [1]. More than half the population
has some form of social media which translates into over 4.62 billion people [2]. Social
media can be utilised and has proved to be beneficial, however, social media can also
become detrimental when used excessively and relied on without verifying the source
of the information [3].

Knowledge sharing during a natural disaster deals specifically with providing infor-
mation about how severe a situation is and what is required. When information is shared
about the situation, decisions can be made as to how to handle the disaster [4]. Disaster
management has benefited from knowledge sharing on social media since it allows peo-
ple to contribute by reporting incidents relating to disasters [5]. Although this is crucial
when handling a natural disaster, decisions made can only be of assistance when the
data that is provided is accurate [6].
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There have been instances where individuals report inaccurate and untrue informa-
tion in order to gain popularity and this does occur when reporting information about a
natural disaster [7]. This has a negative impact on how decisions are made. Spreading
fake news has become a constant when considering social media [8]. Individuals may
not grasp the severity of this act, especially when spreading fake news during a natural
disaster. This impacts how the disaster management plan is conducted and places the
lives ofmultiple individuals at risk [9]. Furthermore, lack of knowledge sharing results in
low visibility of decision making, low capability of disaster support teams, communities
and stakeholders, and potential lack of coordination [10].

The purpose of this study is to investigate the role that social media plays in knowl-
edge sharing during a natural disaster. Hence, the research was guided by the following
main research question: “What are the key characteristics of social media enablement of
knowledge sharing during a natural disaster?” The key characteristics were identified
through a systematic literature review process and mapped to the dynamic knowledge
creation model proposed by Nonaka and Takeuchi [11, 12]. By understanding the role
that social media as a knowledge sharing mechanism may play during a natural disas-
ter, government, local authorities, first responders and disaster relief organisations may
optimise their engagement during these critical times.

In Sect. 2 we present the background to the study followed by the research approach
in Sect. 3. Section 4 details the data analysis and findings, while Sect. 5 concludes the
paper.

2 Background

One may argue that during a natural disaster, social media is not a priority and should
not be taken into consideration [13]. However, during a natural disaster many people
utilise social media for different purposes. These include checking on whether friends
or family members are safe, ascertaining who and which areas require assistance [14]
and trying to gain an overview of the scope of the natural disaster [15]. Social media
provides a platform for individuals to share their first-hand experience of the natural
disaster and provide real time updates [16]. However, during a disaster, especially the
response phase, the exchange of information is essential [13].

In the next sections we consider information exchange during a disaster, as well as
dynamic knowledge sharing.

2.1 Information Exchange During a Disaster

Throughout a natural disaster event, the rate of communication need to increase sig-
nificantly [1] during a time when technical and communication facilities may be under
extreme pressure and unable to operate properly [17]. However, the operation of commu-
nication facilities has improved through the enhancement of different telecommunication
networks, the pervasive distribution and relatively low barrier to entry of mobile devices,
and the proliferation of web technologies such as social media, and messaging services
[13, 17]. This improvement of communication facility operations supports a disaster
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resilient community as it augments the timely and consistent transmission of valuable,
relevant information throughout the disaster management life cycle [1, 13].

Typically during a natural disaster the information and knowledge that is required
ranges from establishing how serious the situation is, what supplies are needed and the
relevant location of the disaster [18]. Disasters are complex in nature, and social media
sites often serve a breaking-news role for natural disasters [19]. Furthermore, the news
announcement of natural disasters reaches a large mass of people quickly as millions of
users regularly visit these sites and share headline news [20].

2.2 Knowledge Management and Natural Disasters

The success of disaster management is based on disaster preparedness, as well as the
effectiveness of response and improved recovery [21]. Disaster efficacy relates to effec-
tively anticipating and responding to, and recovering from, disasters [22]. Therefore,
disaster preparedness consists of developing capability and knowledge by individuals,
citizens, communities, humanitarian organisations and local and national governments
[21, 22]. Knowledge management (KM) has been recognised as a vital part of disas-
ter management as KM increases visibility, coordination, humanitarian operations and
enhances the capacity to act and make decisions [22]. KM enhances the capacity to act
through the creation and transfer of tacit and explicit knowledge among support teams
and communities [22, 23]. Tacit knowledge refers to knowledge that is internalised and
is often developed through a person’s experience, this can be thought of as personal
knowledge [24]. Explicit knowledge relates to knowledge that can be documented or
transcribed [25].

Nonaka and Takeuchi [12] proposed that the creation and development of knowledge
take place through the interaction between explicit and tacit knowledge. They defined
four individual, group, organisational and inter-organisational knowledge conversion
modes namely (S)ocialisation, (E)xternalisation, (C)ombination and (I)nternalisation
referred to as the SECI model [12]. Socialisation (shared experiences) converts tacit
knowledge to tacit knowledge, externalisation (experiences articulated as concepts) con-
verts tacit knowledge to explicit knowledge and combination (process of combining dif-
ferent kinds of explicit knowledge into a knowledge system) converts explicit to explicit
knowledge. Finally, internalisation (enriching and improving internal knowledge) con-
verts explicit knowledge to tacit knowledge [12]. Therefore, in the context of natural
disasters, KM can be implemented at the individual and community levels both at the
disaster preparedness phase, as well as during the response phase [10].

3 Research Approach

Themain aimof this paperwas to investigate the role that socialmedia plays in knowledge
sharing during a natural disaster. In order to achieve this outcome, a 2-step process was
followed. Cases of social media based knowledge sharing during a natural disaster were
studies through a systematic literature review (SLR) process. Specifically, we executed
the 3 steps as applied by Berniak-Woźny and Szelągowsk consisting of 3 steps: (1)
scoping and planning based on the objectives of the study, (2) identification and selection
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of publications through rigorous execution of the plan and (3) synthesis, analysis and
reporting of the results of the SLR [26]. A literature search was performed in Google
Scholar with the keywords (“Knowledge Sharing” or “Information Dissemination”) and
“Natural Disaster” and “SocialMedia” and “DisasterManagement”. The search returned
143papers thatwere screenedbasedon title and abstract, after 3 duplicateswere removed.
Papers that did not specifically dealt with knowledge sharing using social media during
a natural disaster, non-English papers, and research theses were excluded resulting in
a set of 83 full-text papers that were studied in detail. Papers that did not specifically
contain a statement of findings related to the role that social media plays in knowledge
sharing during a natural disaster, were excluded resulting in a set of 43 papers that
were analysed in detail, extracting the key characteristics of social media enablement
of knowledge sharing during natural disasters. The theme identification process was
executed by reading the extracted papers in detail and by conducting thematic analysis
[27]. Thematic analysis refers to a qualitative data analysis method where a researcher
look for patterns in the meaning of the data to find themes [27]. Once the themes were
identified (refer Themes in Table 1), axial coding was applied where the categories
related to the themes were assembled (refer Categories in Table 1) [28].

Organisations are given the chance to communicate emergency alerts via socialmedia
sites, which have been classified as broadcasting instruments. Self-reported location is
utilised on social media as a tool to identify areas in need of relief efforts or medical
aid, with map development being a frequent technique to illustrate data. Social media
analysis showed promise in previous studies as a way to speed up response times and
pinpoint people’s whereabouts.

Social media creates a platform for many people to share information. These plat-
forms are open to the public and easily accessible to everyone. In addition, social media
supported urgent assistance, information about the natural disaster and information about
supplies and donations.

Social media sites provides a platform for people to interact and share their expertise
and information in a fast and easily accessible way. In instances when a natural disaster
occurs the information needs to be provided in real time which is why traditional news
sharing methods are not effective. During natural disasters, social media has focused
on serving as a news source. With instantaneous information accessible across various
devices, this is undoubtedly invaluable. Often, during a natural disaster there will be
landlines and TV stations being disconnected due to power outages.

Key themes regarding knowledge sharing over social media also emerged. First
responders rely on the information, that social media provides about the whereabouts of
people and which areas need urgent assistance. Additionally, in the case of the flooding,
there will be roads that are badly affected, which is information that can be shared via
social media. This will allow people to plan properly and avoid badly damaged areas.
Situational updates where communities and neighbours communicate vital information
among themselves about the road closures, power outages, fires, accidents, and other
associated issues save people time and allow them to make informed decisions about
routes to travel. In terms of financial support, people are able to make requests on social
media and this information is sent globally. With online facilities such as crowd-funding
and platforms such as GoFundMe, more people are able to assist. Social media is also
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Table 1. Number of themes identified

Knowledge Sharing Categories Themes Reference

1 Accessibility Knowledge availability;
Knowledge accessibility; Low
barrier to entry

[29, 30]

2 Communication Information efficiency (as opposed
to traditional media); Multiple
channels; Disaster response
communication tool;
Immersive communication tool;
Knowledge integration for effective
communication; Communication
channel; Real time information
provisioning

[31–37]

3 Data collection Information gathering; Knowledge
accuracy; Data points for
real-world calamities

[29, 38]

4 Decision-making Information accuracy; Knowledge
reliability; Crisis situation
management; Crisis situation
response; Support recovery rate
improvement; First responder
resource; Support decision-making;
Disaster effect minimisation;
Globalise disaster management;
Provide actionable information;
Disaster relief opportunity
visibility; Government interaction

[29, 35, 39–47]

5 Digital philanthropy Assist with family reunification;
Personal experience reflection;
Personal experience sharing;
Promote individual communication

[44, 48, 49]

6 Improved knowledge base Foster shared intelligence; Multiple
disaster phase relevance; Global
information dissemination; Foster
knowledge-based development
initiatives

[43, 50–52]

(continued)
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Table 1. (continued)

Knowledge Sharing Categories Themes Reference

7 Knowledge sharing channel Information sharing triggers; Quick
access to situation-sensitive
information; Information
distribution; Proven usefulness;
Engagement mechanism; Enable
fast-paced warning sharing
(spreading)

[16, 50, 53–56]

8 Learning Information exchange; Improve
disaster resilience; Knowledge
exchange value; Promote
socialisation; Re-usability i.t.o.
disaster management framework

[30, 43, 48, 49, 57]

9 Situational awareness Foster situational awareness;
Sharing valuable knowledge;
Improve situational awareness

[50, 54, 56]

used to ask for assistance and volunteers. Social media facilitates the correspondence
between people and thus creates greater awareness and will receive more help. Commu-
nication with family members is often used during a natural disaster for status updates
and response preparation. Social media is an essential platform for sharing because it
links individuals to each other and is relatively simple to use.

Social media platforms enable people to actively crowdsource localised information
from community organisations and the general public, which they actively monitor and
then send to the emergency responders on the ground together with geospatial data.
Localised, real-time emergency warning information is immediately sent to the pub-
lic via SMS alerts, messages to their social networks, and other conventional media
including radio, TV, and the internet. Through a variety of channels, including web-
pages, mobile-friendly websites, smartphone apps, video-sharing websites, and social
networking sites, they are directly accessing links to online content. They are actively
boosting the warnings and forwarding messages from emergency organisations to their
social networks.

Information about where to find supplies must be communicated. This is important
since there will be a limited amount of products available in stores. When a store gets
stock this is communicated over social media. In instances where people have medical
conditions and need medication, a request can be made and assistance can be provided.

There are a few key takeaways summarised from Table 1:

• Delivers useful information to persons in a disaster area before and after the event
• Create driver awareness for those who might not be aware of the condition of the

roads
• Being able to communicate with loved ones and family members
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• Provide important information to first responders and rescuers about where people
are located

• Information dissemination which emergency responders can provide to locals and
vice versa

In order to practically apply the key characteristics,wemapped the key characteristics
identified to the SECI model knowledge conversion phases and indicated the particular
step of disaster management it relates to in the next section.

4 Discussion

The aim of this study was to consider the role that social media plays in knowledge
sharing during a natural disaster. In order to apply the knowledge sharing categorisation,
we mapped the themes identified in Table 1 to knowledge exchange based on the SECI
model, as well as its application to the particular phase of disaster management. The
mapping is shown in Table 2.

Table 2. Application characteristics of socialmedia in knowledge sharing during a natural disaster

Disaster management
phases [22]

Knowledge sharing
categorisation (Refer
Table 1)

Knowledge exchange
based on SECI [12]

Knowledge exchange
type [12]

1 Preparation Accessibility Combination Explicit to explicit

Communication Socialisation Tacit to tacit

Data collection Internalisation Explicit to tacit

Improved knowledge
base

Combination Explicit to explicit

Knowledge sharing
channel

Externalisation Tacit to explicit

2 Immediate response Improved knowledge
base

Combination Explicit to explicit

Decision-making Combination Explicit to explicit

Situational
awareness

Internalisation Explicit to tacit

Knowledge sharing
channel

Externalisation Tacit to explicit

3 Reconstruction Improved knowledge
base

Combination Explicit to explicit

Digital philanthropy Socialisation Tacit to tacit

Knowledge sharing
channel

Externalisation Tacit to explicit

Learning Internalisation Explicit to tacit
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The proposed application characteristics (Table 2) apply to different stages of the dis-
aster management process and the same characteristic may be relevant to more than one
disaster management phase. However, the knowledge exchange based on the particular
combination of disaster management stage and characteristics, may change.

Each of the knowledge sharing categories in Table 2 were evaluated against the
definition of a knowledge exchange process (refer description in Sect. 2.2). Knowledge
sharing channel and improved knowledge base are knowledge sharing categories that
apply to all 3 of the disaster management stages as in each stage, citizens and respon-
ders utilise social media as knowledge sharing channel and in that way, improve the
knowledge base. The context of the disaster management stage is different though.

As accessibility, improved knowledge base and decision-making relate to knowledge
availability and accessibility in explicit forms, we associated it with explicit codified
knowledge sources and therefore combination. Communication and digital philanthropy
refer to knowledge that is shared through practice, guidance and observation, and we
therefore associated it with socialisation. Data collection, situational awareness and
learning are associated with internalisation as explicit knowledge sources are used and
learned, the knowledge is internalised, and the knowledge then modifies citizens’ and
responders’ existing tacit knowledge. Knowledge sharing channel includes quick access
to situation-sensitive information, information distribution and proven usefulness, it
is associated with externalisation, tacit to explicit, as tacit knowledge is codified into
documents, manuals, etc. so that it can be shared more easily.

During the preparation phase of disaster management [22], the role that social media
plays in knowledge sharing during a natural disaster, focuses on communication and
using social media as a channel of communication. This knowledge sharing is combined
and socialised (data collection, learning), enabling quick decision-making and enrich-
ing the body of knowledge with new knowledge and learning. During the immediate
response phase [22], decisions are executed based on the knowledge and situational
awareness. Learning is applied and decision-making now executed in order to take deci-
sive action. For the reconstruction phase, knowledge sharing relates to internalising
lessons learned and thus improving the knowledge base. Furthermore, digital philan-
thropy support further confirmation of status of families and communities and ensure
that status is socialised as post-disaster activity commences.

5 Conclusion

The study set out to investigate the role that social media plays in knowledge sharing
during a natural disaster. Forty-three papers were purposefully extracted and analysed
and knowledge sharing characteristics during a natural disaster were categorised into
7 key themes namely, accessibility, communication, data collection, decision-making,
digital philanthropy, improved knowledge base, knowledge sharing channel, learning
and situational awareness. These categories were mapped across all stages of disaster
management and the type of knowledge exchange identified. Identification of various
ways of using social media for knowledge sharing during a natural disaster promotes
knowledge sharing and communication in support of communities. Furthermore, first
responders and rescue teams draw from the social media reports to fast track decision-
making and improve disaster response.



46 N. Naidoo and H. Smuts

In terms of future research, we acknowledge that different disaster management
stakeholders would need different information sets as a natural disaster and follow-up
actions unfold. It is likely that the different stakeholders would benefit from different
kinds of knowledge.Adeeper analysis of the knowledge sharing categories and its impor-
tance to stakeholders during different stages of a natural disaster may be investigated. In
addition, further research may be conducted to compare knowledge sharing categories
for man-made disasters.
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Abstract. In Japan, successive states of emergency due to COVID-19 have sent
office workers into mandatory telework, leading to radical changes in terms of
how they manage knowledge on the job. This paper investigates how mandatory
telework has affected knowledge management based on telework frequency. It
makes use of two large groups of full-time Japanese employees, one with prior
telework experience and the other one without.

Results highlight differences based on prior telework experience, whereby
experienced teleworkers displayed higher knowledge management than telework
novices. Moreover, for those with prior telework experience, an increase in tele-
work frequency from 1 to 4 days a week meant an increase in knowledge man-
agement, but full telework resulted in lower knowledge management. This inverse
U-shaped relationship suggests that full telework is detrimental to knowledgeman-
agement for experienced teleworkers. In other words, higher telework frequency
helps experienced teleworkers manage knowledge, as long as they go to the office
once a week.

These findings suggest first that training and practice of using remote work
can significantly increase knowledge management efficiency when forced to tele-
work, and second that working one day a week in the office contributes to higher
knowledge management among experienced coworkers, owing to the dual explicit
and tacit nature of knowledge.

Keywords: Telework · Experience · Frequency · Knowledge management ·
Japan

1 Introduction

As of November 2022, COVID-19 has developed into a significant epidemic with 634
million confirmed cases and excess mortality of at least 6.6million deaths (WHO, 2022).
It has led to extraordinary precautionary measures, such as the mandatory confinement
of millions of employees. Similarly, Tokyo and its metropolitan area declared successive
states of emergency, forcing many office workers to work from home. The central gov-
ernment of Japan has limited enforcement power but it can count on private businesses
to comply with the state of emergency and the stay-at-home directive by instructing their
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staff to transition to home-based telework. InApril 2020, a significant portion of employ-
ees in Japan made the switch to 100% telework, with the service sector accounting for
the largest share. Just a few weeks prior, telework was rarely permitted by company
management and frequently restricted to one or two days per week, making such a shift
unthinkable.

We are only at the beginning of COVID-19 and no empirical research to date has
been conducted on the effect of telework experience and frequency on how employees
managed knowledge when they were thrust into mandatory telework in Japan. But given
the ever-growing role of knowledge work in today’s digital economy (Vuori et al., 2019),
these findingswill be crucial for companies to regain their lost competitiveness and adjust
to the “new normal” of social distancing and widespread telework.

A survey in Japan highlighted both positive and negative effects from telework specif-
ically related to subjective well-being, knowledge management, and job performance
(Japan Times, 2020). Positive consequences were reported to be reduced stress from the
absence of commuting (68%), being able to work and care for family members at the
same time (48%), and less time spent on unproductive overtime (42%). Negative effects
included work that has to be done at the office (72%), reduced closeness with work col-
leagues (39%), and difficulties communicating with bosses and coworkers (36%). These
undesirable consequences are directly related to the management of knowledge, which
depends on location-specific knowledge and to the creation, sharing, and application of
knowledge.

COVID-19 has in effect changed how people interact, communicate and work,
because of the fear of infection, social distancing and telework. This drastic change
in working conditions – working from home organized primarily for private activities,
rather than from an office designed to achieve organizational goals – is inevitably having
an effect of howemployees copewith knowledge and eventually their job performance. In
particular, prior telework experience and the frequency of telework need to be examined
(Allen et al., 2015; Taskin and Bridoux, 2010) as they can affect knowledgemanagement
(KM), or the selective handling of knowledge to fulfill one’s duties and help the firm
achieve its goals (Jennex, 2009). It is therefore crucial to investigate how knowledge can
still be created, shared, and applied under these new conditions, and propose countermea-
sures. This paper therefore investigates howmandatory telework has affected the amount
of KM activities based on prior telework experience and telework frequency. The results
will help Japanese and foreign practitioners update their organization’s work practices
in order to raise knowledge and worker productivity adapting to the new demands of
COVID-19 and eventually recover faster from the economic recession brought about by
COVID-19.

2 Literature Review

2.1 Telework from Home

Regular salaried employment performed at the employee’s home is referred to as tele-
work. It is also known as home-based teleworking or working from home. Leaving
aside less frequent instances, it can range from 1 day to 5 days a week (Aguilera et al.,
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2016). Numerous studies have been conducted on the factors influencing the accep-
tance of home-based telework, which are mainly concerned with the nature of work, its
perceived advantages and disadvantages, and fit with the company or country cultures
(Peters and Batenburg, 2015; Aguilera et al., 2016). Telework from home has been found
to be better suited for highly skilled and independent workers who see it as beneficial to
their professional and personal lives (De Graaff and Rietveld, 2007; Pérez et al., 2003).

Key success factors of telework are many and include “time-planning skills, possi-
bility to work during the most productive time, reduced time for communication with
co-workers, possibility to work from home in case of sickness, supervisor’s trust; super-
visor’s support, possibility to save on travel expenses, possibility to take care of fam-
ily members, suitability of the working place at home and possibility to access the
organization’s documents from home” (Nakrošienė et al., 2019, p. 97).

In Japan, the Ministry of Health, Labor, and Welfare has shared public recommen-
dations for telework since 2004 and updated them in 2008 to highlight the benefits and
drawbacks of such work arrangement (MHLW, 2008). Some benefits of telework for
businesses include: business operations can continue in the event of a natural disaster, in
accordance with a Business Continuity Plan; attracting and keeping talent by enabling
flexible working styles; promoting work-life balance and corporate social responsibility;
and lowering costs for office space and commuting allowances (For regular employees,
the entire cost of the commute between home and work is covered by the employer in
Japan) (MHLW, 2008).

Additionally, there are benefits for employees, such as being able to work while
taking care of children or elderly parents, having more free time because they don’t have
to commute, expanding employment opportunities for the elderly and disabled who have
trouble traveling, and being able to work in a more peaceful environment that promotes
concentration and productivity. According to employee data, the guidelines also list
the drawbacks of telework, including separating work and personal time, working long
hours, evaluating one’s work, accessing documents located at the office, managing one’s
health, communicating with superiors, improving one’s skills, and earning less money
(MHLW, 2008).

Telework is called mandatory when the employee’s employer required it in order
to abide by the COVID-19 emergency declaration orders issued by the prefectures
where their offices are located. This environment allowed for home-based telework
to be deployed without consideration for suitability as long as tasks could be completed
remotely using a computer and a phone. The distinction between voluntary and manda-
tory telework has been made in the past by examining whether telework was based on
the employee’s personal preference or rather on the employee feeling obliged to accept
(De Cuyper and De Witte, 2008; Lapierre et al., 2016). Notably, whether telework is
voluntary bears consequences on teleworkers’ level of training and preparedness for
telework.

2.2 Knowledge Management

KM is “the process for acquiring, storing, diffusing and applying both tacit and explicit
knowledge inside and outside the organization’s boundaries with the purpose of achiev-
ing corporate objectives in the most efficient manner” (Magnier-Watanabe and Senoo,
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2008, p. 22). This description highlights the dual nature of knowledge (Polanyi, 1966),
and it follows that telework – which induces a loss in face-to-face interactions – could
strain KM because of a shortfall in tacit knowledge. KM matters because it has previ-
ously been found to be an important source of individual and organizational performance,
especially in knowledge-intensive industries and firms (Abubakar et al., 2019).

A dominant conceptualization of KM is the knowledge value chain, which separates
the knowledge activities of the firm into a series of knowledge-related tasks duringwhich
employees participate in building anorganization’s competitive advantage (Wong, 2004).
Several models have been developed, and although they may vary slightly in terms of
stages and terminology (Chen and Chen, 2006), they generally consist of the three
major categories of knowledge acquisition or creation (or capture), sharing or storage
(or transfer), and application or usage (Heisig, 2009).

Knowledge acquisition, made up of knowledge identification and creation (Heisig,
2009), is the process of gaining newknowledge fromeither inside or outside the organiza-
tion and in either tacit or explicit form (Massa and Testa, 2009). Identification presumes
that knowledge already exists and is then accepted as such, while creation assumes the
formation of previously non-existent knowledge into new knowledge for the firm.

Knowledge sharing consists of formal and informal movements of knowledge
between organizational agents (Kianto et al., 2018) and it involves both giving and
receiving knowledge. Knowledge sharing is a function of trust, motivation, job satisfac-
tion, norms and values of an organization and leadership support (Hooff and De Ridder,
2004). Tacit knowledge, which is difficult to articulate, is inherently more difficult to
share, while explicit knowledge, which is easy to codify by nature, is easier to share
(Polanyi, 1966).

Last, knowledge application is the process of incorporating acquired or created
knowledge into the firm’s products, services and or practices to derive additional value
from it (Massa and Testa, 2009). It is intricately linked to learning, which can be either
exploitative or explorative (March, 1991). The former takes place along an existing tra-
jectory that has already been followed, while the latter occurs along an entirely different
trajectory that is new to the firm (Gupta et al., 2006).

2.3 Development of Hypotheses

2.3.1 Prior Telework Experience and KM

Prior telework experience is predicated on whether employees had previous training and
practice of remote work before COVID-19. Because telework almost always requires
technology to remotely communicate with coworkers or business partners, access doc-
uments, and more generally create, share, and apply knowledge, it presupposes high
ICT literacy and mastery (Nakrošienė et al., 2019). Furthermore, the advent of the
technology-mediated virtual office has made telework location-independent (Messen-
ger and Gschwind, 2016). Consequently, employees skilled in new technologies have
been found to be more willing to telework and conversely, those lacking such mastery
to be reluctant to work away from the office (Dias et al., 2022).

Lee andChoi (2003) had shown early the importance of collaboration, trust, learning,
skills, and information technology support, among others, for knowledge creation and
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other knowledge-related processes. Learning, skills and IT support can be related to
prior experience with telework, which can benefit from the study and practice of specific
competences. It follows that prior experience with telework will have a positive effect
on KM when working remotely. Therefore, we formulate the following hypotheses:

H1: For those with prior telework experience, KM activity will be higher during COVID-
19-related mandatory telework, compared to those without prior telework experience.

2.3.2 Telework Frequency and KM Activity

Telework frequency, or intensity, depends on the amount of time spent working remotely
(Gajendran and Harrison, 2007; Pérez et al., 2003). Occasional or ad-hoc telework hap-
pens when someone works from home on an as-needed basis, in the event of an illness
or of impromptu child care. Part-time or partial telework takes place when an employee
works someof the time fromhome, theworkplace or a client location in an intentional and
prearranged manner. And full telework occurs when a worker continuously works from
home or another location besides the office, only rarely visiting the company workplace
(Nakrošienė et al., 2019).

Taskin andBridoux (2010) have stressed the relationship between telework frequency
and KM. They argued that the loss of face-to-face communication, such as that enabled
through colocation, deprives employees of important channels such as nonverbal and
paralinguistic (Thatcher and Zhu, 2006) and therefore dilutes the quality and depth of
communication. This loss in media richness, previously highlighted by research on tele-
work using media richness theory, can lead to a decline in knowledge-related activities
(Magnier-Watanabe, 2022). Another deleterious consequence of telework frequency is
the disconnect between teleworkers and non-teleworkers, who have limited opportuni-
ties to establish and maintain trust because of a lack of face-to-face interactions (Taskin
and Bridoux, 2010). To a certain extent, higher telework frequency inhibits the transfer
of knowledge.

Nakrošienė et al. (2019) have confirmed a link between telework and higher produc-
tivity, brought about by less time interactingwith colleagues, a suitable working environ-
ment at home, and the possibility to care for family members when teleworking. In the
context of Japanese workers, Kazekami (2020) has established that telework increased
life satisfaction, which in turn improved productivity at work. Similarly, telecommuters
often report higher job productivity stemming from fewer interruptions at home and
being able to work while at their most productive during the day (Hartman et al., 1992).

However, at the same time, high telework frequency had also been shown to have a
negative impact on organizational knowledge creation and transfer (Bridoux and Taskin,
2005). This is because these two kinds of knowledge are directly related to interpersonal
relationships and organizational commitment (Szulanski, 1996; Nahapiet and Ghoshal,
(1998). High telework frequency is thought to have a harmful effect on social inclu-
sion and relationships with colleagues and supervisors, resulting in inferior creation and
transfer of knowledge identification with the firm and consequently on knowledge cre-
ation and transfer. Therefore, past research seems to indicate that telework is beneficial
to KM up to a certain frequency.

Based on the previous review of the literature, we argue that, for experienced tele-
workers, telework frequency will be related to higher KM activity, as long as they can
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meet their colleagues face-to-face once a week to acquire, share, and apply tacit knowl-
edge otherwise impossible to do remotely. Mandatory telework has a lesser influence
on KM habits, since those had already been developed and practiced in that setting. We
predict that, for those with prior telework experience, there is an inverse U-shaped rela-
tionship between telework frequency and KM activity, whereby KM activity increases
with telework frequency until they reach a peak at 4 days a week and drop when telework
is 5 days a week. Conversely, mandatory telework was a drastic change for those without
prior experience in telework, regardless of frequency. Those inexperienced employees
had to relearn how to work isolated for several days a week, leading to inefficiencies and
lower KM activity in general and at any telework frequency. Therefore, we put forth the
following hypotheses:

H2a: For those with prior telework experience, there is a U-shaped relationship between
telework frequency and KM activity peaking when telework is 4 days a week.
H2b: For those without prior telework experience, there is no relationship between
telework frequency and KM activity.

3 Methodology

3.1 Survey and Sample

The data was gathered in December 2021 using an Internet survey company. The sample
wasmade up of full-time Japanese employees in theTokyo area, somewith prior telework
experience, and some without, and all had been engaged in telework to some degree over
the period of interest between July 12 and September 28, 2021. In this sample of 945
respondents, 575 are without and 370 with prior telework experience. There is a majority
of male employees (73%), most with a university degree (72%), having subordinates
(62%), working as general employees (55%) in very large companies with more than
500 employees (49%) for more than 10 years (53%), having teleworked from home
during the period of study 3 days a week (24%), 3 days a week (20%), or 5 days a week
(29%) (Table 1).

3.2 Measures

KM activity related to acquisition, sharing, and application were assessed using three
items each from Kianto et al. (2018) on a 7-point scale; those asked for the respondents’
level of agreement with the following: Acquisition: we are stimulated to acquire or
develop new knowledge; we are focused on learning and exploring new ways of work-
ing; we have systems to capture new ideas and experiences; sharing: the management
motivates us to share our knowledge; we spend time to share ideas and experiences with
each other; we have the right systems to support knowledge sharing; application: we are
encouraged to make use of the available knowledge; we apply knowledge to improve in
our job; we have systems that make it easier to make use of available knowledge. And
telework frequency took the following values: 3: 1 day a week; 4: 2 days a week; 5:
3 days a week; 6: 4 days a week; 7: 5 days a week. Table 2 shows telework frequencies
for both groups of respondents.
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Table 1. Sample demographics

Indicator N % Indicator N %
Gender Function

Men 686 72.6 General employee 522 55.2
Women 259 27.4 Section chief 194 20.5

Age Manager 105 11.1
20-24 36 3.8 Senior manager 33 3.5
25-29 178 18.8 Top management 43 4.6
30-34 69 7.3 CEO 16 1.7
35-39 87 9.2 Other 32 3.4
40-44 93 9.8 Company size
45-49 138 14.6 <10 29 3.1
50-54 98 10.4 10-49 91 9.6
55-59 103 10.9 50-249 223 23.6
60-64 143 15.1 250-499 144 15.2

Education 500+ 458 48.5
High school 64 6.8 Tenure
Professional school 50 5.3 2-5yrs 265 28.0
Associate degree 28 3.0 5-10yrs 175 18.5
University degree 684 72.4 10yrs+ 505 53.4
Master degree 93 9.8 Prior telework exp.
PhD degree 24 2.5 None 575 60.8
Other 2 .2 1-3 times per month 86 9.1

Occupation 1 day a week 66 7.0
Top management 223 23.6 2 days a week 79 8.4
Profess. / tech. work. 230 24.3 3 days a week 59 6.2
Office worker 332 35.1 4 days a week 54 5.7
Sales staff 83 8.8 5 days a week 26 2.8
Service staff 31 3.3 Telework frequency
Other 46 4.9 None 0 0

Subordinates 1-3 times per month 0 0
0 356 37.7 1 day a week 74 7.8
1-5 262 27.7 2 days a week 179 18.9
6-10 124 13.1 3 days a week 230 24.3
11-30 102 10.8 4 days a week 188 19.9
31+ 101 10.7 5 days a week 274 29.0

For the KM constructs, Cronbach’s alpha was 0.893, 0.891, and 0.873, respectively,
thus denoting internal consistency. A factor analysis of those items confirmed three
factors explaining 6% for acquisition, 72% for sharing, and 5% for application, for a
combined total of 83%, thus confirming convergent validity. Constructs related to KM
show some collinearity (above 0.8) but were kept as is to evaluate each of them separately
(Table 3).

Table 2. Telework frequencies among the two groups

Telework frequency Without prior telework experience With prior telework experience
N % N %

1 day a week 55 9.6 19 5.1
2 days a week 116 20.2 63 17.0
3 days a week 150 26.1 80 21.6
4 days a week 92 16.0 96 25.9
5 days a week 162 28.2 112 30.3

Total 575 100.0 370 100.0
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Table 3. Means, standard deviation and correlations of study variables

  Mean SD 1 2 3 4 5 6 7 8 9 10
1. Gender 1.274 0.446 1 

2. Age range 6.330 2.559 -.293** 1 

3. Education 3.817 1.019 0.001 -0.055 1 

4. Tenure 4.254 0.867 -.229** .614** -0.022 1 

5. Subordinates 2.291 1.349 -0.045 0.014 .087** .137** 1 

6. Company size 3.964 1.176 -.106** .152** .129** .223** .148** 1 

7. Telework 
frequency 5.433 1.295 0.013 0.022 0.052 -0.039 -.110** 0.041 1 

8. ACQ 4.835 1.326 .074* -.275** .072* -.221** .165** -0.006 0.043 1 

9. SHARE 4.780 1.370 0.060 -.251** 0.061 -.194** .190** 0.010 0.056 .829** 1 

10.APPLY 5.007 1.243 .082* -.241** .075* -.176** .152** 0.034 .078* .806** .861** 1 

Gender: 1=male; 2=female
Age range: 2=20-24; 3=25-29; 4=30-34; 5=35-39; 7=40-44; 7=45-49; 8=50-54; 9=55-59; 10=60-64
Education: 1=High school; 2=Prof. school; 3=Associate degree; 4=University; 5=Master degree; 6=PhD; 7=Other
Tenure: 3=2-5yrs; 4=5-10yrs; 5=10yrs+
Subordinates: 1=0; 2=1-5; 3=6-10; 4=11-30; 5=31+
Company size: 1=<10; 2=10-49; 3=50-249; 4=250-499; 5=500+
Telework freq.: 3=1 day a week; 4=2 days a week; 5=3 days a week; 6=4 days a week; 7=5 days a week
KM: 7-point Likert scale
*p<0.05; **p<0.001

4 Results

4.1 Differences in KM Activity Based on Prior Telework Experience

In order to test H1, a t-test was conducted between those with and without prior telework
experience. All differences in KM activity between the two groups are highly significant
(p < 0.001). Those with prior telework experience display higher levels of KM activity
compared to those without prior experience, providing support for H1 (Fig. 1) (knowl-
edge acquisition: M= 4.611 SD= 1.344 vs. M= 5.182 SD= 1.220, t(943)= –6.606, p
= 0.000; knowledge sharing: M = 4.24 SD = 1.396 vs. M = 5.177 SD = 1.228, t(943)
= –7.346, p = 0.000; knowledge application: M = 4.812 SD = 1.272 vs. M = 5.311
SD= 1.134, t(943)= –6.140, p= 0.000). Differences notwithstanding, all KM activity
modes were above 4.5, mildly indicating positive evaluations for all, and more so for
those with prior telework experience with KM activity above 5, on a 7-point scale.

4.2 Relationship Between Telework Frequency and KM Activity

In order to testH2, analyses of variance (ANOVA)were conducted to examinedifferences
based on telework frequency per week. Figure 2 plots KM activity based on telework
frequency per week. For respondents with prior telework experience (n= 370), there are
statistically significant differences based on telework frequency per week for all three
KM activity modes, with the highest levels of KM activity when teleworking 4 days a
week, thus providing support for H2a: knowledge acquisition (F(4,365) = 10.582, p =



Telework Experience and Frequency, and Knowledge Management 59

0.000); knowledge sharing (F(4, 365)= 8.396, p= 0.000); knowledge application (F(4,
365) = 7.879, p = 0.000). In addition, post-hoc comparisons using Tukey HSD tests
show that statistically significant differences exist based on telework frequency, albeit
not between every frequency (not shown); however, the trends are clear, with a peak at
4 days a week, and a drop at 5 days a week.

Furthermore, for respondents without prior telework experience (n= 575), there are
no statistically significant differences for KM activity, providing support for H2b.

3.5
4.0
4.5
5.0
5.5

Without With Without With Without With

ACQ SHARE APPLY

Fig. 1. Means of KMactivity for thosewithout andwith prior telework experience (all differences
significant at p < 0.001)
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Fig. 2. KM during mandatory telework

Toprovide further evidence forH2, quadratic regression analyseswere conducted and
indeed established that nonlinear relationships exist (Salkind, 2010) between telework
frequency and KM activity on the hand, and between telework frequency for those with
prior telework experience (Table 4, Fig. 3).

An increase in telework frequency from 1 to 4 days a week meant an increase in KM
activity, but telework frequency of 5 days aweek – that is full telework – resulted in lower
KM activity. This inverse U-shaped relationship suggests that telework frequency is
detrimental to KMactivity when teleworking every daywithout a single day in the office.
In otherwords, increased telework frequency helps employeesmaster collaboration tools
and results in higher KM activity, as long as they can also meet colleagues and partners
face-to-face at least once a week. Beyond 4 days a week, telework causes diminishing
returns with a decline in KM activity.
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Although our analyses confirm a U-shaped relationship between telework frequency
and KM activity, it should be noted that R2 is low, meaning that the model accounts for
a low amount of variability, suggesting that other explanatory variables not evaluated
here may be important.

Table 4. Quadratic regressions between telework frequency and KM activity for those with prior
telework experience

ANOVA Regression equation

Knowledge acquisition F(2,367)=14.177, p=0.000 Y =-0.761 + 2.400*x - 0.228*x*x;
R2=0.072, p=0.000

Knowledge sharing F(2,367)=11.344, p=0.000 Y =-0.468 + 2.233*x - 0.209*x*x;
R2=0.058, p=0.000

Knowledge application F(2,367)=11.432, p=0.000 Y =-0.009 + 2.015* x - 0.181*x*x;
R2=0.059, p=0.000

Fig. 3. Curve fitting with quadratic regression of KM using telework frequency

5 Conclusion

This research investigated how mandatory telework has affected KM activity based on
prior telework experience and telework frequency. First, we found differences based on
prior telework experience, whereby experienced teleworkers displayed higher KM activ-
ity compared to telework novices, during mandatory telework. This outcome suggests
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that training and practice of using remote work can significantly increase KM activity
when forced to telework. As part of business continuity planning, now standard when
trying to mitigate the adverse effects of disruptive incidents, firms should provide basic
training as well as opportunities to experience telework to key knowledge workers. The
need for telework education and try-out was further supported by the fact that there was
no relationship between telework frequency andKMactivity for those without prior tele-
work experience; it indicates that telework novices had to relearn how to work, isolated
at home, leading to persistently low KM activity.

Second, for those with prior telework experience, an increase in telework frequency
from 1 to 4 days a week meant an increase in KM activity, but full telework – that is tele-
work frequency of 5 days a week – resulted in lower KM activity. This inverse U-shaped
relationship suggests that full telework is detrimental to KM activity for experienced
teleworkers. In other words, higher telework frequency helps experienced teleworkers
manage knowledge, as long as they go to the office once a week. Beyond four days a
week, telework causes diminishing returns with a decline in KM activity. Low telework
frequency is probably facing the issue of having absent colleagues at the office, resulting
in lower KM activity due to a lack of colocation, even when the respondent is at the
office. And those who telework fully without setting foot in the office end up engaging
in less KM because the absence of face-to-face interactions deprives them of a critical
channel for managing tacit knowledge. Some companies have recently come to the same
conclusion and asked engineers to come to the office once a week (Japan Times, 2022).

In conclusion, this research has found that, first, prior telework experience results
in higher KM activity when forced to telework, and second, that one day a week in the
office contributes to higher KM activity among experienced coworkers, owing to the
dual explicit and tacit nature of knowledge.
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Abstract. The developments in cutting-edge technologies, such as mobile sys-
tems, artificial intelligence (AI), robotics, the Internet of Things (IoT), embedded
computing, 3D printing, genetic engineering, and quantum computing are the role
of tacit knowledge embedded in the human brain. The rationale that necessitates
this study is that tacit knowledge, hidden in the human brain/mind, has become
an enabler that results in quality service delivery in organizations. To establish
the role of tacit knowledge for enhanced quality service delivery in organiza-
tions in the context of Africa, three research objectives were used to guide the
study, namely: examine tacit knowledge in organizations, determine cutting-edge
technologies, and explore the role of tacit knowledge in organizations. In this
study, a multi-stage approach that comprised qualitative content analysis and a
phenomenological research approach was employed. Findings reveal that tacit
knowledge is applied in all aspects of the organization especially when the orga-
nization is in a critical situation, employees come together as a team using their
various expertise in ensuring the organization is viable, competitive, productive,
and sustained irrespective of the context. The carriers (human beings/brain/mind)
know more than they thought, especially when engaging in discussion. Cutting-
edge technologies of mobile systems, AI, robotics, IoT, embedded computing, 3D
printing, genetic engineering, and quantum computing serve as supporting tools
in the roles that tacit knowledge plays in the organization. Findings revealed that
the role of tacit knowledge in organizations is to solve certain problems, decision-
making, plan, and execution of tasks. The study recommends the need to value and
treat the carriers of the tacit knowledge better than the technologies itself which
serve as tools only.

Keywords: Information · Knowledge · Tacit · Service delivery · organization ·
productivity · private and corporate organization

1 Introduction

Tacit knowledge has proven to be the panacea to organizational problems [1], because
of hidden expertise in the human brain/mind. The hidden know-how in the human
brain/mind which is unveiled when actions/activities take place in the organizations
is seen as an enabler that results in quality service delivery in the organizations. [2]
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notes that tacit knowledge comprises insights, innovations, human behaviour, intelli-
gence, and fresh ideas that are products of organizational sustainability. The insights,
innovations, human behaviour, intelligence, and fresh ideas cannot work in isolation,
but rather through humans effort. As employees continue to engage in one task or the
other where they discuss with each other, even though certain challenges with situations
abound in the organization, the employees show capability in their work performance.
This is also supported by [2] who attests that most activities experienced in corporate and
private organizations were the effort of tacit knowledge. The impact of tacit knowledge
is shown through its sharing among colleagues’ behaviour thus leading to innovative
work performance of tasks exhibited.

While employees exhibit their tasks in tacit knowledge application in work produc-
tivity or performance in the organization, the study by [3] indicates that cutting-edge
technologies of mobile systems, artificial intelligence (AI), robotics, the Internet of
Things (IoT), embedded computing, 3D printing, genetic engineering, and quantum
computing have only served as supporting tools for enhanced quality service delivery
in the organizations. Consumers have continued to interact with cutting-edge technolo-
gies to support their business transactions. The behind the scene activities and success of
results achieved inwork performance by employees, competition, daily accomplishment,
planning, and decision-making is the tacit type of knowledge in humans. The tacit type
of knowledge being an enabler to the success of activities in the organization is supposed
to be recognized and appreciated more than cutting-edge technologies that only gave
birth to transformation and development in organizations. Therefore, the focus of this
paper is to investigate the role of tacit knowledge in enhanced quality service delivery
in organizations.

The paper applied the qualitative content analysis and phenomenological research
approach based on the authors’ lived experiences and expositions in their careers. The
adopted research approach has helped to addressed the role which tacit knowledge has
brought for enhanced quality service delivery in organizations. The purpose of this paper
reflects on tacit knowledge (knowledge in the human brain/mind) and how it has sup-
ported and transformed the organization compared to the cutting-edge technologies of
mobile systems, AI, robotics, IoT, embedded computing, 3D printing, genetic engineer-
ing, and quantum computing mostly celebrated today. The implication of the identified
variables “tacit knowledge and cutting edge technologies” and roles of tacit knowledge
in organization were buttressed.

In this paper, we provided an overview of the literature surrounding the capability
of tacit knowledge, and cutting-edge technologies in Sect. 2, followed by the research
approach for the study in Sect. 3. Section 4 entails the findings/contribution of the study,
while Sect. 5 connotes the implication of the study while 6 is the conclusion of the paper.

2 Background

To survive as an organization, especially in a continuous fluctuating economy where
certainty is not sure, pressures from customers are increasing and opportunities declin-
ing, it is essential to advance abilities that will support them to effortlessly adjust [4].
These abilities are time-consuming with substantial organizational effort. It would help
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accomplish the level at which the organization operates with reliance on employees [4].
Tacit knowledge has previously been situated as one of these abilities. Several tasks/work
operations, transformation, planning, and implementation of innovations have advanced
fromone phase to another through the supportwhich cutting-edge technologies ofmobile
systems, AI, robotics, IoT, embedded computing, 3D printing, genetic engineering, and
quantumcomputing offered in the organizations. Thesewere the result of tacit knowledge
embedded in human beings. These cutting-edge technologies have been implemented in
many sectors in Africa, where effectiveness, efficiency, and quality service delivery are
ensured. Most of the effectiveness, efficiency, and quality of services delivered in private
and public corporations make the organization more viable, competitive, and sustainable
hence staff members continue to put in their best in what they know to do. The tasks/job
performance carried out in the organizations (private and/or corporate) depends mostly
on the support which the employee (humans), put into their services.

The efforts that employees exert on work operations or practices are reflected in
how much tacit type of knowledge is used. For example, solving a financial account for
an organization through the support of mobile systems, using AI to diagnose a patient
with a certain ailment, applying robots for security detections in a company or homes,
and embedded computing for the operation of systems and application software and
formulating aprogram for anykindof tasks in the organization [5]. The feasibility of these
services and tasks which became a reality through the effort of cutting-edge technologies
could not have been possible if humans were not involved. The tacit type of knowledge
embedded in them [6] in this context relates to the humans effort. There were other
reflective quality services in organizations found in the cutting-edge technologies that
include:AI,Machine learning, and algorithms serving commercial applications purposes
of information, data, images, and text storage [7]. Another point of concern with AI is the
study by [8] that refers to intricatematters that surround decisionsmaking about people’s
job recruitment and the government distribution of services and well-being payments.

The use of systems for computerized decision-making by companies and govern-
ments, brought thoughtful influences on livelihoods [7]. Another dimension of influence
in cutting-edge technologies experienced in digitalization programs of audit processes
is the modernization and enhancement that surrounds the working condition of the audit
profession, audit process, and auditor [9]. These events involve the application of criti-
cal thinking skills [10], hence the need for the tacit type of knowledge embedded in the
human mind/brain. The reason for the tacit type of knowledge embedded in the human
mind/brain is that all the ideas, innovation, and creativity resulting in cutting-edge tech-
nologies were proven to take the attention of humans in all organizations globally. The
abilities that reside in human beings [6] are not the same in relation to the application
of critical thinking skills [10], nurtured by humans hence the tacit type of knowledge
cannot be undermined for enhanced service delivery in the organizations.

3 Research Method

To achieve the aim of this study, a multi-stage approach was employed. First, the
researchers applied the qualitative content analysis of literature harvested from online
database of Google Scholar. The qualitative content analysis was internalized where
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salient points extracted in relation to tacit knowledge, cutting-edge technologies and
the role of tacit knowledge are used by employees to support their operations/work
performance on daily basis in the organizations. Second, a phenomenological research
approach was also considered in this study. A phenomenological approach was consid-
ered appropriate due to its usefulness to understand the lived experience and exposition of
the researchers have worked in different organizations in the context of Africa. The study
by [11] and [12] assert that a phenomenological approach is dedicated to the orderly
investigation of personal experience based on the lifestyle lived, career track records
and the impact made on people in society which could be remembered or used as the
basis for reference. The authors of this study considered the qualitative content analysis
and phenomenological research approach based on their expertise in knowledge man-
agement (where tacit knowledge is situated) and cutting-edge technologies of mobile
systems, AI, robotics, IoT, embedded computing, 3D printing, genetic engineering, and
quantum computing. The two variables have had significance in corporate organization
with relation to work performance, innovation, and transformation.

In the qualitative content analysis of literature [13] and phenomenological research
approach applied [14], the authors interpreted different literature based on experiences
and exposition on work carried out in different organizations (private and public). The
work practice attributes to the authors expertise progression, career, and published arti-
cles they have read on their own, which also supports the role of tacit knowledge and
how it is used in the organization. The study by [11, 15–17] and [12] to mention a
few, have also applied the use of qualitative content analysis and a phenomenological
research approach in their study. The authors established that the qualitative content
analysis and phenomenological research approach helps to explore better understand-
ing of internalised literature and the lived experience of the various phenomenon of the
authors. In this study, the authors made an intelligent critique of their personal lives and
social world. The authors experience on howmuch they have learned in their careers puts
transformation and impact on the use of tacit knowledge and cutting-edge technologies
to support quality service delivery in the organization. While the study emphasized the
authors’ shared experience with cutting-edge technologies and the role of tacit knowl-
edge for enhanced quality service delivery in the organization, a lot of differences and
similarities of the components emerged as well.

The next sections addressed the findings and implication of the study based on
qualitative content analysis and phenomenological approach of the lived experiences and
exposition of the authors in their career progression. The main emphasis highlighted is
tacit knowledge, cutting-edge technologies, and the role of tacit knowledge for enhanced
quality service delivery in the organization.

4 Findings and Implication of the Study

This study investigated the role of tacit knowledge in enhanced quality service delivery in
organizations. This section presents the findings and implication of the study as it relates
to tacit knowledge, cutting-edge technologies, and the role surrounding tacit knowledge
for enhanced quality service delivery in the organization. The findings obtained were
based on qualitative content analysis of literature harvested from online database of
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Google Scholar and the phenomenological approach of lived experiences and expositions
of the authors in their career progression. The specific work, and research carried out in
different organizations (private and public) were part of the phenomenological approach
adopted in the study.

4.1 Tacit Knowledge in the Organization

Tacit knowledge is key to organizational productivity. Most of what employees carry
(knowledge) is hidden until a certain responsibility/task is given. The tasks begins to
unveil itself based on what the knower do. One remarkable emphasis that has lasted the
test of time is the one made by [18] regarding tacit knowledge embedded in the SECI
model [18]. [19] emphasized that what employees do in the organization is knowledge-
generating processes where they create new knowledge through their product design
and service delivery. Apart from Nonaka, several studies by [20–22] has made use of
SECI model based on its usefulness in explaining tacit knowledge application in service
delivery. For example, in the mobile technology industry, prior to when the Apple,
iPhone, Samsung, and computer is designed, the expert uses their tacit knowledge to
assemble all the raw materials or different apparatus and devices required in each stage
of production of the technology. The SECI model [18] enables all the employees to
socialize (sharing experiences and interact wiht employees through tacit knowledge)
[23], externalize (conversion of tacit to explicit) [23], combination (explicit renewed
to explicit knowledge) [24], and internalization (converting explicit to tacit knowledge)
[18]. [2] alludes that tacit knowledge being innovation, ideas, and creativity of human
beings led to the development of cutting-edge technologies of mobile systems.

The tacit knowledge is the innovation, ideas, and creativity emanated from the dis-
course of individual expertise. It can also be attributed to experiences and knowledge
acquired over the years among employees on what they know best. Tacit knowledge
would continue to remain an incubator of innovations and cutting-edge technologies
that resulted in transformation of the organizations.

This has been the experience of the authors throughout their career progression hav-
ing worked in different private and public organizations in Africa, where they converted
explicit knowledge to tacit and vice versa. The reason the authors of this paper felt
the qualitative content analysis of literature and phenomenological research approach is
more appropriate in this study is aligned with where they showcase their thoughts and
experiences on how tacit knowledge remains an enabler to organizational productivity.
The extent to which employees could tell how much know-how they posses and have
acquired reflects on knowledge application in the production of goods and services being
enabler in this ever-changing world of uncertainty.

4.2 Cutting-Edge Technologies

Cutting-edge technologies have become the panacea through which organizations are
sustained on daily basis in the present-day knowledge economy. The position or roles
which cutting-edge technologies of mobile systems, AI, robotics, IoT, embedded com-
puting, 3D printing, genetic engineering, and quantum computing has played cannot be
underestimated in organizations globally, including those in the African context. The
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cutting-edge technologies described in this paper are considered evolving in the growth
of the organization for better and quality service delivery. For example, in the health
sector, the study by [25] emphasized that AI has become a cornerstone incorporated into
real-life sciences that focuses on faster innovation in the form of human support.

Another point of departure according to [26] is robots which are now usedworldwide
for cyber security measures in companies and homes. The reason for its infusion is to
avoid exposures, outbreaks/attacks into systems. The level of insecurity in organizations
is becoming alarming and also increasing on daily basis, hence alternative measures of
plating robots, cameras, gadgets, and other chips to combat the insecurity threat. These
measures have helped to a large extent in combating and reducing attacks witnessed in
many organizations. The infusion of cutting-edge technologies has helped organizations
to compete among its counterparts in several ways. It is as a result of this practice that
its relevance continue to add value to the organizations.

4.3 Role of Tacit Knowledge in Organizations

By”role”, the authors of this paper refers to what employees do in the organization. Role
are aligned with responsibility/obligation of employees. The role of employees ranges
from leadership role, mentorship, managing innovation, service manager, executive offi-
cer, section officer among others in the organization. The role of tacit knowledge are
hidden treasures or secrets that could safeguard an organization from getting into a diffi-
cult situation. The role of tacit knowledge in organization helps to eradicate complexity
which could have been difficult to handle ordinarily [27].

The study by [27] which have a link to [19] emphasizes on conversion phase of
knowledge having different dimensions as earlier mentioned by [18]. Could you have
thought or imagine that knowledge are converted from tacit to explicit and verse versa
[18]. It was the effort by [18], now replicated in other studies, making the practice
come into existence. The act of tacit knowledge application which is seen in the role of
employees is interesting because depending on the type of knowledge the seeker requires,
conversion usually take place. It has enabled the exchange of currency in monetary value
in the business world. The exchange of currency in monetary value implies that money is
converted fromone context to another to serve a specific purpose. In this study the authors
understood and appreciated [18] work that knowledge can be converted depending on
the purpose for which it is required in the organization.

[28] refer to the reduction of uncertainty and collective interface of organization
knowledge. It is believed that the role of tacit knowledge would solve problem of uncer-
tainty that were difficult ordinarily. The impact of organizational culture [29] is crucial
because it helps to determine the extent to which the organization could grow irrespec-
tive of the context. When there are well-cultured people in the organization, it affects
everything they do. The authors of this paper would like to draw a salient point from
the study by [30] that dwells on the reconciliation of different thoughts of employees.
It is important because people agree to disagree based on their different beliefs, expo-
sition, and philosophy about life. The reason employee apply their beliefs, exposition,
and philosophy is to ensure all have a consensus on what needs to be addressed for the
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progress of the organization and the tasks assigned to them. The role of tacit knowl-
edge is overwhelming when debated especially with quality service delivery because
employees apply it in ensuring success is attained in the organization.

5 Implication of the Study

The implicationof the study is that tacit knowledge is fundamental in all spheres of human
endeavours. Tacit knowledge refers to the voice of the individual/employees through
which his/her position is acknowledged in the organization. Without tacit knowledge, it
is difficult to tell what an individual or employee is capable of, especially when it relates
to showcasing talent in best practices in the organization and ever-changing world. The
vitality of the corporate world today results in the know-how (tacit of human beings) of
employees in the organization. A situation where employees do not have what it takes
(know-how), to function, it therefore means, there is a serious problem, possibly because
the individual is not capable in relation to having sufficient knowledge application in
service delivery in the organization (private or public) [6].

The strength which organizations have depends largely on the carrier of the knowl-
edge (humans) portrayed in what they do, hence the role of tacit knowledge discussed
in this context cannot be overemphasized. The qualitative content analysis and phe-
nomenological approach used in this study have assisted the authors to understand that
organization cannot survive without the role of tacit knowledge which employees exhibit
in their tasks. In this ever changing economywhere certainty is not sure, and the informa-
tion needs of customers are on the increase, application of the role (hidden treasure) of
tacit knowledge becomes necessary for competition among organization/business enter-
prises. One of the roles (hidden treasures) of tacit knowledge identified in this study is
the need to harness, tap, and shared stored knowledge embedded in employees. This is
one of the best ways management of the organization would gain confidence in retaining
their customers and other business partners. Among the quality of services envisaged in
a public and private organization in relation to the role of tacit knowledge application
is to ensure customers are served timeously and treated with respect and utmost prior-
ity. The employees should collaborate with one another thus taking deliberate steps in
ensuring teamwork is continuous among employees. Most activities and tasks carried
out in corporate and private organizations globally were the effort of tacit knowledge
application in work productivity or performance.

6 Conclusion

The study established that the role of tacit knowledge for enhanced quality service
delivery in the organization is multi-faceted. There is no organization in the present-day
context that could survive without the application of tacit knowledge utilized for differ-
ent service delivery. The tacit type of knowledge expressed by employees differs in job
descriptions and fields of expertise. The study emphasized that organizational strength
depends more on the effort of their employees based on the know-how (humans) por-
trayed in the tasks performed. The understanding surrounding the role of tacit knowledge
as unveiled in this study indicates that as employees begin to share what they know, they
filter old knowledge and gain new ones for better and quality service delivery.
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The study reveals that in the infinite shifting economy where certainty is not guaran-
teed, and customer information needs increasing, the organization has to offer strategic
ways to survive. Tapping into the role (hidden treasure) of tacit knowledge becomes
necessary, especially among young and growing competitive organization and other
business enterprises. It is believed that when employees share their hidden treasure
(deep knowledge-tacit) identified in this study the employees and organization will be
sustained.While the study emphasizes that the role of tacit knowledge for enhanced qual-
ity service delivery in an organization differs from one context to another, the need to
harness, tap, and shared stored knowledge embedded in employees is crucial because no
knowledge is lost. Although cutting-edge technologies of mobile systems, AI, robotics,
IoT, embedded computing, 3D printing, genetic engineering, and quantum computing
has and would continue to support and transform the organization.

The role of tacit knowledge has proven beyond measures because it gave birth to the
cutting-edge technologies promoted today. The study concludes that since tacit knowl-
edge (hidden know-how in the human brain/mind) is what gave birth to cutting-edge
technologies, the time to promote and showcase tacit knowledge for task accomplish-
ment is now.Althoughmuch emphasis debated among scholars, and research publication
in recent times are on cutting-edge technologies in all sectors, rethinking the potential
surrounding tacit knowledge becomes imperative. A constraint of this research is that
only a few studies in the context of African private and public organizations have been
carried out. There is a knowledge gap in existing literature, methodological approach and
theoretical framework in relation to role of tacit knowledge application in organizations
which this study has filled.

In terms of future research, we acknowledge the position of different stakeholder
in higher education and health institutions, thereby giving consideration to the roles of
stakeholder tacit knowledge in sustaining the organization.
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Summary. The aim of this research study is the analysis of the cybersecurity
management in micro, small and medium enterprises (MSMEs or MIPYMES)
in Colombia. To reach this objective, the quantitative approach methodology
was used, with a descriptive exploratory scope, in coherence with the research
approach.

To collect the information, a questionnaire was used, applied to 130 MSMEs
companies from 23 states in Colombia. The results of the research study show that
a considerable percentage of MSMEs in Colombia is aware of what cybersecurity
is, and themain procedures that they carry out, depending on the InformationTech-
nology and Communications is about payments. The analysis leads to conclude
that, while the enterprises knowwhat cybersecurity is, they do not develop actions
to mitigate risks originated from cyberattack threats. This is evident, among sev-
eral other reasons, because in its great majority, they do not count with a unit in
charge of managing cybersecurity, and when they make third party agreements
of information services, they do not establish confidentiality agreements. These
steps are essential for a safe digital transformation of MSMEs in Colombia.

Keywords: Cyberattacks · Cybersecurity ·MSMEs · Risk management

1 Introduction

Throughout history, several industrial revolutions have taken place, which have brought
changes that have impacted society as a whole. Each revolution has been recognized by
the appearance of a pivotal milestone: first revolution:mechanization; second revolution:
electricity; third revolution: the computer, and the fourth revolution: Cyber-physical
systems, being understood as an integration between physic, digital, and biological
processes [1]. The fourth industrial revolution has brought opportunities and challenges
for people as well as for enterprises.

As far as opportunities are concerned, this revolution has allowed in a snappy way,
the democratization of access to information, and the use of pillars such as data analysis,
big data, artificial intelligence, internet of things, among others. These opportunities,
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unlike the previous industrial revolutions, are accessible to companies, regardless of
size; Micro, small and medium enterprises (MSMEs) - are among the most benefitted,
since costs are more affordable than in the past.

Regarding challenges, due to every time bigger digital transformation of business
processes of organizations, threats have increased against availability, integrity, and
confidentiality of information. Digital security attacks in the big corporations, are more
publicized, and therefore are better known. Most usual ones are user accounts compro-
mise, ransomware, web application vulnerabilities, and denial of services. Some recent
cases in Colombia: case EPM, one of the main enterprises of the power generating sector
in Colombia; case Sanitas, a Health Care Services promoting company, whose access
to health services was disabled by a cyberattack for several weeks, to nearly 5,5 million
users, as well as services of the Superintendence of Industry and Commerce. [2]. How-
ever, (MSMEs) are the most vulnerable enterprises that face these threats. The situation
becomes relevant with respect to acceleration of digital transformation caused by the
Covid 19 pandemic, and keeping in mind that MSMEs represent more than 90% of
the national productive sector, which generate about 35% of the GDP (Gross Domestic
Product), and 80% of employment throughout Colombia [3].

This paper analyzes cybersecurity management by MSMEs in Colombia, inquiring
if they know the threats that they represent for continuity of their processes, and the
development of the value chain, and what steps are being taken on that respect. The
document is organized as follows: The problem is displayed in the first part, as well as
the justification and purpose of the research study. Then, the theoretical framework, and
the methodology. Finally, the results and conclusions are presented.

The paper is structured as follows: Sects. 2 and 3 describe the concept of cyberse-
curity, regulations in Colombia, and typology of Micro, Small and Medium Enterprises
in Colombia. Section 4 defines the research methodology, and the design of the paper.
Section 5 shows the results of the research study. Section 6 includes a discussion about
the research study. Section 7 defines an improving suggested route addressed toMSMEs.
Finally, Sect. 8 presents the conclusions and proposed future works.

2 Cybersecurity and Regulations in Colombia

Cybersecurity refers to the guarantee of confidentiality, integrity, and availability of
information in the cyberspace. This last factor refers to the environment product of
people interaction, software, and internet services [4]. Cyberattacks not only happen
to corporations, but also to individuals, with the intention of accessing their personal
information. A cyberattack includes all actions to deviate, alter, or destroy information
systems [5]. In the same sense, there are several types of threats to cybersecurity.

Cyberattack is an aggressive cyber action taken against people, corporations,
networks, systems, and services, with the intention of causing loss or damage [4].

Cyberspace is an environment resulting from the interaction of people, software,
and internet services, by means of technological devices and networks connected to
each other, but which physically do not exist [4].

Vulnerability is the intrinsic property of something resulting sensitive to a risk source,
that can lead to an event with a consequence [4].
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Spoofing (Phishing) consists in sending misleading electronic mails similar to elec-
tronic mails from reliable sources. The intention is the stealing of neuralgic information
from credit/debit cards, etc.

Ransomware is a type of malicious software. It is a kind of extortion with the purpose
of demanding money, to unlock files or systems of the affected user. It is possible for a
company to be subject to a ransomware attack and be forced to pay for the ransom to
decrypt their data [4].

Malware is a type of built software to get restricted access, or to cause damage to a
computer.

Social Engineering is a strategy used by delinquents to cheat and have personal
information disclosed. It is used to get money, or to access confidential information for
multiple purposes.

Many of the cybersecurity problems are also caused by the lack of expertise, or the
neglect of people in charge of managing the information [4]. These inconvenient are
caused due to the lack of understanding the risks implied in the use of cyberspace, by
staff not trained properly to do their work.

A cyberattack seeks two basic aspects: On one side, to somehow tampering with or
removing valuable information, and/or on the other side, make extortions or fraudulent
maneuvers with such information, chasing profit.

All organizations look for the achieving of strategic objectives, rigorously planned;
for that, an adequate custody and utilization of information is essential. A cyberattack can
jeopardize the Core Business of a company, according to that, [6] those are the neuralgic
activities of an institution, that’s to say, the ones that give meaning to the company, its
reason for being. That is why cyberattacks are real hazards to business continuity.

In the innovation age, countingwith tools that keep upwith technological advances is
more than essential, to understand their duality, that is to say, their positive characteristics,
but also the challenges it brings, [7] in the Oslo manual, innovation is defined as the
entrance of a new or improved product (good or service), of a process, of a new strategy
of commercialization, or of a new organizational method. The impact it would bring to
a company, the filtration of information on a new launching of a product or service in
the market, would be very important.

There are tools to get protected from cybercrime, such as for example the cyber
insurance, this is an important tool to reduce risks derived from damages for cyber-
attacks, while big corporations contract more and more cyber insurance, MSMEs are
more reluctant to do it, it could be due to lack of knowledge, or because they are not
conscious of real consequences of cyber risks [8].

Regarding international legislation, the following organizations are relevant to fight
the threats against cyber security: The Agreement on cybercrime of the European
Council– CCC (Agreement on cybercrime of Budapest), and Resolution AG/RES 2004
(XXXIV- 0/04) General Assembly of the Organization of American States.

As far as national legislation is concerned, efforts have been made in Colombia to
relieve cybercrime, that is why on 2018, a law was signed on cybercrime, adhering
to guidelines of the Budapest Treaty of 2001, on that topic. Such law [9], seeks the
prevention of crimes directed against the confidentiality, integrity, and availability of
systems, and the assumption of sufficient powers to vigorously confront such crimes,
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facilitating its detection, through investigation both, at national and international level,
allowing an efficient international cooperation. It is also relevant: Law 527 of 1999,
electronic commerce; Law 1273, Cybercrime; Law 1581 of 2012, protection of personal
data; CONPES 3854 of 2016, guidelines on Cybersecurity, and Cyber-defense.

3 Micro, Small and Medium – Sized Enterprises in Colombia

In Colombia, according to Law 905/2004, Colombian Enterprises Typology is based on
two criteria: number of employees and assets [10]. (See Table 1).

Table 1. Enterprise Classification

Size Work unit or Total assets $COP

Micro Work <= 10 employees, or total assets, excluding house <= $368.858.500

Small Work >= 11 and <= 50 employees, or total assets > $368.858.500 and <= $3.
688.585.000

Medium Work >= 51 and <= 200 employees, or total assets > $3. 688.585.000 <=
$22.131.510.000

Large Work > 200 employees, or total assets > $22.131.510.000

Source [13]

Micro-Companies generate 50.3% of employment, while Small and Medium create
30.5% of it. MSMEs are mostly concentrated in Bogota, Antioquia, Valle del Cauca,
Atlántico and Santander regions. Exports grew up to $1.437million in 2016, experienced
a contraction, by 5.7% since 2015. United States of America and Ecuador are the most
relevant Colombian products importers. Indeed, industrialists represent about 90.6% of
exports. Regarding legal aspects, 40% of businesses establish as companies’ society and
60% operates under legal natural person. Furthermore, “Productive Colombia” Program
refers to current situation forMSMEs, aiming efficiency.According toMINCIT,MSMEs
require double employees to generate the average value of a large company. Because
of this situation, MINCIT objectives for 2032 remain in competitiveness. Data confirm
that MSMEs are key to achieve this goal [11].

3.1 MSMEs Weaknessess

Colombian MSMEs weaknessess are similar to other countries: poor use of technology
(see Fig. 1), lack of experience in technology of information and communication and
unawareness of real opportunities given by the State or market. As a result of this,
MSMEs are operating under low efficiency and competitiveness rates [12].

3.2 MSMEs Strength

Access to credit is one of the most relevant advantages for Colombian MSMEs. Accord-
ing to the World Bank “Doing Business, 2017” Report, Colombia scores second at this
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dimension, overpassed by New Zealand [13]. In addition, MSMEs size favour flexibility
and quick change.

Fig. 1. Internet penetration rate for enterprises. Source [15]

4 Study

The purpose of this research study is the analysis of the cybersecurity management, in
the Colombian MSMEs’ (MIPYMES). To define the study universe, the total number
of MSMEs was taken into account in Colombia, while for calculation of the minimum
sample size, Mertens [14] was taken into account, who indicates that, according to
the purpose, for descriptive analysis and large-scale surveys, the minimum size is 100
cases. The study included a sample of 130 MSMEs. The study is solid, since it was
heterogeneous thanks to the fact that SMSs correspond to different regions of the country,
from 23 states. This condition lends weight to the research study.

4.1 Research Methodology

There are several approaches for research, according to Johnson and Christensen [15] “a
particular investigation can be completely qualitative or mixed, with qualitative empha-
sis, completely quantitative or mixed with quantitative emphasis, or mixed with both,
qualitative and quantitative emphasis.” (p. 81). In the case of this study, to achieve the
purpose of the research, the quantitative approach was used.

Scope: Descriptive – Exploratory. Descriptive, to the extent that they consider the
studied phenomenon, and its components, and exploratory, since a little-known problem
is studied, and prepares the ground for future studies [16]. Data collection technique:
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Questionnaire. Population: established MSMEs (MIPYMES) in Colombia. Sampling
technique: Probabilistic.

Sample: One hundred thirty (130) MSMEs from 23 states in Colombia, with the fol-
lowing distribution: Valle del Cauca, 28; Antioquia, 19; Bogotá, 17; Norte de Santander,
11; Santander, 9; Tolima, 8; Cundinamarca, 6; Magdalena, 5; Atlántico 4; Putumayo,
3;Risaralda, 3; Caldas, 3; Amazonas, 2; Huila, 2; Quindío, 2; Bolívar, 1; Boyacá, 1;
Cauca,1; Cesar, 1; Choco, 1; Guainía, 1; Guaviare, 1; Nariño. For the calculation of the
sample, the probabilistic sampling, simple random technique was used. For this purpose
and in order to make the sample representative, in the universe of the one hundred thirty
companies, it was taken into account that they were heterogeneous in terms of economic
sectors.

4.2 Research Design

The on-line survey integrates 14 questions. The questions of survey come from, mainly,
concepts about Cyber Security and characteristic of MSMEs. It was sent to Colombian
MSMEs. Each enterprise received a link in order to response the survey.

The on-line survey was structured as follows: three questions about general aspects
(Size, Economic sector and job position); then, eleven questions regarding Cyber
Security (see Table 2).

4.3 Research Question

The question that conducts this research is: What actions are carried out by MSMEs
in Colombia in order to guarantee the preservation of confidentiality, integrity and
availability of information in the Cyberspace?

5 Result of the Survey

As it can be seen (Table 3), most of the surveyed companies belong to the commercial
sector, which is consistent with the conformation of the business network in Colombia.
While it is true that these companies state that they know what cybersecurity is, and
that the key processes of their value chain depend on the Information Technology and
Communications, and on the cyberspace, it is evident that they do not take actions or
measures to guarantee the availability, integrity, and confidentiality of information.

The results show that very few companies take actions to mitigate cybersecurity
risks, such as: procedures, confidentiality clauses, encourage the importance of cyberse-
curity, and management of their users, and passwords, among others. Their main efforts
are restricted to antivirus software tools, antispyware, or firewall. This research study
shows that an important percentage of MSMEs (MIPYME) has suffered some type of
cybersecurity incident during the last two years.
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Table 2. Survey

No. Question Answer Options

1 Size of enterprise by number of employees Micro (1–10)
Small (11–50)
Small (11–50)

2 ¿What economic sector does the Enterprise
belong to?

Financial activities and insurance; Public
Administration and defense; social security,
education; Services; Wholesale and retail
trade; Transportation, logistics, storage,
accommodation; Industry; Manufacture;
Health, Pharmaceutical; Technology;
Taxes; professional activities; scientific and
technical; artistic activities, training and
entertainment, and recreation; Real estate
activities; Electricity, gas, vapor, water and
air; Mines and quarries; Agricultural
Information and communications;
Construction, Other

3 Position Manager/Coordinator/,External Consultant,
Professional (Accountant - Engineer -
Developer), Technician/Technologist,
Helper/Assistant, other

4 ¿Do you know what cybersecurity is?
informatic security or information security?

Yes, No

5 ¿Which of your processes are more
dependent from Information Technology
and Communication, and from Internet?
(Please check all options that you consider)

Inbound logistics. Outbound logistics,
Business operation (main processes),
Administration and Management,
Marketing and sales, Services, Payments or
transactions, Communication with third
parties (customers, suppliers, partners,
etc.), None of the above

6 ¿Does your company have an area to take
care of cybersecurity, or information
security?

Yes, it has an internal area, exclusively
assigned to the topic. Yes, it does, but it is
part of another area of the company. Yes, it
does, but it is contracted with a third party,
outside the company

7 ¿Are there procedures known by
employees, about security measures to be
considered, to guarantee security of the
company’s information?

Yes No

(continued)
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Table 2. (continued)

No. Question Answer Options

8 ¿Does the company provide orientation as
of how management should be done by its
users, and passwords in applications and
other information systems?

Yes No

9 ¿Does your company use software
(programs) antivirus, antispyware, or
firewall?

Yes
No

10 ¿Are actions and mechanisms developed to
generate awareness about cybersecurity or
information security, to guarantee
confidentiality, integrity, and availability of
the company’s information? customers’,
suppliers and employees’?

Yes No

11 ¿Do contracts with the company’s suppliers
explicitly include confidentiality and
security clauses of the information, to
indicate that the information must be
protected, and the computational resources
of the company, in case of having access to
them?

Yes No

12 ¿For how long can your key business
processes operate, without having access to
internet?

Minutes, Hours Days Weeks
Months

13 ¿Which do you consider is the most
important aspect to guarantee cybersecurity
or information security in the company?

Technology Processes People
All the above

14 ¿During the last 2 years, did your company
suffer from any type of incident of
cybersecurity? (For example: virus, loss of
information, fake e-mails, on-line payments
not authorized, etc.)

Yes No

6 Discussion

This research study shows that, while it is true that most of the surveyedMSMEs compa-
nies consider that they know about the cybersecurity concept, they have not appropriated
the concept, they have not internalized it in the organizations. Even though their pro-
cesses depend on the cyberspace, and that the tolerance threshold with respect to failures
is low, they do not assume the necessary measures to guarantee cybersecurity.

The results allow us to infer that the surveyed MSMEs do not make an adequate
management of cybersecurity risk, and that they allocate real few resources to guarantee
availability, integrity, and confidentiality of information. The first concept is reflected
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Table 3. Answers Obtained

Question Responses

1 Regarding the size of the company: Microenterprises: 22%; Small enterprises: 49%;
Medium enterprises: 29%

2 Regarding the economic sector which the enterprises belong to, the largest
participation corresponds to the commercial sector with 25%, followed by sectors of
artistical activities, training and recreation, and construction with 16% and 13%,
respectively

3 50% of people who answered the survey, hold management positions

4 68% of surveyed companies, stated that they know what Cybersecurity is, while
32% declared that they do not know

5 Regarding the question inquiring about which of the processes were more
dependent from Information Technology and Communication, and internet, 80% of
the companies stated that the most dependent one, is the process of payments and
transactions; 52%, administration of human resources; 44% services, and 35%,
marketing and sales

6 Regarding the question whether the company has an area to take care of
cybersecurity or information security: No, it does not, 64%. Yes, it does, it has an
internal area, exclusively dedicated to the topic, 11%. Yes, it does, but it is part of
another company, 15%. Yes, it does, but it is contracted through a third party outside
of the company, 10%

7 Regarding the existence of procedures, known by employees, about the security
measures to be considered, 70% of the companies stated that they do not have them,
30% stated that they do have them

8 Regarding the question about the management orientation of their users, and
passwords, 64% of the companies stated that they do not do it, 36% stated that they
do it

9 As far as the use of antivirus software is concerned, antispyware o firewall, 71%
stated Yes, while the rest stated that they do not use it, or that they do not know
those tools

10 About awareness of the importance of cybersecurity of the company, 69% stated
Yes, while 31% stated that they do not take any action in that sense

11 About the inclusion of confidentiality clauses and security of information, in third
party contracts, 54% stated Yes, they do it, while 46% stated that they do not do it

12 Regarding the time during which the business key processes can operate, without
having access to internet, 67% of the companies consider that they can tolerate
minutes, and as a maximum hour

13 Regarding the question about the most important point to guarantee cybersecurity or
information security of the company, the answer was: technology 22% of the
companies, processes 7%; people 12%, and all the above, 80%

(continued)
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Table 3. (continued)

Question Responses

14 About the question whether during the last 2 years, their companies have had some
type of cybersecurity incident, 70% stated that they have not had it, while 30%
stated that Yes, they have had it

in that, for example, no procedures and campaigns are established for awareness of
cybersecurity risks, and neither user management nor passwords, among others. The
second concept is evident to the extent that they do not have an organizational structure,
a unit in charge of the topic, and when they sign third party contracts, they do not set
confidentiality clauses.

The research study allows to confirm that these companies consider that to guarantee
cybersecurity, the most important thing is the technological dimension, and they ignore
the organizational and human dimensions. In fact, these last two concepts are the ones
that weight more out of causes for cybersecurity incidents. This agrees with the given
answers in the sense that they do not make awareness campaigns on the cybersecurity
risks, and they consider that, with antivirus software, antispyware or firewall is enough.
The Discovery in the sense that 30% of the surveyed MSMEs has suffered cybersecurity
incidents, is of great impact, for if we extrapolate the universe of MSMEs in Colombia,
which represent more than 95% of the companies network in the country, there is no
doubt that they certainly are in a situation of vulnerability and cyberattacks.

7 Adoption Roadmap

Based on the current study and theoretical framework – such as PDCA of Deming, -
we propose this step-in order to incorporate strategies for to guarantee cybersecurity at
MSMEs in Colombia (see Fig. 2).

The details of the step of roadmap for MSMEs are:

• Step 1: To study about Cyber Security.
• Step 2: To diagnose current situation of enterprise related to Cyber Security
• Step 3: To define the strategy including three dimensions: technological, organiza-

tional, and human.
• Step 4: To train and to make aware employees.
• Step 5: To measure the Cyber Security Strategy.
• Step 6: To do based on the measurement.
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Fig. 2. Adaptation Roadmap. Source. Author

8 Conclusions and Future Works

The research carried out allows us to reach the following conclusions:

• A considerable percentage of MSMEs in Colombia, know what cyber security is, and
the main process they carry out depend on Information Technology and Communi-
cations (ITC). In spite of that, they do not have a responsible area of cyber security
or information security, neither they have procedures known by their employees for
the information management.

• WhenMSMEs companies contract information services through third parties, it is evi-
dent that a high percentage of them does not include confidentiality clauses, and infor-
mation security, with their suppliers, situation which makes them more vulnerable to
cyber-attacks.

• MSMEs are aware that to guarantee the information security, the mixture of the
three dimensions combinedmust be considered (people, procedures, and technology).
However, they have a technological bias. It is convenient that they give the three
dimensions the same importance.

• To reach an effective digital transformation, it is suggested that MSMEs implement
as a priority, permanent actions, within the dimensions of technology, procedures,
and people, to manage cybersecurity risks to which they are exposed. One must move
from theory to practice, although awareness is considered, however, no actions are
evident to mitigate cybersecurity risks.

• Future work needs to confirm and reinforce the project conclusions. In the future, it
will be necessary to expand the sample. In this study there was a restriction, as it was
developed only with a sample of 130 enterprises in Colombia.
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Abstract. The purpose of this paper is to focus on major Japanese IT companies
whose usage rate of telework has increased rapidly due to the COVID-19 disaster,
and to consider issues and measures for improving productivity and performance
by using telework.

In this survey, we conducted a questionnaire survey of employees at major
IT companies based on Herzberg’s theory of motivation, and we analyzed the
correlation between the work environment and productivity awareness before and
after the COVID-19 pandemic.

As a result, we confirmed that major Japanese IT companies have not
been able to actively utilize telework and adapt to the working environment,
work environment, and corporate culture [18] that contribute to productivity
improvement.

In addition, because of the correlation analysis, “Theworking environment for
telework in companies has not changed explicitly before and after the corona crisis.
There are large individual differences.” The situation was confirmed. However,
the absolute number of samples in this questionnaire survey is small, and it is
necessary to increase the number of samples and conduct a detailed examination
in the future.

Under these circumstances,major Japanese IT companies introduced telework
relatively quickly compared tomany other companies in other countries and Japan,
demonstrating the resilience of their operations.

However, to continuously improve the productivity and performance of
employees using telework in the future, it will be necessary to reshape the working
environment surrounding telework.
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1 Introduction

The global COVID-19 pandemic, which began at the end of 2019, has wrought havoc
on societies, industries, and people’s lives around the world. Many companies took
advantage of this opportunity to quickly introduce telework, and as a result, the usage
rate of telework, which had been stagnant until now, increased sharply. In the case of
Japan, according to [1], the number of companies that had introduced telework increased
from 7.6% at the end of 2006 to 19.0% at the end of 2009, and decreased to 12% in
January 2011, the rate of increase was declining. However, because of the COVID-19
pandemic, the telework usage rate has increased rapidly to about 60% since April 2020,
and in 2021 it is almost the same level as in 2020 [2]

Looking at the changes in telework usage before and after the COVID-19 pandemic
across OECD countries compared to Japan, [3] almost 40% of Eurozone workers used
telework in April 2020, and this figure will increase to about 45% by summer 2020.
However, it was also found that across OECD member countries, the telework usage
rate increased significantly from about 16% before the COVID-19 pandemic to about
37% in thefirstwave (April 2020).Also, in theUnitedStates, the proportion of employees
working from home has increased from about 15% before the pandemic to about 50%
(Brynjolfsson et al., 2020). [4] documented that around 34% of the European Union
workforce worked exclusively from home during the COVID-19 pandemic.

From here, the use of telework has risen sharply in all countries triggered by the
corona crisis.

Faced with the need to curb the spread of the virus, governments around the world
have introduced strict lockdown measures and mandated social distancing. For many
companies, implementing telecommuting (telecommuting, remote work, or work from
home) has been the only way to keep business running and avoid employee furloughs
or layoffs [3].

Telecommuting has enabled businesses and workers to rely on what his Eberly,
Haskel, and Mizen (2021) called “latent capital,” represented by housing and workers’
internet connectivity, thus reducing the economic impact of the pandemic and increased
resilience.

On the other hand, in Japan, the percentage of telecommuting users was high at
companies with the top 20% of salaries even before the COVID-19 pandemic, but in
2020 with the pandemic, the difference became more pronounced. There is a clear trend
that the ratio of telecommuting users is high [5].

The purpose of this paper is to conduct a questionnaire analysis of the employees of
major Japanese IT companies, and to consider the issues and measures for improving
productivity and performance using telework.

2 Literature Review

2.1 Definition of Telework

According to Japan’s Ministry of Internal Affairs and Communications and Ministry of
Health, Labor, andWelfare, telework is defined a flexible work style that makes effective
use of time and place using information and communication technology (ICT). It is a
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coined word that combines Tele (remote) and Work (work). In short, it is to work using
ICT in a place away from the home office. (Omitted) Telework can be categorized from
the perspective of “working place” into “telecommuting” working at home, “satellite
office work” working at a facility other than the home base, and “mobile work” working
while traveling or on the go [6, 7].

2.2 Issues Faced by Japanese Companies When Introducing Telework

With the outbreak of the COVID-19 pandemic, many companies moved to introduce
telework all at once, but the introduction and implementation did not all proceed
smoothly.

The first problem is a labor management.
According to [8], the Japanese-style personnel system based on lifetime employment

and seniority, which has emphasized face-to-face human relationships, is not suitable
for employment forms such as telework that do not necessarily involve face-to-face
management. Said to have a negative impact on the adoption of In addition, [9] cites
“unclear job scope” and “evaluation of human resources by emotional evaluation” as
factors that hinder the introduction of telework.

These are also characteristics of Japanese-style management, and it can be said that
membership-based employment, which has been the source of the strength of Japanese
companies, has become a major obstacle in terms of labor management when telework
is introduced.

The second is the security problem [10]. Leakage of information and confidential
information, unauthorized access to servers, and infection by computer viruses aremajor
obstacles to promoting telework.

Whenworking remotely from home, the security system at home is generally weaker
than the security level in the office. There is a problem that it must rely heavily on the
knowledge and actions of individual employees regarding security.

The third problem is whether employees can carry out their duties autonomously
and efficiently. This problem is a theme that is directly related to the awareness of the
problem in this paper.

The problems of business execution by individual employees using telework are
(1) the IT environment for telework at home, (2) the level of security knowledge and
IT literacy of employees, and (3) the efficiency and effectiveness of telework and (4)
incentives for employees to use telework.

(1) Regarding the telework environment at home, it has been pointed out that the space
at Japanese home is small, there is no dedicated space, and the Internet environment
is inadequate [11], so corporate support is important.

(2) If the level of security awareness and IT literacy among employees is insufficient,
it is necessary to raise the level through in-house training, etc. In addition, each
employee must be aware of the benefits of using telework. Is important [12].

(3) In order to promote work efficiently and effectively using telework, it is necessary
to develop an appropriate working environment. In addition to the hardware devel-
opment of the telework environment for employees mentioned in (1) and the use
of technology tools to facilitate telecommuting, it is important to manage working
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hours during telework and develop business processes [2]. Employees are also very
interested in how telework will affect their performance evaluation [11], and in the
case of Japanese companies, membership-type employment with ambiguous job
scopes is also a hindrance.

(4) The extent towhich employees arewilling to use telework largely depends on the rel-
ative comparison of advantages and disadvantages compared to officework. Accord-
ing to [12], it is to what extent telework is more advantageous in terms of work and
life. For example, the characteristics of the employee’s work (whether there is a lot
of work that involves teamwork, whether there is a lot of work that aims to develop
new business and increase added value, whether there is a lot of creative work that
requires originality and ingenuity, and whether there is a lot of work that is done
in cooperation with people outside the company (e.g., is there a large number of
employees in the workplace), the introduction of new technologies, the effective-
ness of workplace communication, clarification of duties and responsibilities, work
engagement, and a self-transforming workplace atmosphere [13].

2.3 Introduction of Telework and Herzberg’s Theory of Motivation

Several studies have been conducted on the relationship between labor productivity and
the introduction rate of telework. In general, it has been reported that the introduction
of telework improves labor productivity.

According to [3], telework enables companies andworkers to rely onwhat his Eberly,
Haskel, and Mizen (2021) called “latent capital,” represented by housing and workers’
internet connectivity. Made the economy more resilient to the pandemic. This mobiliza-
tion of “potential capital” could have contributed up to 10% of GDP across Japan, the
UK, Germany, Spain, France, Italy, and the US (Eberly, Haskel and Mizen, 2021).

In addition, a study conducted in 2015 targeting Japanese companies [14] confirmed
that the introduction of telework improved productivity and job satisfaction.

Frederick Herzberg has proposed a theory of what causes job satisfaction and job
dissatisfaction [15]. According to this, human job satisfaction does not increase when a
certain factor is satisfied and decreases when it is not satisfied and the factor (hygiene
factor) related to “dissatisfaction” are different things.

In this paper, based on Herzberg’s theory of motivation mentioned above, we
investigate incentives for employees of major IT companies to use telework.

3 Purpose and Method of Questionnaire Survey

In this study, we conducted two questionnaires. (Conducted from December 15, 2022,
to January 15, 2023 for employees of major Japanese IT companies (Hitachi, Toshiba,
IBM, and Ricoh affiliates)).

In the first survey, we conducted a questionnaire survey of employees working at
major IT companies and analyzed the correlation between thework environment and pro-
ductivity awareness before and after the COVID-19 pandemic. At this time, we created
a questionnaire based on Herzberg’s theory of motivation to improve the work envi-
ronment (labor management, work environment → motivational factors, organizational
culture → hygiene factors) and productivity questionnaires.
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Herzberg’s two-factor theory is a theory that analyzes the factors that cause job
satisfaction and dissatisfaction.

In the two-factor theory, a person’s motivation factor is.

• Motivational factors (motivators)
• Hygiene Factor

It is said that it should be divided into two [15].
Motivators are “factors that cause job satisfaction,” and specifically include the

following.

• Sympathy of ambition
• Awareness of connection with friends
• A sense of accomplishment
• Approval from others
• Challenging job
• Self-growth
• A sense of mission for the role
• Approval from society and family

Hygiene Factors Refers to factors related to dissatisfaction at work.

• Easy-to-understand personnel system
• Fair wage system
• Working conditions, social insurance
• Working hours, number of days off
• Stable salary level
• Clear rules of employment
• Comfortable work environment
• Welfare system, etc.

In the questionnaire survey, based on the above, correlation analysis was performed
using Excel for each questionnaire item, using the question item “Do you feel that tele-
work has increased productivity compared to face-to-face work?” 77 survey respondents
(60 valid responses). Respondents with less than three years of service were excluded
to compare face-to-face before COVID-19 with telework that began during the COVID-
19 period. There were 60 respondents who answered 3 years or more. There were 25
questions about problems that arise in telework, which is a free description.

In the second survey, a total of 26 questionswere asked based on the threemajor items
of “labor management,” “work environment,” and “organizational culture,” extracted
from previous research [16, 17] in papers and reports. We created it and conducted a
questionnaire survey.

4 Questionnaire Results and Discussion

In this survey, the subjects of the questionnaire surveywere employees ofmajor Japanese
IT companies (Fig. 1).
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In addition, although labor management is also at a high level, there were more
results-based responses than seniority-based systems, and it was confirmed that fewer
employees were considering changing jobs. This may be because employees are gen-
erally satisfied with the status quo, or they do not actively change the status quo
(Table 1).

Regarding the organizational culture, support systems for childcare, etc. and mea-
sures against harassment are being handled, but even major IT companies still have
opportunities to use meetings and seals that feel useless. This indicates that they have
not been able to fully adapt to theworking environment,work environment, and corporate
culture [18] that contribute to productivity improvement (Table 2).

Table 1. Survey Attribute information

Working years Less than 3 years 17

3–10 years 6

10–20 years 20

20–30 years 17

30 + 17

Total 77

Age 20–30 5

30–40 13

40–50 20

Over 50 21

Total 59

Occupation Manufacturing/SE 29

Sales/Marketing 8

Management 18

Others 2

Total 57

Director Position in charge 24

Manager 11

Head of Department/General Manager 11

Manager/Executive 2

Others 2

Total 50

Employment format Regular 60

Non-regular 0

Total 60
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Table 2. 1st Questionnaire items related to attributes (18 items) and response results

Answer item Answer item Answer result

1. How much ratio did you use telework out of
your total work hours (2021)?

100% to 75% 14

75% to 50% 5

50% to 25% 9

25% to 0% 32

Total 60

2. How much ratio did you use telework out of
your total work hours (2020)?

100% to 75% 34

75% to 50% 10

50% to 25% 9

25% to 0% 6

Total 53

3. How much ratio did you use telework out of
your total work hours (2019)?

100% to 75% 32

75% to 50% 11

50% to 25% 8

25% to 0% 8

Total 59

4. Were there more internal meetings than you
thought were appropriate before COVID-19?

Many 5

Somewhat high 36

Slightly less 11

Less 1

Not implemented 2

Total 55

5. How much has the time of internal meetings
changed in a week before and after the
introduction of telework?

Reduced by 2 h or more 0

1 ~ 2 h decrease 5

1 ~ 2-h increase 6

Increased by 2 h or more 12

No change 33

Total 56

6. Has the amount of internal work increased
due to the introduction of telework?

1.26 times more 4

1.01–1.25 times more 10

0.76–0.99 times less 7

0.75 or less 1

No change 33

Total 55

7. How much has your internal work time
changed in a week before and after the
introduction of telework?

Reduced by 2 h or more 4

(continued)
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Table 2. (continued)

Answer item Answer item Answer result

1 ~ 2 h decrease 20

1 ~ 2-h increase 14

Increased by 2 h or more 5

Not implemented 14

Total 57

8. Is communication within the company
sufficient compared to before Corona?

Is enough 4

Sufficient to some extent 19

Somewhat inadequate 27

Poor 10

Total 60

9. What is the evaluation of work in telework? Emphasis on working hours 0

Somewhat focused on working hours 2

More focused on results 31

Emphasis on results 24

Not rated 2

Total 59

10. Is fairness maintained in job evaluation
between office work and telework?

Kept 40

Maintained to some extent 12

Somewhat unretained 2

Not kept 2

Not rated 3

Total 59

11. Do you agree with the evaluation of your
work compared to before Corona?

Convinced 29

Somewhat satisfied 26

Somewhat unconvinced 2

Not convinced 0

Total 57

12. Do you think the company’s telework
system, goals, and effects are clear?

Clear 28

Somewhat clear 28

Somewhat abstract 2

Abstract 0

Total 58

13. When you telework, do you clearly
separate your work time and your own time?

Divided 34

Divided to some extent 18

(continued)
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Table 2. (continued)

Answer item Answer item Answer result

Somewhat undivided 3

Not divided 4

Total 59

14. How do you manage your time when
teleworking?

Determined by the company 5

Decide for yourself 37

Decided by myself and the company 16

I work without deciding 0

Total 58

15. Do you feel more tired from telework than
face-to-face work?

Increased 5

Increased to some extent 15

Slightly decreased 26

Decreased 12

Total 58

16. Has the amount of unproductive work
(Irrelevant meetings, too much confirmation
work, etc.) changed before and after the
introduction of telework?

Increased 5

Increased to some extent 25

Slightly decreased 23

Decreased 3

Total 56

17. Do you think that the production volume
per person has increased in the new business
after Corona?

Increased 6

Increased to some extent 32

Slightly decreased 16

Decreased 1

Total 55

18. Do you feel more productive working
remotely than working face-to-face?

Up 6

Up to some extent 32

Slightly down 14

Down 3

Total 55

As a result of the correlation analysis, no clear correlation could be confirmed.
Among them, Figs. 2, 3 and 4 showed a slight correlation.

However, from the question items set in this questionnaire survey, it can be said that
there is no clear correlation between the work environment before and after the corona
crisis and the awareness of productivity due to telework.

What are the possible reasons for this?
H1: The work environment for telework at companies has not changed explicitly

before and after the COVID-19 pandemic.
H2: Even within the same company, due to differences in generations and IT literacy,
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Fig. 1. Usage rate of telework by year

Fig. 2. Impact of Telework on Employee Productivity (Finding #1)

There are large individual differences in attitudes and results regarding the use of
telework.

This indicates that “employees who feel that their productivity has increased through
the use of telework are more satisfied with their work evaluations” “Employees who felt
that their productivity increased due to the use of telework had less fatigue due to the
use of telework.”, “Employees who felt that their productivity increased through the use
of telework had smoother communication within the company”.
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Fig. 3. Impact of Telework on Employee Productivity (Finding #2)

However, the absolute number of samples in this questionnaire survey is small, and
it is necessary to increase the number of samples and conduct a detailed examination in
the future.

Fig. 4. Impact of Telework on Employee Productivity (Finding #3)

5 Conclusion

The global COVID-19 pandemic, which began at the end of 2019, has wrought havoc
on societies, industries, and people’s lives around the world. Many companies took
advantage of this opportunity to quickly introduce telework, and as a result, the usage
rate of telework, which had been stagnant until now, increased sharply.



Study on the Impact of the Telework on the Employee’s Productivity Improvement 97

Under these circumstances, major Japanese IT companies introduced telework rel-
atively quickly compared to many other companies in other countries and Japan,
demonstrating the resilience of their operations.

However, even in major IT companies, there are still many opportunities to use
unnecessary meetings and stamps, and the transformation to an environment where
employees can actively use telework is still halfway through.

To improve the productivity and performance of employees by using telework in the
future, it will be necessary to reshape the working environment surrounding telework.

In future research, we would like to greatly expand the number of samples from this
perspective and further explore medium- to long-term changes in the work environment
that are suitable for telework.
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Abstract. In the contemporary world economy, understood as a set of mutual
connections and interdependencies, innovations are crucial for economic growth
and competitiveness. Internationalization and globalization processes in the
world economy also concern the innovativeness of economies, and are visible
in international use of technologies developed within national innovation sys-
tems,globalization of the creation and implementation of innovations, interna-
tional (global) cooperation in research and development and innovation activities,
international (global) protection of intellectual property. The interdependencies
between countries in terms of their innovative activity are gradually deepening.
This overlaps with the links and interdependencies that exist between the national
innovation system of a given country and regional, metropolitan and industry
systems.

The purpose of this study is to analyze the existing links and interdependencies
between the national innovation systemsof various countries and to determine their
impact on international competitiveness. The research focuses on national inno-
vation systems and their international linkages, knowledge resources and interna-
tional competitiveness. It proposes a conceptual approach to characterize and study
the interdependencies indicated above. With reference to theoretical approaches,
it shapes a framework that could be the basis for further empirical analyses.

Keywords: National innovation systems · Knowledge resources ·
Competitiveness · Innovation

1 Introduction

In the contemporary world economy, understood as a set of mutual connections and
interdependencies, innovations are crucial for economic growth and competitiveness.
This then has already been widely emphasized by both theoretical and empirical works
(e.g. [1–10]). Internationalization and globalization processes in the world economy also
concern the innovativeness of economies, and are visible in:

• international use of technologies developed within national innovation systems,
• globalization of the creation and implementation of innovations,
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• international (global) cooperation in research and development and innovation
activities,

• international/global protection of intellectual property [8].

This means that the interdependencies between countries in terms of their innovative
activity are gradually deepening. This overlaps with the links and interdependencies that
exist between the national innovation system of a given country and regional, metropoli-
tan and industry systems. These two types of compounds, i.e.: (1) between different types
of innovation systems functioningwithin the national innovation system of a given coun-
try, (2) between different countries, andmore precisely between their national innovation
systems, may affect changes in the international competitiveness of economies.

The purpose of this study is to analyze one of the types of interdependencementioned
above, i.e. the existing links between the national innovation systems of various coun-
tries and to determine their impact on the international competitiveness of countries. The
research focuses on national innovation systems and their international linkages, knowl-
edge resources and international competitiveness. It proposes a conceptual approach to
characterize and study the interdependencies indicated above. With reference to theo-
retical approaches, it shapes a framework that could be the basis for further empirical
analyses.

2 Methodology

This exploratory, conceptual paper is based on desk research methods. First, it uses
a semi-systematic literature review following Snyder’s approach [11] with the goal
to describe national innovation systems and their international linkages, knowledge
resources and international competitiveness. Then, the narrative synthesis approach
is applied to analyze most relevant papers selected for this semi-systematic literature
review. This analysis was aimed at indicating the interdependence between innovative
activity carriedout in different countries and the competitiveness of economies.Anexten-
sive literature review allowed to conceptualize these relationships. Last, the conceptual
approach has been complemented by an analysis of the results of previous empirical
research conducted by various authors using different methodological approaches.

3 Knowledge Resources in the Internationalization of National
Innovation Systems

There are many dimensions describing the relationship between the innovativeness
of countries and their international competitiveness. These interdependencies can be
included in the analytical framework referring to the national innovation system (NSI).
This concept integrates the achievements of evolutionary economics relating to innova-
tion with concepts based on the analysis of interactive learning processes, complement-
ing them with institutional threads. The national innovation system can be defined as
a system of connections and mutual interactions between entities using the knowledge
resources accumulated in the economy, operating within a specific institutional order
applicable in a given country and participating in the creation and commercialization
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of new knowledge [8]. Such an approach to innovation processes from the perspective
of the entire economy allows them to be related to the concept of competitiveness of
economies.

When looking for interdependence in the innovative activity of countries, one should
take into account the growing internationalization of national innovation systems, which
is conditioned by the openness of these systems to cooperation with foreign countries.
Comparisons of the degree of interdependence existing between innovation systems
from different countries can bemade at the level of countries, regions and industries [12].
Focusing on the national (macroeconomic) dimension of innovation systems, the focus
is on interactions between NSIs from different countries. Internationalization processes
cover all components of the innovation system, i.e. domestic enterprises, universities and
other scientific units, administration that shapes regulations in the sphere of science and
technology (including innovation policy). The openness of national innovation systems
is determined by the intensity of links between their individual elements and foreign
countries [13]. Referring to the indicators of internationalization and globalization of
innovative activity presented above, at least three main dimensions of interdependence
between national innovation systems can be indicated. These include:

• Diffusion of innovations on an international scale,
• International cooperation in research and innovation activities,
• International protection of intellectual property.

The degree of interdependence between the national innovation system and the inter-
national environment is conditioned, among others, by country’s level of development,
its innovative potential, and technological specialization. Small countries tend to be
more dependent on international flows of technical knowledge. They also apply different
mechanisms of shaping cooperation with foreign countries, including interdependence
in the field of patent activity, developing publications, and the movement of scientific
personnel [14, 15].

Table 1 summarizes the national and international (global) elements of innovation
systems, which are closely related.

Comparative research on the national innovation systems of various countries and
their degree of dependence on the international environment indicate a significant diver-
sification of the internationalization of individual NSI areas. NSI’s openness to interna-
tional cooperation in scientific research is relatively high, while cooperation with foreign
countries in innovative activities or the application of new technologies in practice is
undertaken with greater caution, as these are areas of direct competition of enterprises
on the global market. In addition, empirical research on the interdependence between
national innovation systems shows that public sector research units and non-profit orga-
nizations relativelymore often undertake scientific and research cooperationwith foreign
entities than private sector entities. This is to some extent due to the support for the inter-
nationalization of the R&D sphere by means of innovation policy tools [14, 16]. There
are two basic models of internationalization of NSI, which are related to science and
innovation policy of a given country. These are:

1. A model of controlled opening of the innovation system,
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2. Liberal model.

In the model of the controlled opening of the NSI, the innovation policy is aimed at
stimulating the absorption of technologies from abroad, but at the same time actions are
taken to significantly protect the country’s own scientific and technological thought. The
liberal model, on the other hand, lacks state interference in shaping cooperation with
foreign countries in science, technology and innovation. The connections of national
innovation systems and their individual elements with the international environment are
formed spontaneously and are the effect of market forces.

An example of a country that applies the model of controlled opening of the innova-
tion system is Japan. This was especially evident in the Japanese science and technology
policy in the last two decades of the 20th century. The aim of this policy was to absorb
foreign technical thought, while at the same time striving to limit the influence of for-
eign entities on the technological development of this country was visible [17]. A similar
model is used by other Asian countries, e.g. South Korea or China [18].

The interdependencies between national innovation systems in Europe are shaped
differently, based on the model of internationalization similar to the liberal one. For
example, the priorities of the European Research Area (ERA) include the free movement
of qualified scientific staff, effective transfer of knowledge, as well as the opening of
innovation systems between ERA countries and the rest of the world [19].

Table 1. National and international elements of innovation systems - synthesis. Source: adapted
from [8].

National Transnational/Global

General structure of the innovation system

Differences between countries in the historical
development of innovation corresponding to
different institutional factors in individual
countries

Worldwide trajectories of technological
development

System entities

National enterprises, educational and research
organizations, local administration units shaping
innovation policy

Transnational corporations, international
organizations (e.g. World Intellectual
Property Organization - WIPO, World
Trade Organization - WTO, international
research consortia)

System institutions

National and local regulations - legal standards,
formal and informal rules (customs) regarding
development of technologies, markets and
industries; national and local regulations on
education system and conducting R&D works

International and supranational regulations
regarding markets (e.g. competition rules,
regulations on intellectual property rights),
as well as technologies and industries (e.g.
technical standards, security standards);
coordination of innovation policy

(continued)
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Table 1. (continued)

National Transnational/Global

Knowledge resources

Scientific papers published in local languages
and journals; national patents and trademarks;
local know-how etc

Scientific publications in international
journals; internationally granted patents
(PCT); foreign patents obtained locally, etc

Interactions and connections of entities and institutions in the process of creating,
sharing and using new knowledge

Intra-national transfer and diffusion of
technology; cooperation of national units in
R&D and innovative activity, internal flow of
R&D personnel

International transfer and diffusion of
technology; international cooperation in
research and innovation activities; joint
patents of domestic and foreign entities,
foreign licenses, international mobility of
R&D personnel - international scientific
networks

Summing up the analysis of the interdependence of national innovation systems in the
global economy, it can be noted that the tightening of links between them results from the
globalization of research and innovation activities. Globalization processes concern not
only companies operating on international markets, but also universities, research cen-
ters as well as inventors and innovators. Competing on foreign markets involves not only
products, but also resources (including knowledge resources). In addition, the develop-
ment of information and communication technologies (ICT) accelerates the international
knowledge flow and facilitates access to its resources accumulated in other countries.
Similar processes can also be observed in relation to universities - international research
cooperation is developing dynamically.

In this context, the question arises how to measure these growing interdependencies
between national innovation systems? Attempts to quantify them were undertaken by
[13, 16]. Traditionally usedmeasures are the volume of international turnover in licenses
and patents, the balance of technological turnover with foreign countries, the volume of
exports of high-tech goods, the international mobility of scientists and doctoral students
[13, 16]. Other measures of interdependence between innovation systems from different
countries include, for example, cooperation with foreign countries in the field of scien-
tific publications, the intensity of cooperation with foreign countries in the preparation
of scientific publications, joint patents of domestic and foreign inventors, the extent of
international cooperation in innovative activity [8, 20–22]. Table 2 presents a list of var-
ious measures allowing to determine the degree of interdependence between innovation
systems.

Themeasures of interdependence between the national innovation systems of various
countries presented in Table 2 do not provide an exhaustive list of all possible ways of
measuring this phenomenon. These basic measures can help to create indexes, and their
changes over time can be supplemented. The construction of indicators in empirical
analyzes depends on the selection of the analyzed sample of countries, and their practical
application depends on the availability of statistical data.
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Table 2. Measures of interdependence betweennational innovation systemsof different countries.
Source: own elaboration based on the author’s earlier works (cf. [8]).

Main dimensions of interdependence between
national innovation systems

Selected measures

Diffusion of innovations on an international
scale

- Exports of high-tech products as a percentage
of exports of a given country/region/industry
- The share of patents of a given country in the
total number of patents in the world
- The share of scientific publications of a given
country in the total number of publications in
the world
- Relation of expenditure on R&D from
foreign sources to domestic expenditure
- R&D expenditures of transnational
corporations
- Foreign personnel employed in the R&D
sector in relation to all R&D employees
- Foreign doctoral students as a percentage of
all doctoral students
- Liabilities and receivables from international
trade in patents as a percentage of national
expenditure on R&D or in relation to GDP
- The degree of coverage of a given country’s
expenses for international license purchases to
the proceeds from this title

International cooperation in research and
innovation activities

- The number of innovative companies that
have started cooperation with foreign
countries in the area of innovation as a
percentage of all innovative companies in a
given country/region/industry
- Share of patent applications prepared in
international cooperation in the total number
of applications (%)
- Number of research projects carried out by
domestic entities in cooperation with foreign
countries
- Number of scientific publications prepared in
cooperation with foreign partners per capita
- Number of foreign scientists and doctoral
students in a given country in relation to the
number of domestic scientists and doctoral
students working abroad (in total and by
industry/technology)
- Number of cooperation agreements
regarding the exchange of technical
information, know-how, equipment (in total
and by industry/technology)

(continued)
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Table 2. (continued)

Main dimensions of interdependence between
national innovation systems

Selected measures

International/ global intellectual property
protection

- Number of patent applications in the
international procedure (PCT) in relation to
GDP (total and/or by industries/technologies)
or per capita
- Patent applications in the international
procedure (PCT) in the fields of high
technology per 1 million inhabitants
- Dynamics of patent applications filed by
residents of a given country under the
international PCT procedure (total and/ or by
industry/technology)
- Share of international PCT patent
applications from a given country/region by
field (industry) in the total number of world
patents in a given field (industry)
- The number of patent applications in the
Triad countries (triadic patent families) in
relation to the number of inhabitants

4 Innovation Systems and International Competitiveness

The interdependencies between the national innovation systems of various countries,
which have been synthetically presented above, mirror the competitiveness of economies
understood as “the ability to improve the standard of living of the society, strengthen the
position on foreignmarkets and increase the attractiveness of a given territory for foreign
investments” [23]. Comparing the definition of the national innovation and competitive-
ness system, it can be seen that some elements of innovation systems, e.g. technology,
innovation, human capital, institutions are factors of competitiveness of economies,
while entities that are of key importance for the functioning of innovation systems,
such as: enterprises, research units, administration bodies, directly and indirectly affect
competitiveness. Therefore, the concepts of the innovation system and the competi-
tiveness of countries have a number of common elements, which implies their mutual
two-way interactions. The direction of these influences can be traced based on the con-
cept of the innovative capacity of countries, which combines the micro- and macroeco-
nomic elements of innovation research, integrating the achievements of economics and
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management sciences [24]. This concept refers to three trends in innovation research
[24]:

• so-called the “new” theory of economic growth, in which knowledge and innovation
are endogenous factors [1],

• the concept of a national innovation system [25],
• the cluster - based concept of the competitive advantage of nations [3].

National innovative capacity means the ability of a given country to create and
commercialize new, previously unknown solutions (innovations) in the long term [24].
The key aspects included in the definition of innovative capacity are the originality of
innovations on a global scale, their creation in a given economy in a continuous manner
over a long period of time and the use of novelties in business practice (commercialization
of innovations).

In this approach, the national innovative capacity includes the location conditions
of innovative activity that determine the resources possessed, as well as the activities
of the countries’ innovation policy for the creation and improvement of these resources
[24]. The national innovation capacity is affected bymany different mutually influencing
factors, such as the country’s tangible and intangible resources, the stream of investments
that allowsnot only the use of existing resources, but also the improvement of their quality
and the creation of new resources. An important element of the national innovative
capacity is the state policy on science, technology and innovation. It determines the
scope of public support for research and development as well as innovative activities of
enterprises, creates a regulatory framework for the protection of intellectual property,
and indicates which areas (or industries) are considered priority in a given country.

Figure 1 illustrates the conceptual framework of national innovation capacity in the
context of countries’ competitiveness.

The determinants of the national innovative capacity of countries can be divided into
three broad categories [24]:

• innovation infrastructure common to the entire economy (resources, institutions),
• specific environment for innovation created within clusters,
• quality of links (interactions) between innovative infrastructure and clusters.

One issue imprecisely explained in the model, is its connection with the competitive
advantages of nations described by the Porter’s Diamond Theory of National Advantage
[3]. On the one hand, the existence of a bilateral interdependence between the national
innovative capacity and competitiveness can be discerned (cf. Figure 1), but on the other
hand, the existing feedback between the two phenomena cannot be precisely defined.
Nevertheless, the model helps to understand national innovation system and is widely
applied in empirical research [26].

The concept of the national innovative capacity shows the relationships between the
above-mentioned determinants of the country’s innovativeness in the form of a function
based on the function of knowledge production [24]:

A˙j,t = δj,t(XINFj,t , YCLUSj,t ,ZLINKj,t ) HAλj,t Aᾠj,t (1)

where:
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A·j, t - streams of globally new technologies from country j in year t,
HAλj,t - human capital and material resources in the research sector of a given

economy,
Aᾠj,t- accumulated knowledge in country j,
XINFj,t - resources allocated for the implementation of the innovation policy,
YCLUSj,t - a specific environment for innovation created within industrial clusters,
ZLINKj,t - links between innovative infrastructure and industrial clusters.

Fig. 1. National innovation capacity: linking the concept of innovation systems with competitive-
ness (Source: elaboration based on [24]; dashed lines and elements written in italics are elements
added by the author’s)

All variables (except qualitative variables or percentage variables) are expressed in
logarithmic form. Empirical verification of the model was carried out for 17 OECD
countries and covered the period 1973–1996. Due to the fact that the description of
function variables is quite general, their operationalization required the adoption of
specific measures for which statistical data are available. The stream of world-new
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technologies developed in a given countrywas described bymeans of international patent
activity, assuming a 3-year lag between the factors determining the national innovative
capacity and patent indicators. Independent variables describing the determinants of
innovative capacity are a combination of indicators characterizing the development of
science and technology and the state of human capital resources, as well as managers’
ratings collected in an anonymous survey. Indicators based on statistical data include
expenditure on R&D, employment in the science and technology sector, expenditure on
education related to GDP. Qualitative variables based on managers’ assessments (on a
scale of 1 to 10) are: the level of openness of the economy, the degree of protection of
intellectual property, the scope of antitrust policy, the availability of venture capital [24].

This approach is an attempt to quantify qualitative and quantitative factors in order
to determine their impact on the innovativeness of the country. It allows to analyze
whether differences in innovation intensity and R&D productivity can be explained by
sources of national innovation capacity. However, this model has some limitations. Such
a limitation is the assumption that only innovations that are unique on a global scale are
taken into account, which is a narrowing down of the definition of innovation adopted in
the Oslo Manual, according to which an innovation is a new or significantly improved
solution being a novelty on amarket or company scale [27]. Therefore, themodel does not
take into account the transfer of technology from abroad and innovations introduced as
imitation/adaptation of foreign solutions.Moreover, considering the number of patents as
the dependent variable excludes from the model innovations that have not been patented
(e.g. organizational innovations are not patentable), but includes patents that may never
be commercialized. The model could also be supplemented with a variable describing
the creativity of societies - e.g. the measure could be expenditure on education in a given
country as a percentage of national income. Creativity and the ability to commercialize
ideas are recognized in the literature as key features of innovative companies [28].
Moreover, the model lacks internal determinants of creativity of innovator, such as
intuition, psychological and personality traits, knowledge and training [29] were also
not included in themodel. Creativity is essential in the process of economic development,
which, according to Florida’s concept of the creative class, follows the 3T model, i.e.
a combination of technology, talent and tolerance [30]. The growing importance of
competition in terms of attracting talent from abroad cannot be overlooked. A creative
economy that can base competitiveness on innovation, uses the achievements of science,
technology and design, and fosters the development of creativity in every area of activity
[31].

Despite its limitations, the model proposed by [24], and especially its conceptual
basis, is an approach often used for empirical research on the links between innovation
and competitiveness. However, when conducting empirical research and interpreting
their results, adjustments should be made to the innovation indicators used. Those that
were used in earlier periods of development of the global economy may turn out to be
useless and inadequate today [32].

The determinants of the national innovative capacity defined by the groups of factors
indicated above are closely related to the concept of competitiveness. Furman and Hayes
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[33] using a modified version of this model conducted empirical research for 29 devel-
oped countries1 in the period 1978–1999, assuming as a dependent variable the number
of patents obtained by inventors from the analyzed countries in the United States Patent
Office. The estimation of the model allowed to distinguish four groups of countries:
leaders, moderate innovators (middle tier), innovation-weaker countries (third tier) and
emerging stars of innovation (emerging innovators). The research proves that innovative
leadership relies mainly on investments in R&D and innovative activities, as well as the
quality of innovation policy. Interestingly, the research results prove that countries with
high openness to international trade and various international interdependencies in coun-
try’s innovation system has negative impact on the number of patents obtained abroad
(in this case in the United States) [33]. This comes as no surprise, as global cooperation
allows easier access to obtaining foreign solutions through licensing or direct purchase.

Another example of the research based on the model described above with relevant
modification is a study in which five countries from East Asia were analyzed. Here
additional variables were included in the model, such as technological specialization in
selected key areas [34]. The results regarding factors determining the national innovative
capacity and competitiveness of these countries are in principle similar to those obtained
by [33] for highly developed countries, with the increase of public sector expenditure on
R&D playing a much greater role in Asian countries. The difference also concerns the
importance of interdependence between innovation systems measured by openness to
international trade. In the case of the analyzed fiveAsian countries, a positive, albeit very
slight, impact of increasing openness on the innovativeness of the country was shown
[34]. Further analyzes conducted for China, however, showed that the role of public
expenditure on R&Dwas not crucial in this case, and the impact of the level of openness
on international patent activity turned out to be positive, but it could only be demonstrated
when adding to themodel a variable describing protection of intellectual property (which
turned out to have a negative impact) [35]. Comparing China with other Asian tigers
allows to formulate a conclusion that as a higher level of innovation is achieved, there
will be a gradual change in the importance of individual factors determining the national
innovation capacity [35]. Further analysis of China’s economy, its innovative capacity
and competitiveness conducted for a later period (1999–2012) proved that the opening
of the Chinese economy and the increase in international interdependence of the Chinese
innovation system, especially in relation to certain industries, allowed the improvement
of the country’s national innovation capacity and its international competitiveness [36].

Another approach to analyze the relationship between innovation and competitive-
ness enriching the concept of Furman, Porter and Stern [24] is the use of the European
Innovation Scoreboard (more on this methodology in [37]). It has been recently used
to analyze the impact of welfare state systems on innovation performance and compet-
itiveness [38]. Another alternative is to combine the concept of the national innovation
capacity with the competitiveness research methodology proposed by the World Eco-
nomic Forum (WEF) and used in the Global Competitiveness Report [39]. Use of the
WEF methodology allowed for the development of the innovation capacity index, but
it does not include the interdependence between national innovation systems in a direct

1 Ultimately, due to lack of data, the sample amounted to 23 countries (cf. [30]).
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way, but rather serves to analyze the position of individual countries in the international
innovation ranking (cf. e.g. [40]).

5 Conclusion

The results of this semi-systematic literature review aimed at indicating the interdepen-
dence between innovative activity carried out in different countries and the competitive-
ness of economies can be summarized by juxtaposing the indicators of the competitive-
ness of the economy, including the ability to innovate [41] with the factors determining
national capacity to innovate according to the model by Furman, Porter and Stern [24].
The summary of various indicators of international competitiveness of the economy and
determinants of innovation capacity are presented in Fig. 2.

Indicators of international competitiveness
Ability to earn Ability to sell 

goods and 
services on 

international 
markets

Ability to 
attract foreign 

factors of 
production 

Ability to innovate Ability to
adjust

Common innovation infrastructure for the entire economy
• accumulated technological and financial

• human capital
• innovation policy

A specific environment for innovation created within clusters
• Factors of production conditions

• Demand conditions
• Related and supporting sectors

• Strategies and conditions of competition
Quality of links (interactions) between innovative infrastructure and clusters

Fig. 2. Various indicators of the international competitiveness of the economy and determinants
of the ability to innovate (Source: own elaboration based on [23, 40])

To sum up, based on the review of theoretical literature and previous empirical
research, it can be concluded that there is a two-way relationship between the links
existing between various innovation systems and the international competitiveness of
economies. By synthesizing the contents of Tables 1 and 2 with the dependencies pre-
sented in Fig. 1–2, it can be concluded that the interdependencies between national
innovation systems of different countries are directly reflected in such symptoms of
competitiveness as the ability to sell goods and services on international markets (abil-
ity to sell) and the ability to attract foreign factors of production (ability to attract).
Indirectly, however, the determinants of national innovative capacity also affect other
indicators of international competitiveness, i.e. the ability to adjust and the ability to
earn. This conclusion is confirmed both by theoretical concepts and the results of the
empirical analyzes cited above, conducted for different countries in different periods.
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Future research could provide more empirical evidence from various economies pre-
senting this two-way relationship between the links existing between various innovation
systems and the international competitiveness of economies. Such evidence from dif-
ferent economies would allow to better illustrate this phenomenon and provide a bigger
picture of these processes.Moreover, additional empirical evidence could further support
the frameworks proposed in this paper based on semi-systematic literature review.
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Abstract. As Cloud computing has been considered as key pillar of the digital
transformation technology ecosystem recently, this study aims to explore the fac-
tor of cloud computing to digital innovation as well as the relationships among
them. A hybrid approach combining with content analysis and formal conceptual
analysiswas used to explore the relevant factors and context of 174 use caseswhich
including cloud natives and startups, the research design supports the researchers
on how to come across the research findings. The results indicate that relative
advantages, financial costs, ease of use, security and privacy, and supplier com-
puting support are significant in cloud computing on digital innovation, especially
in startups. The context of cloud computing with our proposed research model
and approach provides objective findings with evidence to demonstrate the criti-
cal position of cloud computing to digital transformation and provide managerial
implications for both of academical and practical.

Keywords: Cloud computing services · Activity theory · Organizational
Agility · Content Analysis · Formal Concept Analysis (FCA)

1 Introduction

Over the last decade, the evolution of Internet has enabled the information and commu-
nication technologies (ICTs) rapid growth and broaden application. Both industrial and
academia has increasingly focused on enterprise transformational developments brought
by ICTs. Cloud computing, one of the ICTs appeared based on the Internet and informa-
tion technology (IT) industry revolution, has been seen as the critical strategy technology
and the digital transformation enabler in next few years. It is indeed a technology and
business composite issue. It serves as the foundation for other disruptive trends including
the Internet of Things, artificial intelligence, and digital business.

Forrester report states that “Cloudcomputinghasmovedpast its self-centered teenage
years to become a turbocharged engine powering digital transformation around the
world” [1]. Cloud computing has been established as a prominent research topic with
the rise of a ubiquitous provision of computing resources over the past years. However,
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many researchers focus exclusively on the technical aspects of cloud computing, thereby
neglecting the business opportunities and potentials cloud computing and services can
offer [2, 3]. And some of scholars also mentioned that the attention to the cloud com-
puting and services related articles have now moved from technical issues to business
issues [4]. Using web crawler with Python, this study searched the key word “cloud
computing” and “cloud services” through Google scholar engine on Jan 4th, 2019 and
found out that only 11% was discussing on the business perspective. Apparently, there
are still an obvious research gap from technology to business application.

Cloud computing have revolutionized traditional IT delivery [5] with its essential
characteristics including on-demand self-service, broad network access, resource pool-
ing, rapid elasticity, measured service [6]. With these characteristics, organizations need
only low cost to achieve the effectiveness of the original information system infras-
tructure [3, 7]. On the other hand, the reduction in in-house ICT sunk costs and the
lower risks associated with developing new ICT-related or supported projects [8] has
become the chances for entrepreneurs; therefore, facilitate the famous tech unicorn [9]
such as Dropbox, Airbnb, Spotify, Uber and so on. Since most of the startups nowadays
are increasingly built on emerging Internet-based technologies [8, 10] Those startups
become enablers of change and influence the traditional firms to start transformation [11].
Wu and Lee [12] have discussed the activities and elements which should be involved
in the adoption of cloud computing and services scenarios and proposed a conceptual
framework with activity theory. Therefore, this study mainly focusses on the relevance
between adoption factors in startup cases in this study.

2 Literature Review

2.1 Cloud Computing and Service

National Institute of Standards and Technology (NIST) release the cloud computing
definition document in 2011 and define “Cloud computing is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction. This cloud model is composed of five essential characteristics (on-
demand self-service, broad network access, resource pooling, rapid elasticity, measured
service), three service models (software as a service, platform as a service, infrastructure
as a service), and four deployment models (private cloud, community cloud, public
cloud, hybrid cloud) [6].” The NIST definition has been broaden adopted by scholars
and become the reference for this research.

In cloud computing and services industry structure, there are several providers includ-
ing application service provider (SaaS), cloud service provider (PaaS), cloud provider
(IaaS), hardware provider, fundamental software provider [13]. SaaS providers offer
productivity applications and programs including customer relationship management
(CRM), enterprise resource planning (ERP), electronic commerce (EC), supply chain
management (SCM), business intelligence (BI), office automation (OA) etc. Google
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Docs and Salesforce are some well-known SaaS solutions. PaaS providers offer appli-
cation developers to develop and run their software solutions on a cloud platform, typ-
ically including operating systems, a programming language execution environment,
databases, and web servers. Amazon Web Services, Google’s App engine, Microsoft’s
Azure and are early market leaders. IaaS providers offer infrastructure resources includ-
ing virtual computers, servers, storage devices and data center space to support enter-
prise operations. Modern firms may have very large data computing and storage require-
ments which can be met by cloud service providers. Examples include Amazon’s Elastic
Compute Cloud (EC2), Simple Storage Service (S3), VMware [14–16].

The future research direction has turn from technology development to business and
application such as the critical adoption factors, privacy and security, and the relevance
between cloud computing and services adoption and enterprise performance [4, 17].
This study concentrates on the situation and performance after adoption and focus on
the enterprises that have adopted cloud computing and services for their information
systems.

In addition, cloud computing and services adoption empirical research start to use
the Technology, Organization and Environment (TOE) theory of technological innova-
tion adoption [18, 19] as its main theoretical foundation, which includes more types
of adoption factors. In Senyo et al. (2018) review, TOE is also the most used research
framework [4]. TOE factors are di-vided into three main types: technological factors
(perceived technological characteristics of cloud computing and services), organiza-
tional factors (firm internal characteristics) and environmental factors (characteristics
of firm’s external environment). To examine the technological factors, previous studies
adopt Diffusion of Innovation (DOI) theory [20] to define with five critical characteris-
tics of innovation which are the degree of relative advantage, compatibility, complexity,
trialability and observability.

Summarizing, the main empirical studies that investigate the factors determining
cloud computing and services adoption at firm level, particularly a series of firm charac-
teristics, are shown in Table 1, and the factors are classified in the next section through
the activity theory framework.

2.2 Activity Theory

Activity Theory describes the analysis of the activity from the element performance
and communication process, and the activity involves the object, the activity goal, the
applied tools and language-relatedprojects are set in the framework [27], and the dynamic
knowledge view of activity theory echoes the knowledge view based on practice [28].
It has three main intermediary paths: (1) The subject and object will be affected by the
intermediary of the tool unit. (2) The community and the subject will also be subject to
rules. (3) The community unit and the object unit will be affected by the division of labor.
In addition, other additional lines may have secondary mediating relationships (Georg
et al., 2015). It is also the basis for the development and transformation of the activity
system. Activity analysis helps in multiple fields to understanding of complex work and
social activities [29], that used to explore the complex process relationships in activities,
has now become the founding theory of understanding the changes and development of
work and social activities [30], activities theory-related framework and analysis unit.
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Table 1. Previous empirical studies examining the effects of firm characteristics on cloud
computing/services adoption

Related
Research

Factor Country Industry

Technological Organizational Environmental

Gutierrez,
Boukrami
[21]

Relative
advantage,
Complexity (−),
Compatibility

Top management
support, Firm size,
Technological
readiness (+)

Competitive
pressure (+),
Trading partners
pressure (+)

UK firms

Gangwar,
Date [22]

Relative
advantage (+),
Compatibility
(+), Complexity
(−)

Organizational
readiness (+), Top
management
commitment (+),
Training/education
(+)

Competitive
pressure (+), Cloud
Computing services
providers’ support
(+)

Indian
information
technology firms

Hsu and
Lin [23]

Relative
advantage (+),
Ease of use,
Compatibility,
Trialability,
Observability
(+), Security (+)

Firm size, Global
scope, financial
costs (+),
Satisfaction with
existing IS (−)

Competition
intensity (+),
Regulatory
environment

Taiwanese firms

Loukis,
Arvanitis
[24]

Degree of
sophistication of
firm’s ICT
infrastructure (+)

Adoption of ICT
investment
reduction strategy
(+), Adoption of an
innovation oriented
strategy,
Employment of
specialized ICT
personnel (+),
Sufficiency of ICT
skills of firm’s
employees,
Previous
experience of ICT
outsourcing
(+),Size

Price competition,
Quality competition

European
countries
(Germany, Spain,
France, Italy, UK,
Poland)
manufacturing
firms

Kandil,
Ragheb
[25]

Relative
Advantage (+),
Complexity (+),
Compatibility
(+), Security and
Trust (+)

Top Management
Support (+),
Technology
Readiness and
Manpower (+),
Technology
Readiness and
Manpower (+)

Telecommunication
Infrastructure (+),
Trading Partner
support (+), Trading
Partner Pressure (+)

Egypt firms

(continued)
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Table 1. (continued)

Related
Research

Factor Country Industry

Technological Organizational Environmental

Skafi,
Yunis [26]

Relative
Advantage

Cost, Security and
Privacy (+),
Compatibility,
Complexity (+),
Trialability, Size,
Top Management
Support (+),
Innovativeness,
Prior Technological
Experience (+)

Competitive
Pressure, Supplier
Computing Support

Lebanon small
and medium-sized
enterprises
(SMEs)

To describe the elements which are included in the adoption of cloud compu-
ting/services, this study uses the framework of activity theory proposed by Engeström
(1999) and refers to the eight-step model proposed by Mwanza (2001), which is clari-
fied by eight open-ended questions (See Table 2). The six elements involved should be
summarized and explored to establish the relevant factors that should be involved in the
adoption of cloud computing and services to more clearly describe the issues discussed
in this study.

2.3 Organizational Agility

In the “21st Century Manufacturing Development Strategy” proposed by the Iacocca
Institute (1991), it is pointed out that the 21st century market competition environment
is unpredictable, technology is developing faster, products are customized, life cycle is
short, etc., if enterprises cannot adapt in time Such changes and seizures will be elimi-
nated [31]. Therefore, articles discussing agility have emerged, and many scholars have
proposed relevant definitions for the term agility. Youssef (1992) pointed out that Agile
manufacturing is related to both quick response and time-to-market. Quick response
means that the product is presented at the right time and place [32]. Time to market is
the time it takes to define a product and publish a product. Sharifi and Zhang (1999) argue
that agility contains two important concepts, one is to respond to expected or unexpected
changes in an appropriate manner and time, and the other is to use changes and turn them
into opportunities, which need to be perceived. And the basic ability to predict changes
in the organization’s business environment [33]. Nagel and Bhargava (1994) argue that
agility is a rapid response to market movements through continuous improvement to
gain the ability to grow in a changing competitive market and drive products and ser-
vices based on customer value [34, 35]. Goldman, Nagel, and Preiss (1995) point out
that agility is a comprehensive system that involves all processes within the enterprise
and the suppliers and customers of the enterprise [35]. The Global Logistics Research
Team believes that agility depends on the company’s ability to restructure and position
these components. Agility is there-fore an opportunity to integrate the necessary assets,
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Table 2. Eight-step-model open-ended questions describe the activities components of adopting
cloud computing and services

Analysis process and units Open-ended question Components

Activity of interest What sort of activity does this
study interest in?

Enterprise adopting cloud
computing/services situation

Objective of activity Why is this activity taking
place?

The cloud computing/services
have been broaden applied to
enterprises, the purpose is to
explore the situation of
adoption

Subjects in this activity Who is involved in carrying
out this activity?

The enterprises which have
adopt cloud computing/services

Tools mediating the activity By what means are the
subjects carrying out this
activity?

Cloud computing/services:
SaaS, PaaS, IaaS
Relative advantage,
Compatibility, Complexity,
Trialability, Observability, Ease
of use, Perceived benefits,
Security and privacy,
Uncertainty, Geo-restriction

Rules and regulations Are there any cultural norms,
rules or regulations governing
the performance of this
activity?

Market scope
Industry regulations
Government policy
Sophistication of firm’s ICT
infrastructure

Division of labor Who is responsible for what,
when carrying out this activity
and how are the roles
organized?

Top management
support/commitment
Innovativeness
ICT investment strategy
Specialized ICT personnel and
non-ICT employees’ IT
capability, readiness, and prior
IT experience
Human resource
training/education

Community What is the environment in
which this activity is carried
out?

Competitor pressure, Trading
partner pressure, Supplier
computing support,
Government support

Outcome What is the desired outcome
from carrying this activity?

Digitalization
Organizational agility

knowledge, and relationships within and outside the organization to perceive innovation
and market competition at an unexpected rate.
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Agility includes exploration and exploitation of market arbitrage opportunities [36].
Exploring is the organization’s experimental approach to finding new alternatives to
pursue currently unknown competitive opportunities. Exploitation is the organization’s
use and development of known things, through the improvement and expansion of exist-
ing capabilities, technology, and knowledge. Agility could be divided into three areas,
including capabilities related to interactions with customers, orchestration of internal
operations, and utilization of its ecosystem of external business partners [36]. Customer
agility is the ability of an organization to obtain market intelligence and identify com-
petitive opportunities through its customers [37]. In customer agility, the role of infor-
mation technology is to maintain a virtual customer community as the basis for product
design, feedback, and testing [36]. Partnering agility is the ability to explore and develop
innovation through alliances, partnerships, or joint ventures that combine the capabil-
ities of suppliers, manufacturers, and logistics providers with technology, assets, and
knowledge. Information technology accelerates collaboration among internal partners
in partner agility [36]. Operational agility reflects the ability of an organization’s busi-
ness processes to achieve speed, accuracy, and economic cost in developing innovation
and competitive opportunities. Operational agility ensures that companies can quickly
redesign existing processes and create new processes for dynamics. In the market situ-
ation, the role of information technology in operational agility is to help build modular
and integrated business processes [36]. These three dimensions together reflect agility,
and organizations that have developed these three dimensions of agility should achieve
better competitive positions by combining customers, partners, and operational agility
[36]. This study adopts organizational agility as a represent of organization performance
after adopting cloud computing and services.

2.4 Content Analysis

Content Analysis is a set of procedures for researching and analyzing the content of com-
munication through quantitative and qualitativemethods andmaking effective inferences
[38]. The most valuable part of the research is to analyze the information, calculate it
in a systematic, objective, and quantitative way, calculate the frequency of occurrence,
and assign the frequency to the value, according to the statistics of the category, from
the most mentioned times Reflects the most concerned vocabulary [39]. It is a technol-
ogy that can confuse a large amount of data and change it systematically [40], and this
analysis technology enables us to discover and understand in depth about individuals,
groups, institutions. Or the focus of attention in society [38].

Content analysis can be used to study the analysis of the changing trends of things
[39]. The analytical data used in content analysis is also quite diverse, such as: website
content [41], paper, TV commercial, news media coverage, etc. [42–44]. This study
conducts open data from cloud computing provider official website content including
text type and video type description of startup case studies. The text type data is used
directly into analysis, and the video type data has been converted into subtitle for analysis.
The theme is the analysis unit, and the language is to express the startup cases on a certain
topic. It is also regarded as the most useful unit of analysis in content analysis, exploring
the factors that enterprises adopt cloud computing and services.
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2.5 Formal Concept Analysis

Formal Concept Analysis (FCA) is a data analysis theory that discovers conceptual
structures from data sets [45]. Based on a matrix theory (Lattice Theory) proposed by
German scholarWille in 1982, FCAwas constructed on the algebraic principle of Galois
Connection and used inmathematical methods of data analysis [46], structuring data into
human thought. An abstract object in the form of a concept that turns the material into a
meaningful and understandable interpretation that is used to derive an implicit relation-
ship between a set of attributes and those attributes in another description object. FCA is
mainly based on matrix theory, a quantitative method for data analysis, the data analysis
theory of conceptual structure is found from the data set, and the attributes of objects
based on common characteristics [47]. As a grouping action, FCA provides a conceptual
architecture to construct (Structure), analyze (Analyze) and visualize (Visualize) data,
making these materials easier to understand and through the concept matrix (Concept
Lattice) defines the binary relationship between objects and attributes to find clusters of
objects with similar properties [48].

Regarding the use of FCA, FCA has been rapidly developed and applied to many
fields such as: sociology, medicine, psychology, anthropology, musicology, linguistics,
database, library science, information science, software engineering, ecology, and in
the other fields, conceptual analysis is also widely used in social sciences, especially in
social sciences, which often cannot adequately capture quantitative analysis. This study
used FCA to further understand the relationship between factors after encoding from the
content analysis, and then develop the hypotheses via FCA results.

3 Methodology

3.1 Research Design

The research subjects are the enterprises with cloud computing and services adoption.
The research process includes three stages (Fig. 1). First, systematically review the
cloud computing and services articles and found out the critical adoption factors for
the conceptual framework through activity theory [49]. Second, collect the secondary
data from cloud providers’ website and use content analysis to examine the conceptual
framework. Third, convert the content analysis result into the essential data for formal
concept analysis for further analysis and discussion.

This study usedweb crawler for systematically review on the research articles related
to cloud computing and services, a systematic review of cloud computing/services liter-
ature on the adoption factors. And then the study collects the case studies on AWS case
studies official website for content analysis. The type of data from text of case studies for
content analysis. After collecting case studies from website, these contents are encod-
ing by two or more coders. This study uses the ConExp (Concept Explorer) software
to explore the formal concept analysis. The regular matrix is composed of objects and
attributes, and the content analysis method is carried out through the collected data of
case studies, including extraction categories, coding, and reliability analysis. The anal-
ysis unit and category obtained from the content analysis method are input to objects
and attributes to establish formalize content.
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Fig. 1. Research Process

In first stage, using Python web crawler to search “cloud computing” and “cloud ser-
vice” through Google Scholar Engine in July 2021. The result included the first hundred
pages with total 1,825 articles, and then excluded the same articles from two key words,
the number of initial articles was reduced to 1,639. In second stage, the articles were
excluded based on titles, and reserve the article title which included “adoption”. After
article title limitation, the number of relevant articles was reduced to 22. The third stage
put all the remaining articles under abstract examination. Based on key information of the
papers, the excluding articles in this stage are the study which cloud computing/services
are not adopted by enterprise or focus on the technical issues. There were 11 articles
remained in this stage. The fourth stage review full texts with all remaining articles.
There are 5 empirical studies used the qualitative methodology which did not identify
the significant factors in the result; therefore, excluded in this stage and remained 6
articles. In the fifth stage, reference lists of the remaining articles were searched to find
key articles which were not recovered during the earlier stages in the literature selection
process. Snowballing increased the number of relevant articles to 11, which was the final
number of the included studies.

The Secondary data in second stage is collected from the AWS official website. The
customer case study information includes the company name, industry, found year,
country, firm size (employees’ number), company website, the used of cloud com-
puting/services, and the reason of using cloud computing/services and choosing this
provider. The third stage data is converted from the content analysis results, including
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two coders encoding data of 28 adopting factors which are collected from the first stage
articles and “agility” factor as outcome. Table 3 present the definition of 29 factors.

Table 3. Adopting factors for content Analysis and formal concept analysis

AT Factors Code Definition

Tools Relative advantage TL01 Relative advantage is defined as
the degree to which innovation is
perceived by potential adopters
as providing greater benefits than
the current practices

Compatibility TL02 Compatibility is defined as the
degree to which innovation is
perceived to be consistent with
existing values, current needs,
and previous experience of
potential adopters

Complexity TL03 Complexity is defined as the
extent to which an innovation is
perceived as difficult to
understand and use

Trialability TL04 Trialability is the degree to
which an innovation may be
experimented with on a limited
basis

Observability TL05 Observability is the degree to
which the results of an
innovation are visible to others

Ease of use TL06 Ease of use is defined as the
degree to which an individual
believes that using a cloud
service would be free of effort

Perceived benefits TL07 Perceived benefits are referred to
the operational and strategic
benefits a firm can expected to
receive from cloud computing

Security and privacy TL08 Security and privacy in
organizations concerns are about
having their own control than
any other serious issue

Uncertainty TL09 Uncertainty is the short lifetime
of an innovation may often lead
to some degree of uncertainty

(continued)
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Table 3. (continued)

AT Factors Code Definition

Geo-restriction TL10 Geo-restriction is identified as
the enterprises concern about the
geolocation which their data is
stored

Rules Industry regulations RU01 The implementation of national
system from government may
lead to the intensity in industry
competition. These competitive
pressures will force firms to
adopt new IS quickly to provide
better services and increase
strategic advantages typically in
hospitalize and financial industry

Government support RU02 Government support may give
from several ways such as
issuing regulations for protecting
data security and confidentiality,
issuing policies to lowering
bandwidth cost and
hardware/software procurement
tax, and improving national IT
infrastructure providing
incentives and financial support
as well as by adopting cloud
computing and services within
government institutions

Degree of sophistication of
firm’s ICT infrastructure

RU03 Cloud computing and services
are valuable to firms with highly
sophisticated ICT
infrastructures, since it enables
them to reduce their high ICT
operations, support, and
maintenance costs

Community Market scope CM01 Market scope is identified as the
horizontal extent of a company’s
operations

Competitor pressure CM02 Competitor pressure refers to the
intensity and pressure levels
from the competitors in the same
industry

(continued)
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Table 3. (continued)

AT Factors Code Definition

Trading partner pressure CM03 Trading partner is which firms
rely on for their IT design and
implementation tasks

Supplier computing support CM04 Supplier activities can
significantly influence adoption
decisions and identify the
importance of activities such as
targeting and communication to
reduce the perceived risk from
the potential customer

Division of Labour Firm size DV01 Firm size is the scale of
employee numbers and firm
capacity

Financial costs DV02 Cloud computing and services
pay-as-you-go basis lead to the
lower financial costs including
set-up, operations, management,
maintenance, and training

IT capability DV03 IT capability consists of IT
resources and IT employees. IT
resources refer to the firm’s
annual budget for its IT
department to install, maintain,
and upgrade the company’s
information systems. The
number of IT employees is an
indicator to determine whether a
firm has sufficient IT employees
to support daily operations;
perform installation,
maintenance, and upgrades; and
handle emergencies

(continued)
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Table 3. (continued)

AT Factors Code Definition

Organizational readiness DV04 Organizational readiness has
been described into three
dimensions including managers
perception and evaluation of the
degree to their organization
aware-ness, resources,
commitment, and governance to
adopt IT; financial readiness
(financial resources for cloud
computing implementation and
for ongoing expenses during
usage); technological readiness
(infrastructure and human
resources for cloud computing
usage and management)

Satisfaction of existing IS DV05 The satisfaction level with
existing systems

Prior IT experience
(outsourcing)

DV06 Firm’s personnel have previous
experience and skills concerning
any type of ICT outsourcing can
be useful

Specialized ICT personnel DV07 Specialized ICT personnel has
been identified as the critical
importance human capital for
ICT-related innovation who’s
technical and business
knowledge and skills can be
quite useful for the adoption and
adaption to the cloud computing
and services

(continued)
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Table 3. (continued)

AT Factors Code Definition

ICT investment reduction
strategy

DV08 ICT investment reduction
strategy is the firm adopts a
greater or lesser degree strategy
of investment reduction due to
unfavorable economic conditions
(e.g., overall recession or
sectoral economic problems).
Cloud computing and services
costs can transform the ICT
capital investments to operating
expenses to cope with this
problem

Top management support DV09 Top management plays an
important role on integration of
resources and reengineering of
processes during cloud
computing and services
implementation

Innovativeness DV10 Innovativeness means the
openness to new technologies,
and often links to the human
characteristics of the decision
maker such as CEO, CIO

Training
Education

DV11 An organization needs to train
and educate its employees before
the implementation to reduce
employees’ anxiety and stress
about the use and to provide
motivation and better
understanding about cloud
computing and services benefits
for their tasks

After the encoding process of content analysis, descriptive analysis is used to describe
the secondary data and the demographic variables. Then the reliability analysis of con-
tent analysis is adopted to ensure the stability, reproducibility, and accuracy before the
data transformed to attributes data for formal concept analysis. Formal concept analysis
is processed by ConExp (Concept Explorer) software with four dimensions of the con-
ceptual framework and then proposed the association rules result as the research model.
The minimum support was set to 9 and the minimum confidence was set to 85% [50].
In this study, the minimum support was set to 10 and the minimum confidence was set
to 85%.
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3.2 Data Collection and Analysis

The subjects of this study are the startups with AWS cloud computing and services
adoption. The data is collected from AWS case studies official website (https://aws.
amazon.com/tw/solutions/case-studies/) on August. 25, 2021. The total number of case
studies is 174, including 145 text type cases and 29 video type cases.

The profile of our use cases including industry, found year, country, and scale of
employee number. The classification of industry is referred fromNorthAmerica Industry
Classification System (NAICS). 69% of cases are from professional, scientific, and
technical services industry such as cloud consultant company and digital marketing
company. 9% of cases are from finance and insurance industry, many of them are doing
FinTech business. The found year of cases is distinguished into three groups which is
before 2006 (11%), between 2006–2009 (25%), and after 2010 (64%). The reason of
grouping is due to the cloud vendor appearance. 2006 is the year that Amazon Web
Services launch their first two cloud services EC2 and S3. After 2010, Microsoft Azure
and Google Cloud Platform (GCP) join in the cloud vendor align and now share the
market together with AWS. The proportions of the cases are also similar with the startup
raising rate in USA which dramatically increased between 2008–2013 and then drop
from 2014. USA (43%), UK (9%), and Taiwan (6%) cases are in the lead, and Australia
(4%) and Sweden (4%) are followed by. This study further compared the USA cases and
Taiwan cases. The employee numbers of these cases are mostly under 200. For further
grouping, this study divided the scale into three groupswhich are 2–50 employees (37%),
51–200 employees (37%), and over 200 employees (26%).

3.3 Findings from Content Analysis

The content analysis results indicate that the top five mentioned factors are
TL01_Relative Advantage (3.47), DV02_Financial Costs (2.07), TL06_Ease of Use
(0.94), TL08_Security and Privacy (0.93), CM04_Supplier Computing Support (0.90).
Those five factors are the most mentioned factors that influence the decision of adopting
cloud computing and services and play important roles in the adoption context. For fur-
ther descriptive analysis, this study groups these cases by industry, found year, country,
and scale. The grouping criteria have been mentioned in the case studies profile section
and only the average of the factor has exceeded/below 0.3 of the total average of the
factor would be further discussed.

In industry comparison, this study only presents four types of industry which are
professional, scientific, and technical services (120 cases), Finance and Insurance (15
cases), Health Care (8 cases), and Arts, Entertainment, and Recreation (11 cases). Pro-
fessional, Scientific, and Technical Services industry is the majority in the secondary
data set, and without doubt, the average of each factor doesn’t show the big difference
with the total average. TL04_Trialability was found higher in finance and insurance
industry. Since the industry has higher flexibility need to react to immediately changes,
while firm developing and integrating the FinTech solutions, cloud computing and ser-
vices characteristic could fulfil their need on rapid respond. Therefore, trialability was
found to be important in this industry. On the other hand, the health care industry and
the finance and insurance industry have higher-level data transfer regulations than the

https://aws.amazon.com/tw/solutions/case-studies/
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other industries. Both show higher results on RU01_Industry regulations, this makes
sense because of worldwide standard regulations such as Payment Card Industry Data
Security Standard (PCI DSS) or The Health Insurance Portability and Accountability
Act (HIPAA). Once the firms adopted cloud computing and services from vendors, the
vendor has responsibility for meeting the requirements from those regulations, so the
firm should not need to concern about meeting the standard. In addition, both industries
also result in lower TL06_Ease of use, this may occur to the differences on the end-user.
The cloud computing and services tools may not use by every employee, and instead,
the ease of use on cloud computing and services may only influence the IT staff. For
the end-user in these industries, their concerns are the ease of information system user
interface not directly to the cloud computing and services itself. In arts, entertainment,
and recreation industry, TL06_Ease of use result is much higher than average. Those
creators or developers are the direct user to the cloud computing and services, the sim-
plicity of integration and migration is the necessary concern on adoption. In the cases
studies, most of the gaming firms need global deployment to maintain their applications
for global users. Usually, they have a strong development team and need less support
from vendors, and the scalability of cloud computing and services help them afford the
unpredictable traffic; however, accompanied by unpredictable financial costs.

3.4 Analysis Results from Formal Concept Analysis

Formal concept analysis is sourced from the content analysis results. The variables data
in content analysis are transformed to attributes data. Only if two coders both agreed
with the case has the attribute, the case will be determined with that attribute. The
transform data are recorded in the formal concept matrix for building diagrams and
counting association rules. In this study, the concept structure can be discovered from
the data set through FCA, and the concept matrix can be graphically generated using
ConExp software, which clearly depicts the correlation between concepts. The data was
input to the formal concept analysis form and result in formal concept matrix. Due to
the complexity and the numerous related factors, this study divided the 28 adoption
factors of cloud computing and services into four dimensions (tools, rules, community,
and division of labour) which are sourced from activity theory and discussed one by one
below.

According to the research purpose, this study aims to explore the context of cloud
computing and services adoption and to understand the relevance between adoption
factors based on the activity theory framework. This study uses a different methodology
from traditional hypotheses development and attempts to discuss a complete adoption
scenario in a more comprehensive framework. Summarizing the content analysis and
formal concept analysis results, the proposed model is shown in Fig. 2.

In view of the systematic literature review and the factors defined process in this
study, only the factors that have been evaluated with influence in previous articles would
be included in the analysis process. Although some of the factors have less mentioned
in the case studies, the formal concept analysis results still showed their relevance in
cloud computing and services adoption. Besides, TL01_Relative Advantages, the often-
mentioned factor in content analysis, also found lots of association ruleswith other factors
in formal concept analysis. In addition, the proposed research model only includes the
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factors that has association rules with other factors and each association rules finding
is discussed as below. 86% of cases indicate at least one characteristic (scalability,
availability, flexibility, etc.) of cloud are the advantages that could assist them with
better operations and IT expenditure rather than traditional IT options. This finding is
also consistent with similar studies reported in the literature [22, 23, 51, 52]. Therefore,
it is reasonable to infer the proposition as:

P1: Relative advantages are positively associated with cloud computing and services
adoption.

Cloud computing and services are perceived as dramatically decreasing IS costs
including costs for set-up, management, and maintenance and training, thus driving the
adoption of cloud services. “By using cloud computing and services, we reduced our IT
startup costs by 90%. These savings enable us to successfully launch our application”
quoted in the case studies. The benefit of cloud services lies in the significant time and
cost savings they offer firms. This finding is also consistent with similar studies reported
in the literature [23, 53]. Therefore, it is reasonable to infer the proposition as:

P2: Financial costs are positively associatedwith cloud computing and services adoption.

Instead of the concern on not knowing the geolocation which firm’s data is stored,
the case studies result in another interesting situation. Some cases mentioned that the
different regions and availability zones help them lower the latency for global users, some
others even said that using cloud computing and services let engineers no longer need to
worry about environment consistency; issues generated from environmental differences
almost entirely stopped. The relevance is existed but may be different from the previous
study which stated that geo-restriction has negative effect on adoption [51] and therefore
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become one of the relative advantages of cloud computing and services. Therefore, it is
reasonable to infer the proposition as:

P3: Geo-restriction is positively associated with cloud computing and services adoption.

In terms of the impact of the trialability, it was found to be particularly useful for
the clients to try the product before implementing it, which impacted on the adoption
decision. The trialability of cloud computing and services is identified by startups which
need a lot of try and error to launch their business; thus, becomes a prominent advantage in
this scenario. This finding is also consistent with similar studies reported in the literature
[51]. Hence, it is a fair inference that the proposition is as:

P4: Trialability is positively associated with cloud computing and services adoption.

The ease of use and convenience achieved by startups while using the cloud is one of
the primary reasons for driving them to use and adopt cloud. The comparison between
physical management environment and cloud has identified the ease of use as a relative
advantage. This finding is also consistent with similar studies reported in the literature
[53]. Hence, this study proposed the proposition as:

P5: Ease of use is positively associated with cloud computing and services adoption.

The higher and better the security and privacy regulations of the cloud, the higher
are the usage and adoption of the cloud. The Clarifying Lawful Overseas Use of Data
Act (CLOUD Act) law in USA is legislated in May 2018, this kind of newly established
standards and federal regulations help establish organizational trust and control over data
when adopting cloud computing and services. The relevance of H6b was not supported
in previous study on SMEs, and had negative path coefficient [53]. The authors indicated
that SMEs are fine to adopt cloud, even if it does not provide the best-in-class level of
security and privacy, compensated by higher cost savings. This statement is quite similar
with the content analysis result of the group which found year is between 2006 to 2009.
Since the cloud security related law is not established at that time. Startups also share the
characteristic of scarce resources with SMEs, the security concern may not be related to
the costs at that time. However, the newly standards and laws have increased the security
concerns for the startups which found later. The relevance should be further examined
at this time. Hence, this study proposed the proposition as:

P6: Security and privacy is positively associated with cloud computing and services
adoption.

Since the startup cases are all adopted cloud computing and services already, uncer-
tainty is instead by reliability which has been mentioned in the cases. Their main relia-
bility consideration is choosing cloud vendors. H7b has been supported from previous
study [53], because improvements in reliability of cloudwould increase the confidence to
adopt cloud resulting in obvious cost savings. Hence, this study proposed the proposition
as:

P7: Uncertainty is negatively associated with cloud computing and services adoption.

Due to the advantages of cloud, most of the startups could expand their market scope
in the very early stage depend on their development strategy. It is responded to previous
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study that “Regarding the market scope, it is apparent from the results that when firms
operate in a wide market area, they adopt cloud services to improve their efficiency
[51].” The scenario is a bit different, because of the thought of entrepreneurship. Once
the geo-restriction isn’t the matter, the market expansion for startups becomes the prior
concern which is mainly focused on latency and regions. Hence, this study proposed the
proposition as:

P8: Market scope is positively associated with cloud computing and services adoption.

Previous research has demonstrated the availability of external support to be posi-
tively related to adoption [54]. The importance of supplier efforts and external computing
support in the decision-making process [51]. However, besides from the basic support
that cloud vendors could provide when adopt cloud solutions, the other support plan are
chargeable; therefore, the H9b relevance is predictable. Hence, this study proposed the
proposition as:

P9: Supplier computing support is positively associated with cloud computing and
services adoption.

Cloud computing and services can be very useful for coping with the problem of
not allow to make the required investments for upgrading and enhancing their ICT
infrastructures because of the scarcity on resources in the early stage, as it enables
firms to transform the ICT capital investments required for meeting the above needs
into operating expenses [3, 55]. “Pay as you go”, one of the characteristics of cloud
computing made the operational expenses count based on the real use only. Therefore,
in startups context, they all have great motivation to adopt cloud computing and services.
Hence, this study proposed the proposition as:

P10: ICT reduction investment strategy is positively associated with cloud computing
and services adoption.

Cost savings is confirmed as the important driver to explain the relative advantage of
cloud computing and services [7, 53, 56]. However, this study discovered the bilateral
relations between relative advantages and financial costs. The possible reasonmay occur
to the better the advantages, the higher the price should pay. This phenomenon could
be observed from the pricing strategy of cloud vendors. If the customer wants to get the
best advantages of using cloud solutions, it will come with the relatively costs. Hence,
it is reasonable to infer the proposition as:

P11: Relative advantages are associated with financial costs.
P12: Cloud Computing and Services area associated with organizational agility.

4 Conclusion

The conclusions in this study are referred to as the three stages of methodology which
are systematic literature review, content analysis, and formal concept analysis. In the
systematic literature review, 11 out of 1,639 articles were selected to discuss and resulted
in 28 significant factors defining in previous research. Due to the case studies encoding
process, this study has found relative advantages, financial costs, ease of use, security and
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privacy, and supplier computing support as prominent factors. The grouping comparisons
have many informative and interesting results such as the financial cost consideration
will decline while the scale enlarges, the security and privacy concern of finance and
healthcare industry is significantly higher than other industries, and Taiwanese startups
have more financial costs concern than the other countries. The formal concept analysis
results divided into four dimensions to discuss and then reformed into one research
framework to understand the relevance of the comprehensive context.

For academic implications, this study response with Sharma, Gupta [57] study, the
findings would be useful for researchers who are currently working on cloud computing
adoption research and opening up new directions of cloud computing adoption and busi-
ness value research. In managerial implications, the findings indicate what customers
concern about adoption and continuous adoption which would be useful for cloud com-
puting and services providers and their partner network companies. It also provides
guidance for cloud computing and services users or potential users to make advanced
and multi-dimensional exploitation of cloud computing and services.
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Abstract. This study is designed to identify key success factors of business trans-
formation across different industries, create and validate scale, and formulate the
success developmentmodels, all using the business transformation readiness index
(BTRI). It begins with a meta-analysis of the literature covering the key success
factors of business transformation and organisational changes. Using the findings
of the meta-analysis, a conceptual model of the success of business transforma-
tion is developed. It involves the revision of those existing theories in organisa-
tional change, as well as knowledge management and business transformation
with updated environmental variables.

Keywords: Business Transformation · Knowledge Management · Organization
Capabilities · Knowledge Sharing · Functional Flexibility · Innovative Work

1 Introduction

COVID-19 has disrupted business operations on a global scale. Organisations have either
been negatively affected in the business environment or have transformed in the crisis
situation. This study aims to explore and analyse the success factors of business trans-
formation readiness. The objectives of this study include the review of previous studies
exploring the success of business transformations and the development of the business
transformation readiness index (BTRI) with knowledge management capabilities.

The study, therefore, begins with a meta-analysis of key success factors of business
transformation, knowledge management and organization changes in previous studies.
Using the findings of the meta-analysis, a conceptual model of the success business
transformation can be developed, validated and tested. It involves the revision of those
existing theories in knowledge management, organizational change and business trans-
formation with updated environmental variables. Building on the findings of the first
phase, the theoretical model can be formulated as the key success factors within the con-
text of organization’s capabilities, and its economic and institutional environment. To
investigate the applicability of the proposed model as a measurement of business trans-
formation, an empirical study will be conducted. Hopefully, the study’s subject matter
will be of interest to a wide variety of potential audiences, including researchers and
management consultants in the business transformation, business leaders and managers
involved in the business transformation processes.
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2 Literature Review

2.1 Business Transformation

“Business transformation moves an organization from an existing condition to a future
state that represents a targeted strategic ideal” [1]. Traditionally, the concept of change
management has been used to describe organisations implementing changes in response
to market pressures, new technologies, new business processes, or new business envi-
ronments. “Business transformation is one such driver that provides the necessary fillip
to an organization or the competitive advantage in the market place” [2].

As suggested by Cheyunski and Millard [3], earlier approaches to business trans-
formation included business process redesign, the adoption of information technology
(IT), and organisation development. They aimed to achieve breakthrough performances
and gain competitive advantage by supplying cheaper or better products.

Organisations operate in a complex system; indeed, to sustain operations in such a
fragile environment, organisations are increasingly resorting to changes and business
transformations. The COVID-19 pandemic, in particular, brought disruptive change to
all countries; with no organisations remaining unsinkable, they were forced to either
confront the issue or to disappear from the environment. Organisation leaders, govern-
ment policy makers, and researchers are thus identifying critical success factors for their
sustainability.

In the context of digital business transformation, business transformations are always
linked to information technologies. Agrawal andHaleem [4] ascertained that cultural and
environmental pressures are the driving forces for IT-enabled business transformation.

Linder, Cole, and Jacobson [5] suggested the importance of business transformation
outsourcing, arguing that effective outsourcing can help companies achieve sustainable
business performance in terms of share price, market position, and return on capital.
However, it is believed that organisations need to have sufficient capabilities for busi-
ness transformation [6, 7]. Bititci [8] formulated business transformations with efficient
and effective business processes and the transformational capacity for continuous learn-
ing, change, and reinvention. Alberto Pérez and Laura [9] emphasised the importance
of an integrated approach to business transformation, suggesting that strategy, people,
and processes are the three main pillars of change. Dutta, Choudhury, and Swarnabha
[10] proposed a three-step transformation methodology (see Fig. 1), revealing that it is
necessary to conduct a gap analysis to determine the key focus areas/pain points for the
transformation.

Fig. 1. Transformation Methodology Proposed by Dutta, Choudhury and Swarnabha [10]
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2.2 Success Factors of Business Transformation

Change is difficult. It is necessary to determine the success factors of organisational
change and business transformation [11]. Alberto Pérez and Laura [9] emphasised the
importance of finding the key capabilities of business transformation. However, there is
a lack of previous empirical studies on the success factors thereof.

In an earlier study, Chrusciel and Field [12] outlined the importance of organisational
change in today’s businesses. Using the extant literature, several factors were identified
as critical success factors (CSFs) for business transformation: management involvement
and fairness/justice in the planning and analysis process; evaluation of effectiveness;
comprehensive communication within the organisation; and staff perception of organi-
sational readiness to deal with change. The authors added flexibility in the organisational
change curriculum and personal gain from the organisational change as additional CSFs
of business transformation and organisational change.

Reinstein [13] listed the following success factors for business transformation in the
case of a telecommunications company case (Avaya): building the right team with the
right people, sufficient job design and training, and a relevant performance management
system.

Bertoncelj, Kovac, andBertoncel [14] reviewed the success factors and competencies
in organisational evolutions, noting the importance of creativity, innovativeness, and
intuition for organisational learning capacity in an innovative economy.

Based on previous studies investigating business transformation and organisational
change, DeWaal, Maritz, Scheepers, McLoughlin, and Hempel [15] consolidated a con-
ceptual framework that included various paradigms and concepts related to the factors
of change implementation: communicating leadership commitment; overcoming actual
barriers; conducting training; performance measurement; conflict management; organi-
sational innovation; and stakeholder communication. Similarly, Arora, Mawa, Diwvedi,
Kathuria, and Sharma [16] reviewed a business case in India and proposed four key prin-
ciples for its organisational realignment: innovation; agility; eco-system management;
and global talent.

De Waal [17], on the other hand, listed eleven theoretical and eight practical success
factors from previous case studies. With an extensive review of 290 texts in a ten-year
period and a structured survey of 1,300 organisations all over the world, DeWaal went
on to highlight five factors that had a positive correlation with competitive performance:
continuous improvement and renewal; openness and action orientation; management
quality; employee quality; and long-term orientation.

2.3 Knowledge Management, Another Perspective for the Success of Business
Transformation

Due to the complexity of organisational transformation and the radical changes therein,
it is necessary to build knowledge-related capabilities, including knowledge sharing and
training [18–20]. As suggested by Maqsood, Walker & Finegan [21], effective knowl-
edge management in an organisation creates innovation. Therefore, knowledge man-
agement contributes to the success of business transformation. With a sample of 202



140 E. K. W. Lau

SMEs in Malaysia, Taghizadeh, Karini, Nadarajah & Nikbin [20] found that knowledge
management capability has a positive effect on SMEs’ innovation strategy.

In addition, Muhammad, Yousaf, Khan & Usman [22] suggested that human capital
is critical to the success of the organisational innovation process. With a sample of 894
manufacturing businesses in Pakistan, they tested their model of knowledge manage-
ment infrastructure capabilities (KMICs), concluding that knowledge sharing (KS) and
functional flexibility (FF) play significant mediating roles on innovative work behaviour
in knowledge management.

Similarly, Ye and Tan [23] hypothesized that employees’ innovation passion links
with their knowledge sharing. With 318 respondents in information technology indus-
try in China, they found that a positive and significant relationship between respon-
dents’ knowledge sharing and their innovation passion. Therefore, knowledge sharing
in organization facilitate the innovation and business performance.

2.4 Impacts of Business Transformation

It is vital to identify the business outcomes from organisational changes and business
transformation. Linder et al. [5] contended that it is difficult to establish objective per-
formance indicators and metrics for business transformation in many cases due to the
complex nature of the business. It is commonly believed that sustainability can result
in business transformation [24–30]. In an earlier study, the sustainability maturity cube
was proposed by Müller and Pfleger [31], arguing that business sustainability can be
accelerated by the power of transformation.

As mentioned, IT/ICT-enabled organisational changes always take place in the pro-
cess of business sustainability [15, 32]. In an earlier case study, Akemi and Bjorn-
Andersen [33] concluded that, in the case of Japan Airlines, the business process
change from IT applications can help the company to improve customer service, value
chain logistics, competitiveness, and sales. Hanelt et al. [32] added that business eco-
efficiency and new functionalities, processes and business models can be a consequence
of IT-enabled business transformation.

3 Research Methods

3.1 Research Design

Business transformation is inevitable, not tomorrow but today. The study (Fig. 2) is to
investigate the success factors, both key and critical, of business transformation and the
development of the readiness index of business transformation (i.e., the BTRI).

The BTRI will comprise different interrelated pillars of organisational changes. This
project includes ameta-analysis of the business transformation, knowledgemanagement
capabilities and organisational change literature, the identification of the key success fac-
tors of business transformation, overseeing conceptual models of business transforma-
tion in different organisation settings, and both scale development and the development
of the BTRI.
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Fig. 2. Research Framework of the Study

For the procedure of meta-analysis, as mentioned earlier, we produced a clear defi-
nition of the research interests identified, i.e., finding the key success factors of business
transformation/organisational changes. Keywords such as “success factors”, “business
transformation”, “organisational changes”, “change capabilities”, and “knowledge man-
agement” will be used for the literature search in library databases. Collecting relevant
literature will be the next step. All theoretical frameworks, study designs, study samples,
methodologies, variables identified, and main findings will be recorded, tabulated, and
analysed.

Table 1 summarises the aforementioned studies. As we have seen, many factors have
been identified, and most are from qualitative studies. Building on the findings of the
first phase, the theoretical model can be formulated as the key success factors within
the context of an organisation’s knowledge management capabilities, in addition to its
economic and institutional environment (see Fig. 3). To investigate the applicability of
the proposed model as a measurement of business transformation, an empirical study
will be conducted.

Table 1. Brief Summary of Past Studies on the Success Factors for Business Transformation

Year of Publication Researchers Methodology/Approach Critical/Key Success Factors
Reviewed and Identified

2006 Chrusciel, D., & Field, D. W. Case study approach Planning and analysis,
assessment (i.e., evaluation of the
effectiveness and feedback),
“comprehensive
communication”, “perception of
organizational readiness to deal
with change”, “top management
support”, “user training of
application”, “perceived utility”,
“staff critical mass”, “flexible
curriculum”, “personal gain from
the transformation” (i.e., fairness)

2007 Reinstein, D. Case study approach Building the right team (i.e.,
ability and willingness to work
with change and the resulting
ambiguity), sufficient job design
and training, relevant
performance management

(continued)
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Table 1. (continued)

Year of Publication Researchers Methodology/Approach Critical/Key Success Factors
Reviewed and Identified

2009 Bertoncelj, A., Kovac, D., &
Bertoncel, R.

Literature review Cognitive component of
competencies, affective
component of competencies, and
conative component of
competencies

2014 De Waal, G.A., Maritz, A.,
Scheepers, H., McLoughlin, S.,
& Hempel, B.

Literature review Communicate leadership
commitment, overcome actual
barriers, conduct training,
performance measurement,
conflict management,
organisational innovation, and
stakeholder communication

2017 Arora, P., Mawa, R., Diwvedi, V.,
Kathuria, K., & Sharma, N.

Case study approach Organisational realignment:
innovation, agility, eco-system
management, and global talent

2018 De Waal, A. Literature review and
Case study approach

“continuous improvement and
renewal”, “openness and action
orientation”, “management
quality”, “employee quality”, and
“long-term orientation”

2021 Taghizadeh, Karini, Nadarajah &
Nikbin 2021

Literature review and
Quantitative approach

Knowledge management
capability, innovation culture,
innovation strategy

3.2 Research Objectives

The study investigates critical success factors of business transformation and develop-
ment of business transformation readiness index. The research objectives are:

• To investigate of basic elements of business transformation, knowledge management
capabilities, and organization changes;

• To conduct a meta-analysis of previous business transformation, knowledge shar-
ing, and organizational changes studies, and identify key success factors of business
transformation;

• To develop business transformation readiness index (BTRI);
• Tomeasure the capabilities of governments, the private sectors and non-profit making

organizations to face with rapid changes in their environments;
• To develop theoretical and managerial insights of business transformation with

knowledge management capabilities;
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Fig. 3. Conceptual Framework Developed from the Meta-analysis

4 Implications

The BTRI framework emphasises that there is no single success path/factor toward the
transformation. Empirical findings from the proposed project will provide organisations
with some practical knowledge and capabilities to respond to the changes. Data and
insights provided by the proposed project will allow public, private, and government
policy makers to build sustainable capabilities that empower transformation processes
(Fig. 4).

As a result, this affects all business models across sectors and industries. How did
organisations prepare for and respond to the pandemic? A wide range of organisations
including private sectors, non-profit organisations, and government agencies can adopt
the models developed in this proposed project, gain insights from the BTRI so as to pre-
pare for rapid changes in business environments, and cultivate the opportunities arising
from such situations.
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Fig. 4. Readiness of Business Transformation, Business Performance and Sustainability

5 Conclusion

The BTRI comprises different interrelated pillars of organisational changes. It includes
a meta-analysis of previous business transformation, knowledge management capabil-
ities and organisational change research, whilst also identifying key success factors of
business transformation and overseeing conceptual models of business transformation in
different organisational settings. Building on the findings of the first phase, the theoretical
model can be formulated as the key success factors within the context of organization’s
knowledgemanagement capabilities, and its economic and institutional environment. To
investigate the applicability of the proposed model as a measurement of business trans-
formation, an empirical study will be conducted. It emphasises that there is no single
success path/factor toward business transformations and organizational changes.
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Abstract. Organizations today are gathering and storing more and more data in
the belief that it is necessary for compliance, legal reasons or that it may be nec-
essary in the future. Most of this data is considered dark as it is unstructured,
uncatalogued, unmanaged, and unanalyzed. Big data consists of structured data
(business critical and redundant obsolete and trivial (ROT) data) and unstructured
data being dark data. This dark data can be in data silos isolated to specific depart-
ments or sectors in an organization unable to be accessed and analyzed by other
departments in the organization. Organizations waste time and operating budgets
searching for this data and storing the data. Data management practices, policies
and procedures need to be reviewed by organizations. The creation of a position
solely to be responsible for the storage, curation, and general good health of data
should be considered. Dark data can have inherent security risks for organizations
that can damage reputations, harm revenue, and leave the organization vulner-
able to cybersecurity threats and risks such as personal data breaches or stolen
data. Data governance principles need to be established and implemented in all
organizations. The three main components of data governance are people (roles,
responsibilities, working groups and committees), processes, and tools and tech-
nology. This paper presents a brief review of the various aspects of dark data and
their implications for organisations.

Keywords: Dark Data · Big Data · Business Critical Data · ROT Data · FAIR ·
data security · data governance

1 Introduction

Data are observed or recorded facts. Data are usually discrete, objective, and unorganized
[1]. They have no independentmeaning or value. Information is accumulated, assembled,
or processed data through processes such as referential, type, purpose, relevance, and
interpretation [2]. Information can be derived from putting data together or making
simple conclusions from experience. A workable definition of knowledge is that is data
and/or information that have been “organized and processed to convey understanding,
experience, accumulated learning, and expertise as they apply to a current problem or
activity” [3].

The aim of this paper is to discuss dark data, its importance, risks involved, the need
and techniques to structure the unstructured dark data. What are the challenges, what
are the security issues and what is the role of data governance?
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L. Uden and I-H. Ting (Eds.): KMO 2023, CCIS 1825, pp. 149–160, 2023.
https://doi.org/10.1007/978-3-031-34045-1_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34045-1_13&domain=pdf
https://doi.org/10.1007/978-3-031-34045-1_13


150 G. G. Chant

A semi-systematic literature review was conducted the purpose being to identify and
categorize the literature that explicitly mentions dark data. A semi-systematic literature
review was the methodology chosen to provide an overview of prior research and track
development over time [4]. Papers had to mention, in some capacity, dark data. A full
systematic review of every single article that could be relevant to this topic is simply not
possible so highly technical papers were excluded. Thematic analysis was used to read
the papers in depth to identify, analyse and report repeated patterns or themes [5]. At
this point I was able to define and refine the themes of this paper to be defining dark data
and the challenges related to dark data (security issues and the role of data governance).

The prevailing practice of organizations today is the accumulation of vast amounts
of data in the belief that this is what is necessary to generate a comparative market
advantage for themselves. Data is sourced from server logs, website tracking software,
customer call records, social media, video surveillance systems, audio files and networks
of connected devices and sensors [6]. However, “according to research by the operational
intelligence platform Splunk, much of this information is dark data, which lurks in the
shadows of enterprise systems and never ends up being used” [6, 7].

Goetz [8] stated that research that doesn’t yield a dramatic outcome or, the opposite of
what researchers had hoped, invariably ends up stuffed in some lab drawer, unpublished.
Such data counts as dark because it is a source of knowledge that does not reach the
scientific and engineering community [8].

“Early accounts of dark data in scientific literature describe it as information gener-
ated by failed experiments and not published or distributed”, making it “nearly invisible”
to the broader scientific community [9]. Descriptions of dark datawithin the digital world
characterize it as data that is “hidden or undigested” or “uncategorized, unmanaged, and
unanalysed” [9]. While dark data is commonly unstructured, often text-based, but not
“analytics ready”, any data, in any form, can become dark [9]. Dark data is constantly
being produced by organizations, the internet, personal mobile devices, and innumerable
other sources [9].

2 What is Dark Data

Various attempts have been made over the decades to define dark data. Martin [10]
described dark data as information, collected as a function of an organization’s normal
operations, that is rarely or never analyzed or used tomake intelligent business decisions.
Instead, it gets buried within a vast and unorganized collection of other data assets.

Heidorn [11] defined dark data as data that is not carefully indexed and stored so
it becomes nearly invisible to scientists and other potential users and therefore is more
likely to remain underutilized and eventually lost. He described dark data occurring in
the long tail of science wheremany small research projects have neither time nor funding
to accomplish the task of proper data management [11]. This led him to say that dark
data is the type of data that exists only in the bottom left-hand desk drawer of scientists
on somemedia that is quickly aging and soon will be unreadable by commonly available
devices [11]. Heidorn considers dark data to be related to portable storage lost in the
drawers of some researcher where the physical deterioration could easily be the cause
of data becoming inaccessible [11]. He also described dark data as data that is more
difficult to find and less frequently reused or preserved [11].
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In a later paper Heidorn et al. [12] discusses dark data by showing how small research
projects in astronomy produce dark data due to insufficient funding for research data
management tasks.

A common position between Heidorn and Goetz, is that data is “dark” because it
becomes invisible somehow (i.e., not carefully indexed, as Heidorn claims, and not
publishable, as Goetz believes) [13].

Whilst a definition of dark data has not been established, several dark data definitions
have been developed, each expressing a unique interpretation of the dark data analogy
[14]. Some definitions are overlapping, or each is a consequence of the other.

Gartner defined dark data “as the information assets organizations collect, process
and store during regular business activities, but generally fail to use for other purposes
(for example, analytics, business relationships and direct monetizing)” [15].

Schembera & Durán [13] stated that under ideal conditions of scientific practice,
standard data management workflows in high-performance computing facilities indicate
that, to keep clean records of the data produced, such data must be “labelled” correctly.
Metadata about the data is tagged onto the data with the purpose of identification and
categorization [13]. Examples of metadata include the date and time stamps of when
the data was created and modified, a string containing the full directory and ownership,
and descriptive information on the content of the data [13]. Metadata, then, plays the
fundamental role of structuring, informing, and identifying data by means of relevant
information about them [13]. When such conditions of management workflow are not
followed then data becomes dark, invisible, and undetectable by the researchers [13].
If researchers do not standardize their data and metadata or acquire updated knowledge
on the standards used by a given repository, there is a subsequent loss of professional
collaboration and research efforts [13]. Thiswill also occur if they are not given incentives
to share, format, and standardize their data and metadata for further use [13].

In situations where researchers leave an organization, unless the researcher leaves
successors to their work, data becomes orphaned, with no responsible individual to take
responsibility for such data [13]. Orphan data whose most likely future is to be forgotten
on storage servers, therefore, produces more dark data [13].

3 Volume of Dark Data

Themassive amounts of data that some organizations acquire are stored in data silos, iso-
lated reserves of data that pertain to and are controlled by specific departments or sectors
within a business [16, 17]. This data isolated to specific business domains throughout
an enterprise can hinder an organization’s ability to analyse and make meaningful data
driven decisions [16]. This dark data does not yet have any monetary value, practical
use, or coherent structure [16].

Veritas described databergs as being caused by adding enormous dark data volumes to
poorly understood corporate data [18]. A databerg comprises of three elements. Business
critical data, ROT data, and dark data. A databerg can be thought of as being like an
iceberg. Business critical data is data identified as being actively used and visible to the
organizations and vital to the ongoing operational success of an organization [14, 19].
This is the visible part of the iceberg above the surface of the ocean. Business critical
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data needs to be protected and proactively managed by organizations [19]. ROT data and
dark data are like the hidden major part of an iceberg unseen below the surface of the
ocean. ROT data is data identified as redundant, or duplicate data, obsolete, no longer
having business value, and trivial data with little or no business value [19]. ROT data
needs to be proactively minimized by securely deleting it on a regular basis [19]. Dark
data is data whose value has not yet been identified [19]. It may include vital business
critical data as well as useless ROT data. Either way, it consumes resources [19]. Dark
data must be investigated as either ROT data or business critical data, as soon as practical
[19]. Ajis [14] says the ROT data and dark data possibly provides a great opportunity
for the organizations and users. Although they are hidden and unexposed, they might be
keeping the data for reasons such as backup, heritage, and just-in-case situation where
the data may be needed in the future [14].

A 2020 estimate suggests that at least 2.5 quintillion bytes of data are produced every
day by organizations, and rather worryingly, 55% of these data are deemed dark data
[20]. Organizations are failing to identify and exploit knowledge already stored within
the organization [20]. This can lead to the duplication of knowledge and information
assets already existing within the organization [20]. An increase in dark data can occur
when employees from different divisions of the organization do not socialize the new
knowledge. As time passes, this can lead to no record that the data ever existed, resulting
in huge volumes of data being stored and forgotten [20]. Staff turnover, system upgrades
and poor knowledge capture can lead to knowledge being forgotten and lost over time
leading to data being recreated and hence an increase in dark data [20].

The sheer volume of dark data impacts the costs for searching and producing appro-
priate information and imposes a wasted storage cost in operating budgets [14]. To help
keep storage costs down, measures should be taken to search out duplicate, stale, and
other redundant data through use of deduplication technology, retention security policies
and tools that give the organization insights into data usage patterns [6].

Big Data is defined [21] as huge data sets that are orders of magnitude larger (vol-
ume);more diverse, including structured, semi-structured and unstructured data (variety)
and arriving faster (velocity) than any organization has had to deal with before. Zikopou-
los et al. [22] defines big data as data that cannot be processed using traditional data
processing tools and processes, while Mc Kinsey [23] defines big data as large pools of
data that can be captured, communicated, aggregated, stored, and analyzed. Schnieder-
jans et al. [24] suggests that big data is a collection of data sets that are so large and
complex that software systems are hardly able to process them.

Big data stored by organizations is structured and unstructured [25]. Structured data
can be used for business analytics as it is, but unstructured data, termed dark data,
requires a good deal of pre-processing prior to utilization [25]. Studies across a range
of industries indicated that less than half of an organization’s structured data is actively
used in making decisions, and less than 1% of its unstructured data is analyzed or used
at all [25]. The subsets of big data are shown in Fig. 1.

Structured data stored in relational databases or spreadsheets can be accessed and
analysed using data mining tools and can be categorized as business-critical data or ROT
data [25]. Business critical data is considered the most important data to an organization
whereas ROT data has little or no value to an organization [25].
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Fig. 1. Big Data Classification [25].

Unstructured data is not organized in relational databases and is uncatalogued [25].
Unstructured data has the characteristics of unstructured information or meaning which
is derived not from its structure but from its values and context [14]. Analysis of unstruc-
tured data is difficult because of the content and data value that is buried inside unstruc-
tured data which requires human interpretation [14]. The inability to access data puts
the accuracy of data analysis at risk, which may lead to poor decision making based
on incorrect data [14]. Images, movies, and audio in their context provide significant
information that can’t be accessed by computer keyword analysis of unstructured data
[14]. This unstructured dark data can be of many forms but is generally online data,
backup data, hidden data or operating system’s data [25].

Splunk [7] found that often, organizations ignore potentially valuable data because
they don’t have the time or resources to prepare it for use. They also found that organi-
zations lacked the necessary skill sets [7]. Indeed, they found that 81% of respondents
agreed that “every office worker will need to have a basic level of data analysis skills in
the near future” [7].

4 Making Dark Data Discoverable

A study by Gimpel [26] analyzed hundreds of industry reports, news briefs and scholarly
articles, and conducted interviews with 22 leading executives and subject matter experts.
Findings indicated that executiveswhowant to benefit fromdark datamust do two things,
build dark data awareness within their organizations, and motivate their firms to allocate
the resources needed to exploit these data [26].

To build dark data awareness Gimpel [26] suggested informing all levels of employ-
ees, from line-level workers to senior management, about the types of places where
they can find dark data. A vast amount of data stays trapped within data silos where it
remains unknown to those who could use it to improve the business [26]. To break down
information silos and shine light on data, managers need to conduct a data audit [26].
Organizations can be aware that data exists, but they are stuck in a data collection rather
than a data analysis mode [26]. To improve awareness, Information Technology (IT)
people and data scientists must educate business executives about what can be achieved
with dark data [26].
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Gimpel [26] found that the allocation of the resources needed to exploit dark data
requires business leaders to overcome the status quo, move beyond competing priorities
and overcome the difficulty predicting returns on technology investments.

Commvault [27] identified five approaches that can reveal dark data. This entails
managing storage growth by keeping only data that has value to the business, whilst
ensuring that data produced within the organization is collected and stored [27]. Giving
users access to be able to searchwithin theorganization for data to support their dutieswill
aid their productivity [27].Another approach is to define a clear lifecycle for the data from
the time it is created to when it is deleted and assure compliance and discovery to reduce
costs and risks with enterprise-wide search [27]. Finally, ensure that the discovered
information is simple and defensible [27]. To truly illuminate dark data in organizations,
there is a need for an archive with intelligence [27]. It’s that intelligence that will manage
storage growth, capture data comprehensively and provide users with simple self-service
access, all the while managing it throughout its lifecycle for lower compliance and
litigation risk and cost [27].

Ryan [28] singled out four stages of illuminating dark data in an organization. The
Identification phase tries to find out what data the organization has and where it is stored
(either within or outside the organization) [28]. Classification organizes the data into
groups to reflect the structural organizational needs or processes within the organization
[28]. The control stage manages the data that has been organized to ensure its security
and integrity [28]. It is during this stage that data analysis is conducted [28]. The fourth
stage, continuous monitoring, is to ensure that proper mechanisms are put in place to
safeguard that the data is continually maintained to serve the needs of the organization
and identify areas for improvement [28]. Ryan [28] posits that taking this approach
enables analytics to be used on the data within organizations. This is because data is
usually unstructured and can only be made usable if the firm is able to mine it and extract
useful patterns and relationships which would allow the firm to make the best business
decisions [28].

5 Managing Dark Data

There are three basic aspects to handling dark data problems: preventing the problem
from arising in the first place, detecting the presence (or perhaps “absence”) of dark
data, and correcting or at least making allowance for it when it arises [29].

A second study by Ajis et al. [30] was conducted to investigate current dark data
management practices byMalaysian SMEs for business operations. Findings of the study
indicated that all businesseswere employingDarkDataLifecycleManagement (DDLM),
which entails appointing a data expert or caretaker and undertaking data caretaking or
data stewarding duties [30]. DDLM was identified as a strategy that would contribute to
the suppression of dark data while also allowing for the mitigation of the risk and effect
of dark data [30]. Not only did business owners utilize DDLM to manage the data in the
repository, but also to avoid the emergence of dark data [30].
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5.1 Security Issues with Dark Data

Imdad et al. [25] identified dark data as having inherent security risks for organizations.
Reputations would be damaged, and revenue would be harmed if their data security
was compromised, leaving the organization vulnerable to cybersecurity threats and risks
such as personal data breaches and stolen data [14]. Being unstructured in nature makes
dark data very difficult to categorize as it is diverse in character or content [25]. As these
data streams cannot be categorized it can be difficult to define proper access control
mechanisms for data [25]. Some if not all of the data is confidential in nature and
unauthorized access to that data can cause a data breach [25]. The implementation of
authentication and proper control lists for accessing data, and the concept of havingmore
than one person required to complete a task (Separation of Duty) can helpmitigate overly
permissive access that leads to malicious insider breaches [31]. Researchers found that
restricting access to data, constantlymonitoring data protection to uncover security gaps,
and treating data catastrophe planning as a critical contingency plan all contributed to the
safety of dark data [30]. Identifying the users and groups with access to data, matching
them towho should or shouldn’t have access and recognizing anomalies reduces security
risks and increases organizational effectiveness [32].

Should data be required for legal or financial matters, it may not be located imme-
diately due to its random nature [25]. This may lead to a legal and financial liability to
an organization [25]. When the Hypertext Transfer Protocol (HTTP) was introduced,
there was no concept for caching sensitive data [25]. Now the recent web servers have
a way to cache data on the basis of permissions in the server header [25]. In a web
cache attack the content delivering websites are targeted and create latency to access
this content getting into this cache [25]. It is difficult to audit data creation trails and the
flow of data because of its storage [25]. There are no proper guidelines about access so
data flow, replication and usage cannot be identified [25]. When someone internal to the
organization gets access to data and exploits it, the organization has no audit trails to
track the responsible entity [25].

Information that is not managed properly can also expose an enterprise to consid-
erable vulnerabilities. Distributed and duplicated content, without explicit oversights,
weakens security [10]. Hackers can have more potential entry points and leaked, lost,
stolen, or breached dark data can result in damaged reputations as well as loss of
competitive strength [10].

To better harness dark data, the first step is to secure and encrypt all data to prevent
it from being exploited. Second, prevent it from piling up and getting out of control,
which requires analyzing it regularly [10]. Classify legacy data to give it meaning going
forward and assign owners to data, so they can review and decide if there is value [10].
Retention policies can be set up to automate how data is handled going forward and
delete dark data that’s considered redundant, obsolete, and trivial. [10].

Dark data is huge and unstructured, but machine learning offers tools and techniques
to study this information and recognize patterns in it [10]. The data can be processed
using smart algorithms because it cannot be analyzed manually [10]. Frameworks like
Hadoop provide a platform to break this data into chunks that can be managed and
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studied [10]. Additionally, metadata can be employed to identify, link, curate, and cross-
reference information in a way that unlocks its relevance and usefulness [10]. A file
analysis (FA) tool may further help to sift through dark data [10].

Schniederjans et al. [24] described the business analytics process as a three-stage
process mining the information out of the data to unlock the valuable or problem-solving
information locked in the sources of the data. Descriptive analytics analysis sorts out
the data as the size of some data sources can be unimaginable, complex, and confusing
[24]. Thismakes some sense out of its informational value indicating patterns or business
behavior that can be identified representing targets of business opportunities and possible
future trend behavior [24]. Predictive analytic analysis uses multiple regression analysis,
or other forecasting methods such as exponential smoothing and smoothing averages to
develop forecasts of business trends [24]. Prescriptive analytic analysis applies various
operations research methodologies to optimally allocate a firm’s limited resources to
take best advantage of the opportunities it found in the predicted future trends [24].
Using business analytics solutions, organizations can identify the factors that impact
their performance, create more accurate forward-looking strategies, enhance efficiency,
increase profitability, and improve customer satisfaction and loyalty [33].

5.2 Role of Data Governance

Dark data should be seen as a business opportunity however there are challenges that
it presents [6]. Data governance, data compliance, and cost-efficient storage are three
such challenges. To address these challenges an organization must have clear visibility
into their data [6].

There are various definitions of data governance. Researchers differ in defining data
governance. The Data Governance Institute (DGI) defines it as “data governance is a
system of decision rights and accountabilities for information-related processes, exe-
cuted according to agreed-upon models which describe who can take what actions with
what information, and when, under what circumstances, using what methods” [34].
Newman and Logan [35] define data governance as “the collection of decision rights,
processes, standards, policies and technologies required tomanage, maintain and exploit
information as an enterprise resource”.

Almeida [36] says that data governance is a set of policies and practices that an
organization can establish to support their data management. Policies and procedures
that govern data management will help eliminate inconsistencies from dark data and
improve data quality, thus helping to reduce data management costs [6]. Henderson [37]
defines data governance as the exercise of authority and control (planning, monitoring,
and enforcement) over the management of data assets.

Data governance plays an essential role in fulfilling the organization’s strategy and
growth by providing visibility to what data is available and how it can be used [36]. Engi-
neering aspects such as the data architecture, access controls and tooling are important
in data governance [36]. One of the most crucial tasks for data governance to accomplish
is to continuously discover new data sources and maintain a living catalog of data within
the organization [36].

Schembera [13] stated that any attempt to diminish or even try to eliminate dark
data from facilities cannot be tackled exclusively with technical efforts, but a profound
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change in the administrative structure of how institutions manage and control their
users and their data is also needed. His proposal was to create a Scientific Data Officer
(SDO) responsible for the storage, curation, and general good health of data in the
computing facilities following the FAIR principles of scientific data management [13].
Wilkinson et al. [38] developed a measurable set of principles to act as a guideline for
those wishing to enhance the reusability of their data holdings. All research objects
should be Findable, Accessible, Interoperable and Reusable (FAIR) both for machines
and for people [38]. Henderson [37] suggested that a person appointed as a data steward
would have accountability and day-to-day responsibility for data and processes to ensure
effective control and use of data assets.

Data governance principles make compliance standards easier to audit and help an
organization find ways to comply with privacy regulations in multiple jurisdictions [36].
Data governance requires an entire shift in an organization’s culture and its practices
associatedwith data [36].Henderson [37] says effective and long-lasting data governance
programs require a cultural shift in organizational thinking and behavior about data,
as well as an ongoing program of change management to support the new thinking,
behaviors, policies, and processes to achieve the desired future state of behavior around
data.

Panian [39] said that the goals of data governance are to ensure datameets the needs of
the business, protect, manage, and develop data as a valued enterprise asset and lower the
costs of managing data. The successful implementation of a data governance program
addresses and enhances all six of the key data attributes of accessibility, availability,
quality, consistency, auditability and security [39].

Koltay [40] said that adopting data governance is advantageous, because it is a service
based on standardised, repeatable processes and is designed to enable the transparency
of data-related processes and cost reduction. It is also useful, because it refers to rules,
policies, standards; decision rights; accountabilities and methods of enforcement [40].

[41] The belief that increased use of governance practices is good for firm per-
formance may not seem unusual, particularly if these practices are intended to enable
innovative uses of information or to suppress risky activities that might lead to an ero-
sion of value from using information [41]. Over-governance could limit information-led
innovation, motivating users to work around policies and to take unnecessary risks with
their information [41].

6 Discussion

This paper examined the management of dark data which led to a discussion of the
challenges related to dark data (security issues and the role of data governance).

Donnelley Financial Solutions [42], along with Morning Consult, surveyed 300 pro-
fessionals at large U.S. and U.K. public and private companies to understand their cyber-
security experiences and expectations. The most revealing finding was that seven of 10
enterprise leaders surveyed said that storing detailed information presents more risk than
value [42]. The report also revealed that nearly half of the respondents don’t have the
technical tools required to adequately do the job of safeguarding dark data [42]. More
research is needed to discover and evaluate the tools necessary to provide security for
an organization’s dark data.
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Al-Ruithe et al. [43] suggest that since data governance is still under researched,
there is need to advance research in data governance to deepen practice. The three
main components of data governance people (roles, responsibilities, working groups
and committees), processes, and tools and technology need to be researched. Every
organization is composed of stakeholders with different values, views, beliefs, and ideals
that they bring to the organization. The data governance roles and responsibilities of each
of these stakeholders needs to be researched.

Data governance tools and technology is one of the critical success factors in the suc-
cessful implementation of data governance [44]. Research into data governance tools
and technologies can form an important part of an overall data governance strategy
and implementation as they can automate repetitive activities and processes, enhance
productivity, and reduce operational costs. This investigation will cover the organiza-
tion’s readiness for purchasing data governance tools as well as aspects that need to be
considered when assessing the data governance tools and technology in the marketplace.

Data governance focuses on how decisions are made about data and how people and
processes are expected to behave in relation to data [37]. A Data Governance program
will develop policies and procedures, cultivate data stewardship practices at multiple
levels within the organization, and engage in organizational change management efforts
that actively communicate to the organization the benefits of improved data governance
and the behaviors necessary to successfully manage data as an asset [37]. For most
organizations, adopting formal Data Governance requires the support of organizational
change management, as well as sponsorship from Senior Management.

7 Conclusion and Future Work

Dark data is not going to go away anytime soon. As data storage costs decrease orga-
nizations will see this as an opportunity to store more and more data. The appointment
of an SDO or similar position can provide a point of focus and direction for an orga-
nization. This person would be responsible for the storage, curation, and general good
health of data in the computing facilities following the FAIR principles of scientific data
management.

However, this does not excuse the researcher or business user for not practicing good
data governance and ensuring that their data is structured and catalogued as it is being
stored. In the future research should be expended in investigating how organizations
manage the three main components of data governance, the roles and responsibilities of
all stakeholders and the data governance tools and technologies that organizations use.

Data security and cybersecurity are central to ensuring that an organization’s data is
not breached or stolen. Corruption of data or loss of data can have catastrophic effects to
an organization. It can lead to loss of valuable research data gathered over many years
or cause major financial problems for a business, even leading to bankruptcy. We are
hearing almost daily of such issues, so it is becomingmore important to conduct research
to discover and evaluate the tools necessary to provide security for an organization’s dark
data.
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Tallon et al. [41] said that a relevant but under-researched area comprises the effec-
tiveness of data governance. Current research only provides brief evidence of the inter-
mediate performance effects and theways how tomeasure those effects [41]. If organiza-
tions use too bureaucratic, complex, and use restrictive data governancemechanisms, this
‘over-governance’ could lead to a performance decrease by limiting data led innovations
and motivating users to bypass policies and take unnecessary risks with their data [41].
Future research should conduct a more in-depth analysis of this relationship between
restrictive data governance mechanisms and performance decrease, which determines
the optimal data governance design.
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Abstract. A feasibility study on the technology and market trends of organoids
was conducted by analyzing information using published patent information and
network analysis. It was found that the organoid market exhibits a scale-free
network structure among complex networks, and that Japanese research is isolated
and domestic-only. On the other hand, the largest research clusters were found to
have research institutions with structural holes, indicating that collaboration with
foreign research institutions with such holes is desirable to accelerate Japanese
research. This suggests the effectiveness of an analytical method that combines
patent analysis and network analysis for practitioners.
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1 Introduction

The essence of innovation is the creation of new knowledge. It is essential to build a
“place (Ba)” where teams and organoids can create new “knowledge”, where people can
gather in a flexible manner, and where mutual support can be provided, in other words,
how to build a network. As an example of how to construct and manage knowledge
that leads to innovation, we attempted to analyze a network related to cancer organoid
research.

Since cancer organoids can reproduce the properties of a patient’s cancer tissue,
they are expected to be applied to cell modeling in drug discovery, development of
new therapies, and evaluation of drug efficacy. They are also being studied as disease
models suitable for elucidating the mechanisms of cancer development, recurrence, and
metastasis. Given these factors, organoids are expected to be a next-generation medical
tool contributing new drug development, cancer treatment, and personalized medicine.
Its market is expected to expand in the future.

Although many research institutes in Japan are currently conducting R&D for prac-
tical applications using organoids, obtaining a complete picture of research activities on
a global scale is difficult. In addition, it has been pointed out that one of the challenges
of global Japanese R&D is the lack of joint research with foreign countries. On the other
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hand, it can be assumed that even those who wish to exchange information and conduct
joint research with overseas researchers may not be able to take concrete action because
they do not have an overall picture of the situation. Under such an R&D environment,
“If Japan’s R&D position in the global R&D network can be clarified, it will be possible
to efficiently build networks with overseas countries. We thought that this was a good
idea. Therefore, this study aimed to clarify Japan’s R&D position in the global R&D
network analyzing the network centrality using applicant data of patent information.

2 Literature Review

2.1 Organoid Innovation (OI)

Cancer metastasizes from tumor tissue to the whole body and causes organ dysfunction,
leading to the patient’s death. Effective therapies have been developed and investigated
for many years to inhibit cancer metastasis and improve the survival rate of cancer
patients. In developing novel therapeutics, pathological models such as 2D-cultured
cancer cell lines and patient-derived xenograft animal models (PDX) in preclinical stud-
ies have been used to elucidate the pathogenic mechanisms of cancer and screen for
therapeutic agents. However, these disease models have difficulty reflecting the in vivo
microenvironment, and it has been reported that 90% of development candidates have no
confirmed therapeutic effect in humans [1]. Organoids have, therefore, recently attracted
attention as a new culture model [2]. Organoids are 3D diseasemodels with features sim-
ilar to in vivo tissues and are formed by the three-dimensional culture of stem cells in
a medium containing multiple growth factors required for stem cell self-renewal and a
laminin-rich basement membrane matrix called Matrigel [3]. The ability to reproduce
the unique cancer characteristics of individual patients has led to the selection of per-
sonalized therapies, which are expected to have applications in novel drug screening
and personalized medicine [4]. Indeed, the reproducibility of the derived patient’s drug
response in cancer patient-derived organoids has been reported, indicating that organoids
can be applied to the evaluation of anti-cancer drugs [5].

On the other hand, cancer cells are known to have intracellular heterogeneity at
the single-cell level [6], and it has been reported that cancer treatment resistance
increases with the increasing frequency of subclonal mutations that cause heterogeneity
development [7, 8].

Since heterogeneity in size, proliferative capacity, shape, and gene expression is also
known to exist in organoids, which reflect tumor tissue characteristics [9, 10], organoids
are a suitablemodel for analyzing heterogeneitywithin cancer tissuemodel for analyzing
heterogeneity within cancer tissues. On the other hand, since the process and causes
of heterogeneity within tumors that cause treatment resistance are not yet understood,
temporal observation and analysis of the process of heterogeneity development would
be helpful for elucidating the mechanism of cancer treatment resistance acquisition.
However, the method of embedding stem cells in a dome-shaped solidified Matrigel,
which is commonly used in organoid culture, poses challenges in that stem cells are
randomly arranged in the Matrigel, resulting in overlap of cells in the same xy-axis and
binding of adjacent organoids, causing differences in size and growth rate during culture
[11], challenges [11, 12]. Therefore, in evaluating anti-cancer drugs using organoid
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models, the effects of drugs may not be accurately assessed depending on the organoid
culture environment. Based on the above, it is expected to control the arrangement of
organoids inMatrigel, array single cancer stem cells, andmonitor the process of organoid
formation from single cancer stem cells to analyze heterogeneity in anti-cancer drug
response using cancer organoids.

We have developed a microcavity array (MCA), a cell trapping device for the highly
efficient accumulation of hematopoietic cells, etc. TheMCAconsists of a nickel substrate
with several microns of microscopic holes at equal intervals, and a cell suspension is
sucked from the back of the device. It has been confirmed that MCAs can be used to hold
and single culture cells at regular intervals [13]. In a previous study, diatom and yeast
cells were arrayed on micropores using MCA and embedded in agarose gels followed
by time-lapse imaging, demonstrating that MCA is effective for observing single cells
over time and analyzing heterogeneity among single cells and cell behavior in culture
[14]. Such cell capture devices make it possible to monitor cellular changes over time
on a single cell-by-cell basis.

2.2 Network Analysis (NI)

Granovetter has researched social networks on the “strength of weak ties” where novel
and valuable information is more likely to come from people with weak social ties, such
as acquaintances of acquaintances or people who know each other briefly (weak It is
more likely to come from people with weak social ties (weak ties), such as acquaintances
of acquaintances, or people with little acquaintances (weak ties), than from people with
strong social ties (strong ties), such as one’s own family, close friends, orworkmates [15].
In particular, Nieminen proposed order centrality, a concept in social network analysis,
showing that order centrality is a valuable method for measuring graph centrality [16].
Boissevain conducted a network analysis of how humans interact, share information,
and conduct economic transactions in a village on the island of Malta [17]. Freeman
defined proximity centrality as measuring proximity centrality by calculating the sum
of the distances between a node and all other nodes and taking its reciprocal [18]. This
definition is still used today as one of the central indicators of social network analysis,
such as mediate centrality proposed by Freeman[19]. Mediocentricity is a measure of
the extent to which a node plays a mediating role when it needs to take the shortest path
between other nodes in the network. In other words, it indicates whether the node has is
essential in transmitting information and diffusion of influence in the network. Coleman
argued in the 1980s and 1990s that linkages among member in closed networks where
information and resources are shared are desirable [20]. Watts and Strogatz, on the other
hand, proposed the Small World Theory [21] in 1998, pointing out the importance of
short-distance connections in social networks. Burt [22], in his work on the network
structure of innovation creation, found that networks with structural holes are more
likely to have information redundancy than networks with sparse connections. Since
the 2000s, Fleming has analyzed collaborative networks among inventors in patents and
found that the structure of inventor networks is also an important factor in facilitating
the propagation of new ideas and knowledge. Fleming also found that a dense inventor
network may facilitate information and knowledge sharing [23]. He also points out that
when there is a central inventor, it is easier for information and knowledge to spread
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through that inventor. He also demonstrated the relationship between network structure
and performance. Takashi has conducted empirical research on network structure and
its impact on R&D and innovation performance [24].

In recent years, social network analysis has been applied to business and economic
fields, such as online networking and recent coronary infections due to the spread of
social networking services. Against this background, However, there has not yet been
enough empirical research on how to construct a forum for the creation of “knowledge”
that is useful in practical terms.

3 Research Methods

3.1 Research Framework

This study used the Patent Information Platform (J-PlatPat) to analyze technical trends
related to organoids. Of the patent information using the word “organoid” in the full text
of the patents, 920 patents that were made known after 2009, when the organoid culture
system was established, were included in the analysis.

In this work, we derived three different concepts of centrality to estimate network
properties. The first one is eigenvector centrality. The simplest form of centrality is the
degree at a node. However, the degree is an extremely crude measure of centrality. In
effect, it gives one “centrality point” for each neighborhood a node has. However, not all
neighbors are necessarily equal. Often a node’s importance in a network is increased by
having connections to other nodes that are themselves important. We can the eigenvector
centrality using node’s several points proportional to the centrality score of its neighbors
rather than one point for each neighbor in the network it has. The graded equation is
given as.

u(t + 1) = Au(t)

where A and u(t) ≡ (u1, u2, . . . , un)T are the neighbor matrix and the vector aligned
centrality ui of the node vi respectively.

Interpreting the above equation as the influence ui of a node is the sum of uj over
adjacent points, we can regard variable t as the index of updates for the iteration. Since the
above equation is an incremental equation with t as the index, we consider repeating it to
find the centrality at each vertex. In general, however, it is not possible to find the number
of updates for u1, u2, . . . , uN diverges. Therefore, we impose a bound condition each
time such that the sum of u1, u2, . . . , uN is equal to 1, and iterate. The linear algebra
show us that these iterations are shown to be maximal eigenvectors of A if there is at
least one closed odd angle in the network. Therefore, if the largest eigenvalue of A is
λN, eigenvector centrality is given as.

Au = λNu .

With eigenvector centrality defined in this way, a node can achieve high centrality by
having many neighbors with modest centrality or a few neighbors with high centrality
(or both). This situation is natural. The node can influence by knowing many nodes or
the node can influence by knowing a few nodes.
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Second, we evaluated the closeness centrality. The closeness centrality is defined that
how close on average, the node are from itself to others. Mathematically, the closeness
centrality is defined as

N − 1
∏N

j=1, j �=i d(vi, vj)
= 1

Li

where d
(
vi, vj

)
is the distance between nodes vi and vj. Li is the average distance from

node vi to other nodes.
The betweenness centrality is the degree to bridge and control the flowof information

in a network for the nodes. Mathematically, betweenness centrality is defined as

bi =
∑N

is=1,is �=i
∑is−1

it=1,it �=i
g(

is,it)
i
Nis, it

(N − 1)(N − 2)/2

where g
(is,it)
i is the number of vertices in the shortest path going from the start point vis to

the endpoint vit . Nis,it is the number of shortest paths from the start point to the endpoint.

4 Results and Discussion

4.1 Network Analysis

Fig. 1. Result of the Betweenness centrality Fig. 2. Result of the Eigenvector centrality

Where g(
is,it)
i is the number of vertices in the shortest path going from the start point vis

to the endpoint vit . Nis,it is the number of shortest paths from the start point to the end
point. Figure 1 and Fig. 2 are not clear due to the small number of data, however, both
logarithmic graphs show a straight line with both graphs rising steadily. This assumed
to resemble a typical scale-free network structure [26].
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Fig. 3. Result of Total network of organoid technology (Color figure online)

Figure 1 and Fig. 2 are not clear due to the small number of data, however, both
logarithmic graphs show a straight line with both graphs rising steadily. This assumed to
resemble a typical scale-free network structure [26]. Within the Fig. 3, red circle is the
biggest cluster in the total network and orange circle represents the cluster of Japanese
researchers. It is obvious that this cluster is isolated from other cluster. This means
Japanese researchers make a closed network. It can be seen that Japanese researchers are
isolated from overseas researchers and are engaged in inward-looking research activities
only in Japan.

The area framed in red in Fig. 3 represents the most significant network class, which
European research institutions dominated Fig. 4. Shows an enlarged view of the network
framed in red in Fig. 3. The two red circle institute or university has the positioning as
structural hole.” In other words, if isolated Japanese researchers can build a networkwith
researchers at these structural-hole institutes, they will obtain much helpful information,
and their research can be expected to accelerate.

As a result, it was found that although the research on organoid-related technologies
is the scale-free network of complex systems. To further accelerate this research, it was
found that much helpful information could be obtained if it were possible to network
with universities and research institutions with structural holes in the network.
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Fig. 4. Focused on the biggest network from total network of organoid technology (Color figure
online)

5 Conclusion

The outcome of this study is that Japanese researchers are isolated from large overseas
R&D networks. Our analysis regarding the network centrality of the largest overseas
network cluster revealed that two research institutions are positioned to have a struc-
tural hole. It was suggested that information exchange and joint research with research
institutions with such a structural hole would promote research in Japan.

By combining such patent data analysis and network analysis, we found a practical
and effective way to determine what kind of research institutions and companies to
establish an information network with to promote research.
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Abstract. This study presents a big data-driven estimate of John Naisbitt’s 12
megatrends and global economic growth. Empirical assessments and statistical
monitoring analyses are presented for the years 2004–2021. The study assesses
the intensity of megatrends and the direction of megatrend development based on
big data from Google Trends. The study also presents a correlation analysis of
the relationship between the 12 megatrend variables and global economic growth
(GDP PPP). Half of the trends (N = 6) are on an upward trend, one-third of
them (N= 4) are declining, and the remaining two trends follow an irregular path.
The analysis of megatrends also reveals significant popularity differences between
the trends. Importantly, megatrends are not stable entities, and unexpected events
such as a pandemic or economic crisis appear to have a significant impact on them.
Megatrends also have strong positive or negative interlinkages with each other.

Keywords: Global megatrends · Global GDP ·Megatrend analysis · John
Naisbitt · Google Trend · Indicator Analysis

1 Introduction

In this article, wewill examine globalmegatrends and their related changes usingGoogle
Trend data. In 1982, a “social forecaster” named John Naisbitt wrote a global bestseller
titled “Megatrends: Ten New Directions Transforming Our Lives.” He later published
many other popular books on megatrends. John Naisbitt [1–3] opened the eyes of many
people to future megatrends. His message was quite simple: By paying attention to the
underlying megatrends, you can make better decisions about what to study, where to live
and invest, and what career path to pursue. The analysis of global megatrends was identi-
fied as a key issue for analyzing the decision-making environment and making strategic
and visionary decisions. The analysis of megatrends was linked to global landscape and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Uden and I-H. Ting (Eds.): KMO 2023, CCIS 1825, pp. 169–181, 2023.
https://doi.org/10.1007/978-3-031-34045-1_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34045-1_15&domain=pdf
https://doi.org/10.1007/978-3-031-34045-1_15


170 J. Kaivo-oja and T. Santonen

national country analyses. Amegatrend is a long-term shift in behavior or attitude with a
global impact across multiple industries and societies. Megatrend analysis is defined as
a technique that enables businesses to better anticipate future changes in the market by
analyzing current trends and predicting future developments that will have a significant
impact on businesses. Megatrends are, of course, a hot topic, but very few understand
how to make sense of and apply them to growth and business strategies.

The research idea for this empirical study is to examine the same key trend variables
that JohnNaisbitt identified in his studies, usingGoogleTrend indicators, and to highlight
the importance of twelve key megatrend indicators to global economic growth (GDP
PPP US Dollars). In selecting the twelve megatrend variables, we relied on Richard
Slaughter’s synthesis article on the real “megatrends.” In this empirical study, we have
limited the number of megatrends to twelve key indicators and global GDP PPP [4,
5]. We will not analyze all the megatrend variables that John Naisbitt identified since
there were many concepts and variables in his various books, and it is not possible to
analyze all these listed megatrend variables in detail in this conference paper. However,
we aim to cover the most important ones that are relevant for today’s discussions and
decision-making processes in the world.

2 Theoretical Background and Research Questions

2.1 Theoretical Background

In general terms, megatrend research refers to the study of long-term, global trends
that are likely to shape the future of society, economy, technology, political systems,
and cultures. Megatrend research is relevant to knowledge management activities in
organizations, both in the private and public sectors, because trends can have significant
implications for organizations, industries, and individuals [6, 7]. These implications
are typically linked to future scenarios [8, 9]. Knowledge management has no single
accepted definition, but it is widely accepted that it involves the strategies, processes,
and technologies that organizations use to capture, store, share, and utilize knowledge.
Thus, there is a strong link between knowledge management research and megatrend
research, as knowledge management can help organizations navigate and adapt to the
changes brought about by trends in their decision environment.

Many case studies of knowledge management indicate that trend and megatrend
analyses are closely linked to the relevance of knowledge management practices in
organizations [7, 10]. Additionally, knowledge management can assist organizations in
identifying and responding to emerging trends by facilitating the creation of knowledge
networks that bring together experts, practitioners, and thought leaders to share insights
and best practices. Basic scenarios and strategies involve either following trends or
acting against them [11, 12]. Therefore, knowledge management research is closely
linked to trend research because it provides a valuable framework for understanding and
responding to long-term global trends that shape the future of society and organizations.
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2.2 Research Questions

As a professional futurist, John Naisbitt utilised a unique method of tracking the trends
and megatrends called content analysis [1, 2, 12]. The methodology was developed dur-
ing World War II, when US Army intelligence officers would obtain newspapers from
behind enemy lines. They’d carefully examine them for clues such as food shortages,
troop movements, political statements, strategy plans, etc. to try and discern the enemy’s
possible next moves. The methodology of seeking signals of change is still relevant for
knowledge management research because most decision-makers want to look forward
to the future. Typically signals of change are linked to megatrends, trends, scenarios,
weak signals, and potential wild card events. In this study we focus on the following 12
John Naisbitt megatrend: (1) High technology, (2) Globalisation, (3) Global Economy,
(4) Participatory Democracy, (5) Individualism, (6) Woman Leadership, (7) Bioage, (8)
Bio Economy, (9) Art, (10) Network, (11) Pacific Rim and (12) Free Market Socialism.
Research question for each megatrens is following: RQ1: What kind of trends (upward,
downward, or horizontal) characterize John Naisbitt’s 12 megatrends in the global con-
text today? In addition, the following research question is defined to evaluate megatrends
relationship to global GDP (PPP) development. RQ2: Is there a significant correlation
between 12 megatrends variables and the global GDP PPP variable?

3 Methodology

3.1 Definition of Google Trend Data Sources and Variables

The methodology of this empirical study is including conventional statistical and index
analysis of global trend variables. Megatrend variables are based on the Google Trends
data. Google Trends provides access to a largely unfiltered sample of actual search
requests made to Google [13–15] It’s anonymized data (no one is personally identified),
categorized data (determining the topic for a search query), and aggregated (grouped
together). This allows us to display interest in a particular topic from around the globe
or down to city-level geography. In this study we have collected data sets around the
globe. The big data observations cover years 2004-2021, thus our trend analysis results
bounded to this time span.

Google Trends analysis normalizes search data to make comparisons between terms
easier. Search results are normalized to the time and location of a query by the following
process: (1) Each data point is divided by the total searches of the geography and time
range it represents to compare relative popularity. Otherwise, places with themost search
volume would always be ranked highest; (2) The resulting numbers are then scaled on
a range of 0 to 100 based on a topic’s proportion to all searches on all topics, and (3)
different regions that show the same search interest for a term don’t always have the
same total search volumes [13–15]. However, only five terms at the same time can be
compared, which makes popularity comparison between 12 trends difficult. Therefore,
trends popularity is compared in subsets of five. To make trend visualizations more
readable, monthly data is averaged to annual data points. We have also considered other
relevant trend and megatrend studies [16–24].
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3.2 Definition of Global GDP PPP Data Sources and Variables

Google Trends analysis normalizes search data to facilitate comparisons between terms.
The search results are normalized to the time and location of a query through the follow-
ing process: (1) each data point is divided by the total number of searches in the relevant
geography and time range to compare their relative popularity. Otherwise, regions with
the highest search volume would always be ranked highest; (2) the resulting numbers are
then scaled to a range of 0 to 100 based on the proportion of searches on all topics, and
(3) different regions that exhibit the same search interest for a term don’t always have
the same total search volumes [13–15]. However, comparing the popularity of 12 trends
at the same time is challenging because only five terms can be compared. Therefore,
trends’ popularity is compared in subsets of five. To make the trend visualizations more
readable, we have averagedmonthly data to annual data points.We also considered other
relevant trend and megatrend studies [16–24] (Fig. 1).

Fig. 1. World GDP PPP trend in 2004–2021. Source: International Comparison Program, World
Bank | World Development Indicators database, World Bank 2023.

4 Results and Analysis

4.1 Descriptive Statistics and Correlation Analysis Results

In Table 1, we have reported descriptive statistics and the correlation analysis results for
all John Naisbitt’s twelve Key Global Megatrend Variables between 2004–2021.
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Table 1. Descriptive statistics and the correlation analysis results.

Trend name Mean Range Min Max Std. Dev Year World GDP PPP

Network 55.2 67.5 25.9 93.4 21.9 −0.974** −0.961**

Art 51.2 53.1 37.0 90.1 15.0 −0.984** −0.944**

Global
Economy

45.9 32.2 32.8 65.0 10.8 −0.464** −0.503**

Individualism 44.7 28.9 34.9 63.8 7.1 −0.629** −0.656**

Women in
leadership

44.3 19.1 34.9 54.0 6.0 0.359* 0.399*

Globalisation 30.7 53.9 19.6 73.5 15.2 −0.908** −0.869**

Bioage 24.3 75.4 1.4 76.8 24.3 0.869** 0.830**

Participatory
democracy

23.8 24.6 14.4 39.0 7.1 0.150 0.137

Bioeconomy 7.9 11.6 2.3 13.8 4.2 0.669** 0.708**

Hight
Technology

5.2 19.8 1.5 21.3 5.1 −0.804** −0.765**

Pacific Rim 4.2 22.0 1.0 23.0 5.4 0.294 0.308

Free Market
Socialism

1.3 2.1 0.5 2.6 0.6 0.409* 0.396*

Correlation is significant ** at the 0.01 level (2-tailed) and * at the 0.05 level (2-tailed).

Table 1 includes average, minimum, maximum, range, and standard deviation val-
ues for each trends, which indicates substantial variation between the trends. Table also
presents Kendall’s tau b correlation values between trends, year, and world GPT PPP.

Fig. 2. Google Trend Index analyses of megatrends: Global economy, Individualism, Art,
Network and Women in leadership. Source: Google Trends data 2004–2021.
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This analysis method was selected, since trend data is not normally distributed data and
Kendall’s Rank Correlation Coefficient analysis as being a non-parametric test, it does
not require normally distributed data. Based on correlation analysis results, trends can
be classified into the following three categories: 1) increasing, 2) decreasing, and 3)
unclear/horizontal. Upward trends include Bioage, Bioeconomy, Free Market Social-
ism, and Women in leadership. Downward trends are comprised of Global Economy,
Individualism, High Technology, Globalisation, Network, and Art. Only two megatrend
variables, “Pacific Rim” and “participatory democracy,” were not statistically signifi-
cantly correlating with the year or world GPT and therefore named as unclear or static.
Trend correlation results with the year and GDP are somewhat similar. To gain a better
understanding of each trend evolution, trends visualizations between years 2004 to 2021
are presented in Figs. 2, 3, and 4.

Fig. 3. Google Trend Index analyses of megatrends: Free Market Socialism, Bioeconomy, High
Technology and Pacific Rim. Source: Google Trends data 2004–2021.

Fig. 4. Google Trend Index analyses of megatrends: Participatory democracy, Bioage and
Globalisation. Source: Google Trends data 2004–2021.
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4.2 Popularity Analysis

Popularity analysis revealed three subsets: highly popular, moderately popular, and low
popular trends, each with substantial differences in popularity. Art is the most popular
trend, followed by network as the secondmost popular trend. Figure 5 compares the evo-
lution of art and network trends with the highest peaking moderate trend, globalization,
to visualize the popularity differences between high and moderate groups.

Fig. 5. Highly popular megatrends: Source: Google Trends data 2004–2021.

Figure 6 presentsmoderately popularmegatrends, including globalization, high tech-
nology, global economy, and individualism, as well as Pacific Rim, which is the highest
peaking low popular trend. Within this group, globalization is the strongest trend, fol-
lowed by high technology, global economy, and individualism. Pacific Rim trend has a
completely different profile than any other trend. In Fig. 7, Pacific Rim and women in
leadership trends are compared.Women in leadership trend was selected for comparison

Fig. 6. Moderately popular megatrends: Source: Google Trends data 2004–2021.
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since it is the most popular low trend, excluding the two high peaks in Pacific Rim trend.
However, due to the annual mean value-based data points, the second peak does not
exceed women in leadership popularity. These peaks can be explained by two Pacific
Rim movies, whose release dates match with the peaks. Finally, Figure 8 presents low
popularitymegatrends, includingwomen in leadership, bioage, participatory democracy,
bioeconomy, and free market socialism.

Fig. 7. Pacific rim vs. women in leadership comparison: Source: Google Trends data 2004–2021.

Fig. 8. Low popularity megatrends: Source: Google Trends data 2004–2021.

4.3 Relationship Analysis Between Trend Popularity and Direction

In order to better understand the relationship between trend popularity and direction,
Fig. 9 was created. In the figure, green color indicates highly popular trends, yellow
indicates moderately popular trends, and red indicates low popular trends. The Y-axis
represents the Kendall Rank Correlation Coefficient value and the X-axis represents the
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trend value range. The bubble size indicates the trend mean value. Since Pacific Rim
and Participatory Democracy did not have a significant correlation with the year, they
are located outside of the XY-coordination.

Fig. 9. Low-high popularity vs. decreasing-increasing trend quadrant. (Color figure online)

The high range increasing quadrant includes only the low popular Bioage trend.
Until the year 2013, the trend’s popularity remained relatively modest. However, after
2013, a steep climb can be observed, although there was a substantial drop between 2020
and 2021.

The high range decreasing quadrant includes both highly popular trend art and
network trends, as well as the moderately popular globalization trend. All three trends
show a strong linear decrease. Nevertheless, they still remain relevant in the year 2021
and are the top 3 trends.

The low range increasing quadrant comprises Bioeconomy, Women in leadership,
andFreemarket socialism.Out of these three,Women in leadership ismuchmore popular
than the other two. Free market socialism is clearly the weakest trend. The Bioeconomy
trend has remained relatively stable andmodest over the years. TheWomen in leadership
trend has a more modest correlation compared to the others, which can be explained by
small “bumps” occurring in the years 2005 and later on between 2016 and 2019. As
mentioned earlier, the Pacific Rim trend is an anomaly. Participatory democracy also
follows a two “bump” profile. There was a steep increase between the years 2004 and
2006, which was followed by a steady decrease until 2016, when another steep increase
occurred until the year 2020.

The low range decreasing quadrant contains three moderately popular trends: high
technology, global economy, and individualism,which currently share similar popularity.
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The global economy trend contains two “bumps,” one between 2008–2010 and the other
one from 2019 to 2021. However, both of the bumps can be linked to major economic
crises. In the literature, the era between 2007–2008 has been referred to as the Global
Financial Crisis (GFC). At that time, the GFC was the most serious financial crisis since
the Great Depression, which occurred in the year 1929.The latter global economy trend
bump can be linked to the Covid-19 pandemic, which was affecting the whole world at
the time.

4.4 Correlation Analysis Between Trends

Table 2 presents Kendall’s tau b correlation values between trends. In the Table 2, only
significant correlation values are presented.

Table 2. Kendall’s tau b correlation value for trends, year and world GPT PPP.

3 4 5 6 7 8 9 10

1. Women in
leadership

.647** −.399* −.386* −.367* .386* .551**

2. Global
Economy

.503** .477** .464** .472** .444* −.359* −.433*

3. Free Market
Socialism

−.462** −.383* −.409* −.417* .422* .364*

4. Hight
Technology

.791** .778** .813** .589** −.752** −.603**

5.
Globalisation

.882** .918** .695** −.778** −.577**

6. Network .957** .629** −.843** −.695**

7. Art .638** −.866** −.651**

8.
Individualism

−.497** −.385*

9. Bioage .616**

10.
Bioeconomy

11. Pacific
Rim

** Correlation is significant at the 0.01 level (2-tailed), *. Correlation is significant at the 0.05
level (2-tailed)

Very high positive correlation (0.9 or over) can be detected between Art and Global-
isation (0.918**), Art and Network (0.957**). High positive correlation (0.7 or over but
less than0.9) occurs also betweenNetwork andGlobalisation (0.882**) andNetwork and
High technology (0.778**) and Art and High technology (0.813**). There are multiple
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moderate (0.5 or over but less than 0.7) and low (0.3 or over but less than 0.5) positive cor-
relation between the trends. Global economy correlates positively with High technology
(0.503**), Globalisation (0.477**), Network (0.464**), Art (0.472**) and Individual-
ism (0.444*). Also Women in leadership is correlating with multiple trends including
Free market socialism (0.647**), Bioage (0.386*), Bioeconomy (0.551**) and Pacific
Rim (0.482**). In addition, Free market socialism correlates with Bioage (0.422*) and
Bioeconomy (0.364*). The final positive correlations can be detected between Bioecon-
omy and Pacific Rim (0.477**) as well as between High technology and Individualism
(0. 589**).

There are four highnegative correlations (−0.7or over but less than−0.9).Bioagehas
high negative correlation with High technology (−0.752**), Globalisation (−0.778**),
Network (−0.843**) and Art (−0.866**). Multiple moderate negative correlation
is occurring with Bioeconomy including High technology (-0.603**), Globalisation
(−0.577**), Network (−0.695**) and Art (−0.651**). There is also moderate negative
between Global economy and Pacific Rim (−0.535**). Remaining negative correlations
are low (−0.3 or over but less than −0.5).

5 Discussion and Conclusions

This empirical study presents big data-driven estimates of John Naisbitt’s 12 megatrends
and global economic growth. Empirical assessments and statistical monitoring analyses
are presented for the years 2004–2021. In a way, we have presented a restudy of John
Naisbitt’s original and important megatrends. The study makes a new contribution to
traditionalmegatrend research, nowbased on big data. TheGoogle Trends study assesses
the intensity of megatrends and the historical direction of megatrend development. The
megatrend study also presents a correlation analysis of the relationship between 12
megatrend variables and global economic growth (GDP PPP).

The big data study on megatrends reveals that art and networking have become
genuine megatrends, despite their previous downward trend. Based on the analysis, it
is claimed that Free market socialism has not secured its place among the megatrends
as strongly as the others. Interestingly, in the era of climate change, public interest in
the bioeconomy has so far remained low. However, it is the second highest upward
trend after bioage, which follows a similar trend and is still waiting to break into the
same league as art and networking. Of the remaining low-popularity trends, Women
in leadership is still showing an upward trend, while the prognosis for Pacific Rim
and participatory democracy is unclear. Interest in all moderately popular trends was
declining, and therefore, they have not gained the same success as art and networking.

We also conclude that Naisbitt’s megatrends are not stable entities, and unexpected
events such as an economic crisis, pandemic, or the release of a major movie can signif-
icantly impact the type of information humans seek from the internet. It is also evident
that some trends appear to be associated with each other either positively or negatively.
Further analysis is needed to better understand how these trends are intertwined and
what kind of phenomena impact their popularity. For example, it is interesting that in the
era of networks and digital connectivity, participatory democracy has remained among
the low-performing trends. As a result, we can conclude that John Naisbitt’s original
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megatrend variables are still relevant in global economic analyses, although half of them
appear to be in a declining trend.
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Abstract. Theaimof this study is to compare the levels of corruption control in the
BRICS countries and in the G7 countries using data from 1996 to 2021 published
by the World Bank. The corruption control data aims to present estimates on
how corruption is controlled in the world. The BRICS countries include Brazil,
Russian Federation, India, China, and South Africa, while the G7 group comprises
the United States, United Kingdom, Canada, France, Germany, Italy, and Japan.
This empirical benchmarking study presents both country and country-group-level
analyses and results, which enable monitoring progress in corruption control in
the global country groups and leading global economies. A key finding of the
benchmarking study is that corruption control is higher in the G7 countries than
in the BRICS countries. The average corruption control level in the G7 countries
during the period 1996–2021 was 88, whereas in the BRICS countries, it was 43.
Themedian and average corruption control differencewas40,which is a significant
difference.The study reveals other relevant findings in thefield of global corruption
control and governance. In general, decision-makers in the G7 countries pay more
attention to corruption control than those in the BRICS countries.

Keywords: Corruption control · BRICS countries · G7 countries ·
Benchmarking · Global governance ·World Bank corruption control data · Index
theory

1 Introduction

Corruption is not a new social and economic phenomenon. Historically, we have been
living with it since the birth of government institutions. Corruption has two typical
dimensions: public-sector corruption and private-sector corruption. As a phenomenon,
corruption is a key challenge in both the political and economic spheres [1–3]. Typi-
cally seen as a form of dishonesty or criminal offense, corruption is undertaken by a
person or an organization that is entrusted with a position of authority to acquire illicit
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benefits or abuse power for personal gain. Corruption can involve anyone who is doing
business or public transactions, including politicians, government officials, public ser-
vants, businesspeople, or members of the public [4]. Corruptive practices make it more
difficult to achieve fairness in economic and political decision-making. It is no wonder
that more and more attention has been paid to this issue in both research and political
decision-making.

Benchmarking is a process of comparing the performance of a system or process
to a set standard, other systems/processes in the same domain, or the best or toughest
competitors in order to improve one’s own performance [4]. The benchmarking analysis
method is one of the basic methods in information and knowledge management, which
focuses on how organizations capture, store, share, and utilize knowledge. David Snow-
den and other key scholars of knowledgemanagement research argue that benchmarking
is a very appropriate data-driven method for evaluating and comparing social systems
[5–7]. In knowledge management, benchmarking methods can help organizations to
1) identify best practices and areas for improvement, 2) identify strengths and weak-
nesses in general or specific areas, 3) set performance goals, and 4) measure progress of
development [8]. Thus, benchmarking studies in the context of knowledge management
research can provide clear value.

2 Theoretical Backgrounds

Key studies of corruption have primarily been a matter of political science and sociology
[9–13]. However, the scientific scenario of corruption research has changed since the
1970s. Professor Rose-Ackerman’s article “The Economics of Corruption,” published in
the Journal of Public Economics in 1975 [14], marked a turning point. Since then, more
than 4,000 articles have been written with ‘corruption’ in the title, at least 500 of which
directly focus on different aspects related to corruption using an economic framework.
Some books have also been published on the subject [3, 9, 10, 13, 15, 19]. In the field
of scientific investigation, the economics of corruption deals with the misuse of public
power for private benefit and its economic impact on society. The key hypothesis is that
economies afflicted by high levels of corruption are not capable of prospering as fully as
those with low levels of corruption. It has been proven that countries with relatively low
levels of GDP per capita tend to have higher levels of corruption. From this economic
perspective, active and broad corrupt practices can lead countries and companies to a
low level of prosperity. The impact of corruption on income inequality was investigated
in the empirical study of Gupta et al. (2002). They found a significant positive impact
of corruption on inequality while considering exogenous variables. Corruption has an
impact on income inequality through numerous channels, such as economic growth,
biased tax systems, asset ownership, etc. [17–19]. Corruption is also a question of social
justice. In this study, the theoretical background is linked to the current understanding
of economic thinking, especially to the World Bank’s statistical analyses of corruption
control. The World Bank produces an annual “Control of Corruption” index (CCI) that
uses similar sources to the International Country Risk Guide and Corruption Perception
Index [20–23].
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3 Methodology

Kaufmann,Kraay, andMastruzzi [22] developed a complementarymeasure called “Con-
trol of Corruption,” which draws from a large set of data sources. Their definition of
corruption is broader and includes most cross-country indices that report rankings on
some aspect of corruption. They also use a different strategy than Transparency Interna-
tional to aggregate corruption indicators, and their index is applied in this study.However,
definitions and aggregation choices seem to matter only marginally. The simple correla-
tion between Control of Corruption (from 2002) and the Corruption Perceptions Index
(from 2003) is 0.97, and the correlation between Control of Corruption or the Corrup-
tion Perceptions and corruption scores from the International Country Risk Guide (from
2001) is 0.75. Themain difference between the three indicators is the countries and years
they cover [21].

This study is based on the benchmarking methodology [25–30]. Benchmarking has
become a central instrument for improving the performance of the public sector and
companies, reflecting that comparison can be a powerful driver of better performance.
Benchmarking is based on key ideas such as assessing performance objectively, iden-
tifying areas for improvement and underlying problems in organizations/countries or
country groups, identifying best practices, focusing on the links between processes and
results, and testing the success of improvement. All these principles are relevant in the
context of anti-corruption activities. In this benchmarking study, we focus on compar-
ing performance and evaluating programs, rather than re-engineering or total quality
management [26].

It would be good if different countries around the world were to compete to see
who can root out corruption the most, thus reducing the negative impact of corruption
on their citizens’ productivity. Benchmarking typically helps decision-makers (1) iden-
tify strengths and areas for improvement, (2) facilitate the formulation of institutional
development plans to build upon strengths and address identified gaps, (3) prioritize
corruption interventions, and (4) monitor progress and achievements in anti-corruption
policies [24–29]. By using benchmarking in this new way, businesses can gain strategic
advantages over competitors and improve industry averages. The dimensions typically
measured in benchmarking studies are quality, time, and cost. In this international bench-
marking study, the dimensions are limited to corruption control measures in time. We
perform country and country group benchmarking analyses in this study using World
Bank’s corruption control data covering years 1996–2021 [31].

4 Data and Measures

4.1 Statistical Analyses of County Groups

In Fig. 1 we report corruption control estimates of the BRICS countries for the years
1996–2021.
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Fig. 1. Corruption control level estimates of the BRICS countries for the years 1996–2021.
Source: World Bank 2023.

TheKendall RankCorrelationCoefficient analysis is a non-parametric test and there-
fore does not require normally distributed data. Therefore, it was selected as an anal-
ysis method. We can observe a high decrease in the corruption control level in South
Africa (−0.700**) and a moderate decrease in Brazil (−0.520**). South Africa has
been in a somewhat steady downshifting trend since 1996, whereas Brazil has taken a
steeper decrease since 2011. A very weak and steady corruption control level can be
observed in the Russian Federation throughout the years between 1996 and 2021. India
is also following a steady path but has a higher corruption control level than the Russian
Federation.

China is the only country showing weak positive progress in corruption control
(0.356*). In 2021, China gained the top position among the BRICS countries but is still
performing weaker than South Africa did in the late 90s and early 2000s.

In Fig. 2, we report corruption control estimates of the G7 countries for the years
1996–2021.

We can observe corruption control level trends in G7 countries. Italy has the lowest
corruption control level among G7 countries and is showing a weak declining trend
(−0.375*) due to a long downfall trend from the year 2000 until 2014 when an upwards
trend was introduced. Italy is clearly the weakest among the G7 countries, whereas
all other G7 countries have had quite strong corruption control levels. In fact, Japan
(0.509**) and Germany (0.479**) have improved their corruption control during these
years, whereas the USA is showing the strongest declining trend (−0.557**). France,
the United Kingdom, and Canada are following steady paths. As a group, both BRICS
(−0.415*) and G7 (−0.396**) have been in a downward trend. There is a weak negative
correlation between the groups (−0.396**).
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Fig. 2. Corruption control level estimates of the G7 countries for the years 1996–2021. Source:
World Bank 2023.

4.2 Statistical Analyses of BRICS Countries

In Fig. 3, we report on the corruption control level of Brazil, along with the average
corruption control level estimate for the BRICS countries. Since 2011, Brazil has weak-
ened its own corruption control measures and it is currently below the average corruption
control level of the BRICS countries.

Fig. 3. Corruption control level in Brazil and average estimate of corruption control levels in the
BRICS countries for the years 1996–2021. Source: World Bank 2023.
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In Fig. 4 we report on the corruption control level of China, along with the average
corruption control level estimate for the BRICS countries.We can clearly see from Fig. 5
that China has strengthened its corruption control since 2010. China has now surpassed
the BRICS countries average corruption control level.

Fig. 4. Corruption control level in China and average estimate of corruption control levels in the
BRICS countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 5, we report on the level of corruption control in the Russian Federation, along
with the average corruption control level estimate for the BRICS countries. The graph
clearly shows that Russia is by far the weakest country in terms of controlling corruption
among the BRICS countries. The difference from the average corruption control index
for the BRICS country group is about 25 units.

Fig. 5. Corruption control level in the Russian Federation and average estimate of corruption
control levels in the BRICS countries for the years 1996–2021. Source: World Bank 2023.
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In Fig. 6 we report on the level of corruption control in the India, along with the
average corruption control level estimate for theBRICS countries. India’s level of control
over corruption is pretty close to the BRICS country group average.

Fig. 6. Corruption control level in India and an average estimate of corruption control levels in
the BRICS countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 7, we present the corruption control level of South Africa, along with the
average estimate of corruption control levels for the BRICS countries. The long-term
review shows that South Africa has had stronger corruption control compared to the
average for the BRICS country group. However, the fight against corruption in South
Africa has not been very successful in recent years, as corruption control has slowly

Fig. 7. Corruption control level in South Africa and an average estimate of corruption control
levels in the BRICS countries for the years 1996–2021. Source: World Bank 2023.
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deteriorated over time. In 1996, the corruption control level was almost 80, but now it
is less than 60.

By identifying areas (for example, corruption control) you wish to improve on in
your business and benchmarking your existing performance against competitors, your
business can strive to enhance your execution tenfold. Using benchmarking in this kind
of new way, we can allow businesses to gain strategic advantages over competitors and
grow industry averages. Dimensions, typically measured in benchmarking studies, are
quality, time, and cost. In this international benchmarking study, dimensions are limited
to corruption control measures in time. In this study, we perform country and country
group benchmarking analyses withWorld Bank´s corruption control data covering years
1996–2021 [31].

4.3 Statistical Analyses of G7 Countries

In Fig. 8, we present the corruption control level of the United States, along with the
average estimate of corruption control levels for the G7 countries. In the United States,
the control of corruption has weakened since the late 1990s and early 2000s. The strong
decline began after 2008. While there was a period of strengthening in the CC index
after 2012, corruption control continued to weaken after 2016. Historically, the weakest
value of the CC index was achieved in 2020.

Fig. 8. Corruption control level in the United States and an average estimate of corruption control
levels in the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 9 we report the corruption control level of France with an average estimate
of corruption control levels of the G7 countries. In France, the level of control over
corruption has been slightly higher than the average for the G7 group.
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Fig. 9. Corruption control level in France and an average estimate of corruption control levels in
the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 10 we report the corruption control level of the UK with an average estimate
of corruption control levels of the G7 countries. In the UK, the level of control over
corruption has been clearly higher than the average for the G7 group.

Fig. 10. Corruption control level in the United Kingdom and an average estimate of corruption
control levels in the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 11 we report the corruption control level of Italy with an average estimate of
corruption control levels of the G7 countries. In Italy, the level of control over corruption
has been clearly lower than the average for the G7 group. The difference has been about
20 CC index units. It is worth noting that since 2014, the control of corruption in Italy
has been strengthened due to numerous political scandals in Italy.
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Fig. 11. Corruption control level in Italy and an average estimate of corruption control levels in
the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 12 we report the corruption control level of Japan with an average estimate
of corruption control levels of the G7 countries. In Japan, the control of corruption has
clearly intensified over a long period of time, reaching an average level above the 90 CC
index. At the end of the 1990s, the level was at the level of the 85 CC index. In Japan,
the level of control over corruption is currently at a higher level than the G7 average
level of corruption control.

Fig. 12. Corruption control level in Japan and an average estimate of corruption control levels in
the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 13 we report the corruption control level of Canada with an average estimate
of corruption control levels of the G7 countries. Canada has had very high and stable
level of corruption control among the G7 countries throughout the history of CC index
monitoring.
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Fig. 13. Corruption control level in Canada and an average estimate of corruption control levels
in the G7 countries for the years 1996–2021. Source: World Bank 2023.

In Fig. 14we report the corruption control level of Germanywith an average estimate
of corruption control levels of the G7 countries. Germany like Canada has had very high
and stable level of corruption control among the G7 countries throughout the history of
CC index monitoring.

Fig. 14. Corruption control level in Germany and an average estimate of corruption control levels
in the G7 countries for the years 1996–2021. Source: World Bank 2023.

5 Results and Analysis

In this section, we report the main benchmarking results of the BRICS and G7 countries.
First, we present the statistical benchmarking results of the BRICS countries in Table 1.
To interpret the results, the strongest corruption control in the period 2016–2021 was in
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South Africa, and the weakest corruption control was in the Russian Federation. Brazil
was ranked second in the corruption control (CC) index comparison, while China and
India were ranked third and fourth, respectively.

Table 1. Benchmarking results of the BRICS country group. Source: World Bank 2023.

Median Average Max Min Range

Brazil 54,9 50,8 63,0 34,6 28,4

China 44,7 42,8 58,2 32,2 26,0

Russian Federation 19,0 18,3 25,4 11,0 14,4

India 43,6 42,6 49,7 35,5 14,2

South Africa 61,2 61,6 76,3 53,1 23,3

Average BRICSA 42,5 43,2 49,2 40,4 8,8

First, we present the statistical benchmarking results of the G7 countries in Table 2.
To interpret the results, the strongest corruption control in the period 2016–2021 was in
Canada, while the weakest corruption control was in Italy. Germany and the UK were
ranked second or third best in the corruption control (CC) index comparison, and Japan
was ranked fourth. The USA was ranked fifth, and France was ranked sixth in the CC
index comparison.

Table 2. Benchmarking results of the BRICS country group. Source: World Bank 2023.

Median Average Max Min Range

United States 89,9 89,1 92,6 82,7 9,9

France 88,8 88,6 91,7 84,1 7,6

United Kingdom 93,8 93,9 96,3 91,9 4,4

Italy 65,9 65,7 75,0 56,7 18,3

Japan 89,4 88,4 92,9 81,5 11,4

Canada 95,2 94,7 96,7 91,8 4,8

Germany 93,8 93,9 95,7 92,2 3,4

Average G7 countries 87,7 87,8 89,3 86,8 2,5

Table 3 presents the statistical benchmarking results of the BRICS and G7 countries.
The average corruption control (CC) index of BRICS countries is 45, while the average
CC index of G7 countries is 88. The average difference in CC index is 43, which is a
significant difference.
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Table 3. Benchmarking results of the BRICS and G7 country groups. Source: World Bank 2023.

Median Average Max Min Range

Average BRICS 43 43 49 40 9

Average G7 countries 88 88 89 87 2

Difference 45 45 40 46 −6

In Fig. 15 we visualize the key statistical results of BRICS and G7 country groups
benchmarking.
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Fig. 15. BRICS countries vs. G7 countries: Key statistical benchmarking results, years 1996–
2021. Source: World Bank 2023 [31].

6 Discussion and Conclusions

In this empirical benchmarking study, we present new results on the development of
corruption control levels in theBRICS andG7 country groups. The benchmarking results
reveal that the differences in the control of corruption between the G7 and BRICS
country groups are still large and significant. If the negative social and economic effects
of corruption are to be reduced, the fight against corruption should be strengthened,
especially in countries where corruption control is low according to the results. Such
countries are the Russian Federation in the BRICS country group and Italy in the G7
country group. The champion in the BRICS group is SouthAfrica, and in theG7 group, it
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is Canada. The benchmarking results are relevant for knowledge-based decision-making
in these leading countries in the world.

A key finding of the benchmarking study is that corruption control is higher in the
G7 countries compared to the BRICS countries. The average corruption control level
in the G7 countries from 1996–2021 was 88, while in the BRICS countries, it was
43. The median and average corruption control difference is considerable at 40. The
study reveals many other relevant findings in the field of global corruption control and
governance. A general conclusion of this benchmarking study is that decision-makers
in the G7 countries pay more attention to corruption control than decision-makers in the
BRICS countries.
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Abstract. Information systems in companies and public and private organizations
until the previous decadewere frequently characterized by a lack of assimilation of
new technologies, the underuse of computer equipment, thewidespread discontent
of users due to the obsolescence of computer applications, the lack of planning of
information systems and the partial solutions proposed, that was not integrated,
produced mechanization islands and manual processes difficult to control and
expensive to maintain. This article aims to determine the demand and employa-
bility of the doctoral-level study program in the area of computer science to be
applied at the National University of Chimborazo, the required competencies, and
the relevance of the study program. With a descriptive and cross-sectional study,
through a virtual survey of professionals and companies in Ecuador, 336 and 133
responses are obtained respectively and allow to respond positively to the objec-
tive of the study, concluding that there is great interest in the study program and
it is considered relevant to society, therefore its implementation is recommended.

Keywords: Doctoral program · Computer science · demand, and employability ·
doctoral relevance

1 Introduction

Academic training and specialization of knowledge are undoubtedly the paths to the
sustained development of a society and a country, so professionals seek the means to
improve the processes by which to strengthen knowledge, transmit it and apply it for the
benefit of society.

The doctorate is a degree derived from a training program known as a postgrad-
uate, whose object is the academic preparation of the participant in techniques and
methodology of research applied to a specific area of knowledge.

“Knowledge is the most important asset that we can transmit to future generations”
this phrase is intended to demonstrate the need to invest in science, technology, and
innovation for the development of society and with-it higher education institutions have
the responsibility to generate and promote an optimal scenario for training processes.
So, for professionals to be trained and acquire the necessary skills to generate that asset
called knowledge, they must obtain the academic title of the highest educational degree
in our country: the doctorate [1].
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The most appropriate and used mechanism to promote research processes is doctoral
training. Through the doctoral programs of the universities, dynamic foci are concen-
trated on the generation of new knowledge and technological development. A profes-
sional who graduated from a doctoral program is expected to make a novel contribution
that transcends the frontier of knowledge, with contributions of original solutions to
disciplinary or interdisciplinary problems.

With the advancement of communications, the ICT sector has developed rapidly in
recent years, governmental and non-governmental organizations require qualified per-
sonnel with knowledge of computer techniques and tools for the management of new
computer technologies, information processing, control, and computer security, pro-
fessionals who can incorporate computer management to organizations and facilitate
decision making at the Executive and managerial. According to the study, this situation
has caused a growing demand for professionals in the area of computing and informatics
who have the necessary skills and abilities and based on the analysis of existing informa-
tion and computer infrastructure, can advise and potentiate the different strategic areas
raising competitiveness and productivity [2].

In addition to the above in a globalized society, ICTs are a tool that transcends devices
and their operation, so it should be considered as an “opportunity” the fact that small and
medium-sized companies or organizations, both public and private, at the national level
are moving their business models to the internet, as it allows them to have a complete
portfolio of products and services, improving and facilitating e- commerce transactions
between suppliers and buyers, as well as access to their services [3–6].

In Ecuador, according to the CES, 23 doctoral programs are listed in various areas, of
these in the area of industries and construction there are 4 offers inElectrical Engineering,
and 3 programs in the broad field of ICT Information and Communication Technologies,
specifically with the Computer Science program, one in the province of Guayas and two
in the province of Azuay (Fig. 1) [7].

Fig. 1. Offer of current doctoral programs in ICT in Ecuador. Source: [7]

The Doctor of Computer Science will be able to:

• Systematically understand thefield of information technologies andmastery of related
research skills and methods; conceive, design or create, implement and adopt a
substantial IT research process through original research, with critical analysis and
evaluation and synthesis of new and complex ideas.

• Communicate and disseminate adequately to the academic, and scientific community
and with society about its scientific achievements and advances.
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• Analyze and act in contexts in which specific information is deficient, through the
definition of specific questions that allow solving a complex problem, with a critique
and intellectual defense of solutions.

In the specific field, the doctor in Computer Science will be able to:

• Acquire advanced knowledge at the frontier of knowledge, with a mastery of the
theoretical and practical aspects, as well as scientific methodology in the fields of
Information and Communication Technologies.

• Propose effective solutions, aligned with the government and societal needs within
the field of Information and Communication Technologies.

• Contributewith original and significant research that is recognizedby the international
scientific community.

• Propose innovative research projects and scientific collaborations, national or inter-
national within the field of Information Technologies in multidisciplinary contexts
and, as the case may be, with a transfer of knowledge.

For the above, it is necessary to find a way to articulate higher education with
the world of work, offering new educational programs of scientific training that allow
covering the demand for qualified professionals in the use and generation of knowledge in
the field of IT, with skills for decision making, problem-solving, ease of communication
with their work environment and with a commitment to their organization, Competences
that will guarantee their permanence and the employability of future professionals in the
area [8, 9].

Higher education institutions and in particular those in the central area of the country,
for several years, have been training third and fourth-level professionals in the career of
Systems and Computer Engineering, Computer Engineering, Information Technology
Engineering, and related,which today face newchallenges in technological trends,Hence
the University’s commitment to society and the strengthening of the productive matrix
[4].

2 Methodology

The demand and employability study were based on the descriptive research method
and a cross-sectional study. In this way, it was possible to know in more detail the char-
acteristics of the study population, the work they do, and to what extent they contribute
to the performance and development of organizations in the area of ICT.

For the analysis, a survey was considered for possible doctoral candidates, aimed at
professionals in the area of computer science, and a survey of potential employers, which
would be companies and public and private institutionsmainly in zone 3 of Ecuador. This
calculates the sample and proposes online strategies to share and apply the information
collection instrument.

2.1 Information Collection Techniques

The instrument used for data collection was a survey generated online, with the Google
Forms tool, which allowed obtaining information on the need and interest of studying a
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doctoral program, competitive advantage, and job growth. In general, allowing to know
the valuation criteria between the professional profile versus the academic offer of the
doctoral program.

2.2 Population and Sample

The survey was sent to the professionals of the computer area of zone 3, as well as
to the professional guilds of the sector, to know the perception of the subject matter
treated and the demand for the proposal. With a defined population of 365 participants,
with a 95% confidence level and a 5% margin of error, a sample of 188 participants
is obtained, however, 336 responses have been obtained from potential candidates; and
133 responses have been obtained from potentially employing companies, which are
part of the UNACH (National University of Chimborazo) database with agreements,
informants, among others, obtaining the following responses.

2.3 Procedure

1. Design of the instrument to collect significant and relevant information for the doctoral
program.

2. Validation of instruments by the Delphi method, by experts, and anonymously.
3. Survey application using virtual resources.
4. Descriptive statistics are used for the analysis of information.

3 Results and Discussion

Information and Communication Technologies (ICT) have demonstrated in a reliable
way that they are a transversal axis in the transformation and development of the planet
and its vision for the future.

Likewise, the advance of digital technology entails changes in the environment and
ways of using it, since it is originating a new reality full of challenges and opportuni-
ties, which in turn lead to great changes in social, productive, and commercial interac-
tions. Innovation makes it possible to adapt this technology in many aspects, which has
managed to improve the quality of life of human beings.

In general terms, despite the great technological advances, the current situation of
ICTs in Companies and Organizations is frequently characterized by a failure of assim-
ilation of new technologies, an underutilization of computer equipment, a generalized
discontent of users, by an obsolescence of current computer applications, by a lack of
planning of information technologies, and by partially proposed solutions that, because
they are not integrated, produce mechanization islands and manual processes that are
difficult to control and expensive to maintain. In short, due to a lack of standards and
methodologies, and a lack of training and widespread culture, especially in IT aspects
[10].

At the level of Latin America, doctoral programs have become a mainstay in the
development of research both locally and regionally and internationally, and the focus
and research nature of the training programs allows to determine social, natural, scientific
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phenomena, among others. Thus, the creation of doctoral programs has been present in
the universities of the Latin American region, either independently or in cooperation
between universities and institutions, in the region.

In a study carried out in Latin America, it is evident that doctoral programs represent
a substantial role in the social impact of academic results, with scientific and research
production increasing by 72% in the last decade. In the same study, 15% of respondents
said that they had been rejected in their labor insertion in business sectors because
doctoral degrees are obtained to perform purely academic tasks, which also shows a
social ignorance of the objectives of the degree.

The results of doctoral programs through their professionals and scientific production
is analyzed in an increase of science and technology products in a social system, a
tendency to favor the areas of economy, society, culture, public policies, health services,
the environment, quality of life and its regional or international local environment, in the
generation of health, economic and cultural benefits produced by research or projects
from complexmechanisms that reflect variousways inwhich knowledge is produced and
used, in an advance of knowledge and application of experiences for informed decision-
making in the different disciplines and,with economic benefits in a broad sense—patents,
companies, jobs, productivity, exports [11].

The study has obtained 336 responses from potential candidates, which are part of
the database of the UNACH and other IES in the central area and surroundings, of its
graduates and graduates, and has been applied to computer personnel of companies in
the sector and the guilds of professionals in the area.

Obtaining the following information:
59.6% of the participants in the meeting are between 30 and 40 years old, 29.8% are

over 40 years old, and 10.5% are between 20 and 30 years old; 72.8% of respondents
are male (Fig. 2).

56% of respondents reside in the province of Chimborazo, 13% in Pichincha, coin-
cide in 6% both in the province of Cotopaxi, Bolivar, Santo Domingo, and Guayas, the
rest are distributed in the other provinces of the Ecuadorian continental territory.

61.4% work in the public sector, 23.7% work in the private sector, 8.8% in mixed
enterprises, and 6.1 percent do not work at the time of the survey; As for the type of
institution in which they work, 47.4% work in Higher Education Institutions-IES, 20%
work in companies with commercial purposes of goods or services and/or production,
11.4% work in government agencies, 9.6% work in educational institutions in general
(except IES), 2.6%work in academic-social-scientific-commercial research institutions,
0.9% work in a non-profit, non-governmental organization.

26.3% have a Master’s degree with an academic career in the field of IT, 21.1% have
a Master’s degree with a research trajectory in the field of IT, 14.9% have a Master’s
degree with a research trajectory in other fields of knowledge and 9.6% aMaster’s degree
with an academic trajectory in other fields of knowledge. 28.1% do not have a master’s
degree.

81.6% indicate that they are not pursuing a Master’s degree, and 11.4% are studying
a master’s program either with a research or academic trajectory in the field of IT. The
remaining 7% are pursuing master’s degrees in other areas.
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Fig. 2. Province of residence

95.6% of respondents consider it pertinent to carry out a Doctoral Program in
Computer Science.

43% of respondents consider it extremely necessary for their profession to have
specialized knowledge in research in the field of IT, and 55.3% consider between very
necessary and moderately necessary for their profession to have specialized knowledge
in research in the field of IT. 1.2% consider it not necessary or not at all necessary for
their profession to have specialized knowledge in research in the field of IT.

28.1% are extremely interested in studying aDoctoral Program inComputer Science,
36% are Very interested, and 28.9% are moderately interested in studying a Doctoral
Program in Computer Science. 7% are little or not at all interested.

Specifically, if you want to study at the National University of Chimborazo, 92.9%
are between Extremely interested, very interested, and Moderately.

52.6% indicate that their main reason for choosing to study a Doctoral Program is
the generation of knowledge, 37.7% mention that it is scientific production, and 57%
mention that their main reason for opting for a doctoral program is the possibility of
improving workspace. 46.5% want a professional update and 9.6% have a particular
interest.

To study a Doctoral Program, 67.5% consider the important Degree offered, 61.4%
the faculty, 43% the infrastructure of the higher education institution, 81% consider the
Cost of the Program important and 59.6% consider the Duration important.
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As for the financing modality for choosing to study the doctoral program, 31.6%
prefer semester payments, 22.8% prefer educational credit, 21.9% prefer to use a credit
card, and 14% prefer annual payments.

On the other hand, the potential employers or occupational fields for this study are
obtained:

The place of residence of the potential employers that applied to the survey is 69%
in Chimborazo, 10% in Pichincha, 7% in Napo, and between 2 and 3% distributed in
the other provinces.

54.54% of the companies surveyed are from the public sector, 33.33% from the
private sector, and 12.13% are mixed.

27.3% of the institutions surveyed are higher education institutions, 24.2% are
without educational institutions, non-HEI, 18.2% are government agencies, 9.1% are
non-profit non-governmental organizations, and 21.2% are for-profit companies.

97%of respondents consider it pertinent to carry out aDoctoral Program inComputer
Science.

93.3% of the institutions surveyed would be interested in supporting their computer
staff to study a Doctoral Program in Computer Science.

77.4% mention that they could provide support with flexibility in work schedules so
that staff can pursue a doctoral program, 6.5% would support with scholarship or with
financial support, while the rest would support with various ways.

57.6% indicate that themain reason to support their computer staff to study aDoctoral
Program in Computer Science is the generation of knowledge, 51.5% is the possibility of
improving labor skills, 48.5% indicate that it is the Search for efficient solutions, 30.3%
mention that it is due to the invention of products and/or processes, and 36.4% indicate
that their main reason would be the probable Innovation of products and processes.

Additionally, it is indicated that there is a probable need for doctoral programs in
the area of education 45.5%, 27% in the area of administration, 24.2% in the area of
engineering, industry, or construction, and 21% in the area of services.

As for generic and specific competences, the following are determined as priorities:

1. Demonstrate a high level of theoretical and methodological knowledge of Computa-
tional Sciences in the resolution of problems in the professional, scientific or academic
field.

2. Carry out high-level scientific and applied research, with support in Computer Sci-
ence to provide relevant solutions to problems of various kinds in the field of their
professional practice

3. Communicate the results of their research clearly and effectively in professional and
non- professional environments

4. Work with scientific rigor, participatory leadership, social responsibility, ethics, and
humanism, in multidisciplinary teams, problem-solving in situations of chaos or
uncertainty

It is obtained between 85% and 88%, coinciding with the generic competences that
the doctoral student must develop.

It is determined that 67% consider that the specific competence that the doctoral stu-
dentmust develop isCybersecurity and IT Infrastructure andData Science and Intelligent
Systems.
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61% consider that the specific competence that the doctoral student must develop is
IT Service Management.

58% consider that the specific competence that the doctoral student must develop is
Fraud and Electronic Crimes Legislation, and good practices of ethical leadership in all
the actions carried out by the Computer Science professional.

57% consider that the specific competence to be developed by the doctoral student
is Machine Learning Models and Data Science and Applied Mathematics.

54% consider that the specific competence that the doctoral student must develop is
Industry 4.0.

All other competences are also considered important, in percentages less than 50%
for the institutions consulted.

Currently, companies and organizations manage a globalized trend in the business
or services they provide, being necessary that the internal control systems they use are
as efficient and effective as possible without neglecting other broader concepts such as
information risk, continuity of operations, management of the information center, etc.
Hence the importance of updating and continuous improvement through research on the
work performance of professionals and teachers who opt for the doctoral program.

The evolution of computer science has forced professionals to a higher degree of
training, becoming experts in specific areas within companies or organizations fulfilling
independent functions within a computer environment, and the analysis of information,
this program aims to provide that opportunity.

Computer systems are increasingly present in the activitieswe carry out and surround
us, hence the need to promote research, training, and training to generate knowledge
and tools that allow establishing adequate mechanisms for the control and treatment of
information by applying technologies to establish adequate and specific mechanisms in
IT processes that allow cost savings and maximize productivity.

On the other hand, reviewing information published on the website of the Ministry
of Education, Higher Science, Technology [7], we obtained data that reflect the demand
and employability of fourth- level professionals during the last 5 years, with a cut to
2018. Results that we consider pertinent to mention and analyze to support the doctoral
project.

3.1 Demand

The following table shows the number of fourth-level degrees registered per year, in the
period from 2013 to 2018, also the total number of titles with a cut-off to the year 2018,
and whether they were obtained in the country or abroad (Table 1).

Analyzing between the last three years, that is, 2016, 2107, and 2018 where there is
a decrease of 6,133 and 5,872 records of titles for each year respectively and therefore
a decrease of professionals between 2017 and 2018, meanwhile there is an increase of
2,643 and 669 titles and professionals respectively per year who decided to study abroad
for some reason.

Now let’s analyze the total number of fourth-level degrees that were obtained in the
area of Information and Communication Technologies, between the years 2013–2018
(Fig. 3).
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Table 1. Total fourth-level degrees in Ecuador, by year of registration 2013–2018.

Title type 2013 2014 2015 2016 2017 2018 Titles Total

National 13.307 12.745 19.206 21.675 15.542 9.670 92.145

Foreign 5.090 7.681 9.795 6.239 8.882 8.213 45.900

Total 18.397 20.426 29.001 27.914 24.424 17.883 138.045

Source: Ministry of Education, Higher Science, Technology and Innovation [12] - National
Information System of Higher Education of Ecuador [13]

Fig. 3. Fourth-level degrees in the broad field of information and communication technologies
registered Senescyt 2013–2018. Source: Ministry of Education, Higher Science, Technology
and Innovation - National Information System of Higher Education of Ecuador [12, 13].

As can be seen in the frequency polygon, since 2015 there has been a clear decrease
in records of degrees and professionals in the area, so it is of utmost urgency to diversify
the academic offer, in tune with social needs, since the curriculum must go hand in hand
with the progress of science and technology.

3.2 Employability

Similarly, reviewing the official website of the National Institute of Statistics and Census
[14] it was possible to find information on the total number of companies with investment
in ICT, in the detailed field, information with the cut to the year 2015 that we use as a
reference.

From a micro social analysis, the changes produced in productive and service orga-
nizations are recognized, as we can see in the table small, medium and large companies
make investments of 66%.73%, up to 85% in Information andCommunicationTechnolo-
gies. Therefore, it is necessary to have educational programs focused on the improvement
and specialization of workers who have been developing in the area, guaranteeing their
job permanence and in the same way it is the opportunity to hire new qualified personnel
in the management of computer technologies and information processing and generation
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of new knowledge in the area that allows being more effective, efficient and competitive
[15].

Similarly, and based on the records of INEC 2015, the data on investment in ICT
according to the economic activity they carry out are shown in the following graph and
can be considered as a reference for the study of demand and employability (Fig. 4).

Fig. 4. Amount of investment in ICT (281 MM*) of each economic sector. Source: [14]

It is important to note that it is the latest information published and available on the
official INEC website [14].

4 Conclusions

The realization of postgraduate programs through interdisciplinary and transdisciplinary
studies allows for the establishment of adequate and specific mechanisms to promote
research, education, and training. The doctoral program inComputer Science contributes
to the development of the territory not only in zone 3 but also, at the national level since
a large part of medium and large companies are modernizing their computer operations
and therefore innovative, relevant, and competitive solutions are required.

The doctorates, since they are the highest level in vocational training, are called to be
protagonists of first hand in the productive context of the country, it cannot be expected
that those who achieve this academic level stay or are their only claims to remain linked
to the academy exclusively, but they are the ones who must potentiate the productive
development of the country, To be the promoters of ideas and developments that allow
closing the gaps that the country is currently experiencing in technological matters.

In this sense, the study program that is presented, in addition to defining professional
profiles, demand and employability, has as an independent function to train research
professionals in the area of Information Technologies capable of generating solutions to
the real problems of our context.

This program contributes to the generalmission of theNational University of Chimb-
orazo, to the Creating Opportunities Plan in its short and long-term vision, in addition
to training professionals according to trends and scientific-technological development,
through processes that involve teaching with research, management, and linkage with
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society, capable of proposing integral solutions based on local problems, national and
international. In addition, it is justified by the projection made concerning the demand
for professionals and the need to have a fourth-level program that helped to acquire sci-
entific and technological knowledge, with social responsibility, as a result of the dynamic
articulation of the academic and the demand of Ecuadorian society.
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Abstract. This study proposes an Information and Communication Technology
(ICT) Strategic Plan (ISP) framework aimed at providing organizations with a
practical guide to implementing successful ICT strategies. The proposed frame-
work is based on the identified as-is situation and gap analysis using Enterprise
Architecture (EA) and Knowledge Management (KM) approaches. The most sig-
nificant limitation of most developed ISP frameworks is the inadequate require-
ment gathering and analysis, leading to a lack of a comprehensive understanding
of the organization’s true goals. To address this, the proposed framework inte-
grates EA and KM practices, enabling organizations to develop models and dia-
grams to visualize organizational objects and capture, transfer, and create new
ICT strategies. The study’s contribution lies in providing organizations with a
valuable resource for developing dynamic and meaningful ICT strategies, culmi-
nating in the translation of the resulting ISP into an Enterprise Architecture dia-
gram, called a Landscape Map Viewpoint (LMV), as a communication medium
for decision-making purposes.

Keywords: Enterprise Architecture · Knowledge Management · ICT Strategic
Plan · Case Study

1 Introduction

The success of an organization’s implementation of an Information and Communication
Technology (ICT) strategic plan has become increasingly critical in recent times, and
the ability to make strategic decisions is closely linked to the organization’s chances
of success. To achieve this goal, the ICT strategic plan must be easily understood and
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adaptable to the current environment. According to Abu Bakar et al. [1] and Guerra et al.
[2], two elements must complement each other for successful implementation of ICT
strategic plan initiatives: clear visualization of the goals and comprehensive information.
Visual aids such as diagrams and matrices can provide the necessary clarity, while the
ICT strategic plan should include details on processes, data, and technology, among
other important information.

The current framework for the ICT strategic plan has fallen short of its purpose
to provide clear visualization of initiatives for organizations to successfully implement
ICT projects. As a result, there is a pressing need for information to be visible and read-
ily available to create useful and dynamic ICT strategies [3, 4]. Saiya and Arman [5]
echo this sentiment, stating that a robust framework is built on complete and thorough
information. Furthermore, as outlined by Abu Bakar et al. [1], Enterprise Architecture
(EA) is a detailed structure that comprises various components such as context, service,
business, application and data processing, data space, technologies, and physical infras-
tructures, along with stakeholder perspectives. Thus, incorporating EA and Knowledge
Management (KM) in the ICT strategic plan framework allows for the capturing and
visualization of information that is crucial in formulating effective and dynamic ICT
strategies.

This paper intends to develop meaningful and dynamic ICT strategies. At the end of
this study, ICT strategic planwill be translated into an EAdiagramknown as a Landscape
Map Viewpoint (LMV) and represent a communication medium for decision-making
purposes.

2 Material and Method

2.1 The Concept of ICT Strategic Plan

ICT strategic plan is an organisation’s long-term plan related to its information system
or information technology. This plan is influenced by several factors such as grants and
funds management, financial management, budgeting and planning, and human capital
management (HCM) according to Luić et al. [6]. Kamariotou and Kitsios [7] suggest
that a good ICT strategic plan should incorporate success constructs, alignment, analysis,
cooperation, and capabilities. It is important to note that the ICT strategic plan cannot
be developed in isolation from the company’s strategic plan, which includes business
processes, information systems, and information technology [8]. The ICT strategic plan
should provide detailed information about how information systems and technologies are
influenced, specifically in areas such as IT governance, IS application, IT infrastructure,
and IT human resources, according to Gandhi et al. [9].

The success of ICT strategic plan implementation is dependent onvarious interrelated
factors, including the rapidly changing technology landscape, individual IT expertise,
budgetary constraints, and the presence of meaningful strategic plans [10]. Moreover,
the alignment between information and business strategy plays a crucial role in ensuring
the success of the ICT strategic plan [10]. Therefore, the use of EA as an approach in
developing the ICT strategic plan is appropriate, given that it focuses on aligning the
information and business strategy [12, 13].
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2.2 EA Framework

The literature reviews discover EA frameworks prominently used to develop a strategic
plan in an organization [12, 13]. The first framework is known as the Zachman Frame-
work, which is a logical and straightforward framework developed for overall EA, and it
can be used tomanage the infrastructure information of an enterprise [14, 15]. The second
framework is called the TOGAF Framework, which offers a comprehensive approach
to designing, planning, implementing, and controlling an enterprise information archi-
tecture. The TOGAF framework follows a holistic approach to design and is typically
modelled at four levels: business, application, data, and technology [15–19]. Figure 1
illustrates the TOGAF framework, which is suitable for this research due to the detailed
process it provides [12, 13, 20].

Fig. 1. TOGAF Framework [19]

2.3 KM Framework

A KM framework can greatly improve an organization’s knowledge gathering, sharing,
application, and retention, making it a vital tool for the effective implementation of
an ICT strategic plan [22, 23]. The objective of knowledge management is to boost
organizational performance by delivering the right information to the right people at
the right time. Although the concept of KM has been around for decades, it has not
been widely adopted in ICT project development, particularly in ICT strategic plans
[24, 25]. By using a structured approach to manage knowledge, timely and informed
decision-making can be enabled, quality and productivity can be enhanced, and new
products can be delivered to stakeholders. The four critical components of KM are
people, process, content/IT, and strategy. Regardless of the industry, size, or knowledge
needs of an organization, people are essential to lead, sponsor, and support knowledge
sharing [24]. Techniques to manage and evaluate the flow of knowledge must be defined,



Developing an Effective ICT Strategic Framework for Higher Education Institutions 213

and knowledge material and IT systems that connect the right individuals with the right
content at the right time must be provided. Finally, a well-defined and documented
strategy is required to use KM to meet the organization’s most critical and urgent needs.
All of these processes are interdependent on one another and influenced by various
factors. This is why KM frameworks can differ in many ways and can be implemented
in various ways.

Different models of knowledge management may vary in their presentation, with
some models being sequential, while others show processes overlapping. However, as
knowledge management is dependent on other aspects of an organization such as project
management, information management, and strategy, and involves multiple systems and
processes, some models can become complex. The KM framework by CEN [22], which
is illustrated in Fig. 2, takes a clear process-oriented approach that aims to describe core
business and knowledge-related processes. This framework extends those processes by
enablers: knowledge capabilities on both organizational (such as vision and strategy) and
individual levels (such as skills, competencies, methods, and tools). TheCEN framework
has provided a common terminology, structure, and guidelines around these processes.
However, it does not cover the main aspects of globally distributed knowledge man-
agement but provides options for extension, such as adding enablers and additional
components or extending processes. It also does not incorporate research perspectives,
such as aspects studied, or models validated.

Fig. 2. KM framework by CEN [22]

2.4 Research Model Formulation

The development of the ICT strategic plan framework is rooted in both the KM and
EA frameworks. To create the framework, the first step involves reviewing published
literature by conducting searches using the keywords ‘knowledge management’, ‘enter-
prise architecture’, and ‘ICT strategic plan’ on three e-libraries: ACM Digital Library,
Springer Link, and SCOPUS. These searches yielded articles from various fields, such
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as Computer Science, Decision Science, Social Science, Education, Finance, Nursing,
Business Management, and Psychology. To avoid duplications, any articles with the
same title or DOI were removed, followed by a cleaning process of the title and abstract.
In addition, manual exploration using Google Scholar and the “snowball” concept by
Dusek et al. [26] was used to ensure that all relevant works were included. After that,
a thorough analysis was conducted to eliminate any articles that lacked a description of
the organization or statement from the authors. Finally, appropriate journal titles were
selected, and the EA, KM, and ICT strategic concepts were formulated.

Fig. 3. The EA, KM and ISP concept

Fig. 4. The ICT Strategic Plan Framework

The conceptual framework proposed in Fig. 3 integrates both the EA and KM frame-
works with a process that includes creating, curating, organizing, sharing, and utilizing
knowledge. The KM components have been modified to collect up-to-date information
in four domains: business, data, application, and technology, to develop the ICT strate-
gic plan. Figure 4 illustrates the ICT strategic plan framework, which was utilized as a
benchmark during stakeholder interviews.
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2.5 Methodology

This study utilized two primary data sources for each case: a literature review and
in-depth case study interviews to ensure high reliability and validity. The theoretical
framework for the ICT strategic plan was identified through a thorough literature review.
Meanwhile, in-depth case study interviews were conducted with three participants from
Mataram University who were involved in ICT initiatives, namely the Vice Chancellor
for Field 4, the Head of IT Department, and the CTO IT Department. These participants,
referred to as P1, P2, and P3, all met the inclusion criteria, having worked for more
than 10 years with at least five years of IT-related expertise. Questions for the case
study interviews were based on the four domains defined in the EA framework selected,
TOGAF. The purpose of these interviews was to evaluate the proposed framework.

On November 29, 2022, the P1 interview was conducted in the Vice Chancellor
field 4 room, while the interviews with P2 and P3 were held on November 24, 2022,
in the Mataram University IT department building. These interviews followed a semi-
structured format and were analysed using the thematic analytic method. This method
helps to identify patterns in the data, which are then used to address the research or
raise concerns over any issues that may arise. The researcher chose thematic analysis
because it is a process of identifying themes or patterns within qualitative data collected
during the previous phase. The development process adhered to the existing TOGAF
framework, which involves four domains: business, data, application, and technology.

3 Results and Discussion

The results of the interviews were analysed using a thematic analysis to identify the key
elements related to each domain. These elements will serve as inputs for the development
of an ICT strategic plan for the IT department at MataramUniversity, using the proposed
ICT Strategic framework. The TOGAF framework has four architectural domains which
include business, data, application, and technology. Section 3.1 of the report outlines the
findings of the thematic analysis conducted on the interview data.

3.1 Business Domain

The Business domain is crucial to all activities at Mataram University, including orga-
nizational units, actors, roles, processes, functions, and business services. The thematic
analysis of the interview excerpts revealed that the COVID-19 pandemic has caused a
surge in online learning and research activities, resulting in a high demand for systems
and infrastructure procurement. To meet the growing demands, it is essential that the
developed systems are easily accessible and user-friendly. The University has primar-
ily focused on web-based development and has yet to implement an application base.
Mataram University is also expanding its cooperation with external parties, providing
numerous opportunities for collaboration in the ICT field. The top management is also
supportive of ICT development and has been increasing funding in this sector. However,
due to the vast capital needed, development needs to be done in stages. Effective com-
munication and cooperation among all internal parties at the University are critical to
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the success of various plans, particularly in developing the ICT sector. Currently, the IT
Department handles development without the use of external vendors due to past fail-
ures and vendors not taking responsibility. Although the Department’s employees are
experienced, their numbers are relatively low, so increasing the workforce in the coming
years is necessary. The excerpts that support these findings are:

“Several systems have been created to support the decision-making process, such
as the executive portal and IKU…. The system is more in the form of graphs or
charts, which can later be considered for management. Meanwhile, no system rec-
ommends decision-making. Although Mataram University already has a system,
they still use direct correspondence (not ready to go paperless).” (P1)

“To support collaboration in any department by providing various systems or
websites needed. In addition, the data integration process continues to this day.
Strengthening was also done on the infrastructure side regarding data servers,
bandwidth, and Wi-Fi. Regarding the MBKM government program, the integration
process is carried out even faster.” (P2)

“In the future, information technology will become fundamental. The hope is
that it can become an institution that can meet all IT-related needs at Mataram
University.” (P2)

Thus, Mataram University’s collaboration with various parties, including the gov-
ernment, other universities, and industry, is needed. Furthermore, Mataram University
needs to improve both its infrastructure and systems in the ICT field.

3.2 Data Domain

Transparency of data is becoming increasingly important, with many parties demanding
access to it. As a result, it is crucial to standardize the collection, storage, conversion,
and use of data and information within businesses. At present, Mataram University has
systems in place that provide access to a significant amount of information. However,
these systems are still under construction and only partially functional. Data has been
stored centrally, and some of it has been integrated to facilitate user access. Mataram
University aims to reduce data redundancy and integrate data from various sources.
Despite this, the process of inputting data remains relatively slow, making it difficult to
keep up to date. The excerpts that support these findings are:

“For transparency, we create a system where everyone can see directly. But it may
not have included the budget, such as absorption and spending today…” P1.

“Because Mataram University is under the government, the data or information
must be open” P2.

“Some data has been integrated, such as data on students, staff/lecturers, UKT
payments, courses, and data for organizational needs.” P2.

3.3 Application Domain

The application domain is integral to all processes related to planning, development,
and maintenance at Mataram University. Several systems have already been built and
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integrated, with each system tailored to meet the specific needs of the university. How-
ever, the development of these systems depends on the skill set of the staff responsible
for creating them, resulting in the use of different programming languages such as
Laravel, Code Igniter, Javascript, among others. This lack of standardization in the IT
Department’s system development process has resulted in inconsistencies. Recently, the
department has developed “MyUnram”, an application that simplifies system access for
users. The excerpts that support these findings are:

“Several integrated information systems are already available at Mataram
University.”(P3).

“ICT development can be maximized for profit/income at the University of
Mataram.” (P1).

“Increasing demands for the continuity of updating information systems within
Mataram University”. (P2).

As stated in the excerpt, a number of systems have been integrated. In addition,
academic, management, and monitoring systems have been established and utilised.
Nonetheless, certain systems remain undeveloped due to inadequate infrastructure.
Addressing this issue is crucial for their inclusion in the future state.

3.4 Technology Domain

The use of technology at Mataram University encompasses various service platforms
and technology components. Although the existing infrastructure may not be optimal,
it is still capable of meeting the institution’s needs. The helpdesk services provided are
comprehensive and accessible through multiple channels, including the web, Telegram,
and email. The recent procurement of data centres is a significant milestone, as it has
enhanced the control system and database storage process. However, the maintenance
of the data centre is still carried out manually, as there is currently no automation system
in place.

The current technology policy is accompanied by a Service Level Agreement (SLA)
policy, which has been implemented at the highest management level, i.e., Vice Chan-
cellor 4. However, there is a need to develop a corresponding SLA policy at the IT
Department level. Furthermore, there is a lack of appropriate documentation for risk
management across all owned systems, making it necessary to establish policies and
frameworks to manage risks effectively in the future. The excerpts that support these
findings are:

The number of ICT facilities is not proportional to the number of human resources.
(P3).

Internet bandwidth is still inadequate, so internet access is still slow. (P2).

The availability of technology that supports smart campuses (education 4.0) is
insufficient. (P3).

The rapid development of ICT so that the University of Mataram must continue
to renew/revitalize facilities/infrastructure and software to avoid technology lags
and delays in ICT services. (P2).
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The excerpt highlights the significant role of technology in education and how
Mataram University’s technological records contain crucial information in this regard.
While deploying the necessary infrastructure facilities can undoubtedly improve the
quality of education for students, professors, and staff, the current implementation is
considered suboptimal. To address this, the ICT strategic plan for Mataram University
has been illustrated in an LMV diagram, which provides enough flexibility to integrate a
wide range of categories and concepts derived from earlier findings. During the interview
process, it was revealed that the application domain requires improvement.

Fig. 5. Future states of Mataram University Enterprise Architecture Organizational Landscape
Map Viewpoint
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As a result, the LMV diagram visualises the ICT strategic plan for Mataram Univer-
sity, as shown in Fig. 5, with the dotted line indicating the proposed applications in the
future state of the plan.

4 Conclusion

This research presents a framework for an ICT strategic plan and uses a Landscape Map
Viewpoint (LMV) to visualise the plan based on the findings. KM is not a new concept,
but its application in the ICT domain is still limited. EA provides a common approach to
transferring and visualising knowledge across organisational and geographic boundaries
in a manner that is easily understood and shared, leading to consistent execution quality,
increased efficiency, and ongoing improvement in ICT implementation. Developing a
culture of seeking and sharing knowledge, as well as aligning business and technol-
ogy, including people and ICT, are critical to successfully integrating KM and EA into
ICT strategic planning development and implementation. Formulating an ICT strategic
framework is the starting point for developing an ICT strategic plan, and further interview
sessions were conducted to evaluate the framework. Ultimately, the ICT strategic plan
is visualised using the LMV approach, illustrating the landscape map of ICT initiatives
in Mataram University. This research can serve as a valuable resource for organisations
seeking to develop meaningful and dynamic ICT strategies.
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Abstract. Teaching and Lecturing Computer Security Audit & Risks Manage-
ment module is challenging. With the increase demand of high skilled talent in
computer security by industries, all subjects at Bachelor Degree Program are
required to be up to date and complete with practical skill training. Many tech-
nical universities in Malaysia promote Practical Application Oriented Approach
(PAO) asmode of delivery in teaching and learning.Asweknow, an online learning
received serious attention due to pandemic Covid 19. Inspired from Professional
Training in Cybersecurity, we implemented method call Peer Online Training
(POT) as learning activity in teaching Computer Security Audit and Risks Man-
agement module. There are ten (10) students were given a task to conduct mini
project related to ISMS, risks analysis and Incident Management. The project
required students to conduct information searching, practical exercises and indus-
try communications. Students need to utilize their skill in Microsoft Power point,
Infographics, and Multimedia applications for developing a Training Contents.
Each training video uploaded to Youtube Channel and the link shared among
themselves. We also share the Youtube link to five panels from industry for con-
tent validations. The panels are from Cybersecurity Malaysia, Finance Officer
at Higher Institution, and Inland Revenue ICT Director. All students were asked
to participate for physical training and technique called “Ireland Hopping” were
applied to improve training contents. The training also required students to con-
duct self and peer assessment.We observed students’ performance by (1) distribut-
ing feedback survey form and (2) personal interview. The results show that 95%
students enjoyed Peer Online Training. Their feedback shows that POT increased
understanding and improve their skill to explore audit activity. They recommended
for more on online practical exercise in future. We concluded that POT able to act
as value added tool in learning activity. It creates new insight for students to have
better understanding in learning Computer Security Audit & Risk Management.

Keywords: Computer Security Audit · Online Training · Risk Management ·
Practical Application Oriented (PAO)
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1 Introduction

Computer Security has become important area in formal education. Many countries
around the world put a lot of effort to create academic program in Computer Security
either at Diploma, Degree or Postgraduate. There are various type of name referring to
Bachelor program in Computer or Information Security at global market. Universities
and College offers various type of courses related to Cybersecurity recently. According
to Cybersecurity Malaysia, Malaysia needs 20,000 talent in Cybersecurity by 2025 [8].
The demand inCybersecurity talent is due to dramatic growth of cyber attacks and crimes
[1]. We need experts that able to design countermeasures for future attack on computer
and cyber world. It is highlighted by industry report that, competent people are needed to
secure internal system against cyber attack. Report by [2] addressed that highly skilled
people in cybersecurity able to reduce cases involve cyber attack and data breaches.
Academic program at university is designed to meet criteria of talent in cybersecurity.

It is important to note here that in cybersecurity there are four important param-
eters must meet industry criteria. Those parameters are content, competency, method
of delivery and assessment. Computer and Cybersecurity were set to be professional
job skill. There are a lot of professional certifications available in the market. However,
certifications that get highly attention from industry are CISSP, COMPTIA, ISACA and
GlobalACE [7]. It is important to note here that some certifications are product-based
cert and limited number of certifications program are designed to meet generic industry
requirement cross country.

Collaborations industry, community, university and government agency termed as
quadruple helix innovated solutions and talent for global challenge. Malaysia started
implemented Quadruple Helix approach to all public universities. Technical universities
in Malaysia were designed to bring more high skilled talent and solutions provider.
Applying practical application oriented approach (PAO), most technical university in
Malaysia implemented quadruple helix approach for high demand academic program
like information security. Industry feed university with information like shortage of
highly skilled talent in cybersecurity. On top of that Cybersecurity industry keep sharing
what type of skill sets require for industry-ready graduate.

As lecturer at technical university we are committed to execute PAO for industry-
driven academicmodule.We offer Bachelor Degree in Network Security at the faculty of
Information Communication System, University TechnicalMalaysia. One of themodule
is Computer Security Audit and RisksManagement. The program designed aligned with
content of Global Ace Scheme offered at Cybersecurity Malaysia. We also apply online
learning and in this program we introduce Peer Online Training as part of learning
activity.

This article presents our innovation in teaching Computer Security and Risks Man-
agement. The learning activities for this module consists of group discussion, “Ireland
hopping” and Peer Online Training (POT). This article is structured into five sections
which include introduction, previous work, method, result and conclusion. The detail of
the program will be presented as follow.
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2 Previous Work

Online learning has gained popularity since year 2000 when the world was introduced
to the concept of Open University. It becomes more popular when we are facing with
pandemic Covid 19. The post pandemic gave pressures to learning community and it
enforces people to be familiar with online learning. As we can see, online teaching and
learning has gained popularity to learned community particularly those who are in the
area of computer science and ICT.

Industry 4.0 demands transformation in learning ecosystem. Students not just seat
in the lecture room to study, yet word learning is most appropriate. Students must be
able to learn, unlearn and re-learn as mechanism to equip themselves with appropriate
knowledge and information. From industry perspective, high skilled talent produced
through effective training. Professional certifications offer as value add to students at
diploma and bachelor degree level. Realizing the needs of professional certification in
cybersecurity, Ministry of Higher Education Malaysia funded a group of expert at one
of the technical university to establish competency center in cybersecurity. Industry
approach for training integrated with online learning implemented to a group of students
who are taking Computer Security Audit and Risks Management.

Online learning is turn to the new term called online-training. As we can see from
websites, there are various type of online training available in the market. Cybersecurity
training is available on YouTube Channel organized by either companies, NGO or train-
ing institution [2–5]. Udacity, Coursera and Google offer online training for cybersecu-
rity awareness with the minimal cost [7]. Meanwhile, some Professional Cybersecurity
Training Provider creates a thriller as promotion of their training materials. Several edu-
cation institutions offer training via their learning management system platform but to
our knowledge none of them offer cybersecurity online training.

3 Methods

Our study employed hybrid methods in conducting lecture for 10 students who enrolled
Computer Security Audit and Risks Management module. The lecture executed for
14 weeks as stated in academic calendar. University learning management system was
used as online learning platform. Physical lectures schedule everyMonday from 2.00 pm
to 4.00 pmMalaysia time. The module consists of 14 topics related to ISMS, RisksMan-
agement, Incident Analysis and Contingency Planning. Assessment for students cate-
gorized in two main categories which are summative and formative. Summative assign-
ments included Mini Project, Short Quizzes, Workshops and Peer Training. Formative
assessment executed after week 14.

Practical online training (POT) is part of learning activity in class. Week 6 students
received Task for mini project. Before proceed with POT student were as to complete
mini project. The objective of mini project is to expose student with real experiences in
simulation mode. The detail on POT described below.
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Development of POT comprises ten (10) activities as described below.

Activity 1
Setting Mini Project
The Course coordinator delivered Tasks to students. The instruction sets to students as
in Table 1. Students were given 14 days to complete the project.

Table 1. Instruction Sets for Mini Project

Task 1 Task 2 Task 3 Task 4

Group 1 Identify Group Member Simulate Cases Conduct Risks
Analysis

Report

Group 2 Identify Group Member Plan Audit Conduct Audit Report

Group 3 Identify Group Member Simulate Cases Conduct Incident
Management

Report

Activity 2
Develop Report

Progress report presented at Week 9 and peers feedback is required to value add the
content. Each group will then improve the content for final report.

Activity 3
Established Focus Group Discussion.

Inspired from leadership training model, “Ireland Hopping” concept was introduced.
Each group presented their works. During the presentation, everyone must participate
in commenting all aspects as mechanism to improve contents of final project report and
also the lesson learns. Students exchanged tasks after completed progress presentation
which mean those who were given Task 1 will exchange to group who was responsible
for task two and so on. All inputs taken from different group members will be analysed
for better outcome.

Activity 4
Content Development for training

Once the final report ready, each member of the group identified what are the main skill
that they wanted to train others. In this case group one decided to conduct training in
risks analysis, group two for ISMS and group three agree for Incident management.
They were given two weeks for content development. They explored and improved in
power point, info-graphics, web setting and prepare YouTube Links.

Activity 5
Content Evaluation by Industry Panel

Before sharing the link to class members, the course coordinator forwarded the link
to industry expert to get initial feedback. The experts background are Cybersecurity
Malaysia, Inland Revenue, and Auditors from Technical University.
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To speed the process, the experts were given the YouTube link and they spend around
one hour to watch the video. They need to provide feedback via WhatsApp Application.
Comments by industry expertswere taken by students and action for improvement begun.

Activity 6
Launching the Practical Online Training. The student started to create actual link for the
improved training materials.

Activity 7
Sharing Content to Peer

On week 10 the students shared the link to their peers and everyone was asked to spend
three hours take part in the training by watching to the video and extract information
as much as they can. They also need to answer questions distributed via WhatsApp
Application developed by course coordinator.

Activity 8
Physical Training Discussion

Week 11, 27 December 2022 the students conducted Physical Training Outside Univer-
sity. This session was designed to expose students how does real training environment
executed. Venue was set as real training set up. Training manager appointed among them
and Fig. 1 presents some picture on activity.

Fig. 1. Training

Activity 9
Peer Review

We let the students to discuss among themselves professionally. They need to rank and
provide positive comments so that all participants able to learn and improve.

Activity 10
Giving Feedback

Finally the students we asked to complete survey form. Survey is designed to get stu-
dent opinion on POT. The survey questions as in Table 2 was developed as for POT
instruments.
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Table 2. Survey Form for Students

Feedback Peer Online Training

Please complete the questions below and submit to rabiah@utem.edu.my before 
Friday 6/1/2023

(1) What are your key learning objectives for this 
course?

(1) Better Understanding
(2) For Fun
(3) Fulfil Assignment 

(2) How confident are you that the course will deliver 
on the learning objectives?

(1) High
(2) Moderate
(3) Low
(3) At the end of the course, what do you hope to have 

achieved?

(1) Get A for Module
(2) Explain the subject to others
(3) Be able to practise 
(4) What types of learning do you like best?
(1) Online Learning
(2) Online Training with and By Peers
(3) Physical Lecture and Discussion 
(5) What areas of this topic do you struggle with the 

most?
(1) Risk Analysis
(2) BCP
(3) ISMS
(4) Incident Management 
(6) What are the biggest barriers to you achieving your 

learning goals?
(1) Understanding
(2) Practising
(3) Writing
(7) Have you completed any other training in this field 

before taking this course?
(8) How do you hope this course will improve on 

previous education experiences?

(9) Nominate which group provide effective training and 
easy to follow
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Table 3. Content Validation by Industry Expert

Expert 1: Cyber
Security
Malaysia

Expert 2:
Finance Officer
Risks Finance -
UTeM

Expert 3:
Auditor
UTeM

Expert 3: IT
Management
LHDN

Expert 4:
Cybersecurity
Senior Officer

Group 1 Able to get
general idea on
risks analysis.
Content can be
more interesting

Understood
whats the video
try to explain

Interesting Presentations
not attractive
but content
wise okay

Creative !

Group 2 Able to
understand
ISMS

Creative !

Group 3 Interesting Creative !

All video shared and experts were asked for content understanding

4 Results

We presented two results; first content validation by expert in Table 3.
The second results were taken by students when they were asked to evaluate their

peers.
We disturbed survey questions to 10 students end of the physical training. The survey

measured students perceptions and their opinion for future improvement. Results shows
students feedback from practical value and the other feedback all of them enjoyed the
learning activity.

Practical Value proposed

(i) Oneof the student highlightedgroupXshouldprovidepractical skill for vulnerability
assessment module.

(ii) Student recommended that in some situation earlier data audit is required to early
detection of data breache

Overall Feedback

a. All students (100%) enjoyed both online training and the best part is the Physical
Training at outside campus.

5 Conclusion

Peer Online Training (POT) provide excitement in learning. It boosting students inter-
est in self explore Computer Security Audit and Risks Management. Self-Explore for
developing content material able to develop understanding and initiate practical skill to
students. The skill to run risks analysis, conduct computer audit and incident handling.
The students also develop their communication skill and industry linkages. As a sum-
mary we concluded that our approached technique known as Practical Online Training



Peer Online Training (POT) 229

(POT) is a consider success trial. However it needs to be tested in the bigger volume.
Future work will take part in leveraging POT for modules with more practical work and
bigger sizes.
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Abstract. With knowledge becoming a central component of an organi-
zation’s internal resource structure, managing this valuable asset gained
on importance and developed to one of the most critical activities over
the last few years. Successfully managing intellectual expertise and secur-
ing a comprehensive and gap-less knowledge base will contribute and
enhance centralized and distributed decision making and furthermore
help to sustainably maintain and increase competitive advantages. Espe-
cially regarding ISO 9001 certified Small and Medium-sized Enterprises
(SMEs) and complying to its general principle of continuous improve-
ment, auditing and reassessment of the current state of Knowledge Man-
agement is crucial. Therefore, this paper will propose a three step incre-
mental Knowledge Audit Framework that helps SMEs to identify, assess
and manage knowledge gaps in knowledge intense business processes.
Building up on the underlying research method of a Case Study, the
framework was designed using relevant literature and results of previous
research endeavors. In order to identify and asses the potential knowledge
gaps the framework will triangulate the following three data collection
methods: (1) participating observation, (2) direct observation, and (3)
structured questionnaire. After a detailed description of the proposed
Knowledge Management Audit Framework, this paper will focus on the
results and limitations by implementing the framework in a SME oper-
ating in the production of ductile iron pipe systems. After applying the
framework in the aforementioned SME a general knowledge gap, mainly
in the field of procedural knowledge, was identified. In order to close the
identified knowledge gaps and build up a sustainable and effective Knowl-
edge Management System this paper will be concluded by highlighting
and suggesting several recommended actions.

Keywords: Knowledge Management · Knowledge Assessment ·
Knowledge Audit
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1 Introduction

Whereas the concept of Knowledge Management was initially introduced for big-
ger organizations [15], the implementation of practices and processes connected
to the concept of Knowledge Management made inroads in Small and Medium-
sized Enterprises over the last few years [6]. Although the need for managing
intellectual expertise and its connected benefits for SMEs are evident for most
organizations, the entailed challenging factors are sometimes hindering Knowl-
edge Management implementations in Small and Medium-sized Enterprises [5].
Bridge and O’Neill [5] mainly associated a non-implementation of Knowledge
Management measures in SMEs to two main factors: (1) a general constraint of
resources and (2) a concentration of power and decision making in SMEs. By
mitigating and not counteracting to these limiting factors, an implementation
of a comprehensive Knowledge Management Strategy can be at risk, leading to
simply relying on centralized knowledge stored in employees’ minds [28]. In order
to contribute to a successful implementation of a sustainable and comprehensive
Knowledge Management Strategy in SMEs, this paper will suggest a framework
[23] to audit the current state of knowledge and Knowledge Management, identify
potential knowledge gaps and assess and quantify these gaps. Especially the ini-
tial audit of the current state of knowledge and Knowledge Management can be
seen as a crucial activity to flatten the knowledge landscape and close potential
gaps [20]. Underestimating this initial assessment will not only have an impact
on the Knowledge Management Strategy formulation process and the outcome
but could, according to Probst [20, p. 21], furthermore lead “to inefficiencies,
uninformed decisions, and redundant activities” in SMEs. Therefore this paper
should serve as a blueprint for analyzing knowledge, formulating a Knowledge
Management Strategy and by this answering the posed research question:

How to identify and overcome organizational knowledge gaps between
documented and non-documented knowledge by implementing

Knowledge Management measures?

After a short literature review in the upcoming chapter, Sect. 3 will focus on
the methodology used for the data collection in this research endeavour. After
applying the developed Knowledge Audit Framework, the results are represented
and furthermore discussed in Sect. 4 and 5. The paper will be concluded by listing
some of the encountered limitations and giving an outlook on further research
opportunities.

2 Literature Review

After introducing the term of knowledge itself, this section will focus on the
definition of Knowledge Management, and the concept of using the principle of
knowledge audits in Small and Medium-sized Enterprises.
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2.1 Definitions of Knowledge

To fully understand and formulate a comprehensive Knowledge Management
strategy, it is crucial to understand the term knowledge, its peculiarities and
the different types of appearance. The most used definition of the term knowl-
edge derives from the so-called “DIKW” (Data, Information, Knowledge, Wis-
dom) framework [7]. This model represents a hierarchical structure by describing
each of the layers and furthermore highlighting the relation and interconnection
between each of the components. Whereas the DIKW-framework was first limited
only to three layers [1] added the Wisdom layer by referring to it as applying the
knowledge and “the ability to increase effectiveness”. While data can be seen as
raw, unprocessed facts and figures, information can be described as data that has
been organized and brought into context in order to add a meaning to this data
and therefore make it more useful. To generate knowledge this information has
to be understood and applied in order to solve problems and make well-founded
decisions [1]. The highest level of the pyramid, wisdom, can be reached when
knowledge is coupled with experience in order to take decisions and judgements
that are both effective and ethical [7]. Especially when implementing Knowl-
edge Management measures the DIKW model could help SMEs to understand
the importance of not only collecting, but furthermore developing raw data into
valuable knowledge to further improve informed decision marking and expand
the sustainable competitive advantage [27]. Whereas the DIKW model can be
used for generally defining knowledge, Probst et al. [21, p. 23] defines knowl-
edge in an organizational and business context using the following definition:
“Knowledge refers to the totality of knowledge and skills that individuals use to
solve problems. This includes theoretical knowledge as well as practical everyday
rules and instructions for action. Knowledge is based on data and information
and, in contrast to these, is always linked to individuals”. As this definition also
represents the general approach of a hierarchical knowledge structure based on
data used as a foundational layer, Probst’s definition furthermore underlines the
link between knowledge and individuals.

When it comes to the classification of knowledge based on its characteristics a
general distinction between tacit and explicit knowledge can be made [17]. Tacit
knowledge can generally be refereed to as knowledge that is difficult to formalize
and is often held by individuals within an organization. It can include things like
expertise, skills, and insights that are gained through experience. Based on these
characteristics it is not easily transferable unless it is brought to a formal and
general level of abstraction [11]. Howells [8] furthermore simplifies this definition
by referring to tacit knowledge as “know-how”. As tacit knowledge is mainly
generated by the process of individual learning [8] it can be described as “highly
individual and subjective” [25, p. 18]. Although because of its information rich-
ness tacit knowledge can be seen as a valuable intangible knowledge asset within
an organization, its characteristics mentioned above make it hard to articulate
and transfer to other individuals [24]. Explicit knowledge on the other hand
can be seen as the counterpart to tacit knowledge. Whereas tacit knowledge is
highly individual and hard to document, explicit knowledge can be defined as



236 A. Rottensteiner et al.

knowledge that is easier to formalize and can be easily shared within an organi-
zation. It can include knowledge like policies, procedures, and manuals that are
documented using letters, numbers and graphics [10]. Smith [24, p. 314] refers
to explicit knowledge as “academic knowledge” and “know-what”. Due to the
fact that explicit knowledge can be documented using common documentation
methods, this type of knowledge can be brought to a common level of abstraction
and understanding and facilitate searching of stored knowledge using keywords
[16]. From an organizational viewpoint Lam [9] defined four different knowledge
dimensions based on the relation between explicit and tacit knowledge and indi-
vidual and organizational knowledge. By matching each of the dimensions, Lam
developed the following four different organizational knowledge dimensions: (1)
Encoded knowledge, (2) Embedded knowledge, (3) Embodied knowledge, and
(4) Embrained knowledge [9].

2.2 Knowledge Management in SMEs

The idea of managing intellectual expertise has since centuries always been in
the nature of human beings. Whereas at the beginning this task involved storing
information and documentations for upcoming generations, Knowledge Manage-
ment evolved to a much more complex task over the last decades, involving a
numerous amount of sub-processes [26]. Whereas the first approaches to Knowl-
edge Management were paper-based, major developments in information tech-
nology allowed for digitally storing knowledge and facilitating knowledge sharing
within and beyond organizational borders [2]. As Knowledge Management usu-
ally spreads over several different units of organizational structures it is impor-
tant to observe it from the following three perspectives according to Lindner [13]:
people, organization, and technology. Whereas the technological aspect describes
the foundation digitally supporting the different processes involved in Knowledge
Management, the organizational perspective looks at Knowledge Management,
taking into account different aspects like organizational structures, cultures and
climates. The last perspective focuses on the social aspects of people interacting
with a Knowledge Management system. Rosenbichler [22] furthermore highlights
the importance of finding a good balance between all perspectives and not under-
estimating the importance of a good interconnection between them. Nonaka &
Takeuchi [18, p. 3] were some of the first ones coming up with a definition of
Knowledge Management by referring to it as “the capability of an organiza-
tion to create new knowledge, disseminate it throughout the organization and
embody it in products, services and systems”. Whereas Nonaka & Takeuchi
were mainly focusing on the three processes of creating knowledge, distributing
it within an organization and lastly implementing it into products, services and
systems, Probst [20] enhanced this definition by adding a strategic layer includ-
ing knowledge goals and measurements. On an operational level Probst focused
on the three different processes of identifying knowledge, acquiring knowledge
and preserving knowledge within an organization [20].

As at first mostly bigger corporations tried to successfully implement Knowl-
edge Management measures, in the last couple of years also SMEs recognized
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the importance of Knowledge Management and included it as a key process into
their organizational process landscape [6]. While Knowledge Management can
be beneficial for SMEs, it can be challenging to implement and sustain due to
the limited resources, infrastructure, and support that these organizations may
have. Some of the critical success factor that are specific to SMEs include limited
resources to devote Knowledge Management initiatives, limited organizational
support due to a high concentration of power, and a more entrenched culture
often leading to a general resistance to change [5].

2.3 Knowledge Audit

In general a knowledge audit can be seen as a systematic review of an organiza-
tion’s knowledge assets, including its knowledge processes, systems, and culture
[4]. The aim of a knowledge audit is to identify the organization’s strengths and
weaknesses in terms of its Knowledge Management, as well as to identify oppor-
tunities for improvement. There are several approaches to conducting a knowl-
edge audit, including structured interviews, focus groups, surveys, and document
analysis [3]. The choice of approach will highly depend on the specific objectives
and context of the knowledge audit. A knowledge audit can furthermore provide
valuable insights into an organization’s Knowledge Management practices, and
can help to identify areas for improvement and the resources required to address
them [3]. A knowledge audit could not only be used in order to improve Knowl-
edge Management measures in place but additionally contribute to an increase of
effectiveness of the use of knowledge and with that contribute to better decision
making [20].

3 Methodology

In order to methodologically support this research endeavour and respond to
the posed research question, a case study analysis following Yin’s approach [29]
was deemed as an appropriate method of investigation. According to Yin [30,
p. 45] a case study can be described as an “empirical method that investigates
a contemporary phenomenon in depth and within its real-world context”. Due
to these characteristics the researcher takes a more observant role in the pro-
cess and has no or only little influence on the outcome of the study [29]. For
this publication a single case study was selected, focusing on one single unit of
inquiry. This could furthermore provide the opportunity for a longitudinal study
in order to evaluate the progress made by the “case” after implementing some
first measures in the field of Knowledge Management.

The data collection of the case study evidence took place in the department
for application technology at Tiroler Rohre GmbH (TRM). TRM is on of the
major players in the production of ductile iron pipe systems on the international
market. The company was founded in 1947 in order to respond to the urgent
demand for pipes to rebuild key infrastructure destroyed during world war two.
After the production site run into a risk of closure in 2013, together with a local
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bank Max Kloger stepped in and performed one of the largest management buy
outs in Austria and brought the business back to life. In the upcoming years
TRM innovatively expanded their product portfolio, entered new markets and
became one of the major ductile iron pipe producers in Europe. During these
more than 70 years in business, a lot of important knowledge was generated
in different technical and administrative areas. With an increase of long-term
employees retiring, TRM became aware of the potential knowledge loss and
tried to focus on implementing Knowledge Management measures to prevent
such events. In order to audit the current state of knowledge and Knowledge
Management at TRM, a Knowledge Audit Framework was developed and at
first applied on the department for application technology which is responsible
for the technical customer support and to answer all technical inquiries regarding
products available at TRM.

Fig. 1. Knowledge Audit Framework

As displayed in Fig. 1, the Knowledge Audit Framework is based on a
methodological triangulation based on three different methods. What is also
pretty unique to this framework is the analysis sphere surrounding each of the
phases. This means that all the collected data is being immediately analyzed after
each phase and handed over to the upcoming phase. This provides the possibility
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for an iterative contribution of each phase to the final result. To maximize the
quality of the information outcome it is necessary to base the framework on dif-
ferent sources of evidence, always containing a chain of evidence, and especially
taking care when using and relying on external resources within the framework.

3.1 Knowledge Audit Framework

To gather the necessary data for analyzing the framework depicted in (Fig. 1)
was designed. The main purpose of this framework is to acquire a comprehensive
overview of the knowledge landscape in place, and to identify potential gaps
between documented and non-documented knowledge.

In order to delineate the process and collect all necessary documented knowl-
edge to perform the task of technical customer support, phase 1 consisted out
of a participating observation in form of a fictive on-boarding. Based on the
impressions collected in the fictive on-boarding a current state of the process
can be documented using a Business Process Modelling Notation BPMN [19].
All identified process flaws were documented, further described and improved in
a re-modelled version of the process of technical customer support. This mod-
eled to-be process was handed over to phase 2 where the process was discussed
in a focus group based on the methodological approach of a direct observation.
During this focus group each of the process tasks and it’s connected necessary
knowledge was collected and documented using a whiteboard and sticky notes.
Clustering the collected knowledge bits revealed a list of knowledge modules
that are necessary in order to perform the to-be process. By comparing these
knowledge modules with the documented knowledge, collected in phase 1, first
knowledge gaps between documented and non-documented knowledge can be
identified. Phase 3 serves as a knowledge assessment to the identified knowledge
gaps using a standardized questionnaire. This will not only help to quantify
the knowledge gaps but furthermore to prioritize the closure of the gaps. To
do so, the authors decided to use a framework proposed by Magnier-Watanabe
[14]. Using this framework knowledge can be classified by the two dimensions
breadth and depth. Whereas breadth describes if knowledge is only focused to
one discipline (narrow = 1) or even spans over several different disciplines (broad
= 4), knowledge depth describes if the knowledge falls under the classification of
know-what (shallow = 1) or can be seen as know-how (deep = 4). By multiplying
both of the dimensions, a knowledge score can be calculated. A high knowledge
score indicates high importance and value to the organization [14]. The knowl-
edge module with a high knowledge score should therefor be prioritized when
closing the knowledge gaps.

4 Results

The following Table 1 will display the average knowledge scores of each knowl-
edge module and identified gaps by listing the current status of the knowledge.
Additionally to the quantitative data displayed in the table several qualitative
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data was collected during phase 1 and 2 of the Knowledge Audit Framework.
Whereas employee 2 highlighted the lack of standardization in answering service
requests by mentioning that “every employee has his or her unique approach to
it”, employee 1 shares the same opinion but rather associates this lack to the
“unique character of each support request”. Employee 4 furthermore supports
this statements but underlines, beside the lack of documentation in the field of
support requests, the Knowledge Management and documentation of technical
knowledge and instructions already in place.

Table 1. Ranking of the identified knowledge modules based in their importance

Knowledge Module Avg. breadth Avg. depth Avg. score Status

1 Basic Technical Knowledge 3.6 3.4 12.24 +

2 Technical Instructions 3.4 3.4 11.56 +

3 Already answered support requests 3.2 3.4 10.88 ∼
4 List of request levels and keywords 3.8 2.8 10.64 −
5 Skills Matrix 3.2 3.0 9.60 −
6 Customer Knowledge 2.2 3.8 8.36 −
7 Technical Certifications 2.6 2.8 7.28 +

8 Technical Norms 2.0 3.6 7.20 +

9 Product Information 2.6 2.6 6.76 +

10 Process Handbook 2.2 2.4 5.28 −
11 Software Manual 2.0 2.0 4.00 −

As displayed in Table 1, technical knowledge, consisting of basic technical
knowledge and technical instruction, was identified as the most important knowl-
edge with the company TRM. Furthermore, the importance of already answered
customer support requests was highlighted by ranking it third with an over-
all score of 10.88. When observing the average breadth values, the knowledge
module of “list of request levels and keywords” displays the highest value with
3.8. Looking at the average depth values, the knowledge module of “customer
knowledge” indicates the highest value with 3.8. The two lowest values can be
found in the knowledge module “software manual” which reflects the character-
istics of narrow and shallow knowledge with an average breadth and depth of
2.0. The identified knowledge gaps can be observed looking at the column “Sta-
tus” in Table 1. Whereas a “+” indicates a fully documented knowledge module
(no knowledge gap) a “−” displays a high discrepancy between documented and
non-documented but necessary knowledge (knowledge gap). A “�” indicated a
partially documented knowledge module. In the case of the “already answered
support questions” this means that they are already documenting some of the
support requests but without following common guidelines and no consistency.
Although the two most important knowledge modules do not show any knowl-
edge gap, six out of eleven knowledge module exhibit a partial or complete
knowledge gap.
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5 Discussion

As all of the knowledge modules are already available within TRM in some form,
closing the knowledge gap means to transform tacit knowledge into explicit
knowledge and document the intellectual expertise. This concept can also be
referred to as externalisation [18]. Especially in the context of technical customer
support, externalisation plays a fundamental role. When processing a customer
support request, the responsible employee of the department of application tech-
nology will build up experience originating from the interaction with the client
and the elaboration of the answer to the request. As participants of phase 3
assigned a high importance to the knowledge modules “already answered support
requests” and the “customer knowledge” closing the knowledge gaps concerning
these modules should be prioritized in order to furthermore support better deci-
sion making in customer support requests. Another highly relevant aspect when
closing the identified knowledge gap is the combination of individual explicit
knowledge and creating new organizational knowledge. As experienced during
the fictive on-boarding, some of the employees already used simple Knowledge
Management approaches in order to document their individual knowledge. As
this knowledge is only stored on the employees’ individual end devices, no orga-
nizational knowledge sharing was initiated. Combining it with the concept of
socialization [18], which describes the exchange of experience (tacit knowledge)
between different people in a company, could initiate and establish a culture of
knowledge sharing within TRM. To facilitate this process and incentivize knowl-
edge sharing the process could be supported and furthermore propelled using
different concepts of gamification [31]. Knowledge Management should further-
more not be used as a static tool but needs a more agile approach to it. Lin et al.
[12] suggest using the concept of Six Sigma’s Define-Measure-Analyze-Improve-
Control cycle in order to update and improve the implemented Knowledge Man-
agement System. This agile improvement cycle will allow for direct response to
changing environmental factors and early detection of possibly arising knowledge
gaps. In order to do so, the following list derives from best practice examples and
literature, and can be seen as a road-map of recommended actions to succeed in
the field of Knowledge Management.

1. Further expand the knowledge analysis using the Knowledge Audit Frame-
work to other departments

2. Close all identified knowledge gaps by documenting the knowledge, before
implementing a Knowledge Management strategy

3. Analyse the different stakeholder requirements and include them into the
strategy formulation process

4. Coordinate and align the Knowledge Management goals with the overall com-
pany goals

5. Implement concepts of gamification in order to increase motivation in Knowl-
edge Management

6. Use supporting technological systems with the main focus on usability and
functionality
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7. Constantly reassess and improve the strategy in order to prevent new arising
knowledge gaps

These recommended actions will not only allow for a quick reaction when it
comes to closing knowledge gaps, but furthermore assure a consistent and stable
Knowledge Management at TRM.

6 Limitations and Potential Further Research

In conclusion this paper proposed a Knowledge Audit Framework combined with
recommended action items that will contribute to identify and overcome current
flaws, increase effectiveness, and optimize the knowledge process in SMEs. In
terms of limitations even though the author has dealt intensively with TRM, an
external view on the company was still obtained throughout the study. During
the course of this study, the company tried to already implement different mea-
sures in the Knowledge Management field. This led to a distortion of the initially
captured status quo. Nevertheless, the author decided to stick to the initially col-
lected data and use them as a basis for further evaluations. Another limitation
that can be mentioned is the language barrier, as all the empirical research of
this study was performed in the mother tongue of the participants (German),
but had to be translated to English. Last but not least a holistic view and val-
idation of the framework would require an application and implementation of
the framework in other industries. Whereas future research endeavours could not
only include a cross industry application, expanding the research geographically
is also a research opportunity that it’s aimed at.
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Abstract. Ninety percent of family-owned small and medium-sized
enterprises (SMEs) cannot survive the 3rd handover in their company
history. So one idea to improve this ratio could be to think about a
much-improved knowledge transfer from the predecessor to the succes-
sor. Various models for knowledge transfer have been developed in the
past decades, but none were specially designed or applied in family-
owned SMEs. Especially this non existing match with the special needs of
family-owned businesses is the trigger for the created framework adapted
to the unique needs of family-owned businesses. The framework was
developed based on a preliminary study held in the summer of 2022
and will be implemented in some consulting projects in 2023.

Keywords: Knowledge Management · Knowledge Transfer · Family
Businesses

1 Introduction

Companies around the world are exposed to increasing competition as a result of
advancing globalization. In this context, resource knowledge is a critical factor
that must be taken into account to achieve an advantage in the market and to
be able to hold one’s own against the competition [2] based on the additional
deep improvement of the intellectual capital [22]. The knowledge transfer pro-
cess is critical regarding succession since it affects the business’s survival [4]. This
is particularly important in the case of generational shifts within family busi-
nesses. Around 70% of all family businesses fail when the founding generation
hands over to its successor, and only 10% of companies survive the transition
to the third generation [16]. Due to the desire of family businesses to ensure the
company’s continuity for a long time [19,31], the intergenerational management
of knowledge is, therefore, essential for family-owned businesses [6]. Especially
to be able to innovate the business ether incrementally or in huge steps radi-
cal, the use of the intellectual capital of the organization has to be taken into
account [11]. Yet, knowledge transfer in family firms is not planned, or rather,
it does not work as expected [4]. In the literature, several models already depict
knowledge transfer mechanisms; however, there is a gap in research related to
knowledge transfer in family-owned SMEs. Since the Austrian economy consists
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of 99,6% of SMEs and 50% of all companies are family-run, there is a great need
for a model that meets these criteria (www.kmuforschung.ac.at). A very similar
picture of the SME situation can be seen in our neighborhood country Germany
[8]. Therefore, this paper aims to define a process model of knowledge transfer
that specifically meets the requirements of SMEs and, subsequently, family busi-
nesses. So the research question for this paper was: How can family-driven SMEs
implement Knowledge Transfer in their handover process? The given research
question is answered through a literature review (Sect. 2), which forms the basis
for the framework, and in a second step, the modeled framework is discussed
with four experts in a focus group setting, who are both academics and own-
ers of a family-owned business. Thus, the framework presented in this paper is
already validated in the first iteration. After this introduction, the theoretical
background is laid out in Sect. 1, followed by the methodology used in Sect. 3.
Section 4 shows the results and the discussion. The paper summarizes the limi-
tations and ideas about future research in Sect. 5.

2 Literature Review

The selection of literature is primarily based on the “Global ranking of knowl-
edge management and intellectual capital academic journals: 2017 update”. The
authors suggest a total of 27 journals after preliminary analysis of a survey with
482 active knowledge management scientists and reference to journal citation
indices [28]. The heyday of knowledge management was several years ago, which
explains why most of the literature was published between 2000 and 2010. This
section will examine the concept of knowledge before concentrating on knowledge
management and transfer.

2.1 Concepts of Knowledge

In their publication “the knowledge-creating company”, Nonaka and Takeuchi
(1995) make an essential contribution to the differentiation of the two concepts of
tacit and explicit knowledge [20]; their considerations go back to Polanyi (1966)
[23]. Explicit knowledge can be recognized because it is tangible for others and
can be documented effortlessly. Accordingly, explicit knowledge can also be eas-
ily stored and communicated [17,20]. In direct comparison to tacit knowledge,
explicit knowledge is characterized as formalized knowledge [13], which exists in
verbal form and is transferable with the support of information and communica-
tion technologies [21]. Implicit knowledge, on the other hand, is context-specific
and personal and, therefore, difficult to verbalize and share with others. Because
of these characteristics, it is almost impossible to formalize [20]. Researchers
disagree about which type of knowledge is more significant [1]. This conflict can
be countered by the fact that tacit knowledge always reflects the background
and structure essential for the construction and interpretation of explicit knowl-
edge [23]. Moreover, the separation of tacit and explicit knowledge should not
be considered since both presuppose each other [20].

www.kmuforschung.ac.at
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2.2 SECI-Model of Knowledge Transfer

For a company’s success, it is crucial to consider both tacit and explicit knowl-
edge [21]. Knowledge is created through the interaction between tacit and explicit
knowledge. Four different modes of knowledge transformation can be derived
from this, which are illustrated in the SECI model [20]. The four parts and their
connection to family-owned businesses will be explained in the next paragraphs.

The SECI model is developed by Ikujiro Nonaka and Hirotaka Takeuchi in
the 1990s. It emphasizes the creation and sharing of knowledge within an organi-
zation through a continuous cycle of four stages: Socialization, Externalization,
Combination, and Internalization.

Family-owned businesses are unique in that they often have a strong sense
of family values and culture, which can be difficult to translate into clear busi-
ness strategy and standardised operations. In the authors perspective the SECI
model is particularly useful for family-owned businesses because it emphasizes
the importance of socialization and externalization, which can help to capture
and transfer tacit knowledge (i.e., knowledge that is difficult to codify or transfer
explicitly).

Socialization involves the sharing of tacit knowledge. This stage is particu-
larly relevant for family-owned businesses, where family members often have a
deep understanding of the company’s values and culture that may not be easily
communicated to non-family members.

Externalization involves the articulation of tacit knowledge into explicit
knowledge, such as through documentation or storytelling. This stage is impor-
tant for family-owned businesses because it can help to preserve and codify the
family’s values and culture for future generations. But especially this external-
ization often lacks in the family-owned business handover.

Combination involves the integration of explicit knowledge from different
sources, such as through knowledge management systems or databases, wehich
are not of high interest to this type of business because their system landscape
is most often simple.

Internalization involves the application of explicit knowledge to tacit knowl-
edge, such as through training or apprenticeships. This stage is important for
family-owned businesses because it can help to ensure that the family’s values
and culture are maintained and passed down to future generations.

An alternative model used would be the DIKW (Data-Information-
Knowledge-Wisdom) model [27]. This model suggests that knowledge is a hier-
archical process that begins with data and progresses to wisdom. While this
model may be useful for some businesses, it may not be well-suited for family-
owned businesses that place a high value on tacit knowledge and the sharing of
experiences and stories. In family-owned businesses, knowledge is often passed
down through personal relationships and direct experience, rather than through
formal data and information systems.

Socialization. This first step is about exchanging experiences, from which
knowledge such as technical skills or thought models can emerge. It is possi-
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ble to acquire tacit knowledge without having to use language. Furthermore, it
is advantageous to acquire tacit knowledge if the transferor of the knowledge
has everyday experiences with the transferee. If these experiences are missing, it
is almost impossible to put oneself into the thinking process of another person
[20].

Externalization. Externalization is the transformation of tacit knowledge into
its explicit form. This process is the core component of knowledge creation, as
tacit knowledge is transformed into explicit knowledge and takes the form of, for
example, models, metaphors, comparisons, or assumptions [20].

Combination. Once knowledge has been externalized, the next step is the
combination of knowledge. New knowledge is created through the exchange and
combination of knowledge, which also includes the sorting or categorization of
knowledge. This can also be the case in meetings or telephone conversations [20].

Internalization. Internalization is converting explicit knowledge into tacit
knowledge, closely related to learning by doing. When experiences through the
previous phases of the SECI model (socialization, externalization, and combi-
nation) are incorporated into the tacit knowledge base, they become valuable
resources. For the creation of organizational knowledge, the tacit knowledge
accumulated by the individual must be shared with other members of the orga-
nization. For this purpose, the SECI spiral is rewound. For transforming explicit
knowledge into tacit knowledge, using manuals or storytelling is beneficial as it
enables the reliving of experiences [20].

Overall, the SECI model is useful for family-owned businesses because it
emphasizes the importance of capturing and sharing tacit knowledge, which is
often a critical component of the family’s values and culture. By using the SECI
model, family-owned businesses can ensure that their unique knowledge assets
are preserved and leveraged to drive business success for generations to come.

3 Methodology

As part of a preliminary study, model interrogation was conducted based on
the literature review (Sect. 2) to get a first draft of the model derived from the
literature based on the author’s work. To ensure some objectivity and validity of
the built model, the draft version was discussed in a focus group [18] with four
experts. The focus group had mainly two goals in mind, which influenced the
expert selection: (1) proof of the framework from a theoretical viewpoint and
(2) practicability for implementation in family-owned businesses. Therefore the
focus group members existed of one academic expert in Knowledge Management
and three owners of family-businesses which were different companies. One of the
owners was a transferor, and two of them were successors. Two of the focus group
experts were male, and two were female and their age was between 35 and 65
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years. The focus group discussion was based on introducing the topic and pre-
senting the theoretically derived model following a semi-structured procedure
to get family business participants. The focus group session was additionally
recorded to avoid missing any argument, which helped improve the final frame-
work. The workshop was held for two and a half hours with a coffee break in
between in August 2022.

Within the focus group setting, the model was elaborated and evaluated.
This model then provided the basis for a further study dedicated to develop-
ing practical recommendations for action to improve knowledge transfer within
family businesses.

4 Results and Discussion

In research, several models can be found that depict knowledge transfer. How-
ever, none of these models describes knowledge transfer within family-owned
SMEs. This section introduces a process model for facilitating knowledge trans-
fer within family-owned SMEs (Fig. 1). In doing so, The theory referred to in
Sect. 2 will be discussed.

4.1 Process Model for Knowledge Transfer in Family-Owned SMEs

A variety of frameworks are used to represent the mechanisms of knowledge
transfer [17]. All of these theories share the same basic idea of communication
and cooperation between sender and receiver [17], which was first expressed
in the mathematical approach to communication and information in Shannon
and Weaver’s (1948) sender-receiver model [5,29]. This model was the basis for
developing Deutsch’s communication theory [7]. In the corporate context, knowl-
edge transfer includes not only oral communication but also takes into account
other methods, such as intermediary or technological interventions [17]. Liyan-
age, Elhag, Ballal, and Li (2009) developed a process model to illustrate knowl-
edge transfer based on Deutsch’s (1952) communication theory and Holden and
Kortzfleisch’s (2004) theory of translation [7,12,17]. The authors mention four
prerequisites for successful knowledge transfer: the identification of the required
and most appropriate knowledge, the willingness to share the knowledge, the
willingness to learn, and finally, the receptivity of the recipient [17]. The process
model is divided into five phases and refers to the elements network and barriers
[17], which can be seen as framework conditions in the following figure. Probst
(2000) also illustrates the core processes of knowledge management on six dif-
ferent levels, which were revised by Fink and Ploder (2009) to meet the specific
requirements of small and medium-sized enterprises [9,24].

Based on these two approaches, a third model can now be derived that encom-
passes the essential aspects of both concepts and thus forms a comprehensive
solution (Fig. 1). This scheme reflects the necessary process parts of Liyanage
et al. (2009) and supplements them with those building blocks that play a role,
especially in SMEs [9,17]. In addition, information was added that plays a role,
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particularly in knowledge transfer in family businesses based on the outcomes
of the focus group workshop. For this reason, the additional frame condition
“Relationships” was added to the figure. A process model was designed to ensure
knowledge transfer in family-owned businesses (Fig. 2).

Fig. 1. Process Model for Knowledge Transfer in family-owned SMEs

Knowledge Identification. Knowledge identification measures deal with ana-
lyzing a company’s knowledge environment [24] and thus aim to identify valu-
able knowledge [17]. A challenge for family businesses is that the transferor is
not directly aware of their knowledge [3]. Consequently, the person has to reflect
on their previous actions to derive the knowledge hidden in them [14]. The same
applies to the successor [10] to avoid knowledge deficits. This process of “unlearn-
ing” increases the flexibility of the business [25], can also be achieved in other
ways by involving the successor in the business at an early stage [15].

Knowledge Acquisition. Knowledge acquisition refers to the forms of knowl-
edge that the organization should acquire from the outside world through rela-
tionships with stakeholders [17]. It can also be characterized by the ability to
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obtain crucial information for the organization that originates in the outside
world of the company [30]. Considered essential for this step is the ability and
also the will of both sender and receiver to hand over the knowledge [17].

Knowledge Conversion. The result of knowledge conversion is to make the
knowledge usable, thus improving old knowledge or subsequently (see knowledge
application) being able to generate new knowledge. This area can be divided into
two parts. One is knowledge transformation, which can be achieved by adding
or deleting information, and the other is knowledge association. The latter refers
to relating the knowledge transformed in the previous step to the internal needs
of the organization [17].

Knowledge Distribution. Knowledge distribution is the process of spreading
knowledge, and the basic principle here is “as little as possible and as much as
necessary”. This means that knowledge should be distributed to the extent that
it is useful [24].

Knowledge Application. Measured against the rationale that value creation
occurs only when knowledge is successfully moved from its origin to its destina-
tion and applied purposefully, the “knowledge application” item is arguably the
essential [1]. All the preceding activities in this model neither improve perfor-
mance nor effectively lead to value creation [17].

Knowledge Preservation. The last part of the process deals with the actual-
ization of knowledge. It thus also includes the disposal of redundant and obsolete
knowledge [9].

Framework Conditions. In addition to the parts of the process just described,
it is also possible to identify framework conditions that lead to successful knowl-
edge transfer. A dense network is advantageous for effective knowledge transfer
because, this way, a strong interaction of all persons involved in the organization
can be achieved. As a result, knowledge is distributed efficiently [17]. Further-
more, barriers, i.e., factors negatively influencing knowledge transfer, must be
considered. In addition, the analysis should also include forces that promote
success. The last framework condition is the relationship between the predeces-
sor and the successor. Positive feelings between those involved in the succession
process contribute to a smooth transition between generations. If this is not the
case, there is a risk that the successor will reject the knowledge of the predecessor
[4].
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Fig. 2. Circular Model of Knowledge Transfer for family-owned SMEs

Finally, the framework presented in Fig. 2 is an assumption of the frameworks
presented in Fig. 1 combined with the outcomes of the focus group interviews.
The circular relationship ensures the continuity of the knowledge transfer and the
need for permanent communication in a family-based company to stabilize the
transferred knowledge for the next generation. This framework shows how family-
driven SMEs can implement Knowledge Transfer in their handover process and
answers the given research question.

5 Summary, Limitations and Potential Further Research

The elaborated framework will help mainly family-owned businesses to improve
their knowledge management to ensure the long-term existence based on com-
petetive advantages [26] of the company. The SECI model fits best to the special
situation of family businesses, and the process models derived from the literature
built the base for the new framework. The framework was additionally validated
by a focus group of experts and will, in the next step, be tested in the field with
current consulting topics for family-owned businesses. One limitation is the small
number of workshop participants in the pre-study. It could be assumed that most
of the same kinds of businesses have to deal with the same issues, but this should
be investigated in an expanded focus group setting. Additionally, there was no
implementation or testing of the developed process model for knowledge trans-
fer in companies. Maybe the first implementations will show some flaws in the
model, which can later the fixed by the adoption of the model. Therefore future
research needs to expand the pool of experts and their localization and try to
implement the model for a concrete handover in practical project situations in
2023.
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Abstract. Themain purpose of this paper is to model the newways of knowledge
creation and their relationship with both exploratory and exploitative innovation.
Based on Dubin’s quantitative method of theory building, a conceptualization of a
model concerning transformations in the creation of knowledge in an organization
embedded in technology is presented. The authors construct and analyze a novel
model called Persistent Leveraging of Artificial Intelligence (AI) Systems Tapers
Innovation Capability ‘PLASTIC’, which models on-going transitions in knowl-
edge management practices. The theoretical model aids in the understanding of
the specific knowledge processes within an organization and the main prospective
challenges, obstacles and difficulties for knowledge management over the next
decade. It discusses the role of a changeable environment and the interactions
between technology-driven transformations and human-oriented practices, and it
enables the evaluation of the future adaptation in knowledge management pro-
cesses. This research is the first to challenge the impact of AI aided searching on
the workforce and provides the catalyst for discussion of long-term innovation
implications.

Keywords: Knowledge Management · Impact of AI Searching · Information
Retrieval · Innovation stagnation · Exploratory Innovation · Exploitative
Innovation

1 Introduction

Ensuring the creation of new knowledge is an important concern for organizations. The
creation of new knowledge leads to innovation [1] and provides a competitive advantage
[2], while also enabling effective adaptation against changes in the environment [3].
Digital technology plays an important role in supporting the process of creating and
refining organizational knowledge [4]. To account for the different ways of knowledge
creation in an organization, scholars tend to rely on existing models: the SECI model
[5] and the knowledge-creating spiral to illustrate knowledge creation processes [6–9].
As a result of ubiquitous technology and the rapid development of digitalization in the
last decade [10], the attributes within these models have transformed and require both
re-examination and critical analysis.
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Changes in knowledge creation pertain to both processes associated with refining
existing resources and creating new organizational knowledge [11]. The main purpose
of this paper is to identify and model the factors of how new ways of knowledge cre-
ation can affect organizational ambidexterity, the capacity to achieve both exploratory
and exploitative innovation. Exploitative innovation refers to the refinement of existing
resources [12–14], while exploratory innovation concerns the creation of novel solutions
based on the generation of new knowledge [15].

A number of studies argue that emerging technologies provide new opportunities
by facilitating knowledge processes in organizations [16–18]. However, there is still
a lack of comprehension about the long-term consequences and shortcomings of the
technological consequences for knowledge creation. Although research has examined
the relationship between modern technology and knowledge management processes in
organizations [19–25], the consequences of using modern technological solutions in
knowledge creation for organizational creativity are not fully established. Ribiere et al.
[26] calls for a deep understanding of how to best align knowledge management in
organizations with the digital transformation. Furthermore, Di Vaio et al. [27] points to
the need to implement new ways of knowledge creation in organizations to enable the
modeling and refinement of business strategies for knowledge creation. Lanzolla et al.
[26] emphasized that further reflection is needed on the optimal balance between the
use of digital methods and cognitive skills in the context of organizational knowledge.
They noted that, despite widespread hype, more digital solutions do not always mean
better knowledge. Therefore, it is important to examine the interrelationships between
the changes in interaction and knowledge acquisition in organizations, triggered by
increasing adoption of technology and technological breakthroughs, and the exploratory
and exploitative innovation that is affecting organizational ambidexterity.

Altered information acquisition strategies may lead to an increase in knowledge
reuse [29], which can have significant implications for the creation of new knowledge.
Previous research indicates that exploratory innovation, in particular, enhances organi-
zational competitiveness [30]. Therefore, examining the relationship of technological
transformation affecting the modification of organizational knowledge creation patterns
is an important contribution to management practice. The theoretical contribution of
this study focuses on the creation of a model using Dubin’s model building theory. The
primary purpose of this paper is to model the ongoing changes resulting from ubiquitous
technology that is altering patterns of organizational knowledge creation and to diagnose
these changes in organizational creation processes for exploratory and exploitative inno-
vation. In creating the model, it builds upon the foundations from intensely researched
and well understood areas, such as the SECI model and organisation learning. It is only
by using these as a foundation that we can start to model potential relationships behind
leveraging artificial intelligence technology for knowledge reuse and further explore the
relationships with innovation.
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This paper begins by providing the research design that was used to create the model
(Sect. 2). Section 3 reviews the literature and identifies and defines factors (units) that
contribute to or hinder exploratory and exploitative innovation. Section 4 determines
how these factors interrelate, which, enables the theory boundaries to be set as discussed
in section five. The paper concludes by providing the Plastic model and discusses the
contribution of this research and its limitations.

2 Research Design

Dubin’s model-building method [31, 32] was chosen for this study, and concepts from
this method with the positivism paradigm were used to develop the conceptual model
of factors and examine the interrelationships between the changes in interaction and
knowledge acquisition in organizations, triggered by technological breakthroughs, and
the exploratory and exploitative innovation. Dubin’s model addresses the ‘paradox of
embracing prior research while at the same time not being bound by it’ [33]. Dubin’s
eight-step theory building methodology consists of two parts, conceptual development
and research operation. This research focused on developing the conceptual model and
providing a starting place for further research and debate. To do this, an interdisciplinary
approach was used to compile a comprehensive list of factors. As a result, data was
collected from articles from various fields of study, such as knowledge management,
psychology, computer science, information system management, marketing, organisa-
tional studies and information science. The two steps followed in this study are part one
of Dubin’s method: (1) Identification and definition of the units of the theory (Sect. 3
of this paper); (2) Determination of interaction that state the relationships between the
units of the theory (Sect. 4 of this paper); and (3) Definition of the boundaries of theory
to help focus attention on forces that might impact the interplay of the units (Sect. 5 of
this paper).

3 Identification and Definition of the Units of the Model

3.1 Research Framework

Before any conceptual model can be built it is important to understand knowledge cre-
ation in organizations, and knowledge reuse and innovation, to identify the basic build-
ing blocks in those areas. Through a theoretical literature reviewapproach, itwas possible
to focus on a pool of theory that has accumulated from seminal knowledge management
building blocks, like socialization, externalization, combination and internalization [5].
In this section, through analyzing the theories, we identify the units that make up the
building blocks in relation to knowledge creation in organizations, and knowledge reuse
and innovation, such as altered creative potential, information location, reuse reasoning
and time constraints. This approach provides an insight into the factors that need to be
considered when developing the PLASTIC model.
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3.2 Factors of Knowledge Creation in Organizations

One of the basic classifications of knowledge is the distinction between explicit and tacit
knowledge [34]. Explicit knowledge, that is to say, knowledge that is codifiable, in the
form of language, included in documentation or reports [5]. In turn, hidden knowledge
is contextual, subjective and difficult to formalize and communicate [35]. It is situated
in the mind of the individual, which makes it challenging not only to articulate, but also
to transmit.

Tacit knowledge in itself is a complex process of thinking. It can be described as
a triangle, comprising focal content, subsidiary awareness and a knower, who links
these two components [35]. Tacit knowledge includes the complex and dynamic rela-
tionship between these three components. Furthermore, this integration between these
components can be mostly acquired by personal experience and cannot be imprinted
mechanically. So, knowledge (especially tacit) is personal, and derived from an individ-
ual, subjective perspective. Tacit knowledge is regarded as an essential component of
knowledge creation in organizations [5, 36]. However, its nature makes it really chal-
lenging to share [37]. Since tacit knowledge is embedded in individual experience and
highly elusive, the successful sharing can occur on the basis of collective experience
rather than language. Therefore, four areas that may influence knowledge creation in
organizations, and knowledge reuse and innovation, have been applied from the knowl-
edge creation model (SECI) developed by Nonaka and Takeuchi [5]. These four main
stages impact knowledge conversions and are: socialisation (tacit to tacit); externalisa-
tion (tacit to explicit); combination (explicit to explicit); and internalisation (explicit
to tacit). However, the research to date analyzing the application of the SECI model in
organizations is not complete; and among other things, it has not been explained how
changes in employees’ interactions caused by the use of information technology and
newways of knowledge acquisition affect the creation of organizational knowledge and,
consequently, its innovativeness.

The SECI model provides a lens for considering the ongoing changes in relation
to knowledge creation in organizations. The conceptualisation of the relationship of
the SECI model to organisational innovation has been confirmed in previous research
[38]. However, this theory anchors the complex dual processes concerning the forma-
tion of organisational ambidexterity in the SECI model in the context of technological
immersion. Since the pursuit of exploratory and exploitative innovation requires dif-
ferent processes and abilities, these two types of actions may respond differently to
the widespread adoption of technology in knowledge creation processes. This is why
it seems so relevant to consider two divergent types of innovation, which significantly
extends the cognitive scope of the model.

Referring to this theory, some of the core implications of the technologization of
interaction and the use of technology-enabled new channels for knowledge acquisition
are indicated. Elements of themodel will be used to create the PLASTICmodel units that
aid the exploration of the interrelationships of knowledge acquisition in organizations,
and the exploratory and exploitative innovation [6].
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3.3 Factors of Knowledge Reuse and Innovation

Understanding the ongoing changes in available knowledge utilization could help to
identify ways to facilitate knowledge reuse in organizations and subsequently innova-
tion. Innovation is a critical factor for an organization to sustain in business [39]. The
source of innovation is viewed as a differentiating factor of innovation models, and
one type of innovation refers to the novel solution generated in an organization [40].
Such innovation is driven from within and comes from the organization’s members. In
this closed-innovation model, organizations focus on internal research, development and
implementation [41]. Another type of innovation is represented by a different approach:
organizations are sourcing new ideas from the outside environment [42]. Open innova-
tion enables organizations to gain ideas from outside and develop effective concepts.
Regardless of its source, innovation capability depends on knowledge [43]. New knowl-
edge creation is critical for developing innovation [7]. However, it is often difficult to
execute due to the high cost of resources needed to create new knowledge. Therefore,
employees rely on knowledge reuse as a strategy to deal with challenges and develop
novel solutions [44]. Exploitation of available knowledge is likely to enhance innovation
[45, 46], but availability of knowledge does not necessarily mean that it will be reused
in organizations [47]. In summary, knowledge reuse is a crucial factor that enables orga-
nizations to effectively reinforce knowledge. In an organizational context, knowledge
reuse refers to identifying and exploiting available knowledge in organizations [45, 46].
It comprises of four low-level steps, namely the formulation of a search question; forma-
tion of the search question for given knowledge; identifying the required knowledge;
and finally, applying this knowledge [47]. These identified units provide a means of
explaining the processes of knowledge management in an organization and will enable
identification of the most important stages of knowledge creation, which are affected by
the technological analyzed organizational changes.

3.4 Factors of Organization Learning

The organizational learning, as a collective process [48], is inevitably linked to joint
participation in knowledge creation [49]. Thus, the SECI model is an integral aspect of
organizational learning. Organizational learning is perceived as a process of processing
information which results in changed behaviours [50] in a specific context [48]. As such,
it encompasses a range of social processes based on interactions. Taking the seminalwork
of Huber [50], we will use the four stages of organization learning in our proposedmodel
and these are: The knowledge acquisition which is based on a mechanism for obtaining
information, and the primary driver is attention. Attention influences what is being high-
lighted in organizations, what aspects or problems are the most important challenges on
which organizational activities are focused; In contrast, information distribution refers
to the sharing and exchange of knowledge within an organization; The interpretation
of information includes giving meaning to knowledge held; and finally organizational
memory which refers to the use of new knowledge and is a key factor in the process of
organizational learning. These four areas, knowledge acquisition, information distribu-
tion, interpretation of information, and organizational memory will be included in the
proposed model as units that influence knowledge creation in organizations, knowledge
reuse and innovation.
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3.5 Factors of Technologically Enhanced Knowledge Seeking

Individual learning is an important part of creatingorganizational knowledge [9]. Individ-
uals are analyzing, evaluating and applying knowledge to create a novel idea. Technology
can enhance the search for required information and it can provide a diverse perspective
and potentially induce Eustress. However, even though technology enables employees
to access a greater amount of data, for some employees it does not necessary increase
their innovative potential. Due to “technostress”, employees can become less productive
and innovative [51]. Innovation potential may be hindered by factors related to new,
just-in-time, technologically enhanced knowledge. Within this perspective, factors that
could hamper innovation are; overload, invasion, uncertainty, insecurity, complexity,
lack of time, poor engagement, and a diminished ability to think critically [1]. Amabile
et al. [52] conducted empirical research on employees engaged in creative and innovative
projects. The results suggested that higher creativity is related to greater time spent on
a given task, whereas fragmented focus hinders an individual’s creative potential. This
longitudinal study indicates the negative effect time-pressure has on developing new
ideas.

Other studies suggest that information overload and interrupted focus due to technol-
ogy hampers innovation [53]. The consequences of technological advancement become
a part of a complex process that affects innovation capability. Some aspects of this
process (such as information overload, interrupted focus and lack of time) can lead to
a decrease in the individual’s innovation potential. Deeper reflection, in-depth under-
standing, prolonged focus and data mindfulness can prevent the development of these
innovation constraints [51]. The addition of technostress as a unit will model both its
negative and positive influence on knowledge creation in organizations, and knowledge
reuse and innovation.

4 Interacting Units of the Model

4.1 Basic Blocks of PLASTIC Model

As mentioned in section three, the basic building blocks of the PLASTIC model are
socialisation, externalization, internalisation, and combination. The focus of thePLAS-
TIC model is based around knowledge creation in organizations, knowledge reuse and
innovation, organization learning, and technologically enhanced knowledge seeking.
The theories of the building blocks and areas of focus are mainly built upon charac-
teristics, such as, knowledge acquisition, technostress, available time, interpretation of
information. These characteristics have provided units for the PLASTIC model and
Dubin [32] referred to these types of units as ‘enumerative’. In this research, all factors
associated with knowledge creation in organizations, and knowledge reuse and innova-
tion, were considered as enumerative units by which the knowledge phenomena could
be illustrated. The specific units, which will be derived from the factors in section three,
that form the PLASTIC model are discussed in the following sections using the seminal
building blocks as high-level categories, with the addition of two more, technostress and
available time.



Theoretical Model of New Ways of Knowledge Creation 261

4.2 Socialisation (Tacit to Tacit)

The dynamic of social disconnection in the workplace, which may affect knowledge
creation processes at the organizational level by hindering socialization and external-
ization. The extant studies link IT tools with the socialization and externalisation of
tacit knowledge, yet there is a lack of convincing empirical evidence confirming IT as a
capable tool facilitating tacit knowledge sharing [54]. It can be the packaging of the new
knowledge, through socialization, which can cause us to reflect on what we have learnt
and what we would do differently next time (denoted by path C in Fig. 1). A potential
interesting link between socialization, externalization and technostress is the dynamic
of social in-person disconnection in the workplace. This may affect knowledge creation
processes at the organizational level by hindering socialization and externalization; and
altered creative potential at the individual level, in the context of modification of indi-
viduals’ behaviors and cognitive patterns, focusing on instant solutions and just-in-time
knowledge given the working constraints to get the task done. The following units have
been identified:

• Unit 1 -Altered creative potential: In themodel (Fig. 1)weview the knowledge source
subsystem as the AI enhanced information brokers. We have defined AI enhanced
information brokers as everyday search engines like Google and Bing, through to
the more sophisticated systems like, IBMWatson. For example, an end-user requires
information to complete a task and requests information through an information bro-
ker to retrieve relevant information for the required task. Available time is always
a factor (Unit 12), but the speed of technology can help, but also maybe hinder
as employees may rely on quickly retrieved knowledge without proper validation
of the provenance of sources which could instigate the risk of processing incorrect
information [55]. Consideration has to be given to the potential over-reliance on tech-
nology, on information brokers and their personalized filters. An interesting dynamic
is around knowledge reuse, which can be defined as an activity aimed at managing
disposable knowledge in an organization that involves formulation, search, identi-
fication and application. With the advent of easily accessible internet knowledge,
accessing organisational knowledge can become the harder route and offer increased
resistance due to the lack of Google like search systems for internal knowledge stores,
remote working and access to employees. Altered creative potential can be defined
at the individual level, in the context of modification of individuals’ behaviors and
cognitive patterns, focusing on instant solutions and just-in-time knowledge given
the working constraints to get the task done.

• Unit 2 - Formation of the search question for given knowledge: With the emergence
of sophisticated AI questioning and answering systems like IBM’s Watson [56], the
end-user is required to do less of the assimilation of the data and information to
formulate answers to the task in hand. While this may save time in the short-term,
long-term these are skills that we may forget, and we could question whether we need
them again. In addition, moving to a black-box neuromorphic system like Watson
makes it impossible to determine how the answer was calculated, providing another
level of obscurity to the knowledge economy. This is especially the case with regard
to the issue of explainability and causality of AI [83]. Currently, the leveraging of
knowledge supports the successful application of knowledge and creation of a new
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innovation. Information brokers can provide a cognitive shortcut, which allows us to
quickly rely on technology (especially AI-assisted technology), yet it could result in
innovative stagnation.

4.3 Externalisation (Tacit to Explicit)

Expressing tacit knowledge entails using explicit, understandable concepts such as
metaphors, analogies or models. Externalization involves dialog, creative discussion
or collective thinking which facilitate a common understanding of concepts. These two
phases take place in a social context and require interaction [5]. Therefore, knowledge
creation in an organizational context is inherent in social relations. As such, it is based on
collective exchange of expertise and knowledge. It is also important that the employee
has enough time (unit 12) to develop wisdom, which can be derived from the process of
distributing and externalization of new knowledge.

• Unit 3 - Information distribution refers to the sharing and exchange of knowledge
within an organization. Knowledge sharing and reciprocal relationships are an impor-
tant element in strengthening an organisation’s innovative capacity [36]. These pro-
cesses are also being transformed by the implementation of remote working solutions
and more frequent mediation of interpersonal communication by ICT tools [58].

• Unit 4 –NewOrganizational memory refers to the use of new knowledge and is a key
factor in the process of organizational learning [50]. This concerns the storage and
retention of knowledge in organisations based on knowledge management systems
and established procedures.

• Unit 5 - Reuse Reasoning is often based on wrong answers and flawed reasoning
[59]. Its success relies on sources which can be biased. Hence, application of such
knowledge may result in a lack of success.

• Unit 6 – Knowledge Loss occurs when knowledge is not codified into an organi-
zation‘s resources and is forgotten [60], and therefore such knowledge cannot be
reused.

4.4 Combination (Explicit to Explicit)

Within organisations employees trying to complete a knowledge task start by combining
existing information and could call upon existing human knowledge within the organi-
sation (path B in Fig. 1), or by using an information broker to search and retrieve, data,
information and knowledge (path A in Fig. 1). The power of the information brokers
to provide just-it-time knowledge is immense and understanding those dynamics will
enable organisations to determine the ‘right’ organisational balance.

• Unit 7 - Anchoring of a search question, which is different to unit 2 because this is
the step before knowing what new knowledge currently exists. This unit is embedded
in the problem to be solved and the anchoring effect is a cognitive bias which is
influenced by a particular reference point or ‘anchor’ in an individual’s decision-
making process [61].

• Unit 8 – Information Location: Previous studies imply that around 50 per cent of
knowledge reuse attempts fail in engineering firms [62], due to difficulty in finding the
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source of information. For instance, empirical data indicates that information work-
ers in Western Europe waste around 4.9 h weekly on fruitless searches for existing
information [63]. Information overload can also contribute to the difficulty in locating
the required information [64, 65].

• Unit 9 - Knowledge acquisition is based on a mechanism for obtaining information,
the primary driver ofwhich is attention.Attention influenceswhat is being highlighted
in organizations,what aspects or problems are themost important challenges onwhich
organizational activities are focused. In the quest for knowledge acquisition, techno-
logical immersion may influence knowledge management practices among current
employees. Surface learning, just-in-time knowledge, quick information availabil-
ity, and information overload are emerging issues related to the ongoing shift in the
contemporary workforce. The technological innovation shapes cognitive patterns of
employees and affects their behaviors. An example of AI aiding information retrieval
is Google Personalized Search. If an individual searches the internet using Google,
the search engine will use their browser cookie record to provide more relevant infor-
mation to the user. Search results presented are based on the relevance of each web
page in relation to the search term and which websites the user (or someone else using
the same browser) visited through previous search results Google (2009). This app-
roach provides a personalized search, that increases the relevance of search results,
and which many of us use today without knowing about the technology behind it.
However, such filtering has side effects, such as creating a filter bubble [66]. A filter
bubble is where a search engine user encounters only information and opinions that
conform to and reinforce their own beliefs. In summary, personalized searching can
save the end-user time and reduce the risk of information overload, but could lead to
less serendipity and innovative thinking.

4.5 Internalisation (Explicit to Tacit)

On retrieving the information, the user then internalises and socialises the information
to get an understanding of what might answer the clients’ issues. However, due to time
restrictions and not being able to find colleagues (due to their time pressures or increased
remote home working due to the pandemic) to socialise the ideas, socialising doesn’t
take place. This could lead to the creation of a peculiar information broker bubble. The
bubble occurs when existing knowledge stops being challenged or changed. Addition-
ally, it could catalyze competency traps [67], when once useful knowledge turns into
outdated information as a result of never being revised or challenged. The critical eval-
uation of existing knowledge is essential for the successful application of knowledge.
It needs to be constantly re-adjusted to an ever-changing environment. However, it is at
the internalization process (path E) that we may see the biggest challenges to knowledge
growth and innovation in the digital business. With technology providing just in-time
knowledge at the click of a search button, the need to follow path C becomes less clear
for the employee, due to time pressures and more importantly the bigger picture of not
understanding the need to feedback into the organisation and the technology data, infor-
mation and knowledge sources, so others can benefit from their wisdom in the future.
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The pinch point for organisational learning lies with Path E, where employees might fol-
low the surface-learning route and do not retain the newly gained knowledge as they can
easily locate that information in the future through the use of technology (just-in-time
knowledge); or process and store the new knowledge for later use. The decision-making
process around path E would certainly benefit from future research in discovering the
true impact of surface-learning on the employee, and on the development of organiza-
tional knowledge. Again, an important issue is to verify the long-term impact of the
aforementioned changes in knowledge creation processes for the innovative potential of
the organizations.

• Unit 10 - The interpretation of information includes giving meaning to knowledge
held.However, it also implies that one day technology (AI)will take over some knowl-
edge assessment processes. Yet nowadays, the technology depends solely on human
input, for instance, deep-learning mechanisms are based on the dataset placed by a
programmer. Without this human-driven contribution, technology might lack out-of-
the box thinking. The learning process requires exploitation, exploration, evaluation
and integration. So far, only humans are capable of such a complex learning process
(such as evaluative judgment) [68, 69]. Therefore, this approach to sourcing knowl-
edge could trigger a possible decrease in creativity. The repetitive re-used knowledge
might bring about innovative stagnation.

• Unit 11 – Technostress: Involves a combination of factors and may vary from very
little or no technostress to becoming overwhelmed due to factors such as information
overload; interrupted focus; lack of time leading to diminished ability to think crit-
ically; and poor engagement. Furthermore, an intensive use of AI/ML may reduce
the time an individual spends interacting with other people for the use of systems
[70]. As a consequence of reduced social interaction at work collective reflection or
joint dialogue and discussion may be constrained (unit 1 and unit 2). As a result, the
valuable contribution of employees to knowledge creation in the organization may be
diminished. AI/ML solutions can be used to help to compensate for potential losses
in collective knowledge creation. However, such partial replacement of interaction-
based knowledge by algorithms may also lead to a change in the way new knowledge
is created in organizations. As a result, the knowledge creation process undergoes
significant changes.

• Unit 12 - Available Time - This factor was reinforced by Schick et al. [71] in their
definition as ‘capacity of time available’ and was considered as a common facilitator
of knowledge reuse [57]. Consequently, time restrictions are a barrier to knowledge
utilization and allowing more time for task performance can improve knowledge
reuse.
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Fig. 1. The PLASTIC Model

5 Theory Boundaries

In this research, three system boundaries were specified for the PLASTIC model taken
from the socio-technical perspective, socio, technical, and the environment. The term
socio-technical was first suggested by Emery and Trist [72] to describe a method of
analyzing the social and technological subsystems of the organization and the relation
of the organization as a whole to the environment in which it operates. According to
Pasmore, et al. [73], “the sociotechnical system view contends that organizations are
made up of people that produce products or services using some technology,” and that
each “affects the operation and appropriateness of the technology as well as the actions
of the people who operate it” (p. 1182). The boundaries provided by the socio-technical
perspective emphasize the interconnecting social and technical factors in the way people
work in searching for information and knowledge. Using the theory as a lens enables
researchers and practitioners to understand the complex interrelations between various
elements of systems in organizations.

The key assumption of this approach is that interaction between social and technical
aspects of an organization contributes to its success. Within the technical boundary it
comprises of the devices, tools and techniques needed to transform inputs into knowledge
outputs in a way which enhances the economic performance of the organization. Within
the social boundary it comprises of the employees (at all levels and generations) and the
knowledge, skills, attitudes, values and needs they bring to thework environment aswell
as the reward system. We note that there could be very different social systems within
an organization given the varying specifics of employees. In terms of the environment
boundary in our PLASTICmodel, both the technical and social boundaries reside within
the environment boundary and are viewed as sociotechnical microcosms that help form
the overall environment, but extend their knowledge independence through the varying
depth of knowledge of AI searching technologies. The reward in the sociotechnical



266 T. Jackson et al.

microcosms also differs greatly with some seeking adrenaline fixes due to the addiction
of being on-line; to others gaining greater reward from the traditional social interaction.

6 Results and Analysis

6.1 Discussion

Knowledge creation is changing, and a number of factors affect how the nature of knowl-
edge is transforming [74]. However, we assume that technology is an essential facet that
inflicts knowledge creation alterations. Thanks to technology, we can store more infor-
mation; we can build automated algorithms for data processing and compute it much
faster to quickly find useful information. State-of-the-art solution leverage knowledge
processes can improve work organizations. However, despite all the advantages of tech-
nological growth, it also brings several issues for both individuals and organizations
related to knowledge creation and innovation. These issues refer to the changing nature
of knowledge. The individual aspect of this transformation results from the changing
knowledge strategies. The interactions that are the driving force behind knowledge cre-
ation in an organization are being altered by the use of technology [75]. Their nature is
changing and, as a result, knowledge creation immanently related to the social aspect
of collaboration is also being reshaped. Moreover, the way knowledge is acquired and
used is transformed by technology. Hence, this contributes to a change in knowledge
creation in the organization and can lead to both increased innovation potential and
decreased organizational knowledge generation. Consequently, these transformations
can contribute to changes in organizational ambidexterity, affecting the potential for
exploratory and exploitative innovation.

Technological development and social change are accelerating digital advancement
of organizations [76]. The ways in which information is obtained and used are altered,
hence the creation of knowledge in organizations also undergoes modifications. On the
one hand, the use of AI/ML potential enables modern solutions and indicates the optimal
use of data (e.g. adjusting the strategy to the algorithmic prediction). On the other hand,
however, there is also fast, shallow and unreflective knowledge, therefore ready-made
knowledge, which is only a superficial processing of easily accessible and superficially
studied information.

This reusable knowledge is based on instantly-obtainable, just-in-time information
and fast feedback. It is quickly forgotten and might lack in-depth reflection and critical
analysis. PLASTIC knowledge is a major step forward as it enables us to operate quickly
and provide prompt answers. However, it can lead to information overload and burnout
[77], technology addiction [78, 79], and knowledge deficiency resulting from surface-
learning and over-reliance on technology. Where further research is required on it is in
determining the impact of it lowering the organization’s innovation potential.

There are a number of organizational challenges concerning knowledge processes
and information deficiency:

• Over-reliance on technology as a knowledge storage can cause difficulties in case of
equipment malfunction or a changed business model (for instance the introduction of
fees for access to information resources or information brokers). The potential data
loss might negatively affect the organization’s PLASTIC knowledge capability.
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• Employees’ creative capability may be limited. What we could see in the near future
is technological omnipotence might limit human creativity [80].

These challenges need to be researched in order to maintain sustainable business.
Managers need to determine ways of using the strength of technological advancement
without compromising the creativeness of employees. Technology is a robust tool to
support decision-making processes and information processing in organizations. It sig-
nificantly accelerates data analysis and enables access to large data sets of facts. How-
ever, it can also, in some cases, contribute to the smoothing of knowledge creation
processes by limiting reflection and in-depth dialogue, providing just-in-time plastic
knowledge. For many years organisations have been positioning themselves for rapid
information and knowledge reuse, and it appears that we are nearly there. However,
there are potential unforeseen consequences of the use of plastic knowledge that need
to be considered and require further research. PLASTIC knowledge imposes the mech-
anism of non-reflective re-usage of information. It promotes the throw-away approach
to information; you obtain it, use it and dispose of it quickly. It is within this approach
that we are likely to see a lack of knowledge refinement and improvement that could
hinder organisational knowledge development due to the reduced analysis, evaluation
and reflection. As we move further into the PLASTIC knowledge mindset, it will mean
that we heavily rely upon available information resources and exploit them, yet greatly
reduce our contribution to the development of new knowledge, and as a result, orga-
nizations may face innovative stagnation. Successful knowledge management oriented
towards innovation assumes that we should consciouslymanage knowledge as a valuable
resource [81, 82]. The responsible knowledge management will not only focus on effec-
tive re-usage of existing knowledge resources, but will contribute to the knowledge-pool
by developing refined knowledge. Leverage knowledge brings about long-term benefits
as a renewable source of innovation, whereas plastic knowledge decreases innovative
potential by narrowing our focus onto the re-usage of existing information resources.
Hence, sustainable knowledge management enables innovation and facilitates creativ-
ity. By encouraging reflection, analytical thinking and in-depth information analysis, it
enhances the long-term competitive advantage arising from creative potential.Moreover,
sustainable knowledge management emphasizes the importance of mental development.
It boosts knowledge generation as the main source of knowledge supply. To incorporate
sustainable knowledge management, organizations should design a business process to
support knowledge growth and refinement. The result will be an organization in a better
position to maintain sustainable knowledge processes and thus achieve innovation. In
summary, the PLASTIC model provides insight into the mechanisms of the changing
knowledge practices caused by interactions between humans and AI. The model raises
new research questions for knowledge management and information science researchers
and is likely to inflict further transition in knowledge management practices.

6.2 Future Work

Since this paper is theoretical and indicates the directions of the observed changes, further
research may refer to the empirical verification of the presented concept. The analysis
of relations between advanced information brokers and the consequences for particular
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phases of the SECI model seems to be particularly important. Another limitation of the
presented concept is the lack of data related to the described processes. Future research
should focus on the dynamics of changes and modification of information acquisition
in organizations. Similarly, observation of knowledge creation processes will constitute
an important complementary element of the presented discussion.

7 Conclusion

The PLASTIC knowledge model presented contributes to the knowledge management
literature in at least three ways. First, a conceptualization based on a critical analysis
of knowledge creation and organizational learning theories provides needed clarifica-
tion to this burgeoning research area. Second, this model indicates what underlying
mechanisms are associated with the implications for knowledge creation embedded in
technological change. More specifically, the PLASTICmodel highlights how changes in
the social interactions and the knowledge acquisition methods affect transformations in
the organizational knowledge creation. In addition, it outlines the implications of these
alterations for exploratory and exploitative innovation. Therefore, this model is a call for
a more thorough and in-depth theoretical and empirical investigation of this topic. The
synthesis of empirical research, carried out in line with Dubin’s method, outlines per-
spectives for further research and practical applications related to knowledge creation
in a technological environment. The outcome of PLASTIC model is to support both
scholars and practitioners in critically reflecting on the implications of changes resulting
from the embeddedness of organizational knowledge creation processes in technology.

Knowledge management is critical for an organization’s success. Knowledge pro-
cesses such as creation, utilization and refinement are the cornerstone of innovation [67].
The developed model aids in the understanding of the specific knowledge processes
within an organization through using a socio-technical theoretical lens. It emphasizes
the role of a changeable environment and the interactions between technology-driven
transformations and human-oriented practices. It allows for evaluation of the future adap-
tation in knowledgemanagement processes.Additionally, it implies themain prospective
challenges, obstacles and difficulties for knowledge management over the next decade.
The model illustrates how technology-inflicted alteration may shape human cognitive
strategies and the impact it will have corporate innovation. Moreover, it provides an
insight into knowledge management mechanisms embedded into the AI technological
evolution. Taken together, this model points to a comprehensive picture where techno-
logical immersion in organisational knowledge searching can relate in different ways
to exploratory and exploitative innovation. By identifying the key points that determine
the effective use of knowledge and the achievement of innovation, we assume that a
deliberate and purposeful focus will be directed at critical risk areas that may hinder
organizational innovation.
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Abstract. Museum is a place that not only provides service but also
content, no matter public or private. In recent years, customer relation-
ship management is increasingly important for museums that want to
attract visitors or promote the museum’s core concept and value. In this
paper, we will propose a new model combining knowledge management
and customer (visitor) relationship management as a process. In the
new model, data analysis is the main focus and plays the core role of the
model. This paper will use the National Museum of Taiwan History as a
case study to raise some research questions. According to the questions,
data are collected and analyzed by various data analysis techniques to
form knowledge that can be used for taking action to provide better
services and content for museum visitors. In conclusion, we will also pro-
vide future research suggestions in knowledge and visitor relationship
management for museum study.

Keywords: Historical Museum · Data Analysis · Knowledge
Management · Customer Relationship Management · Visitor
Relationship Management · Seasonal Analysis

1 Introduction

Knowledge management has been considered a fundamental model to better use
knowledge in organizations, such as industries, enterprises, governments, schools,
etc. In recent years, the concept of knowledge management has also been adopted
to be applied in libraries and museums to improve the organization process. In
addition to knowledge management, customer relationship management has also
been combined with the concept of knowledge management. This concept has
also been adopted in many organizations where customers are their primary
focus, not only in selling physical products but also in providing services [14].
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In order to apply knowledge management and customer relationship manage-
ment, data is the essential factor for the process. The data needs to be processed
into information to manage better and use the information to achieve the concept
of knowledge. We then can use the knowledge for customer relationship man-
agement to keep old customers and attract new ones. Therefore, data play the
most critical success factor in knowledge management and customer relationship
management in organizations [7].

In previous research, museums, and libraries are places that provide not only
service but also content, no matter public or private museums and libraries.
In recent years, customer relationship management is increasingly important
for museums that want to attract visitors or promote the core concept of the
museum. The term visitor relationship management is therefore proposed. In
order to achieve the idea of visitor relationship management, they need to under-
stand their visitors first. Moreover, the museum is also concerned about the gap
between what they want to deliver and what visitors receive in the exhibitions
[8]. Data analysis is the best way to understand the visitors among all other ways.
Thus, some researchers are focusing on knowledge management and customer
relationship management. However, gaps still exist when combining knowledge
and customer relationship management, especially when including data analysis
in the two models and processes. A new model for this kind of organization is,
therefore, essential [6].

Therefore, in this paper, we will propose a new model in which knowledge
and customer relationship management are combined as a process. In the new
model, data analysis will be the main focus as the core of the model. Then, we
will use the National Museum of Taiwan History as a case study to raise some
research questions. According to the questions, data are collected and analyzed
to form knowledge that can be used for taking action to provide better services
and content for museum visitors.

The rest of the paper is organized as follows. In Sect. 2, related literature,
research, and backgrounds will be reviewed, including historical museums and
visitors, knowledge management for museum research and customer relationship
management, and data analysis techniques. A new research model of knowledge
management and customer relationship management will be proposed, and six
research questions will be raised in Sect. 3. In Sect. 4, we will introduce the data
that was used in this research, and appropriate data analysis techniques will
be used to analyze the data. The analysis results will also be presented in this
section. The paper will finally be concluded, and future research directions and
suggestions will be provided in Sect. 5.

2 Literature Review

2.1 Museum and Visitors

Since ancient times, museums have been treated as the highest and the best
palace to present cultural achievement [6], and it intends to affect the visitors
with an implicit cultural power. However, the ideological role of museums has
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been questioned in recent years. Museums are increasingly moving towards a
democratic trend. Whether in terms of interpreting high-level cultural terms or
curating themes, they are increasingly trying to embrace the public.

The museum has four basic functions of research, collection, display, and
education, among which the research and collection department is the basic
foundation through the exhibition to achieve the goal of education. Visitors can
practice knowledge, social, and dream functions in the museum. These functions
show that the resources that the museum expects to provide the audience are not
only knowledge but include social and other feelings formed by history, culture,
and memory [1].

However, did the visitors learn? How to learn? What do the visitors want to
learn? What have the visitors learned? What does the museum want to inter-
pret? What to communicate? Who is the target? How to communicate? These
are the must-haves for museum curators when interpreting collections, planning
exhibitions, and educational activities.

The types of museum visitors can be roughly divided into three categories:
adult audience, family audience, and primary school audience. Student audi-
ences’ learning behavior is expected to be changed during museum visits.
Whether guided tours by museum guides or self-exploration by children, the
delivery of out-of-school instruction can produce significant changes in children’s
learning and behavior [2,10,11]. The peer influence of co-visiting is also signif-
icant, which may hinder learning or improve learning efficiency; family audi-
ences will regard visiting museums as a social activity, and they hope museums
provide learning functions and relaxing activities. Environment for socializing
among family members without an excessive study load. General adult audi-
ences are characterized by valuing learning, seeking the challenge of discovering
new things, and enjoying doing meaningful things in leisure time [3,4].

An audience survey is an essential bridge for museum interpretation and audi-
ence communication. Currently, there is a tendency to pay more and more atten-
tion to educational functions because more and more social pressure requires
museums to prove the reasonable use of their existence. Most of these pressures
are reflected in the market research reports made by museums. The investigators
usually make appeals, asking museums to confirm where their audiences are. At
the same time, we should plan popular exhibitions and educational activities to
attract different customers. Museum practitioners have gradually become aware
of the possible role of museums in education and have begun to re-evaluate
the relationship between museums and audiences [5]. Therefore, the needs and
feelings of museum audiences, such as expectations, satisfaction, preferences,
learning, and social interaction, have become essential issues between museums
and audiences, and audience research has received much attention.

This paper uses The National Taiwan Museum of History as a case study.
The National Taiwan Museum of History with the purpose and mission of pro-
moting Taiwan’s history. It is also an essential base for contemporary cultural
tourism and for international tourists to understand Taiwan and its history and
culture. Thus, through continuous audience surveys to understand the needs
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and expectations of the audience, we can develop exhibitions that connect and
resonate with the public’s emotions during exhibition planning and become a
museum that meets the needs of the public and meets the trends.

The issue discussed here is actually a research topic in knowledge manage-
ment and customer relationship management. So, a model for knowledge and
customer relationship management for museums can be proposed. The model
can be used for future research in museum studies. Moreover, we do hope some
novel data analysis techniques can be used in the data that is collected by using
traditional survey methods from museums, which may provide more interesting
results and findings for museums to take action and provide better exhibition
contents and services.

2.2 KM for Museum Research and CRM

Knowledge management is a process for an enterprise to gather, organize, man-
age, share, and use knowledge. In order to acquire knowledge, many information
techniques need to be used for data analysis and by this to get valuable knowl-
edge, such as data mining and machine learning. Information systems are also
crucial for managing knowledge well and sharing knowledge via information sys-
tems [12], virtual communities or social networks [13].

Fig. 1. The common knowledge management process [9].

Figure 1 shows the process of knowledge management, and it is very com-
monly used in different areas. In the process, there are four main steps of
knowledge management: knowledge acquisition, knowledge storage, knowledge
distribution, and knowledge use. In some research, externalization, combination,
internalization, and socialization are used instead of the four steps in Fig. 1 that
focus on the knowledge transformation process [9].
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In the field of museum study, some researchers are starting to apply the con-
cept of knowledge management. Most of the literature focuses on information
systems for museums, such as knowledge management systems, content man-
agement systems, visitor management systems, etc. [7]. However, only some of
these researches are about the process of knowledge management and the model.
Therefore, there are still gaps between the knowledge management process and
the lack of a total solution model to complete the process [14].

Fig. 2. Traditional customer relationship management model.

In addition to knowledge management, customer relationship management
is another concept that focuses on attracting new customers and keeping old
customers through a process. Data analysis is also essential for achieving the
idea in customer relationship management. Traditional customer relationship
management has three focuses: marketing, service, and sales. Figure 2 shows the
traditional customer relationship management model.

However, museums treat their customers as visitors, focusing on something
other than sales but more on the exhibition’s content. Therefore, we propose a
visitor relationship management model modified from traditional customer rela-
tionship management as shown in Fig. 3, which is the visitor relationship man-
agement model. The three visitor focuses are marketing, service, and content.
Like traditional customer relationship management, data analysis also plays an
essential role in the model.
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Fig. 3. Modified customer relationship management model for museum (Visitor rela-
tionship management).

3 Research Model and Questions

Based on the literature reviewed in the previous section, we proposed a model
combining the knowledge management process and visitor relationship model.
The model is shown in Fig. 4. The model is helpful for museums to manage their
knowledge for visitor relationship management. The process is from knowledge
acquisition to gathering knowledge for visitor relationship management. The
second step is knowledge storage, about how to store the gathered knowledge in
a knowledge base. The third step is knowledge distribution, which spreads and
shares stored knowledge. The last step is about how to use the knowledge to
take into practice for museums to manage the relationship of visitors well.

In the following sessions, we will use a real case to demonstrate how Fig. 4
works from research questions to acquire data and from data to knowledge by
data analysis. The questions are raised according to the three dimensions, mar-
keting, service, and content. Then analyze the results to provide suggestions for
using the knowledge.

Most of the audience’s learning in the museum is informal, but they can enjoy
a more pleasant learning experience. In the museum learning research literature,
it is generally agreed that the three indicators of “attraction,” “sustainability,”
and “participation” can be used as the basis for examining audience learning
behavior. In addition, relevant research has also proved that the five visiting
behaviors of “asking questions, answering questions, commenting or explaining
the content of the display, silently reading the display instructions or reading
the display instructions aloud” can infer that learning is ongoing [2,10,11].

In addition, factors that affect audience behavior include display design fac-
tors, audience factors, and architectural factors. Display design factors include
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Fig. 4. A combined model with knowledge management and visitor relationship man-
agement.

the size of cultural relics displayed, the difficulty of displaying descriptions, aes-
thetics, novelty or rarity, feeling, interaction, and other factors related to dis-
play design, etc.; audience factors include audience participation and interaction,
satisfaction with the displayed cultural relics, whether they are tired, Special
interests, cultural background factors, personal living environment, and other
psychological factors; architectural factors include the brightness of the visiting
space, the degree of proximity to the exhibits, the degree of authenticity of the
exhibition area, the degree of sensory (attraction given by the sense of space
design) and other factors related to the Related space factors, etc. [3].

In other words, the factors that affect audience learning are the interaction
among personal context, social context, and physical context. Personal context
refers to demographic and socio-economic information such as visitor motivation,
information source, cultural background, educational background, age, income,
occupation, gender, and place of residence; social context refers to the compo-
sition and characteristics of the audience; environmental context refers to the
cultural relics in the museum. Collection theme, type, material, degree of diffi-
culty, display method, architecture, display field space, graphic description, guide
commentary and whether to charge or not, etc. [4].

According to this paper’s background and literature review, six research ques-
tions are raised to understand the historical museum’s visitors better. According
to the proposed visitor relationship management model, the six questions are
based on the focus: marketing, service, and content. In this paper, these ques-
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tions will be answered by applying novel data analysis techniques. The research
questions are:

(1) Do visitors who like historical relics also like digital media?
(2) The demographics of the visitors who like historical relics including age,

gender, education and visiting motivations.
(3) Does the exhibition positively improve the understanding of Taiwan Culture

Associations? and their age, gender, education and visiting motivations.
(4) Does the exhibition inspire the motivations to understand Taiwan Culture

Associations?
(5) The seasonal analysis of the number of visitors of the historical museum.
(6) The climatic analysis of the number of visitors of the historical museum.

4 Data Analysis

4.1 Data Collection

In order to answer the six questions, two datasets have been collected. The first
data is the statistics of museum visitors from January 2022 to September 2022.
Thus, the data can be used for the seasonal analysis of museum visitors. The data
are daily visitor statistics based on different visitor categories: ordinary visitors,
ordinary group visitors, and student group visitors. The weather condition for
each day is also collected in the dataset for climatic analysis. The data can be
accessed via https://ppt.cc/fT1Yfx.

The second data set is collected by a questionnaire, which can be accessed
via https://ppt.cc/f1sPtx. The main idea of the data is about the feedback of an
exhibition from visitors. The impression of the Taiwan culture association when
visitors visit the exhibition is also included in the questionnaire. In the dataset,
the demographic data of visitors are also collected which can be used to answer
the questions in the previous section.

4.2 Results of Data Analysis

In the following subsections, the collected data will be analyzed by using appro-
priate data analysis techniques. We will provide some insights for each analysis
to explain the data analysis results and answer the questions.

Do Visitors Who Like Historical Relics Also Like Digital Media? From
the data analysis results. 92% of the visitors agree that they like historical relics
and 8% of visitors disagree. Among the visitors who like historical relics, 95%
of the visitors also like digital media and only 5% dislike digital media. Table 1
shows the results of the visitors who like historical relics, and Table 2 shows the
results of the visitors who like historical relics and digital media.

Historical relics are the soul of historical museums. Therefore, the visitors
usually hope they can see actual historical relics, not only photos and text or dig-
ital media. This exhibition presented historical relics and digital media, including

https://ppt.cc/fT1Yfx
https://ppt.cc/f1sPtx
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Table 1. The percentage of visitors who like historical relics

Total samples Agree Disagree

572 531 41

100% 92% 8%

Table 2. The percentage of visitors who like historical relics also love digital media

Total samples Agree Disagree

531 505 26

100% 95% 5%

photos, diagrams, graphs, videos, illustrators, audio, interactive digital media,
etc. From the result, we can learn that an exhibition with a combination style
(historical relics and digital media) is an ideal one that is acceptable for most
visitors and expected more visitors can be attracted.

The Demographics of the Visitors Who Like Historical Relics Includ-
ing Age, Gender, Education and Visiting Motivations. Table 3 shows the

Table 3. The demographics analysis of museum visitors

Gender Male 160 30%

Female 363 68%

Unspecific 8 2%

Age Under 12 63 12%

12–18 51 10%

18–35 205 38%

35–55 181 34%

Above 55 31 6%

Education Primary School 61 11%

Junior High School 25 5%

Senior High School 48 9%

Bachelor 241 45%

Master 135 25%

Ph.D 21 5%

Motivation Pass By 151 28%

Interested in Taiwan History 262 49%

Recommended By Friends/Family 113 21%

Other 5 2%
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demographics analysis of the data. Demographics analysis is easy data analysis.
However, the result is always of interest in the questionnaire. From the result,
the ratio of females and males is about 7:3, where the ratio of males to fill the
form is lower than the normal museum visitors ratio (6:4). About age and edu-
cation, due to the content of the exhibition is a little bit difficult to understand,
84% of the visitors’ education is higher than senior high school, and 79% of the
visitors’ age is between 18–55. It shows the significant visitors of this exhibition,
and the knowledge can be used for future exhibition marketing and promotion.

Does the Exhibition Positively Improve the Understanding of Taiwan
Culture Association? The analysis result of the question is shown in Table 4.
From the result, 94% (536 visitors) of the visitors agree that the exhibition
improves the understanding of the Taiwan Culture Association. It means the
main idea of the exhibition is achieved. Only about 6% (36 visitors) of the visi-
tors disagree that the exhibition is helpful for the understanding of the Taiwan
Culture Association. This knowledge can also be used in the future to curate
related exhibitions.

Table 4. The percentage of visitors who understand more of Taiwan Culture Associ-
ation after visiting the museum

Total samples Agree Disagree

572 536 36

100% 94% 6%

Does the Exhibition Inspire the Motivation to Understand Taiwan
Culture Association? The analysis result is shown in Table 5. In Table 5, 90%
(513 visitors) of the visitors agree that they have been inspired to understand
more about Taiwan Culture Associating after visiting the exhibition. Only 10%
(59 visitors) of the visitors disagree about this. From the feedback comments from
visitors, they are interested to understand more about not only the association
but also Taiwan history. Some visitors even think the exhibition can be treated
as the supplement material in addition to the textbook.

Table 5. The percentage of visitors who has been inspired to understand Taiwan
Culture Association after visiting the museum

Total samples Agree Disagree

572 513 59

100% 90% 10%
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The Seasonal Analysis of Number of Visitors of the Historical
Museum. The seasonal analysis is an interesting data analysis technique. In
order to perform seasonal analysis, a long period of data must be collected. Usu-
ally, the period should be longer than three months. Seasonal analysis can help
us discover interesting knowledge with an extended data monitoring period. In
this paper, we collected data from about nine months and used the data for
seasonal analysis about the number of visitors in other months.

Fig. 5. Seasonal analysis of number of museum visitors.

The analysis result presented in Fig. 6 shows that the number of visitors is
high during the summer vacation period and drops down very fast right after
summer vacation. January and February are the months of winter vacation and
the Lunar new year period, which is lower than the summer vacation period but
higher than other months. This finding benefits the curator and the museum in
curating and scheduling the exhibitions. For example, some popular exhibitions
may consider arranging in lower seasons to attract more visitors. During peak
season, the museum may need more volunteer workers and better traffic control
strategies. After practicing the knowledge, the museum can consider collecting
data continuously for the next round of data analysis.

The Climatic Analysis of Number of Visitors of the Historical
Museum. The climatic analysis is not a usual data analysis technique. In order
to perform climatic analysis, the climatic data must be collected first each day.
Another way to do this is to adopt open weather data. The climatic analysis
is another critical analysis for museums to predict the number of visitors. The
climatic analysis result is shown in Fig. 5.

From the result, whether it is a weekday or a holiday, a sunny day is a
day that most visitors visit the museum. Then, the second is partly cloudy
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on weekdays, but the second one on holidays is rainy. On a sunny day, most
visitors visit the museum because the museum is an air-conditioned place where
visitors prefer to stay indoors to enjoy the cold air. For holidays, rainy days have
the second highest number of visitors because indoor activity is better than
an outdoor activity. Climatic analysis is essential knowledge for museums. The
museum can expect the number of visitors and provide appropriate service and
strategy accordingly.

Fig. 6. The climatic analysis result.

Fig. 7. Text cloud analysis graph of museum visitors’ comments (In traditional Chinese
characters).
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In addition to answering the six questions, we also do a so-called text-cloud
analysis to analyze the comments from visitors’ comments. The text-cloud anal-
ysis is a fashion and visualization way for text analysis. However, it is a challeng-
ing data analysis technique. First, all the comments need to be pre-processed
by word segmentation, a natural language processing technique. After word seg-
mentation, the frequency of each word will be counted. Finally, visualization
techniques will be used to visualize words according to the frequency, such as
the words’ location, the words’ size, and the color of the words in the text cloud.

Figure 7 is the text cloud analysis graph of museum visitors’ comments, which
is presented in traditional Chinese characters. The most central and biggest
word is “Exhibition” and then “History,” “Like,” Great,” “Culture Association,”
“diligently,” and “Design”. From the visualized graph, it is easy and quick to
know the most important words used in the visitors’ comments. The comments
are very optimistic that the visitors like the exhibition a lot and the museum
can also understand the important focuses of visitors.

5 Conclusion and Future Research Suggestions

In this paper, we propose a combination model of knowledge management and
visitor relationship management for historical museums. The proposed visitor
relationship management is a modified model based on traditional customer
relationship management. In the new model, we introduce a new focus, “con-
tent,” in visitor relationship management and keep data analysis as the most
crucial role of the model.

In order to demonstrate the proposed new model, six questions have been
raised that cover the process of knowledge management and visitor relationship
management. Two data sets are collected for answering the questions, and appro-
priate data analysis techniques were used to analyze the data for answering the
six questions. The data analysis results have been presented in the paper and
explained. Suggestions about how to put the discovered knowledge into practice
for museums to attract more visitors are also provided in the paper.

Future research is suggested to focus on each element in the model and the
process to discuss how to apply the model in museum-related studies. In this
paper, we only proposed the model and demonstrated an example. However,
many studies and researchers are of interest in the area of museum study. There
are also many possible future research directions about data analysis techniques
in the area of knowledge and visitor relationship management in museum study.
For example, there are few types of research on social network analysis for muse-
ums and social media marketing. Some machine learning and AI-related data
analysis techniques are also worth trying for museum data analysis.
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Abstract. One of the most critical challenges for startups is to find a market need
for their product or service. The business idea has to provide a genuine solution to
an existing problem to be successful. Limited resources, time pressure, and often
fierce competition are typical conditions for startups. In software development,
no-code platforms have emerged in the last few years. These kinds of tools have
the potential to speed up software development and thus reduce time to market.

Due to its novelty, existing literature does not extensively discuss the use of
no-code tools and platforms used by startups. The central aim of this paper is to
give a broad overview and first insights into the usage and attitudes of startups
using no-code tools. Empirical research was conducted by applying a quantitative
approach to achieve this aim. A total of 120 data sets were collected and analyzed.

The results show that no-code tools are commonly used in startups. The most
crucial advantage of no-code tools is the reduction of the development time of
apps compared to traditional software development tools and approaches. Limited
functionalities and limited possibilities to customize the developed app to the
Startup’s needs was the most critical disadvantage.

Keywords: No-code Platform · Software Development · Lean Startup · Startup
Learning Stage · Empirical Research

1 Introduction

Software development platforms are around for several years and require profound pro-
gramming knowledge to create new software. In contrast, no-code development plat-
forms lower these requirements for the user to abstract and logical thinking [1], offering
the ability to develop software for various people without the need to write a single line
of code. This new way of developing software promises several advantages to its users,
including the ability to create applications at amuch faster pace and reduced cost without
needing skilled programmers [2, 3].

As newly established organizations, startups seek a sustainable and scalable business
model [4, 5]. The main challenges for these young ventures are uncertainty, the lack of
resources, and time pressure [6]. Not being bound by legacy systems or the constraints
of previous working experiences, startups can utilize the newest development tools and
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technologies to quickly take advantage of new business and market opportunities [7, 8].
Further, no-code tools and platforms could support startups’ efforts to use lean and agile
methods to quickly validate their product in the market [7].

No-code platforms can help to develop minimal viable products and get customer
feedback quickly. The generated feedback is then evaluated to conclude the organiza-
tion’s further course of action [4, 9]. To assess this assumption, this paper explores
startups’ usage and attitudes regarding no-code platforms.

The second section of the paper presents the theoretical background, which is the
basis for the empirical part. The following section provides the problem statement along
with the research design. In section four, the results are presented. Section five summa-
rizes the research project and discusses the results. The paper ends with limitations and
ideas for further research.

The contribution of this paper is threefold. First, the practical contribution of this
work is based on the collection, analysis, and presentation of primary data. A quantitative
approach was applied to get insights into the usage and attitude of startups towards no-
code tools on a broader basis. All valid responses come from startups using those tools
in their companies. They are not providers or consultants of no-code platforms. Second,
the paper contributes to a theoretical understanding of application development with
no-code platforms since literature forms the basis for this empirical research. Some
results, in turn, may provide new research streams, which are not yet comprehensively
covered. Third, the methodology used for this research project is suitable for reaching
the project’s aim. Getting answers from people who apply no-code platforms allows for
valid responses from the field.

2 Theoretical Background

The following section lays out the theoretical background of no-code platforms and
startups.

2.1 No-Code Platforms

Historically, programmers have always sought a higher level of abstraction to make
the software development process faster [10]. No-code bypasses the classical step of
programming and thus enables visual software development [11].

No-code is visual software development using so-called no-code tools and platforms
[12]. As the name suggests, problems are solved visually - without writing code [3, 11].
No-code tools andplatforms allow the software to be created via a graphical user interface
with intuitive usability and design [10, 11, 13]. The user selects from existing software
components and develops their application per drag & drop. These components are
either reusable building blocks or complete applications [12]. No-code does not mean
that no code is applied. However, it is not visible to the user and is only executed via
the user interface [14]. Therefore, no-code enables people with little or no programming
experience to design, create and launch their custom applications [15].

Literature reports about benefits (less development time, lower development costs,
easy to understand or handle, ability to use citizen developers, quicker change manage-
ment) as well as disadvantages (limited functionality, limited customization, security
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issues, vendor lock-in, GDPR compliance, scalability, and performance) [3, 12, 16–18].
The two lists present the most often mentioned aspects in literature.

2.2 Startups

The term “startup” has been defined in various scientific studies, yet there is no clear,
universally accepted definition of what constitutes a startup. A startup is a founded com-
pany that seeks a repeatable and scalable business model in uncertain market conditions.
A new business formation alone does not define a company as a startup [7]. Instead, star-
tups strive to solve a problem through a new product or service that is not yet known or
developed. In a market characterized by uncertainty, the goal is to achieve rapid growth.
As newly founded companies, startups typically operate with limited resources and try
to validate their business model [19].

Many startups fail due to the significant challenges of finding a sustainable and
prosperous business model [20]. Business Planning describes the classical approach of
existing or future companies, in which all key stakeholders come together to work out
the company’s vision, objectives, and goals.

Business planning is assumed to positively affect a company’s success [21, 22].
According to [21], this effect of planning is also positive but noticeably more significant
for existing companies than for newly founded startups. Another critical point in tra-
ditional business planning is the lack of customer feedback during compartmentalized
product or service development. This can lead to the fact that nobody wants or needs
the developed product after long, expensive development of sometimes several months
or years [4].

Due to the specific needs of a startup, the concept of Lean Startup has been devel-
oped. Lean Startup describes an iterative and customer-centric approach for startups and
enterprises. Themain goal of a Lean Startup is to reduce thewaste of time andmoney and
to find a repeatable and scalable business model. This can be achieved when a product
or service is developed that the customer genuinely needs and creates value [23]. Gather
customer feedback and make this data measurable to draw the correct conclusions for
further action. Minimal viable products are built and tested in the Lean Startup approach
[9]. A minimal viable product represents a product’s earliest and most straightforward
version [24]. A minimal viable product consists of only the most minimal but most core
features and still has value and utility to customers. Minimal viable products are a way to
learn from customers [9] and can be used to evaluate central business model assumptions
to reduce the risk for failure in further stages of product development and can therefore
reduce the waste of time and resources [25].

Learning from customer feedback can be divided into the phases of problem def-
inition, problem validation, solution definition, and solution validation [26]. Besides
this customer-centric view, the product goes through different maturity phases: concept,
in development, working prototype, functional product with limited users, functional
prototype with high growth, and finally, mature product [26].
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2.3 Business Planning and Lean Startups

Business Planning describes the classical approach of existing or future companies, in
which all key stakeholders come together to work out the company’s vision, objectives,
and goals. Strategies and tactics are formulated, which should be pursued to achieve the
established aims. All potential relevant influencing parameters are considered, and fore-
casts for the future are prepared [27, 28]. It is assumed that business planning positively
affects a company’s success [21, 22]. According to [21], this effect of planning is also
positive but noticeably more significant for existing companies than newly founded star-
tups. There are three reasons for this impact. Existing companies have reference values
and information on to base further planning. This is not the case for startups with no
history of operating in the market. These newly founded companies also lack structures
and procedures that support planning. Likewise, the high degree of uncertainty makes
it challenging to plan far-reaching strategic measures in the early stages of companies
[21].

Another critical point in traditional business planning is the lackof customer feedback
during compartmentalized product or service development. This can lead to the fact that
after long, expensive development of sometimes several months or years, nobody wants
or needs the developed product [4]. Lean Startup describes an iterative and customer-
centric approach for startups and enterprises. The main goal of Lean Startup is to reduce
the waste of time and money and to find a repeatable and scalable business model. This
can be achieved when a product or service is developed that the customer genuinely
needs and creates value [4, 23].

According to the Lean Startup approach, startups start with a set of untested hypothe-
ses and go through a continuous feedback loop where ideas are materialized, and feed-
back and data are collected and evaluated. From these validated learnings, conclusions
are drawn for further product development and strategy of the company. This is to pre-
vent activities that do not add value and to promote those that do and, therefore, reduce
the waste of resources [23]. As mentioned before, no-code platforms offer benefits that
promote the fast development of working prototypes.

3 Problem Definition and Research Design

This research aims to get a broad overviewof the usage and attitudes of no-code platforms
in startups. A quantitative research method was applied to achieve the central aim of
this research. The questionnaire questions were derived deductively from the literature
presented in the theoretical background of this paper. The questionnaire was distributed
online. All in all, 120 valid responses were collected.

The first section of the questionnaire consists of an introduction that briefly offers
an overview of the survey and a filter question to ensure that only startups participate. In
the second section, general questions about the company are asked. The founding year
as well as the number of employees are gathered. The third section contains questions
about the usage of no-code tools and platforms. The organizations are asked about the
perceived advantages and disadvantages of using those tools and platforms. Further,
questions about their current and future usage are posed.
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4 Results

In this section, the startups that took part in this survey are described followed by an
analysis about the usage and attitudes of no-code platforms.

4.1 Description of the Participants

The questionnaire was first distributed to friends and acquaintances, who have founded
themselves or work in a startup. Additionally, over 500 emails with the link to the
questionnaire were sent to startups. All contacted startups were listed on Startbasee.de.
Startbase.de is a database on which over 7000 German startups are featured.

Of the 120 startups surveyed, 42 organizations were founded in 2021. This repre-
sents the largest group (Table 1). The oldest Startup was founded in 2012, while five
organizations were founded in 2022, which is the most recent time of the founding.

Table 1. Foundation Year

Year Founded %

2012 0.83%

2016 1.67%

2017 4.17%

2018 13.33%

2019 15.83%

2020 25.00%

2021 35.00%

2022 4.17%

On average, the 120 surveyed organizations have 8.68 employees. The minimum
number of employees within the organization is one, while the maximum is 80. Notice-
ably, most startups have between 1 and 5 employees. This accounts for a total of 61,7%
of the startups surveyed. Most startups have three employees. This makes up 15% of the
sample size N = 120.

Most startups are indicated to be in the highest possible learning phase, called Solu-
tion Validation (Table 2). The second largest group finds itself in the second highest
learning phase, Solution Definition. Both groups represent in total 92.5% of the 120
startups surveyed.

52.5% of the 120 startups have a functional product with limited users (Table 3).
This represents the largest group regarding the development stages of the main product.
A cumulative 17.5% of startups are in an earlier development stage from concept to
functioning prototype. 30% of startups either generate a high growth rate with their
functional product or already have a mature product.
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Table 2. Learning Stages – Number of Companies

Learning Stage N %

Problem definition 3 2.5%

Problem validation 6 5.0%

Solution definition 36 30.0%

Solution validation 75 62.5%

Table 3. Software Development Stages – Number of Companies

Development Stage N %

Concept 3 2.5%

In development 8 6.7%

Working prototype 10 8.3%

Functional product with limited users 63 52.5%

Functional product with high growth 26 21.6%

Mature product 10 8.3%

108 startups provided feedback on how often they make structural changes to
their website/app (Table 4). 34.26% of the startups change their website/app monthly.
Followed by this, 25.9% implement changes quarterly.

Table 4. Website or App Changes

Frequency N %

Daily 51 4.6%

Weekly 19 24.1%

Monthly 3 34.3%

Quarterly 3 25.9%

Project-wise 19 9.3%

Never 2 1.9%

4.2 Usage of No-Code Platforms in Startups

In the third part of the questionnaire, data on the use of no-code tools and platforms in
startupswas gathered. 89 out of the 120 startups, representing 74.2% of the organizations
surveyed, used no-code tools and platforms before. In contrast, 24 of the organizations,



The Use of No-Code Platforms in Startups 295

which is 20.0% of the respondents, did not use any of these tools and platforms. 70% of
the 120 startups indicated they would use these tools and platforms in the future. 10.8%
of the organizations would not use them in the future, while 19.2%would consider using
these tools and platforms in the future.

Next, the usage frequency of no-code in startups was queried (Table 5). The eval-
uation of this question shows that 42.5%, representing the largest group, use the tools
and platforms daily. Other results show that 15.8% use the tools and platforms weekly
or project-wise, while 20% never use them. In total, 96 startups, or 80%, use these tools
actively within their organization.

Table 5. Usage Frequency of No-Code Tools and Platforms

Frequency N %

Daily 51 42.5%

Weekly 19 15.8%

Monthly 3 2.5%

Quarterly 3 2.5%

Yearly 1 0.8%

Project-wise 19 15.8%

Never 24 20.0%

Furthermore, startupswere asked about the benefits they associatewith no-code tools
andplatforms (Table 6). Several predefined answerswere possible to this question. 73,3%
of the startups surveyed stated that less development time was seen as an advantage of
using no-code tools and platforms. This associated benefit thus represents the largest
group. The associated lower development costs follow the time advantage through the
use of no-code tools and platforms, with 57.5% of organizations surveyed. 54,2% of the
120 startups state ease of use as an advantage of these tools and platforms. Increased
flexibility (45%), shorter release cycles (40.8%), and improved collaboration (30%)
follow. Finally, 25% of startups said they see easier change management using no-code
tools and platforms. In comparison, 20% see the facilitation of in-house development,
and 12.5% see the possible use of citizen developers as an advantage of these tools
and platforms. It should also be emphasized that 11.7% stated that they do not see any
benefits in using no-code, while 5.8% perceive other unlisted advantages.

In addition to the advantages, startups were also asked about the disadvantages they
associate with no-code tools and platforms (Table 7). Multiple answers were possible for
this query. 57.5%of the startups surveyed stated that limited customization using no-code
tools and platforms is seen as a disadvantage. This associated downside thus represents
the largest group. This drawback is followed by the associated limited functionality using
such tools and platforms with 55% of the organizations surveyed. Another associated
disadvantage is vendor lock-in, listed by 46.7%. 44.2% cited limited flexibility as a
downside to using no-code tools and platforms.
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Table 6. Benefits of No-Code Tools and Platforms

Benefit N % % of cases

Easier change management 30 6.7% 25.0%

Citizen developers 15 3.3% 12.5%

Do not see benefits 14 3.1% 11.7%

Easy to handle 65 14.4% 54.2%

Improved collaboration 36 8.0% 30.0%

Increased flexibility 54 12.0% 45.0%

In-house development 24 5.3% 20.0%

Less development time 88 19.5% 73.3%

Lower development costs 69 15.3% 57.5%

Other 7 1.6% 5.8%

Shorter release cycles 49 10.9% 40.8%

Furthermore, GDPR compliance (33.3%), not being the owner of the source code
(27.5%) as well as security issues (23.3%) were stated as drawbacks. It should also
be emphasized that 9.2% stated they do not see any disadvantages in using no-code.
Eight startups see other unlisted weaknesses, and four organizations each see increased
development costs and development time as negatives.

Table 7. Disadvantages of No-Code Tools and Platforms

Disadvantage N % % of cases

Do not see downsides 11 3.0% 9.2%

GDPR compliance 40 10.8% 33.3%

Increased development costs 4 1.1% 3.3%

Increased development time 4 1.1% 3.3%

Limited customization 69 18.5% 57.5%

Limited flexibility 53 14.2% 44.2%

Limited functionality 66 17.7% 55.0%

Other 8 2.2% 6.7%

Security issues 28 7.5% 23.3%

Not owner of source code 33 8.9% 27.5%

Vendor lock-in 56 15.1% 46.7%

The last question regarding no-code use in startups identified the tools and plat-
forms most often used by organizations (Table 8). Typeform was used most frequently
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by 43 startups, representing 35.8% of the 120 organizations. This was followed by
Notion (33.3%), Zapier (29.2%), Shopify (27.5%), Webflow (24.2%), Linktree (20%),
and Airtable (15%). 38 startups, representing 31.7%, used tools and platforms not listed
in the survey. In addition, 28 organizations, thus 23.3%, did not use a no-code tool or
platform before.

Table 8. Used Tools and Platforms

Tool and Platform N % % of cases

Adalo 2 0,6% 1,7%

Airtable 18 5,5% 15,0%

Bravo Studio 3 0,9% 2,5%

Bubble 10 3,0% 8,3%

Coda 2 0,6% 1,7%

Glide 1 0,3% 0,8%

Landbot 1 0,3% 0,8%

Linktree 24 7,3% 20,0%

Make 7 2,1% 5,8%

Makerpad 2 0,6% 1,7%

Memberstack 6 1,8% 5,0%

Notion 40 12,1% 33,3%

Not used any no-code tool 28 8,5% 23,3%

Other 38 11,5% 31,7%

Outseta 3 0,9% 2,5%

Shopify 33 10,0% 27,5%

Stacker 1 0,3% 0,8%

Thunkable 2 0,6% 1,7%

Typeform 43 13,0% 35,8%

Voice flow 2 0,6% 1,7%

Webflow 29 8,8% 24,2%

Zapier 35 10,6% 29,2%

5 Summary and Discussion

The study results show that no-code tools and platforms are highly relevant for startups.
80% of the 120 organizations surveyed actively use no-code tools and platforms. 58.3%
of the surveyed ventures use no-code daily or weekly. Further, it was necessary to clarify
which advantages and disadvantages startups associate with using no-code tools and
platforms. Two dominant advantages could be identified.
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Most often, the shortened development time of applications was stated by 73.3% of
the organizations surveyed. No-code users create applications visually via drag & drop
using pre-existing, reusable software components [12, 16, 17]. This shortens develop-
ment time compared to traditional software development and thus leads to shorter release
cycles. As a result, ideas can be validated more quickly [3, 11, 17].

Startups can use no-code tools and platforms to reduce the two main limiting fac-
tors, time and money, in the application development process compared to traditional
software development. The tools and platforms promote agile development and lead
to a faster validation of ideas. The short release cycles allow minimal viable products
to be created, tested, and adapted faster at a lower cost. The use of no-code tools and
platforms combined with the Lean Startup approach can lead to faster and more cost-
effective validation of a sustainable and scalable businessmodel. The fact that 80%of the
startups surveyed actively use these tools and platforms demonstrates no-code relevance
for startups.

Disadvantages also contrast the advantages of using no-code tools and platforms. As
identified by startups, four significant weaknesses in the use of no-code can be derived
from the survey results.

57.5% of the 120 organizations surveyed stated limited customization as the main
disadvantage. Due to the predefined building blocks and limiting templates, the individ-
uality and customization of the applications suffer. This leads to limited flexibility of
what can be built [13, 17, 29].

55% of startups cited limited functionality as the second biggest downside of using
these tools and platforms. The level of customization, features, and complexity of what
can be built depends on the no-code tool or platform selected. While no-code use pro-
motes agile development without a clearly defined end product, the requirements should
still be defined and considered before choosing a tool or platform. Only if a tool or
platform meets these requirements, the tool or platform should be used. This prevents
potential problems and costs later on if functionality is required that is not available with
the selected tool or platform [3, 12].

33.3% of the 120 organizations surveyed indicated that GDPR compliance is one of
the main disadvantages of no-code. The ECJ’s ruling and the associated expiration of
the EU-US Privacy Shield agreement in July 2020 have implications for personal data
processing in the EU. Most no-code providers host their applications in the US, and as
soon as personal data is processed, used in the EU is thus prohibited [30].

Before starting the development of applications, the advantages and disadvantages,
and requirements for the respective platforms, should be evaluated. It must be clarified
whether the use of no-code tools and platforms adds value in the corresponding use case.
Subsequently, which tool or platform is best suited for the use case must be clarified.
This reduces the risk of a potential waste of resources during development.

6 Limitations and Future Research Opportunities

The research followed a quantitative approach. Expert interviews could have provided
a basis for the lack of scientific research that is still scarce in the field of no-code.
With future research, the focus should lie more on general findings over no-code as an
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approach to software development since the topic was hardly addressed from a scientific
point of view so far. A limitation of the work is, therefore, the lack of scientific literature.
One limitation represents the differences in the sample sizes concerning the frequency
of use of no-code tools and platforms.

For further research, a comparison between startups that use no-code and those
that do not would be an exciting research field. Furthermore, research on the different
learning stages of startups would be interesting. It needs to be clarified for which groups
and learning stage no-code tools and platforms are particularly relevant. It would be
intriguing to see if there are differences in the usage behavior of these groups and if a
higher learning stage and validation of the Startup’s business model results in a system
change away from no-code to coded custom software.

For further research, it would also be interesting to see how no-code as a way of
creating software affects companies already existing for a longer time (non-startups). It
would be intriguing to compare the usage behavior and the associated advantages and
disadvantages between these organizations and startups. An additional research field is
the comparison of no-code usage behavior of startups from different industries. Financial
aspects, e.g. cost savings by using no-code platforms compared to traditional tools need
to be investigated as well.
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https://doi.org/10.35784/iapgos.2429

2. Sanchis, R., García-Perales, Ó., Fraile, F., Poler, R.: Low-code as enabler of digital transfor-
mation in manufacturing industry. Appl. Sci. (2020).https://doi.org/10.3390/app10010012

3. England, S.: What is no code? The pros and cons of no code for software develop-
ment. https://codebots.com/low-code/what-is-no-code-the-pros-and-cons-of-no-code-for-sof
tware-development (2020). Accessed 10 Jan 2023

4. Blank, S.: Why the lean start-up changes everything. https://hbr.org/2013/05/why-the-lean-
start-up-changes-everything (2013). Accessed 21 July 2022

5. Nguyen-Duc, A., Kemell, K.-K., Abrahamsson, P.: The entrepreneurial logic of startup soft-
ware development: a study of 40 software startups. Empir. Softw. Eng. 26(5), 1–55 (2021).
https://doi.org/10.1007/s10664-021-09987-z

6. Unterkalmsteiner, M., et al.: Software startups - a research agenda. E-Inform. Softw. Eng. J.
(2016).https://doi.org/10.5277/e-Inf160105

7. Giardino, C., Unterkalmsteiner, M., Paternoster, N., Gorschek, T., Abrahamsson, P.: What
do we know about software development in startups? IEEE Softw. (2014).https://doi.org/10.
1109/MS.2014.129

8. Klotins, E., Unterkalmsteiner, M., Gorschek, T.: Software engineering in start-up companies:
an analysis of 88 experience reports. Empir. Softw. Eng. 24(1), 68–102 (2018). https://doi.
org/10.1007/s10664-018-9620-y

9. Ries, E.: The lean startup: how today’s entrepreneurs use continuous innovation to create
radically successful business. Currency (2011)

10. Lugovsky, V.: A guide to low-code/no-code development platforms in 2021 (2021). https://
www.forbes.com/sites/forbesbusinesscouncil/2021/07/30/a-guide-to-low-codeno-code-dev
elopment-platforms-in-2021/?sh=79097d5e1093. Accessed 21 July 2022

https://doi.org/10.35784/iapgos.2429
https://doi.org/10.3390/app10010012
https://codebots.com/low-code/what-is-no-code-the-pros-and-cons-of-no-code-for-software-development
https://hbr.org/2013/05/why-the-lean-start-up-changes-everything
https://doi.org/10.1007/s10664-021-09987-z
https://doi.org/10.5277/e-Inf160105
https://doi.org/10.1109/MS.2014.129
https://doi.org/10.1007/s10664-018-9620-y
https://www.forbes.com/sites/forbesbusinesscouncil/2021/07/30/a-guide-to-low-codeno-code-development-platforms-in-2021/?sh=79097d5e1093


300 S. Brühl et al.

11. Adkin, D.: The future is no-code (2020). https://www.adalo.com/the-future-is-no-code/con
clusions. Accessed 21 July 2022

12. Yarchevsky, M.: Is a no-code platform right for your website or app project?
(2021). https://www.forbes.com/sites/forbestechcouncil/2021/08/16/is-a-no-code-platform-
right-for-your-website-or-app-project/?sh=6f8a8a2a29a6. Accessed 21 July 2022

13. Tariq, H.: Low-Code Versus No-Code And The Future Of Application Development.
https://www.forbes.com/sites/forbescommunicationscouncil/2021/05/07/low-code-versus-
no-code-and-the-future-of-application-development/?sh=376a5f9c3568 (2021). Accessed
21 July 2022

14. Aiyer, V.: Are no-code platforms making developers redundant? (2022). https://www.forbes.
com/sites/forbestechcouncil/2022/03/14/are-no-code-platforms-making-developers-redund
ant/?sh=4fa74bb2f4c9. Accessed 21 July 2022

15. Nead, N.: Will no-code development put software engineers out of work? (2022). https://
www.forbes.com/sites/forbesbusinesscouncil/2022/01/05/will-no-code-development-put-
software-engineers-out-of-work/?sh=3338816e4597. Accessed 21 July 2022

16. Ashok, A.: Low-code and no-code in 2021: are they as useful as they seem?
(2021). https://www.forbes.com/sites/forbestechcouncil/2021/05/13/low-code-and-no-code-
in-2021-are-they-as-useful-as-they-seem/?sh=4ec375b1160f. Accessed 21 July 2022

17. Krajewski, R.: The rise of no-code and low-code solutions: will your CTO become
obsolete? (2021). https://www.forbes.com/sites/forbestechcouncil/2021/10/14/the-rise-of-
no-code-and-low-code-solutions-will-your-cto-become-obsolete/. Accessed 21 July 2022

18. Bernsteiner,R., Schlögl, S., Ploder,C.,Dilger, T.,Brecher, F.:Citizen vs. professional develop-
ers: differences and similarities of skills and training requirements for low code development
platforms. In: Gómez Chova, L., López Martínez, A., Candel Torres, I. (eds.) ICERI2022
Proceedings. 15th annual International Conference of Education, Research and Innovation,
Seville, Spain, 07.11.2022–08.11.2022, pp. 4257–4264. IATED (2022). https://doi.org/10.
21125/iceri.2022.1036

19. Eisenmann, T., Ries, E., Dillard, S.: Hypothesis-Driven Entrepreneurship: The Lean Startup
(2012)

20. Sharp, H., Hall, T. (eds.): XP 2016. LNBIP, vol. 251. Springer, Cham (2016). https://doi.org/
10.1007/978-3-319-33515-5

21. Brinckmann, J., Grichnik, D., Kapsa, D.: Should entrepreneurs plan or just storm the castle? A
meta-analysis on contextual factors impacting the business planning-performance relationship
in small firms. J. Bus. Ventur. (2010).https://doi.org/10.1016/j.jbusvent.2008.10.007

22. Gruber, M.: Uncovering the value of planning in new venture creation: a process and contin-
gency perspective. J. Bus. Ventur. (2007).https://doi.org/10.1016/j.jbusvent.2006.07.001

23. Frederiksen, D.L., Brem, A.: How do entrepreneurs think they create value? A scientific
reflection ofEricRies’LeanStartup approach. Int. EntrepreneurshipManag. J.13(1), 169–189
(2016). https://doi.org/10.1007/s11365-016-0411-x

24. Contigiani,A., Levinthal,D.A.: Situating the construct of lean start-up: adjacent conversations
and possible future directions (2019).https://doi.org/10.1093/icc/dtz013

25. Thompson, N.T.: Building a minimum viable product? You’re probably doing it wrong.
Harvard Business Review (2013). https://hbr.org/2013/09/building-a-minimum-viable-prod.
Accessed 19 July 2022

26. Blank, S.: The four steps to the epiphany: successful strategies for products that win (2005)
27. Ward, S.: What is business planning? (2020). https://www.thebalancesmb.com/business-pla

nning-definition-2947994. Accessed 21 July 2022
28. Friend, G., Zehle, S.: Guide to business planning. Economist books. Economist in association

with Profile Books, London (2004)

https://www.adalo.com/the-future-is-no-code/conclusions
https://www.forbes.com/sites/forbestechcouncil/2021/08/16/is-a-no-code-platform-right-for-your-website-or-app-project/?sh=6f8a8a2a29a6
https://www.forbes.com/sites/forbescommunicationscouncil/2021/05/07/low-code-versus-no-code-and-the-future-of-application-development/?sh=376a5f9c3568
https://www.forbes.com/sites/forbestechcouncil/2022/03/14/are-no-code-platforms-making-developers-redundant/?sh=4fa74bb2f4c9
https://www.forbes.com/sites/forbesbusinesscouncil/2022/01/05/will-no-code-development-put-software-engineers-out-of-work/?sh=3338816e4597
https://www.forbes.com/sites/forbestechcouncil/2021/05/13/low-code-and-no-code-in-2021-are-they-as-useful-as-they-seem/?sh=4ec375b1160f
https://www.forbes.com/sites/forbestechcouncil/2021/10/14/the-rise-of-no-code-and-low-code-solutions-will-your-cto-become-obsolete/
https://doi.org/10.21125/iceri.2022.1036
https://doi.org/10.1007/978-3-319-33515-5
https://doi.org/10.1016/j.jbusvent.2008.10.007
https://doi.org/10.1016/j.jbusvent.2006.07.001
https://doi.org/10.1007/s11365-016-0411-x
https://doi.org/10.1093/icc/dtz013
https://hbr.org/2013/09/building-a-minimum-viable-prod
https://www.thebalancesmb.com/business-planning-definition-2947994


The Use of No-Code Platforms in Startups 301

29. Kiguolis, L.: 7 drawbacks of using no code for your product (2021). https://codeornocode.
com/no-code/no-code-is-not-a-good-idea/. Accessed 21 July 2022

30. Neiazy, V.: Invalidation of the EU–US Privacy Shield: impact on data protection and data
security regarding the transfer of personal data to the United States. Int. Cybersecur. Law
Rev. 2(1), 27–35 (2021). https://doi.org/10.1365/s43439-021-00018-7

https://codeornocode.com/no-code/no-code-is-not-a-good-idea/
https://doi.org/10.1365/s43439-021-00018-7


Software Sustainability Requirements
for Knowledge Management Systems
in the Cultural Heritage Domain
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Abstract. As technology continues to advance and become more inte-
grated into our society, especially in the era of digital transformations,
it is imperative that software engineering practices and products are
sustainable. However, in the Cultural Heritage domain, sustainability
is often overlooked, even though knowledge management solutions are
essential for the long-term capture, preservation, and dissemination of
cultural heritage in a digital form. This paper aims to address this
gap by identifying the key sustainability requirements to consider when
designing and developing sustainability-aware knowledge management
software solutions for the Cultural Heritage sector. A survey was con-
ducted among professionals with experience in digitizing and managing
cultural heritage materials, including cultural heritage experts and soft-
ware engineers. Despite some differences in the perceived importance of
sustainability requirements between the two groups of professionals, the
most important sustainability features were mainly agreed upon. The
acknowledged requirements encompass features from both the social and
technical dimensions of sustainability, such as Usefulness, Effectiveness,
and Trust for the former and Maintainability, Functional Suitability, and
Efficiency for the latter. The research results provide valuable insights
into how domain experts and software engineers view software sustain-
ability in the studied domain. The findings can aid the decision-making
process for prioritizing requirements related to sustainability and can
serve as recommendations for developing knowledge management infor-
mation systems in the Cultural Heritage domain with sustainability in
mind.

Keywords: Digitized Cultural Heritage · Knowledge Management ·
Cultural Heritage Information System · Requirements Engineering ·
Sustainable Software Engineering · Sustainability Requirements

1 Introduction

Digital transformation, driven by advancements in technology, has become a
prerequisite for organizations in all sectors to adapt to the digital era and take
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advantage of new opportunities in the digital landscape. The Cultural Heritage
domain is not exempt from this transformation, having embraced the adoption
of digital technologies increasingly in recent decades [17]. Cultural heritage is the
legacy of society’s objects, both tangible and intangible, representing a major
part of society’s history, customs, identity, and cultural beliefs [1,6]. Through
digitization, cultural heritage objects, e.g., historical artifacts, monuments, and
audio-visual materials, are captured, preserved, and disseminated in digital form,
which provides the opportunity to transfer the analog information of the cultural
heritage objects in question into the digital environment [6]. This analog-to-
digital conversion has the potential to benefit many cultural heritage stakehold-
ers. For instance, it helps in conserving cultural heritage for future generations,
providing online access to cultural heritage materials for both domain experts
and the general public, accelerating active participation in knowledge acquisi-
tion, and promoting and commercializing cultural heritage [1,6,17].

As Information Technology plays a critical role in capturing, managing, safe-
guarding, and disseminating cultural heritage content, software researchers have
devoted considerable effort to the digitization of cultural heritage and knowl-
edge management of digitized cultural heritage. Many research endeavors have
focused on overcoming the technical, ethical, and social challenges associated
with designing and developing cultural heritage knowledge management systems.
In this work, we define such a system as any information system that can gather,
store, process, and distribute knowledge related to cultural heritage, to support
the management of knowledge within a cultural heritage community or on a
societal level. Typically, such a system supports knowledge management for a
particular cultural heritage organization, while knowledge contained within the
system is accessible to the general public. Europeana [9,16], Modmapng [11],
and Verbo-Visuale Virtuale [8] are some examples of such systems with com-
mon functionalities that include the support for knowledge creation, storage,
organization, search, and collaboration. Some specifics of knowledge manage-
ment systems for the Cultural Heritage domain make such systems particularly
relevant to research, namely, data heterogeneity (e.g., text, audio, video, three-
dimensional models) [10], limited funding not sufficient for continuing software
maintenance [1,5,17], and long-term accessibility of the knowledge contained
within the systems to preserve cultural heritage for future generations [1].

In light of the impacts software systems can have on the environment, econ-
omy, society, and individuals, it is essential to take into account software sus-
tainability when designing and developing such software. This, however, is rarely
addressed in the literature. This paper attempts to fill this research gap and iden-
tify the key sustainability requirements for knowledge management solutions for
digital content related to Cultural Heritage. To achieve this goal, a survey was
conducted among professionals involved in digitizing cultural heritage. The most
important technical and social features of software sustainability were defined
based on the results. The acknowledged sustainability requirements can serve as
guidelines for future knowledge management projects in the field. Given the chal-
lenges the domain faces, software development that adheres to the recognized
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sustainability requirements can result in more sustainable systems, which can
reduce costs, extend the software’s lifespan, improve long-term cultural heritage
preservation, and promote sustainability-aware solutions. Thus, this research
makes a new contribution by presenting a set of sustainability requirements spe-
cific to the Cultural Heritage domain that should be considered when designing
and developing software to support knowledge management of cultural heritage.

The rest of the paper is divided into five sections. Section 2 provides an
overview of the existing efforts to digitize cultural heritage and manage knowl-
edge from the digitized cultural heritage. Section 3 introduces the notion of sus-
tainability in software engineering. Section 4 presents the research design, fol-
lowed by the results and discussion, reported in Sect. 5. Section 6 summarizes
the findings and outlines future research directions.

2 Related Work

Technical Aspects. Information technologies have become a major driving force
for the preservation and exploitation of cultural heritage. Haus [10] outlined
the evolution of the role of information technologies with respect to cultural
heritage. An overview of advances in cultural heritage digital processing and
preservation described multiple dedicated software products for knowledge man-
agement in museums [5]. The digitization of cultural heritage is adapting well to
new technologies; three-dimensional visualization and Virtual and Augmented
Reality are often utilized. A specialized content management system dedicated
to the Cultural Heritage domain with advanced functionalities, e.g., distributed
storage capability and semantic query, has also been proposed [20]. Dragoni et
al. [8] introduced a component-based architecture for knowledge management
of cultural heritage to support ongoing curation activities and offer continu-
ous access to virtual users. Huber et al. [11] presented experiences in the rapid
development of an art history web portal. Best practices for web-based cultural
heritage information management to facilitate the procedures for digital content
management and aggregation were presented by Giannakoulopoulos et al. [9].

Social Aspects. Researchers use digitization for the long-term preservation of
digital heritage. Museums expand their goals beyond preservation and gener-
ally make the collections accessible to larger audiences [5]. Government projects,
such as Europeana, a digitized cultural heritage collection of more than 3,000
European institutions, share the same goal, to make cultural heritage acces-
sible to everyone, all while addressing issues connected to information access
inequality. The impact of Europeana on the digitization of cultural heritage for
sustainable development in view of European Union goals has been analyzed in
[16]. This work has been one of the first to address the relationship between
the digitization of cultural heritage and sustainability. The cultural, economic,
and social sustainability of digitization are analyzed in this domain. In a similar
context, Bañuelos et al. [3] analyzed information management for sustainable
conservation, and concluded that the availability of information and tools to
support them is growing; however, additional progress is needed to support the
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interoperability, outreach, and reuse of different solutions. A historical lack of
standardization and awareness about processes in the domain was also observed
as a challenge.

Ethical Aspects. Cultural heritage is seen typically as being in the public domain;
however, there are intellectual property-related issues that need to be considered
with regard to its use. Research, documentation, and digitization projects on cul-
tural values, as well as the production of academic and scientific works based on
these projects, raise intellectual property difficulties. Borissova [6] analyzed the
challenges and proposed a guide for intellectual property management along the
process of digitization. Manžuch [17] focused on ethical issues in digitization,
identifying multiple challenges also relevant in the Cultural Heritage Knowl-
edge Management domain. Examples of the identified challenges include ease of
sharing and manipulation of digital content, and privacy issues arising from the
abundance of personal information in digitized cultural heritage documents.

3 Sustainable Software Engineering

Sustainable software engineering aims to produce long-lasting software products
that meet the users’ needs, while minimizing the direct and indirect negative
impacts that the software may have on the economy, society, humans, and the
environment during the development process or use of the software [2,7,19]. A
sustainable software product can be produced only if the positive and negative
impacts are considered adequately. This makes sustainability concerns manage-
able, and enables the professionals involved in the design and development of a
software product to optimize their software product accordingly [19]. However,
sustainability is a complex composite quality attribute. To promote the identi-
fication and analysis of sustainability requirements, Moreira et al. [18] proposed
a configurable and reusable sustainability catalog of requirements. The cata-
log was created based on data acquired through a systematic mapping study,
aligned further with the ISO/IEC quality model. It incorporates sustainability
requirements worth considering for software products from both the technical
and societal standpoints. The former refers to the longevity of software and its
ability to adapt to changes in the environment in which a system operates, whilst
the latter relates to society and the factors that undermine trust in communities
[4]. In our research, the requirements of the proposed catalog served as the basis
for identifying the requirements relevant to the domain under study. Table 1
presents and describes the social sustainability features taken under considera-
tion in the study, and Table 2 presents and describes the technical sustainability
features.
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Table 1. Sustainability features of the social dimension, adopted from [18].

Feature Definition

S1. Effectiveness “Accuracy and completeness with which users achieve

specified goals” [13]

S2. Accountability (Security) “Degree to which the actions of an entity can be traced

uniquely to the entity” [13]

S3. Authencity (Security) “Degree to which the identity of a subject or resource can be

proved to be the one claimed” [13]

S4. Confidentiality (Security) “Degree to which data has attributes that ensure that it is

only accessible and interpretable by authorized users in a

specific context of use” [12]

S5. Integrity (Security) “Degree to which a system, product or component prevents

unauthorized access to, or modification of, computer

programs or data” [13]

S6. Non-Repudiation (Security) “Degree to which actions or events can be proven to have

taken place, so that the events or actions cannot be

repudiated later” [13]

S7. Trust (Satisfaction) “Degree to which a user or other stakeholder has confidence

that a product or system will behave as intended” [13]

S8. Usefulness (Satisfaction) “Degree to which a user is satisfied with their perceived

achievement of pragmatic goals, including the results of use

and the consequences of use” [13]

S9. Pleasure (Satisfaction) “Degree to which a user obtains pleasure from fulfilling their

personal needs” [13]

S10. Comfort (Satisfaction) “Degree to which the user is satisfied with physical comfort”

[13]

S11. Efficiency “Resources expended in relation to the accuracy and

completeness with which users achieve goals” [13]

S12. Appropriateness

Recognizability (Usability)

“Degree to which a product or system can be used by

specified users to achieve specified goals with effectiveness,

efficiency and satisfaction in a specified context of use” [13]

S13. Accessibility (Usability) “Degree to which data can be accessed in a specific context of

use, particularly by people who need supporting technology

or special configuration because of some disability” [12]

S14. Environmental Risk

Mitigation (Freedom From Risk)

“Degree to which a product or system mitigates the potential

risk to property or the environment in the intended contexts

of use” [13]

S15. Health and Safety Risk

Mitigation (Freedom From Risk)

“Degree to which a product or system mitigates the potential

risk to people in the intended contexts of use” [13]

S16. Legislation (Freedom From

Risk)

Compliance with the laws and regulations [18]

S17. Interoperability

(Compatibility)

“Degree to which two or more systems, products or

components can exchange information and use the

information that has been exchanged” [13]

S18. Co-existence

(Compatibility)

“Degree to which a product can perform its required

functions efficiently while sharing a common environment and

resources with other products, without detrimental impact on

any other product” [13]

S19. Fairness Software quality of treating people equally or in a way that is

reasonable, as well as being based on honesty [18]
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Table 2. Sustainability features of the technical dimension, adopted from [18].

Feature Definition

T1. Compatibility “Degree to which a product, system or component can exchange

information with other products, systems or components, and/or perform

its required functions while sharing the same hardware or software

environment” [13]

T2. Functional

Suitability

“Degree to which a product or system provides functions that meet

stated and implied needs when used under specified conditions” [13]

T3. Maintainability “Degree of effectiveness and efficiency with which a product or system

can be modified to improve it, correct it or adapt it to changes in

environment, and in requirements” [13]

T4. Reliability “Degree to which a system, product or component performs specified

functions under specified conditions for a specified period of time” [13]

T5. Portability “Degree of effectiveness and efficiency with which a system, product or

component can be transferred from one hardware, software or other

operational or usage environment to another” [13]

T6. Performance

Efficiency

“This characteristic represents the performance relative to the amount of

resources used under stated conditions” [13]

T7. Context

Coverage

“Degree to which a product or system can be used with effectiveness,

efficiency, freedom from risk and satisfaction in both specified contexts of

use and in contexts beyond those initially explicitly identified” [13]

T8. Satisfaction “Perception of the degree to which the customer’s expectations have been

fulfilled” [14]

T9. Effectiveness “Accuracy and completeness with which users achieve specified goals” [15]

T10. Efficiency “Resources expended in relation to the accuracy and completeness with

which users achieve goals” [15]

4 Research Method

4.1 Research Objectives and Questions

The overall research goal of the study was to investigate the sustainability
requirements and their relevance for knowledge management software in the
domain of Cultural Heritage from the perspective of professionals working in this
field. The research sought to find an answer to the following research question:
What social and technical sustainability requirements should be considered when
developing knowledge management systems in the Cultural Heritage domain?

4.2 Survey Design

A survey design was employed to address the research question. Data were gath-
ered using a self-administered questionnaire. The sample of respondents con-
sisted of 20 individuals; 13 participants were Cultural Heritage domain experts
(referred to further as DE), with varying levels of experience in digitization and
knowledge management of cultural heritage, and 7 participants were software
engineers (referred to further as SE), who had been involved in the design and
development of at least one knowledge management system in the Cultural Her-
itage domain. The questionnaire included demographic questions and questions
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related to social and technical sustainability requirements. The sustainability-
related questions were designed to evaluate participants’ opinions on the signif-
icance of social and technical sustainability features for knowledge management
software in the domain under study. To measure the participants’ perceptions,
the participants were asked to rank the importance of each sustainability feature
using a five-point Likert scale (Very Unimportant (1), Unimportant (2), Neither
Important or Unimportant (3), Important (4), Very Important (5)).

4.3 Survey Response Analysis

Data gathered through the survey were analyzed using Python (v3.11.1). First,
the survey results were analyzed based on the frequency distribution of responses,
separately for DE and SE. Following that, the average rating for each feature was
computed with respect to the responses provided by the DE and SE. In addition,
a balanced average rating for each feature was computed, considering the DE
and SE ratings equally, despite the different sample sizes. Finally, based on the
average values, the highest-ranked features for each dimension were identified for
each of the three groups. The Sørensen-Dice similarity coefficient was utilized
to determine how much the resulting top-ranked features from the three groups
overlapped. It was calculated as

Sim(A,B) =
2 × |A ∩ B|
|A| + |B| (1)

where |A| represents the number of features in set A, |B| represents the number
of features in set B, and |A ∩ B| represents the number of features common to
both sets. The coefficient value can range from 0 to 1. A coefficient value of 0
means that the two sets share no features, whereas a coefficient value of 1 means
that the two sets contain exactly the same features.

5 Results and Discussion

The survey results, divided by the category of respondents, are presented in
Fig. 1. Generally, there is a positive attitude towards most of the sustainability
features from the view of both DE and SE. From the perspective of the former,
Trust (69%) and Usefulness (69%) have the largest percentage of the highest
importance in the social dimension, and Reliability (91%) and Functional Suit-
ability (73%) in the technical dimension. In contrast, from the perspective of
the latter, Effectiveness (86%) and Usefulness (86%) have the largest percentage
of the highest importance in the social dimension, and Maintainability (86%)
and Functional Suitability (71%) in the technical dimension. As Moreira et al.
[18] have already stated, ideally, we desire a fully sustainable system. However,
in most cases, selecting all sustainability features is not feasible, due to limited
software project resources (e.g., time, budget, people), tight project schedules,
and the lack of knowledge of the team and individuals. The most we can do is
to maximize a subset of features to achieve partial sustainability. Hence, despite
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the expressed importance of the survey respondents towards all sustainability
features, there is a need to identify a smaller set of the most important sustain-
ability qualities in the domain based on the needs of the problem domain and
stakeholders’ preferences.

In Fig. 2, the average ratings for each sustainability feature are presented
for social and technical sustainability. Some differences can be noticed between
the perceived importance of sustainability features between the two groups of
respondents. The biggest absolute difference in the average rating of social sus-
tainability features between the two groups can be seen with Environmental Risk
Mitigation (Diff = 1.00), Health and Safety Risk Mitigation (Diff = 1.00),
Fairness (Diff = 0.86), and Confidentiality (Diff = 0.75). In all cases, the
respondent belonging to DE assigned, on average, a higher importance to the
observed feature than the respondent belonging to SE. The biggest absolute
difference in the average rating of technical sustainability features between the
two groups was observed for Performance Efficiency (Diff = 1.49), Compati-
bility (Diff = 0.97), and Context Coverage (Diff = 0.84). In all three cases,
the respondent belonging to DE assigned, on average, a higher importance to
the observed feature compared to the respondent belonging to SE. Observing
the social features, the two groups had the most unified view on the impor-
tance of Appropriateness Recognizability, Trust, and Integrity (Diff = 0.00,
Diff = 0.04, and Diff = 0.10, respectively). Observing technical features, the
groups assigned the most unified importance to Functional Suitability, Effec-
tiveness, and Maintainability (Diff = 0.08, Diff = 0.08, and Diff = 0.13,
respectively). When ordering the nineteen social features based on average rat-
ings, we identified major differences between the two groups in the perceived
importance of Confidentiality (the 4th most important feature for DE, 14th for
SE) and Accountability (11th for DE, 3rd for SE). Observing the perceived impor-
tance order of ten technical features, we identified the largest differences between
the groups in the perceived importance of Efficiency (10th for DE, 3rd for SE)
and Performance Efficiency (3rd for DE, 10th for SE). These differences might be
due to the different perspectives of the professionals. Also, the differences might
occur due to a poor understanding of sustainability requirements. More research
is required to confirm or reject these assumptions.

The five highest-rated features for the social dimension, as recognized by DE,
were Usefulness, Trust, Authenticity, Accessibility, and Confidentiality, while SE
viewed Usefulness, Effectiveness, Trust, Accountability, and Efficiency as the
most important for social sustainability in the domain. Based on a balanced
average, the overall highest-rated features for social dimensions were Usefulness,
Effectiveness, Trust, Authenticity, and Accountability. An overlap of three out of
five features can be observed between the overall selection and the selection of the
DE (Sim = 0.6), while an overlap of four out of five features can be observed
between the overall selection and the selection of the SE (Sim = 0.8). The
five most important technical sustainability features, as recognized by the DE,
were Reliability, Maintainability, Functional Suitability, Performance Efficiency,
and Compatibility, and, as recognized by the SE, Maintainability, Functional
Suitability, Efficiency, Reliability, and Satisfaction. Based on a balanced average,
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Fig. 1. Frequency distribution of survey responses of domain experts (DE) and soft-
ware engineers (SE) on the perceived importance of social and technical sustainability
features using a five-point Likert scale.
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Fig. 2. The average rating for each social and technical sustainability feature, presented
separately for domain experts (DE) and software engineers (SE), along with a balanced
average of both categories of respondents.

the overall highest-rated features for technical dimensions were Maintainability,
Functional Suitability, Efficiency, Reliability, and Satisfaction. Again, an overlap
of three out of five features can be observed between the overall selection and
the selection of the DE (Sim = 0.6), while a complete overlap of features can be
observed between the overall selection and the selection of the SE (Sim = 1.0).
Therefore, we argue that the selection of the sustainability requirements based
on a balanced average of ratings from participants belonging to both groups is
suitable enough to help in the choice of identifying relevant sustainability-related
qualities based on the knowledge of professionals in the domain.

5.1 Implications for Researchers and Practitioners

The study offers valuable insights into how software engineers and domain
experts view software sustainability in the Cultural Heritage domain.
Researchers can utilize the study as a starting point for future research in the
field. Following the identification of key sustainability requirements, additional
research efforts are required to address them adequately. Practitioners can use
the study’s findings to make well-informed decisions, and prioritize sustainabil-
ity requirements based on the perceptions of those in the field. The recognized
requirements can serve as recommendations for designing and developing knowl-
edge management systems in the Cultural Heritage domain, addressing the chal-
lenges posed by sustainability, and intending to impact sustainable development
positively.

5.2 Validity Threats and Limitations

Several threats to the validity and limitations should be considered when inter-
preting and using the results and findings. The sample size used for the sur-
vey was relatively small, which hinders generalization. Despite this limitation,
the small sample size was chosen to ensure that the results were representa-
tive of a focus group of professionals from the domain who have experience
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with knowledge management solutions rather than a larger population without
such experiences. The differences in respondents were taken into consideration,
i.e., their areas of professional knowledge, and other characteristics, e.g., years
of experience, could have been taken into account to improve the results. The
study did not include other stakeholders besides software engineers and domain
experts, e.g., general public end-users, who could have provided other perspec-
tives to the study and expanded the findings. Thus, the study’s results do not
reflect the opinions of other stakeholders who were not included in the sample.
Another potential threat to the study’s validity is related to misunderstandings
by participants on what each sustainability feature represents. To mitigate this,
clear definitions were provided for each sustainability feature, to ensure that
participants understood them clearly. Despite this, there is still a risk of misun-
derstandings, particularly among domain experts who may not be familiar with
the concepts. Furthermore, the study results are limited to software sustainabil-
ity’s social and technical dimensions, and rely on the sustainability requirement
catalog used as a baseline.

6 Conclusion

With the growing importance of Information Technology in our society, the sus-
tainability of software engineering practices and software products has become
of major concern to support environmental, economic, and societal responsi-
bility. However, despite the crucial role that knowledge management solutions
play in the long-term capture, safeguarding, continuance, archiving, and pro-
motion of cultural heritage in digital form, sustainability is considered rarely.
This paper proposes a set of sustainability requirements for designing and devel-
oping sustainability-aware software in the Cultural Heritage domain. From the
social dimension of sustainability, these features include Usefulness, Effective-
ness, Trust, Authenticity, and Accountability. From the technical dimension of
sustainability, these features include Maintainability, Functional Suitability, Effi-
ciency, Reliability, and Satisfaction. These requirements were identified through
a survey carried out among professionals with domain experience from two areas
of expertise, i.e., domain experts and software engineers. The research findings
can guide the development of knowledge management solutions for the Cultural
Heritage domain from a sustainability perspective, especially since it has been
noted that a lack of sufficient funding, long-term planning, awareness, and knowl-
edge are the major obstacles to digitization in the domain. Future research efforts
can be directed toward extending the sustainability requirements to include eco-
nomic, environmental, and individual dimensions. Additionally, the viewpoints
of other stakeholders in such knowledge management software solutions would
provide additional insights. Furthermore, best practices and lessons learned from
applying the requirements in real-world cases would be beneficial to the commu-
nity.

Acknowledgements. The authors acknowledge the financial support from the Slove-
nian Research Agency (Research Core Funding No. P2-0057).



Software Sustainability Requirements for Knowledge Management Systems 313

References

1. Adane, A., Chekole, A., Gedamu, G.: Cultural heritage digitization: challenges and
opportunities. Int. J. Comput. Appl. 178(33), 1–5 (2019)

2. Amsel, N., Ibrahim, Z., Malik, A., Tomlinson, B.: Toward sustainable software
engineering (NIER Track). In: Proceedings of the 33rd International Conference on
Software Engineering, pp. 976–979. Association for Computing Machinery (2011)
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Abstract. Casual gamers, especially those without knowledge and unskilled with
security, cause most online game cybersecurity issues. Cybercriminals exploit
this thinking by breaching security. Online gamers of all ages and backgrounds
have increased due to the COVID-19 suspension, exposing them to cyberattacks.
These attacks exploit online players’ cybersecurity ignorance to enhance cyberse-
curity breaches in online games. In light of these problems, this study examined
Malaysian online gamer knowledge, attitude, and behaviour. This study examines
passwords, email, Internet, device, and social engineering to assess online gamers’
cyber security awareness. The study of 162 online gamers from Facebook, Dis-
cord, Twitter, and Twitch discovered that 55% of respondents carelessly keep their
gaming account password and more than 56% of respondents’ gaming PCs are not
antivirus-protected. Given the in-game function that links credit and debit cards to
gaming accounts, gamers’ cybersecurity expertise is concerning. This shows how
cybersecurity awareness may protect gamers from hackers.

Keywords: Awareness · Cybersecurity · Knowledge-Attitudes-Behaviour ·
Online Games

1 Introduction

In the last decade, online games have become one of the most popular entertainment
information systems classes [1].With the growth of the cyber world, an immense amount
and diversity of online games are nowpresent on various devices, including smartphones,
computers, laptops, tablets, and gaming consoles. They excite citizens of all ages from all
over the world. Online games differ in terms of what and where they are played. Online
games are available in practically every genre of interest, including action, strategy, leap
and run, shooting, simulation, role games, and sports [2]. Youngsters and adults can
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play live with other community groups in online games, discuss ideas, and collaborate
on campaigns or initiatives.

Browser games are also online games that canbe accessedvia a standardwebbrowser.
This type of game does not require the installation of any software. The browser is a point
of contact between the game environment and the players. Browser games are typically
basic gameswith low entry barriers that take only a short time to learn. PlayerUnknown’s
Battlegrounds (PUBG), Fortnite Battle Royale, Call of Duty, League of Legends (LOL),
and Apex Legends are the most played online games around the world by the year
2021 [3]. The most popular genre of online games that attracts gamers is Massively
Multiplayer Online Games (MMOGs). MMOGs are where gamers pick a virtual game
character or avatar and continuously use their gaming experience to develop their skills.
They work together in a clan or guild of playmates to complete quests or win the game
[2]. Their popularity among gamers comes from their opportunity to interact, compete,
and connect with others worldwide who share their interests [4].

Whenmany individuals are involved in a game and try to outdo each other, suspicious
behaviours to win the game using illegal methods are always possible. Cheating issues
and threats are always present in real-life competitions, and multiplayer online games
are no exception. As a result, most cybersecurity threats to online games are associated
with cheating gamers who can either breach the system or launch distributed denial of
service (DDoS) assaults against the server [5].

Cybercrimes have become serious issues for online gamers and the gaming industry.
Lack of cybersecurity awareness among online gamers is the main reason why they
became cybercriminals’ victims of cybercriminals in the first place. Most victims are
unaware that cybercriminals are targeting them. Even experienced gamers may face
threats while playing or searching the web for game-related content. With the rise in
online gamers due to the Covid-19 pandemic, the number of cyberattacks in the gam-
ing industry has also skyrocketed. Cybersecurity of online gaming is highly susceptible
to latency and service failure, making them ideal targets for large-scale DDoS attacks
[6]. Therefore, this study investigates the relationship between cyber security knowl-
edge, cyber security awareness, attitude, and behavioural choice protection among online
gamers in Malaysia.

2 Literature Review

2.1 Online Games

According to [7], the online video game business produced $54.7 billion in sales in 2001,
which is expected to increase by 2020, reaching $188.9 billion. According to a survey,
72% of teenagers play games, with 75% playing online. Of all those who played online,
54% only played with friends. On the contrary, 52% played mainly with strangers, and
online games are played by 65% of adults play online games alone in the United States
[8]. To date, there are 3,243.3 million gamers worldwide andmost gamers are fromAsia,
with 1,478.9 million gamers total [9].

Significant financial incentives can encourage irresponsible players to seek an unfair
advantage over other players, resulting in an undergroundmarket for game cheats. These
competitions also attract clandestine groups seeking to profit from online gaming for
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political, financial or ideological purposes [9]. Most gaming accounts and the in-game
commodities linked with them have an actual money worth that other gamers are ready
to pay for in online multiplayer games. The amount of money spent on PUBG has only
been increasing since April 2018, when it went from $1.5 million to $270 million in
August 2021 [1]. Thus, the increasing number of gamers willing to spend their money
on online games has created an interest for cybercriminals to shift their target to the
online game industry.

2.2 Cyber Security Knowledge

People are increasingly relying on internet technology for their daily tasks. Because it
is so easy to use, more and more people are engaging in cyber-related activities. How-
ever, awareness of the tools available to protect against cyber threats lags behind. Even
basic cyber security awareness may not translate into sufficient knowledge to protect
against cyber risks and threats. These would focus on operational, usage and procedu-
ral elements to increase user awareness and transform it into effective cyber security
mitigation behaviour [10]. In addition, knowledge and skills are required components
of competence. It is to be able to apply the associated knowledge, skills, and abilities
required to successfully perform critical job functions [11]. Consequently, all technology
users must be literate in cybersecurity to protect their devices from threats, highlighting
the importance of cybersecurity knowledge and skills when using digital technologies
[12].

2.3 Cybersecurity Awareness

The Internet has changed the way people live their lives by connecting them with new
people via social networks and opening up new economic frontiers for individuals and
organisations to conduct transactions viamobile devices, including recreational activities
such as online gaming. Despite this, many people continue to face threats to information
security from a number of sources. As a result, understanding cyber security is critical
[10]. Cybersecurity awareness is a type of training designed to inspire, excite, establish,
and rebuild the cyber security abilities and expected security behaviours of a specific
audience. It is vital to urge and promote Internet users to take precautions and educate
them on online security measures. It also teaches these users all aspects of cyber secu-
rity, ensuring that not only the national network infrastructures, but also the users, are
resistant to cyber attacks and dangers [11]. Training to users in order to increase their
understanding of cyber security. Education, promotion, and other methods are used to
promote awareness of cyber security. However, these modes must successfully make an
impression on users.

2.4 Knowledge, Attitude and Behaviour Model for Information Security

A study by [10] aims to measure the level of security awareness among Palestinian stu-
dentswho use the Internet. Variables such as passwords, socialmedia usage, email usage,
mobile device security, and social engineering are all included in the study. According to
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the study, peoplewith a higher security awareness respondedmore professionally against
cybercrime. The study focuses on Palestinian educational institutions based on the edu-
cational environment being fully stacked with network connectivity and technologies as
shown in Fig. 1.

Fig. 1. ISA Study Framework [10]

The study looked at the characteristics of knowledge, attitude, and behaviour.
According to this study, the best way to evaluate ISA is to measure three things:

1) Knowledge (K): What does any individual know?
2) Attitude (A): What are their thoughts on the concept?
3) Behaviour (B): How do they act?

Given the high cost of cyber risks, research has increasingly focused on the precau-
tions and behaviours that Internet users adopt to protect their devices [11]. It has been
shown that having a choice, rather than being told what to do or having only one option,
has a positive impact. People are more internally motivated and perform better on the
tasks they have chosen to do, and they are also more satisfied with their choices and feel
in control. People tend to choose only the parts of an area that interest them. One reason
for this is that decision makers and politicians, like everyone else, will react differently
depending on objectively equivalent descriptions of the same problem. Communicating
about cybersecurity issues and the urgent need for action is a difficult task that requires
clear and convincing communication. Often, cybersecurity risk is mentioned to foresee
threats to the state and create a security fantasy, a fiction that could fuel fear [12].

Based on the above discussion, this research is focused on the human factor due to the
fact that individuals with a better security knowledge and awareness reacted more pro-
fessionally to cyberattacks than those who did not understand [12]. This study employs
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the KAB model, combined with four focus areas from the Human Aspects of Informa-
tion Security Questionnaire (HAIS-Q) to investigate the awareness level of knowledge,
attitude, and behaviour of online gamers which covers these five (5) elements:

1) Password Management: Using the same password for many accounts, using a strong
password, and sharing the password with others.

2) Email Use: Email is used to share confidential details with strangers, open harmful
attachments, and click on harmful links.

3) Internet Use: Internet use for life posting, monitoring privacy settings, and taking
into account the consequences.

4) Social Media Use: To physically protect mobile devices, confidential material is sent
over Wi-Fi and shoulder surfing.

5) Social Engineering: Sharing confidential details and dumpster diving.

3 Research Methods

This study researched existing articles to understand cybersecurity vulnerabilities in
online games and threats from gamers. This study also conducted a quantitative analy-
sis, which is based on measuring quantity or amount, a method that outlines the char-
acteristics of the respondents. This method was used when data were collected from
respondents at a single time point.

The studypopulation is individuals inMalaysia between the ages of 18 and sixty years
old, with 250 respondents. This study will use random sampling, where the population
will be chosen randomly amonggaming spenders andnon-gaming spenders. In this study,
the questionnaire survey method was used using Google Form online. The questionnaire
survey is the best method to answer the questions on their own time. The respondents are
randomly selected from social media such as Facebook, Discord, Twitter, and Twitch.

One of the essential strategies in a case study is data collection, which is an effective
method to collect data and discover all relevant elements. Many researchers need data
collection techniques or procedures to complete their studies. The complexity, percep-
tion, structure, and management of data collection techniques can differ for each study.
This study will use questionnaires as a way of collecting data. A questionnaire is a col-
lection of questions sent to a group of respondents of which data will be collected. As
discussed in the previous subchapters, the questionnaires were used to collect Informa-
tion from Malaysian online gamers, then used in the study’s analysis. This will help to
create a complete picture of the amount of cyber security knowledge in the collection of
revenues from online games.

Data will be gathered from the questionnaire survey, processed, and analysed for
discussion. Data will be analysed using the appropriate computer software. Quantitative
data will be evaluated via Microsoft Excel and the Statistical Package for the Social Sci-
ences (SPSS) software tomeasure the level of cyber security awareness amongMalaysian
online gamers. Similarly, the final result will reveal the genuine picture of Malaysian
online gamers’ cyber security awareness level in revenue collection using tables and
figures. To ensure instrument validity, the reliability of measures will be tested via
Exploratory Factor Analysis (EFA) using SPSS software employing varimax rotation
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and principal components analysis [13]. The measure of sampling adequacy and appro-
priateness for element analysis will be explored via the Kaiser–Meyer–Olkin (KMO)
and Bartlett sphericity tests.

In the study, the research instrument is an essential source of information for collect-
ing data on the personal self-administered questionnaire. The questionnaire is written in
straightforward English to avoid respondents’ misunderstanding. This is also to ensure
that the questionnaire is understandable. To avoid confusion, concise and well-defined
queries will be employed. With this direct instrument, the efficiency and quality of the
information collected will undoubtedly improve.

A variable is a concept that can have a variety of quantitative values. The primary goal
is to examine the functional relationships between the variables. A variable is a quantity
that varies from one person to the next and that varies from individual to individual. This
study measures the level of security awareness of online gamers in Malaysia. This study
will focus on five variables to gather data on this measurement.

4 Proposed Framework

The purpose of awareness presentations is simply to focus attention on security. Aware-
ness presentations allow individuals to recognise IT security concerns and respond
accordingly.” [11]. Cybersecurity awareness is individuals’ awareness of the signifi-
cance of cyber security and their roles and actions in practising appropriate measures of
cyber security control to secure the data and networks. According to [14], cyber security
awareness programmes should educate individuals about the risks and consequences
of potential security attacks to understand the security needs and their responsibility to
protect information assets.

The most current focus area is Cybersecurity Awareness (CSA). The human factor
has gained the attention of all stakeholders, as it has steadily become an unmanageable
weak link in the security system. Cybercriminals are well aware of this mindset and
are working to take advantage of it in any manner they can, such as by breaching the
security chain. People of all ages and backgrounds are increasingly spending their time
and money on online games, which puts them at risk of cyber threats and cyberattacks.
The most common and obvious reason for these cyberattacks is a lack of awareness and
understanding of cybersecurity practises, leading to a significant increase in security
failures [15].

The essential purpose of CSA is to ensure that everyone follows policies and proce-
dures and uses best practises. Although many people pay extra attention to CSA, some
never believe in its effectiveness. CSA levels can be divided into low, medium, and high.
For example, ignoring security recommendations and regulations is considered a low
CSA level, while adopting security measures and responding appropriately to avert risks
is regarded a high CSA level [11].

This study focused on five (5) areas, Password Management, Email Use, Internet
Use, Device Use, and social engineering. Based on these focus areas, several questions
are designed by measuring the level of awareness through a questionnaire survey. This
study analysed the CSA level using the standard independent variables and Dependent
Variable Relation. Finally, five (5) independent variables were proposed to measure the
dependent variable as shown in Fig. 2.
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Fig. 2. Online Games’ Cyber Security Awareness Framework

Password management is the characteristic of measuring cyber security awareness
among Malaysian online gamers. Many have argued that how an individual manages
their account’s password would determine the safety of their account. Firstly, there is a
positive relationship between the correct way of password management in maintaining
the security levels of privileged access to certain accounts. When the password used is
strong, the overall risk of a security breach is lowered. Therefore, passwordmanagement
would be the determinant of cyber security awareness level among Malaysian online
gamers. Therefore, based on the above reasoning, this study proposes the following
hypotheses.

H1: There is a significant relationship between password management and cyber
security awareness level among Malaysian online gamers.

One commonly used variable tomeasure cyber security awareness amongMalaysian
online gamers is how they manage Internet usage. Online gamers use the Internet not
only to play online games but also to purchase items in online games and download game
application files onto their devices, thus causing their devices vulnerable to cyberattacks.



The Assessment of Online Games’ Cyber Security Awareness 321

However, this could be avoided if online gamers protected their internet connection by
turning on encryption, using multiple firewalls, and using a Virtual Private Network
(VPN). Relationship between Internet usage and cyber security awareness level among
Malaysian online gamers due to factors such as lack of skills or experience and unfa-
miliarity with internet connection protection. As such, the study proposes the following
hypothesis:

H2: There is a significant relationship between Internet use with cyber security
awareness level among Malaysian online gamers.

One of the traits to test the levels of cyber security awareness among Malaysian
online gamers is by looking at how they use their email. Email usage is expressed by
the way online gamers react to the different types of email from various either unknown
and known senders; every online gamer could embrace different experiences, habits, or
goals that could influence email usage. While certain online gamers are known to have
vast experience in differentiating an email that could be a threat to them, some online
gamers, on the other hand, could quickly become cybercriminals’ victims. Therefore,
based on the above reasoning, this study proposes the following hypothesis.

H3: There is a significant relationship between email use and cyber-security
awareness levels among Malaysian online gamers.

The device usage variable could be associated with a cyber security vulnerability.
Secure devices such as personal computers, smartphones, and gaming consoleswill strive
to prevent cyberattacks. Therefore, there is a positive relationship between device use
and cyber security awareness among Malaysian online gamers. Good security practises
such as updating the mobile operating system with security patches, keeping software
up-to-date, and installing antivirus or anti-malware improve devices’ protection and
defence. On the other hand, an unprotected device has a negative relationship with
securing devices from cyberattacks. Therefore, the hypothesis is proposed as follows.

H4: There is a significant relationship between device use and cyber-security
awareness levels among Malaysian online gamers.

Cyber security awareness among Malaysian online gamers could be measured by
knowing the level of knowledge of individuals about social engineering. Consequently,
this could be described by how online gamers deal with social engineering techniques
such as baiting, phishing, pretexting, and quid pro quo. As such, knowing social engi-
neering could help reduce the chances of receiving scams and cyberattacks. Ultimately,
these social engineering techniques could cause financial and even emotional damage.
Thus, the hypothesis of this study is proposed as follows:

H5: There is a significant relationship between social engineering and cyber
security awareness level among Malaysian online gamers.
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5 Analysis and Findings

The questionnaire was sent to Malaysian online gamers. These individuals represented
a proportion of the study population that was expected to be familiar with online games.
Invitations to respondents were sent via Facebook, Instagram, Discord, Twitter, and
Twitch, with a link to the questionnaire sent through Google Form on April 24, 2022.
A total of 162 people had responded by May 14, 2022, and the information collected
was utilised to perform demographic, reliability, descriptive, and correlation analyses.
Table 1 shows a list of questions in the sections on password management, email use,
Internet use, device use, and social engineering.

Table 1. Questionnaire’s Questions

Item Section Question

Q1 Password Management I created passwords that contained over eight characters of text with special
symbols (e.g., @# $% &), such as numeric characters (e.g., 0âe “9) and
alphanumeric characters (e.g., AF54hhr63, jjHFay6747, @qw%$99O#)

Q2 I reused the old password that I used earlier

Q3 I used the names, usernames, and personal dates of family members as
passwords

Q4 I never updated my current password to my gaming account

Q5 I never used the same password on multiple gaming accounts

Q6 Email Usage An interesting subject line about games makes me open an email
attachment

Q7 I will never open email attachments from an unknown gaming website

Q8 I will never download a file sent to me by email from an unknown gaming
website

Q9 It is always safe to click on links in emails from gaming websites that I
know

Q10 Nothing wrong can happen if I click on a link in an email from an
unknown gaming website

Q11 Internet Usage Before accessing it, I checked the legitimacy of a gaming website

Q12 When using the Internet to play games, I used a VPN service (a protected
network connection when using public networks)

Q13 I downloaded files from a gaming website while using a public network

Q14 Despite a security warning, I entered a gaming website that said this site
was dangerous

Q15 I bought an online game while connected to a public Wi-Fi network

(continued)
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Table 1. (continued)

Item Section Question

Q16 Devices Usage I do not have antivirus protection on my devices

Q17 I run antivirus software on my devices every 3 or 6 months

Q18 I use software patches on my devices

Q19 I downloaded game applications from an unofficial application store on my
device

Q20 I read the game software security policy agreements before downloading
them to my devices

Q21 Social Engineering I will disclose any confidential information under any circumstances to
other gamers

Q22 I will not communicate with strangers in games

Q23 I will consider any amount of money offered by an online gaming site

Q24 I am aware of the latest online gaming scams

Q25 I know the difference between original calls from official gaming websites
and any calls from scammers

5.1 Demographic Analysis

Table 2 shows that male respondents (70.4%) outnumber female respondents (29.6%).
Most of the respondents (49.4%) were between the ages of 18 and 30, followed by those
between the ages of 31 and 40 (44.4%). Many respondents in this age group show that
online games are popular among this population, and most of this population works in
the private sector (32.7%) and government and public administration (30.9%). Based on
Table 2, Action Role Playing (79.6%) is the genre of game that most respondents play,
and most respondents spend less than RM50 (38.3%) on online game purchases in one
year.

Table 2. Distribution of the demographic data of the respondents (n = 162)

Variable Category Number Percentage (%)

Gender Female 48 29.6

Male 103 70.4

Age 18 to 30 years old 80 49.4

31 to 40 years old 72 44.4

41 to 50 years old 9 5.6

(continued)
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Table 2. (continued)

Variable Category Number Percentage (%)

51 to 60 years old 1 0.6

Occupation Contractor 1 0.6

Government and Public Administration 50 30.9

Housewife 1 0.6

Not-for-profit sector 2 1.2

Private Sector 53 32.7

Self Employed 23 14.2

Site technician 1 0.6

Streamer 1 0.6

Student 29 17.9

Youtuber 1 0.6

Game Preference Action Role Playing 129 79.6

Real-Time Strategy 86 53.1

Fighting and Martial Arts 78 48.1

Puzzle 55 34

Racing 58 35.8

Sports 43 26.5

Don’t Know 3 1.9

Other (Simulation, Shooter, MMORPG, Battle Royal 7 4.2

Money spends/month None 33 20.4

Below RM 50 62 38.3

RM 51 to RM 100 31 19.1

RM 101 to RM 500 19 11.7

More than RM 500 17 10.5

5.2 Reliability Analysis

Reliability analysis is a common and widely used practice, and the SPSS performing
it is user-friendly and intuitive. The reliability analysis method calculates various fre-
quently used scale reliabilitymetrics and figures on the correlations between certain scale
items. Inter-rater reliability values can be calculated via inter-class Cronbach alpha. The
reliability analysis used in this study is Cronbach’s alpha coefficient as shown in Table 3.
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Table 3. Total Mean Value for All Items

No Item Mean Value

Q1: I created passwords that contained over eight characters of text with special
symbols (e.g., @# $% &), such as numeric characters (e.g., 0âe “9) and alphanumeric
characters (e.g., AF54hhr63, jjHFay6747, @qw%$99O#)

4.22

Q2: I reused the old password that I used earlier 3.11

Q3: I used the names, usernames, and personal dates of family members as passwords 2.35

Q4: I never updated my current password to my gaming account 2.94

Q5: I never used the same password on multiple gaming accounts 2.90

Q6: An engaging subject line about games makes me open an email attachment 2.70

Q7: I will never open email attachments from an unknown gaming website 3.85

Q8: I will never download a file sent to me by email from an unknown gaming website 3.93

Q9: It is always safe to click on links in emails from gaming websites that I know 2.60

Q10: Nothing wrong can happen if I click on a link in an email from an unknown
gaming website

2.00

Q11: Before accessing it, I checked the legitimacy of a gaming website 3.78

Q12: When using the Internet to play games, I used a VPN service (a protected
network connection when using public networks)

3.00

Q13: I downloaded files from a gaming website using a public network 2.52

Q14: I entered a gaming website despite a security warning saying that this site is
dangerous

2.28

Q15: I purchased an online game while connected to a public Wi-Fi network 2.17

Q16: I do not have antivirus protection on my devices 2.17

Q17: I run antivirus software on my devices every 3 or 6 months 2.53

Q18: I use software patches on my devices 3.02

Q19: I downloaded game applications from an unofficial application store on my device 2.92

2.38

Q20: I read the game software security policy agreements before downloading them to
my devices

3.20

Q21: I will disclose any confidential information under any circumstances to other
gamers

2.22

Q22: I will not communicate with strangers in games 3.20

Q23: I will consider any amount of money offered by an online gaming site 2.52

Q24: I am aware of the latest online gaming scams 3.66

Q25: I know the difference between original calls from official gaming websites and
any calls from scammers

3.66

Cronbach’s alpha value greater than 0.7 is acceptable, whereas those greater than
0.8 are preferred. The overall reliability of the set used in this study is acceptable, as
it generated a value of 0.730. Table 3 shows the ranking of the results of the item-
total correlation analysis. Item Q13 has the most significant reliability value with 0.403,
while itemQ16 has theweakest reliability valuewith only 0.023. The higher the standard
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deviation, the greater the variety or spread. Most of the information is packed around
the mean if the standard deviations are low. Table 4 shows the mean statistic ranking
with the top five in the strongest agreement. Item Q1 has the strongest agreement with
a mean value of 4.2160.

Table 4. Top Five Mean Statistic Rankings

No Item Mean Statistic

1 Q1: I created passwords that contained over eight characters of text with special
symbols (e.g., @# $% &), such as numeric characters (e.g., 0âe “9) and
alphanumeric characters (e.g., AF54hhr63, jjHFay6747, @qw%$99O#)

4.2160

2 Q8: I will never download a file sent to me by email from an unknown gaming
website

3.9321

3 Q7: I will never open email attachments from an unknown gaming website 3.8519

4 Q11: Before accessing it, I checked the legitimacy of a gaming website 3.7778

5 Q25: I know the difference between original calls from official gaming websites
and any calls from scammers

3.6667

Table 5 shows the five with the strongest disagreement among the respondents. Item
Q10,with ameanvalue of 2.0062, has the strongest disagreement among the respondents.

Table 5. Bottom Five Mean Statistic Ranking

No Item Mean Statistic

1 Q10: Nothing wrong can happen if I click on a link in an email from an unknown
gaming website

2.0062

2 Q15: I bought an online game while connected to a public Wi-Fi network 2.1728

3 Q21: I will disclose any confidential information under any circumstances to other
gamers

2.2222

4 Q14: I entered a gaming website despite a security warning saying that this site is
dangerous

2.2778

5 Q3: I used the names, usernames, and personal dates of family members as
passwords

2.3519

6 Conclusions

The main effect of cybercrime in online games is financial. Cybercrime can involve var-
ious types of profit-driven criminal activity, such as email and internet scams, identity
fraud, and aims to steal the gamers’ financial accounts and credit or debit card informa-
tion. Cybercriminals may prey on the gamer’s private information for theft and gaming
accounts for resale. As many people resolve into remote work systems due to the Covid-
19 pandemic, cybercriminals will increase in frequency by 2021, making it extremely
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important to protect yourself from cybercriminals. A lack of awareness of cybersecurity
triggers the majority of successful attacks. There is no single human on the planet who
has never made a mistake. Making mistakes is a key point in human experience. It is
how humans gain knowledge and grow. Human errors are far too repeatedly ignored in
cyber security. The most common reason for cyber security breaches is human error.

One of the limitations faced during the studywas the lack of cybersecurity education.
Participants may ask questions without understanding them. According to data analysis,
some of the cybersecurity awareness topics are incorrectly answered by the respondents.
The result would be different if they had a better understanding of cybersecurity. In the
future, the measurement of cybersecurity awareness among online gamers should be
focused on younger populations, since 49.9% of participants are between 18 and 30
years old, according to the analysis result.

The lack of sample size and the readiness of the respondents to answer the ques-
tionnaire were also faced during the data collection. Most people were unwilling to
answer the questionnaire as they initially believed they were not suitable respondents,
and additional explanation was needed on what cybersecurity is. This was difficult as
the questionnaire was carried out online. Thus, in-person guidance was hard to perform.
To exceed the study’s robustness, it is appropriate to have a bigger group size, which is
not deemed an appropriate sample and covers diverse controls.

Another criticism that can be gained from the assessment of the elements is the lack
of expert participation and validation method in constructing the questionnaire. Only
three experts willingly responded to the validation invitation when six experts were
approached, and the study only managed to use the face validation method in the design
of the questionnaire. The questionnaire should be validated bymore experts and usemore
than one validation method to strengthen the reliability and validity of the questionnaire.

The significant contribution is to explore the cybersecurity awareness level among
Malaysian online gamers. Cyber-attacks in online games not only lead to a data breach
but also have a financial loss. Thus, to protect against such attacks, players have the
leading role, which is essential to strengthening cyber-security awareness. This study
evaluated and analysed the cybersecurity understanding and skills of Malaysian online
gamerswith respect to cybersecurity security and cybercrime.Differences in age, gender,
and occupation can show different results from the data gathered from the survey. This
study also proposed a framework that could serve as a guide in a future study on this
topic. The research will analyse the relationship between the focus areas to answer all
research questions based on the proposed framework.
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Abstract. This paper presents a case study on the codification of temporal expert
knowledge to enhance Dijkstra’s route planning algorithm to reduce the time to
recover stolen vehicles in the UK. The power of the predictive algorithm lies in
the route costings where integration of expert knowledge on offender criminal
behaviours overcomes the lack of this captured data by technology alone. Accord-
ing to Home Office statistics vehicle theft rates in the UK have been increasing
year on year since 2014 [1]. Part of this rise can be attributed to keyless vehicle
entry and ignition becoming more popular however, this does not explain the full
story. Although vehicle telematics hardware is improving rapidly this has not been
supported by an equal increase in use of data for vehicle tracking. This project has
explored the feasibility of future innovations in policingwith the focus on assisting
police officers in their decision making and increasing the probability of success
in apprehending offenders of stolen vehicles through codifying their knowledge.
Through exploiting the growth in Internet of Things (IoT) technologies, this paper
presents a novel approach to vehicle tracking with an integrated path predictive
algorithm. Using Dijkstra’s route planning algorithm, with real time geospatial
data augmented with information from historical route data and expert knowl-
edge, modified route costings are generated. The algorithm calculates the highest
probability escape route that a thief would take and identifies an area ahead of the
thief’s current position where the police can position a roadblock to apprehend
the criminal.

Keywords: Expert knowledge · Route Prediction · Crime prevention · IoT
technology · Policing innovation

1 Introduction

Vehicle theft rates in the UK have been increasing year on year since 2014 with the
main cause of increase being technology savvy criminals who can access vehicles and
disable alarm and tracking systems. More significantly, recent studies demonstrate that
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only 45.3% of stolen vehicles are ever recovered and returned to their rightful owner
[2]. This is one example where technological advances can bring advancements for
society (new vehicle systems to the benefit of the user) and to the criminal (improved
capability to commit crime), with the associated potential disruptors to traditional crime
types and prevention and detection of criminal activity. This changing ecosystem is
an ever-increasing problem with levels of technology innovation identified as a future
challenge for Policing [3]. Harnessing the benefits of innovations in technology, to aid
in advances in preventing and investigating crime, with a move towards evidenced-
based policing [4], needs to be explored to meet the service provision capabilities of
future policing. This research has focused on understanding the implications of future
policing solutions with the use of a hybrid approach of emerging technology innovations
and utilising police officer knowledge to harness the technology capability for a viable
practical solution. These implications are explored through the investigation of novel
vehicle tracking systems and utilization of the police knowledge in generating a system
to aid decision making for vehicle apprehension.

With Internet of Things (IoT) based smart cities beginning to be implemented, the
inter- communicating features between vehicles and other devices brings new opportu-
nities for vehicle automation and tracking. RFID is a cost effective method to support
IoT as it does not require line of sight for communication and can be retrospectively
affixed to non-smart items. The potential to utilise the Radio frequency identification
(RFID) coverage of smart cities, where RFID will be used in everything from street
signs to ecosystem monitoring [5], for the purposes of vehicle tracking is enormous.
Despite almost all new cars incorporating Global Positioning System (GPS) navigation
packages as standard, the GPS devices are passive, one-way systems and therefore vehi-
cles cannot be tracked using this system if a vehicle is stolen. In fact, even if the GPS
navigation could be used to trace a vehicles location the signal from a GPS device can
easily be blocked with commercially available jammers. Though not completely infal-
lible to jamming, with passive RFID tags embedded within vehicles makes them harder
to locate and block. Location in vehicles can be complicated due to their positioning
next to or near to metal, however research has shown that robust communication is pos-
sible with appropriate RFID antenna designs, tested with and without metal interfaces
and with materials of varying relative permittivity and thicknesses [6]. Successful use
of RFID for tracking has been shown in warehouse management by large retailers as
well as by the Department of Defence and the Department of Homeland Security [7,
8]. Passive RFID tags embedded within crates are interrogated as the crate progresses
through a warehouse, assembly line or state border, recording information regarding the
processes that the contents of the crate have undergone. A connectionless stochastic ref-
erence beacon architecture based on an RFID sensor network has also been proposed and
demonstrated as a tracking solution for Humanitarian Logistics centre resource manage-
ment [9]. Though currently RFID does not play a role in Car2X communication, studies
are exploring its usage in the supply chain with novel tracking architectures and service
provision for improved asset safety and security [10] and for autonomous vehicles as
part of a multi-model positioning system [11].
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This tracking of goods and vehicles, using an embedded tag, forms the basis for
demonstration of the positioning prediction technology innovation in this policing appli-
cation where an RFID tag embedded within a vehicle could be interrogated as it passes
through junctions allowing the location of the vehicle and the route it has taken to be
traced. Utilising the data from this embedded intelligence capability, the algorithms used
for path prediction in autonomous vehicles can be adapted to predict the potential route
a thief may take after stealing a vehicle. Observations realized that the numerical data
acquired through such technology interventions does provide additional information
currently not realized, yet lacks the level of granularity to make predictions that reflect
the practical world – mirror the human (in this case criminal) behaviours. To this end,
investigating the inclusion of expert knowledge into the mathematical prediction process
is needed to give policing the superiority for detection, allowing the police to be trans-
formative in its process – to be proactive rather than reactive – and initiate such actions
as placing roadblocks ahead of the route that a thief may take, potentially increasing the
number of stolen vehicles that are recovered and criminal apprehended.

The contributions of this paper are: i) investigation of the implications of innovations
in technologies to enhance policing capability; ii) understanding the role of codifying
changing expert knowledge plays in the transition for enabling technologies for policing
interventions; and iii) highlighting some of the limitations of technology with the need
for a hybridized (human and technology) solution. It is hoped that this research will
provide the policing sector with a reference basis for developing future innovations and
with considerations that off-the-shelf technology alone may not be the answer.

2 Literature Review

2.1 Knowledge Management in Policing

Police officers, in their role to maintain law and order, engage in a variety of activi-
ties. Often reactive (arresting an offender, increased police presence in problem areas)
but sometimes proactive (directed patrols), each case involves a large amount of infor-
mation. This amount of information means that police officers have to be proficient in
handling and analysing this knowledge. In this era of information overload [12], effective
evidence-based and intelligence-led policing operations rely on sufficient knowledge and
information management, the challenge still remains however to fully leverage knowl-
edge management surface the information and knowledge and use it for problems faced
by police officers in a timely and effective manner [7, 8]. With the foreseeable transfor-
mations in future policing, due to changes in criminal activity, requiring innovations in
science and technology solutions, what must not be forgotten in this innovation phase
is the central role that knowledge, the implicit knowledge stored in the minds of those
involved (officers, sergeants, inspectors etc.) may have in these solutions. Such knowl-
edge, typically gained through years of experiences, can be crucial in providing an effec-
tive means to analysing and solving problems related to a variety of policing functions.
How to embed this knowledge into technological solutions, may follow a codification
strategy, focusing on a people to document approach, where the aim of knowledge man-
agement is to capture, codify, store, disseminate and reuse explicit knowledge in a form
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that is useful to achieve the end goal, to aid in the apprehension of a criminal. Exam-
ples of embedding this knowledge into mathematical models, joining qualitative and
quantitative methods, includes developing If-Then rules for fuzzy inference systems in
the maintenance domain [13], with coverage of RFID and semantic knowledge [14].
For consideration in Policing is the balance or changing role that codification and its
integration must provide an effective solution especially in a volatile and rapidly chang-
ing industry such as for the Police. Studies have investigated how the environment and
its changes may affect knowledge management, where codification and personalisation
may have a varying mix over time [15]. Exploration of this mix and in particular the
temporal codification strategy changes will be investigated.

2.2 RFID and Traceability Technologies

Radio Frequency Identification (RFID) is a wireless communication technology that
transfers information between tagged objects and readers without line of sight. Passive
RFID UHF tags require no battery, they are powered by the incoming RF wave, and they
operate in the 860-960MHz frequency range, controlled by ISO 18000–6. In addition to
not requiring line of sight to function, the tags can be embedded within objects making
them significantly harder to remove or tamper with than devices which require a constant
power source. It has been demonstrated that passiveUHFRFID tags can be read at ranges
upwards of 25 m even when mounted to metal surfaces [16]. UHF RFID, in accordance
to ISO 18000–6, is currently used in India, North America and Vietnam for the purpose
of automated licence plate recognition for toll roads [17]. L. Mo et al. investigated the
reliability of such an application of RFID by assessing the relationship between the
velocity at which a vehicle passes the gantry reader and the read success rate of the
RFID tag [18]. By optimising the reader refresh rate to 150 Hz, equivalent to a refresh
time of 6.7 ms, the RFID tag embedded within the number plate of a passing vehicle
could be interrogated up to a theoretical maximum velocity of 469 km/h, though there
was a limitation of the reader being only 4 m away. Other research concluded that at a
5.5 m range, the minimum velocity a vehicle must travel at to avoid a single read is 575
km/h [19]. This is significantly above the top speed of even the fastest road legal cars
and therefore it can be concluded that the speed of a vehicle passing an RFID reader will
have no impact on the tag being detected by the reader.

2.3 RFID Experimentation

Experimentationwith RFID technologies falls into two key categories. Firstly, positional
tracking, using RFID to detect the location or direction of an object and secondly, tag
and reader positioning, determining the optimal tag and reader position to ensure the
most accurate measurements over the greatest range.

2.3.1 RFID Positional Tracking

A theoretical model for an RFID based vehicle tracking for a smart traffic management
system using active RFID tags attached to the vehicle body and the Received Signal
Strength Indicator (RSSI) used to determine the position and velocity of the vehicle
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when passing RFID readers along a prescribed route has been developed [20]. The use
of RSSI to determine direction and position of an object with a passive UHF RFID tag
mounted to its surface was carried out using 2 fixed antennae, where the time difference
in peaks in RSSI could be used to form a vector dictating the direction in which the
tag was moving [21]. A similar experiment was conducted where a reader with a single
antenna was used to determine the location of a train along a railway track usingmultiple
passive UHF RFID tags [22]. In this experiment the difference in time peaks of the RSSI
for two different tag ID’s is used, allowing the use of off-the-shelf RFID readers.

2.3.2 RFID Tag and Reader Positioning

To use RFID tags, they must be detectable when embedded within a vehicle body. This
means the tags must either be detectable when mounted to metal or have antennae which
can be routed to a location where they are detectable. Björninen et al. established that
specially designed passive UHF RFID tags, operating at 915MHz, can be detected from
a distance of 25mwhenmounted to 20x20cm cooper plates [15]. Embedding tags within
a metal surface and using the surface of sheet metal as antenna to boost the range of
passive UHF RFID tags operating in the 902–928 MHz frequency range has also been
investigated [23]. Results showed the RFID tag was increased from 11.42m to 16.13m
in comparison to when the same tags were mounted to a plastic sheet. The potential read
range of 16.13 m is also significant as this is larger than the width of a 4-lane motorway
in the UK (15 m with government regulation 3.75 m wide lanes). This could allow for
the use of embedded tags in an automotive application as the antenna can be connected
to steel sheets such as the roof, bonnet or boot of the vehicle in order to increase the read
range while ensuring the tag itself is difficult to access.

2.4 Path Prediction and Probability

The most developed method for generating road networks and autonomously identi-
fying junctions for the use of a path prediction system uses Artificial Intelligence to
identify road networks and form the connection between roads. This is done through
autonomous image processing from satellite imagery or digital map imagery. This has
been investigated in detail using path classifiers andmixed integer programming to iden-
tify road networks [24]. Similar investigations have been conducted by using satellite
and radar imagery to extract road networks from satellite data [25]. However, to reduce
the significant computational power other research has used colour band separation of
google maps city imagery to identify different types of road and decompose these into
fixed nodes along each road [26]. On limitation is significant blind spots as the image
processing is not perfect and any imperfections in the source image, such as clouds in
a satellite image, can lead to highly incomplete road structures. Often used for route
planning, Dijkstra’s algorithm has been used with probabilistic road mapping (PRM) to
navigate vehicles, including mobile robots [27]. The application of a PRM network with
route costings could be used to identify the shortest potential path to an escape route.
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3 Methodology

3.1 Research Overview

There are two areas of focus for this research, the technology architecture to enable a
tracking capability, through RFID placement and tracking viability, and route prediction
and probability. The main elements are summarized in Fig. 1.

Fig. 1. Technology Innovation Components

The viability of usingRFIDhas been determined through experiments and simulation
findings, where vehicle identification, speed and direction are evidence as determinable.
A vehicle has the potential to be tracked along a route based on unique tag identifiers,
within the potential future IoT based smart city, providing a robust vehicle tracking
method. A path predictive algorithm has been developed, using Dijkstra’s algorithm as
the base, in order to identify the highest probability escape route a thief would take.
Codified knowledge has been used to inform the route likelihoods.

3.2 Innovation Concept - RFID Experimentation

Two experiments have been combined, (one for confirmation of vehicle identification,
the second to assess direction) to validate the concept of RFID for vehicle tracking. In the
real-world application of RFID tracking RFID readers would be placed at intersections
with passive RFID tags embedded within vehicles.

3.2.1 Experiment 1 – Recreating Route from Tag Identifier

The initial experiment that has been developed uses a simple handheld RFID reader
and passive UHF RFID tags to record the order in which tags are scanned. The scanner
used throughout the experimentation in this project is a Technology Solutions Ltd 1128
Bluetooth RFID reader. This handheld reader pairs via Bluetooth to an application on
a mobile phone and has a customisable Application Programming Interface (API) that
allows the user to alter the reader settings as well as what tag properties the reader inter-
rogates. The purpose of this experiment is to assess if RFID tags can be read successfully
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as a vehicle moves past them, and if the order in which these tags are detected can be
used to retrace the route a vehicle takes around a predetermined grid. Twelve tags were
laid out in a 6 by 2 grid with spacing of 10m between each tag, as is shown in Fig. 2.

Fig. 2. Set-up for the first experiment.

A vehicle was then driven on a randomised route, determined by a MATLAB algo-
rithm to ensure no bias, and the reader was set to scan continuously as the vehicle
progressed throughout the grid. The RFID reader has a field of view of 150 degrees
and therefore the reader was placed forward facing with the centre of the reader field
aligned with the centre line of the vehicle. The raw data from the scanner is a continuous
alphanumeric string containing the tag identifier, number of unique scans, date of scan,
time of scan and time zone in which the scan occurred. In order to post-process the data,
a MATLAB script was created which separates each individual category of data into its
own column. This data will be used to determine the order which tags were scanned
based off of the time, date and time zone. Fifty iterations of the experiment were carried
out, catering for random errors though failure to scan was not expected due to speeds
well below maximum [19].

3.2.2 Experiment 2 – Determining Direction from RSSI

RSSI is the most commonly used feature for RFID positioning systems where a more
negative raw RSSI value in dBm is equivalent to a weaker backscattered signal strength
and thus the further a tag is located away from a reader the lower the percentage of
the maximum signal registered. Consideration must be given to materials directly sur-
rounding the tags and reader, which can modify, alter or disrupt the signal. Though busy
traffic scenarios may make RSSI values noisier or result in gaps, for the most part, on
open roads very few interfering objects which could get between the readers and the tag
antennae. For the physical experimentation proposed in this research, a 4-way junction
will be used with the RFID reader placed at the intersection between two of the junc-
tions with the 150 degree field of view of the reader facing directly into the junction
centre. From this, six possible vehicle routes can be taken depending on if the vehicle
approached from the front or rear of the junction, as shown in Fig. 3a–f.
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Fig. 3. Route options

3.3 Innovation Implementation - Path Prediction

3.3.1 Path Prediction Algorithm

To utilize the data provided from such an RFID tracking system, a route prediction
algorithm is needed, with the key steps shown in Fig. 4. To map the road network a
vehicle could take Open Street Maps (OSM) is used where junction longitudes and
latitudes aid the formation of a connectivity matrix creating a virtual road map of a
chosen location. From this virtual map a route costing algorithm is applied, based off a
modified Dijkstra’s algorithm, to evaluate costs to travel to each connected node. This
cost was initially based on the proximity of each node to the next node, namely the
distance between nodes. Adjustments were introduced to take into account geospatial
factors and human behaviour insights that may influence an offenders chosen route.
Simulation of erratic and non-logical driving that may be conducted by a thief in an
escape situation, such as driving the wrong way down a one way road, was added to the
modelling capability to add realism.

Fig. 4. Prediction pathway

3.3.2 Geospatial Factors and Codified Knowledge

In most instances when stealing a vehicle, the objective for the offender is to get to their
end destination as quickly as possible. In an open space, where there are no obstruc-
tions, there is a strong correlation between distance and time taken to cover that distance.
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However, in modern day road networks a number of factors can limit the time of passage
including but not limited to: traffic lights, road humps, speed limits, junctions, roadworks
etc. Though some of these factors are less of a hinderance to those not following the
rules of the road i.e., staying within the defined safe speed limit, these factors need to be
considered in determining the preferred route that may be taken. Hence, though distance
can be used to as an indicator for a route preference, this route cost has been modified
based on the proximity of a certain node to either an attractive or repulsive obstacle.
Attractive obstacles in this research are defined as points of potential interest to an
offender, such as areas of blind spots for CCTV cameras, access roads to motorways,
or large parking structures, as all of these areas make it harder for the police to catch or
track a vehicle. Repulsive obstacles are defined as areas a thief is likely to avoid, such as
police stations, areas with road works, or narrow one-way roads, which may result in the
thief raising suspicions or becoming trapped and unable to escape. Using a traditional
mathematical approach, identification of these obstacles could be sought through his-
torical crime records and analysis of the routes taken, potentially with machine learning
methods to identify the patterns of behaviour. However, difficulties arise in terms of data
access, sparsity of data, and inability to reflect emerging behaviours. Given the domain,
huge amounts of information exist in those that work in the environment, hence the
list of repulsive and attractive obstacles has been generated through knowledge captur-
ing, using person-to-person workshops involving existing and former police officers. An
insight illustration is given through the example of knowledge gained on route choices
and their associated presented risks, such as those carrying more ANPR; in a form of
rational choice theory application. This may equate, in practice to the use of side roads,
rather than motorways, being exploited as criminal routes and rural outlying areas rather
than surveillance heavy city centres. Similarly, in practice tools such as ANPR, which
are essentially simply an identification and alert system, rely upon an available police
mobile within distance and time to intercept any target vehicle. Such likelihood of polic-
ing mobiles, which is a calculated criminal risk, would tend to be higher closer to police
stations and conurbations than outlying areas. Such considerations concerning ANPR,
though, would only be a factor if the original number plates had been left on display.
Each obstacle was then given a rating from 1 to 5, where 1 indicates no influence, 3
moderate influence, and 5 very strong influence. This practitioner insight and expert
knowledge provides the power to the mathematical prediction.

4 Results

4.1 Tag Identification and Vehicle tracking

AMATLAB algorithm has been developed to analyse RSSI data streams, from the front
and rear tags, for the six driving scenarios (shown in Fig. 5a–f). The algorithm that has
been developed for this research compares the trends of data and time difference in peaks
of RSSI to determine the direction the vehicle has taken through a junction. If the initial
RSSI value is above 50% then the vehicle must have approached from the rear and only
Fig. 5d, Fig. 5e and Fig. 5f could apply. Conversely, if the average initial RSSI is below
50% then the vehicle must have approached from the front and Fig. 5a, Fig. 5b, and



338 E. MacCallum et al.

Fig. 5c could apply. The trend in the RSSI data can then be compared to expected results
to identify which of the three remaining possible routes the vehicle took at the junction.

Fig. 5. RSSI Values generated

The position of the peakRSSI value relative to the initial and final values is calculated
as well as the difference between the peak RSSI value and the final, non-zero, RSSI
value. This allows Fig. 5a, Fig. 5b and Fig. 5c to be uniquely identified for the frontal
approach scenarios. However at this point, for the rear approach scenarios, only Fig. 5e
can be uniquely identified as Fig. 5d and Fig. 5f appear to have very similar RSSI traces.
In order to distinguish between these scenarios the total time over which the RSSI is
greater than zero can be used to determine the length of the route taken by the vehicle.
The scenario presented in Fig. 5d represents a longer route, for the same velocity, than
in Fig. 5f. As such the time over which RSSI values are recorded is shorter and the total
time over which RSSI values are detected can be used to differentiate between the two
scenarios. The algorithm developed for this experiment proves that the RSSI can be used
to determine the vehicle heading and direction at a junction when the vehicle speed is
known.Calculation of the vehicle speed at each time step should therefore ensure that this
algorithm can correctly identify the direction any vehicle turns at a junction regardless
of the vehicle velocity or if the vehicle speeds up or slows down while manoeuvring
through the junction.

4.2 Path Prediction

The path prediction algorithm runs through one thousand iterations to identify the highest
overall probability escape route. To illustrate the impact of geospatial factors and the
process of modifying the costing can be seen in a simplified form in Fig. 6a and b, where
geospatial data, such as the police station and the presence of road works, increases the
cost of traveling down the road on which those obstacles are placed.



Innovations in Future Crime Decision Making 339

Examples of the escape routes calculated from the OSM data after applying the
path prediction algorithm can be seen in Fig. 7a-c. The figures show the location of
geospatial points of interest by longitude and latitude, as well as the start location at
which the theoretical vehicle was stolen and the exit point(s) which are identified as a
possible escape point for criminals. In this research the escape points are identified as
parking structures, as shown as green points labelled ‘exits’ (in Fig. 7a, 7b), or access
points to main roads as shown in Fig. 7c. The choice of these two types of location as
exit points is based off current knowledge of typical car theft behaviour. If an offender
can access main roads then they can travel at significantly higher speeds and could
potentially cross county borders, making it significantly harder for the police to track
down the vehicle.

Fig. 6. (a) Basic costing (b) Modified costings

Fig. 7. (a)–(c) Map with geospatial points of interest and escape routes

Thieves have also been known to implement what is known as soaking after stealing
a car. To soak a car, a stolen car is taken to a large public car park and left there for
up to a week in order to assess if the vehicle is being tracked based on whether the
police come to recover the vehicle. Although soaking would not be effective with RFID
tracking as the vehicle would be logged entering the car park, thieves may not be aware
of this and therefore, for at least a short while once the technology is first introduced,
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car parks may still be likely places for stolen vehicles to end up. If the RFID traceability
technology and path planning algorithms were implemented in the real-world, these exit
points would be defined more rigorously through further consultation with the police
to highlight typical theft routes, ports where vehicles can be shipped abroad, or known
garages where vehicle are taken to be stripped down and sold as parts.

5 Discussion

Although the methodology and experimentation developed in this project provide an
excellent framework for the feasibility of such a system namely, implementation of an
RFID based vehicle tracking system, and its subsequent use with a predictive method-
ology for use in apprehension of car theft offenders, there are several discussion points
that have been raised through the research process.

Challenges of Technology and the Domain: Exploration of the technology space is often
hampered by a lack of finances, personnel and capacity within the Force to explore
new ideas and innovations, limited suppliers of domain specific solutions or lack of
collaborations to enable innovations. Though the cultural and acceptance of technology
solutions is changing, it is often siloed – this research being one typical example. Given
the procurement time of products, if they are found, means the challenge and problem
may have evolved. The majority of policing is reactive in practice, rather than being
proactive. Often the view to the use of technology is to make current practices better,
perhaps more efficient or provide the situational awareness or evidence for more reliable
apprehension. The vision to get ahead of the criminal mind, to think out of the box, and
to consider innovations for future policing rather than current policing is needed.

Integration of Human Knowledge: Typical approaches to problems becomes a disci-
pline approach – the engineer brings the engineering solution, the social scientist the
social solution, each using standardized domain specific approaches. In this research
this started with this traditional approach – how can engineering solutions aid policing.
Though it has been demonstrated how future technology combined with basic predictive
algorithms (which have the capacity to be enhanced) can provide insight for effective
decision making in the apprehension of criminals in vehicle theft, it has been realized
the greater potential with embodying expert knowledge, in a codified form, through
the interdisciplinary approach and adaptation of traditional methods. This research has
begun the journey to understanding how knowledge management can be explored in
traceability systems and the necessity of such integration and evolution to increase the
effectiveness of such technologies and their acceptance. Furthering this capability to
capture human knowledge with quantitative IoT based traceability to yield a knowledge
system that is great than the sum of its discipline specific parts.

Data & its Agility: Firstly, a lack of access to police data and crime statistics meant
that the geospatial points of interest, such as the obstacles such as police stations and
hospitals, which were used to initially modify the route cost, were estimates based on the
datawhich is publicly available including crime hotspot locations and car thief behaviour
[1, 2]. The path predictive algorithm is only as accurate as the data that is entered into
the system and, as a result of the publicly available data not being completely up to date
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and lack of accessibility of real-life data improvements are possible. The behavioural
aspect, how the mind of a criminal may make decisions in a high-stress situation, is
particularly difficult to gain from traditional data sources. This has been investigated
through the exploration of expert knowledge, though this requires a method to codify
such knowledge into a mathematical framework. How to weight human actions in a
digital system is not straightforward, and this codification itself can also be improved
and enhanced for increased accuracy to model and predict human behaviours.

Codification of Temporal Knowledge:Given the dynamic environment of criminal activ-
ity, where the ability to be agile in the criminal world appears to be greater than in for
those trying to apprehend the criminals (partly due to the reactive rather than proactive
nature), it is expected that patterns of behaviour would change. Although AI systems
are being explored for continual learning from numeric datasets, the research problem
is how can agile temporal knowledge be captured, codified and ingested within a con-
tinual learning AI system within a reasonable time period. The human-cyber knowledge
relationship needs further research to ensure the system is capable of agile thinking in
the pursuit of capturing criminals.

Creativity in Technology – does it Exist?: Many technological solutions are based on
a logical approach to solution, following rational steps towards its end point. Criminal
activity is typically creative, spur of the moment, non-conformist and hence the question
remains as to whether technology itself can be creativity. Creativity may be viewed as
an evolvement from just logic – the paradigm of poker versus chess. It may be said that
poker goes beyond predictive rules, it’s something the computer will struggle with even
though it can handle the Cartesian mechanics of chess. The final thought is what is the
art of the possible – how can technology and knowledge management be effective in
creative situations?

6 Conclusion

With the emergence of new science and technology brings the potential to harness their
attributes as enablers for improved products and service provision. In the field of policing
services, these advances can serve two purposes – to aid those committing crimes and
to facilitate capture for those trying to prevent or solve crime. Though this research had
the initial perspective to consider innovative engineering solutions to advance policing
capability it has realized the interconnectedness that exists between users of technology
and the technology itself. The research has shown that though technology can give
additional information to help inform decisions it needs to be coupled with human
knowledge to give the level of sophisticated needed to work in practice, catering for the
nuances that data alone does not reveal. In this application domain where the problems to
be solved, namely the crimes being committed, are evolving in a dynamic environment,
driven by human-centric uncertain behaviours with no clearly defined rules, innovations
involving science and technology need to be coupled with expert knowledge to remain
agile and fit for purpose. Clearly the study has limitations, scope of experimentation
and depth of knowledge acquisition to name two, yet it is felt that it opens the door for
further discussion and deepening research to advance knowledge management practices
with the development of new technological solutions, in policing and beyond.



342 E. MacCallum et al.

References

1. Office for National Statistics (UK). Number of motor vehicle theft offences recorded in
England and Wales from 03/2002 to 22/2021. Chart. 21 July 2022. Statista. https://www.
statista.com/statistics/303551/motor-vehicle-theft-in-england-and-wales/. Accessed 03 Feb
2023

2. Elkin, M.: Nature of crime: vehicle-related theft. Off. Natl. Stat. (2019). https://www.ons.
gov.uk/peoplepopulationandcommunity/crimeandjustice/datasets/natureofcrimevehiclerela
tedtheft

3. College of Policing. Future Operating Environment 2040 (2020). https://assets.college.pol
ice.uk/s3fs-public/2020-08/Future-Operating-Environment-2040-Part1-Trends.pdf

4. National Police Chief Council. Policing Vision 2025 (2017). https://www.npcc.police.uk/doc
uments/Policing%20Vision.pdf

5. Luvisi, A., Lorenzini, G.: RFID-plants in the smart city: applications and outlook for urban
green management. Urban For. Urban Green. 13, 630–637 (2014)

6. Tribe, J., Hayward, S., van Lopik, K., Whittow, W., West, A.: Robust RFID tag design for
reliable communication within the Internet of Things. Int. J. Adv. Manuf. Technol. 121(3–4),
1–15 (2022)

7. Gottschalk, P.: Stages of knowledge management systems in police investigations, Knowl.-
Based Syst. 19(6), 381–387 (2006). ISSN 0950–7051

8. Poe, L., Protrka, N., Roycroft, M., Koivuniemi, T.: Knowledge management (KM) and
intelligence-led policing (ILP). In: Roycroft, M., Brine, L. (eds.) Modern Police Leadership,
pp. 327–343. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-63930-3_25

9. Yang, H., Yang, S.:Mobile tracking architecture in ZigBee RFID sensor networks. In: EPSRC
Workshop on Human Adaptive Mechatronics, May (2010)

10. Hayward, S.: A novel tracking architecture and service for improved asset safety and security
through the supply chain. PHD thesis, Loughborough University Thesis (2022)

11. Wang, Z.:Vehicle positioning utilising radio frequency identification deviceswith geo-located
roadside furniture upon urban-roads. Loughborough University Thesis (2022)

12. Jackson, T.W., Farzaneh, P.: Theory-based model of factors affecting information overload.
Int. J. Inf. Manage. 32(6), 523–532 (2012)

13. Iheukwumere-Esotu, L., Yunusa-Kaltungo, A.: Knowledge criticality assessment and codifi-
cation framework for major maintenance activities: a case study of cement rotary kiln plant.
Sustainability 13, 4619 (2021)

14. Tsalapati, E., Tribe, J., Goodall, P., Young, R., Jackson, T., West, A.: Enhancing RFID system
configuration through semantic modelling. Knowl. Eng. Rev. 36, e11 (2021)

15. Bolisani, E., Padova, A., Scarso, E.: The continuous recombination of codification and
personalisation KM strategies: a retrospective study. EJKM, 18(2), 185–195 (2020)

16. Björninen, T., Espejo Delzo, K., Ukkonen, L., Elsherbeni, A., Sydänheimo, L.: Long
range metal mountable tag antenna for passive UHF RFID systems. In: IEEE International
Conference RFID-Technologies Applications. RFID-TA 2011, pp. 202–206 (2011)

17. Loan,D.: Vietnam starts the deployment of electronic toll collection,VNExpress International
(2016). https://e.vnexpress.net/news/news/vietnam-starts-the-deployment-of-electronic-toll-
collection-3429402.html

18. Mo, L., Qin, C., Tang, X.: Velocity analysis for UHF RFID vehicle license plate. In: Pro-
ceedings of the 2010 International Conference on Optoelectronics. Image Processing. ICOIP
2010, vol. 2, pp. 722–725 (2010)

19. Unterhuber, A., Iliev, S., Biebl, E.: Influence of the vehicle velocity on the number of reads
in UHF RFID scenarios. In: 2019 IEEE International Conference on RFID Technology and
Applications RFID-TA 2019. pp. 421–426 (2019)

https://www.statista.com/statistics/303551/motor-vehicle-theft-in-england-and-wales/
https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/datasets/natureofcrimevehiclerelatedtheft
https://assets.college.police.uk/s3fs-public/2020-08/Future-Operating-Environment-2040-Part1-Trends.pdf
https://www.npcc.police.uk/documents/Policing%20Vision.pdf
https://doi.org/10.1007/978-3-030-63930-3_25
https://e.vnexpress.net/news/news/vietnam-starts-the-deployment-of-electronic-toll-collection-3429402.html


Innovations in Future Crime Decision Making 343

20. Nafar, F., Shamsi, H.: On the design of a user interface for an RFID-based vehicle tracking
system. Int. J. Wirel. Inf. Netw. 24(1), 56–61 (2017). https://doi.org/10.1007/s10776-016-
0329-9

21. Oikawa, Y.: Tag movement direction estimation methods in an RFID gate system. In: Pro-
ceedings of the 2009 6th International SymposiumWirelessCommunicationSystems. ISWCS
2009, pp. 41–45 (2009)

22. Buffi, A., Nepa, P.: An RFID-based technique for train localization with passive tags. In: 2017
IEEE International Conference on RFID. RFID 2017, pp. 155–160 (2017)

23. Ferro, V., Luz, A., Lucrecio, A.: Small long range UHF tag for metal applications. In: 2013
IEEE International Conference on RFID- Technologies Applications. RFID-TA 2013, pp. 1–6
(2013)

24. Turetken, E., Benmansour, F., Fua, P.: Automated reconstruction of tree structures using path
classifiers and Mixed Integer Programming. In: Proceedings of the IEEE Computer Society
Conference on Computer Vision Pattern Recognition, pp. 566–573 (2012)

25. Chen, J., Liu, X., Liu, C., Yang, Y., Yang, S., Zhang, Z.: A modified convolutional neural net-
work with transfer learning for road extraction from remote sensing imagery. In: Proceedings
of the 2018 Chinese Automation Congress. CAC 2018, pp. 4263–4267 (2019)

26. Zhang, L., He, N., Xu, C.: Road network extraction and recognition using color clustering
from color map images (2013)
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Abstract. Software Defined Networking (SDN) is one of the most recent Inter-
net technology that manages the large scale network. SDN decouples the control
plane from data plane, which simplifies the logic of network devices and reduces
the cost of the network infrastructure. The control plane is the key component
of a network which ensures smooth management and operation of the entire net-
work. Distributed SDN controllers have been proposed to solve the scalability
and a single point of failure problem. It is a critical issue for the switch to find the
optimal controller among the distributed controllers. In this paper we propose a
novel scheme for controller selection in distributed SDN environments. The pro-
posed scheme decides optimal controller from distributed controllers by applying
the Artificial Bee Colony (ABC) algorithm for meta-heuristic search and Apri-
ori algorithm for effective association rule mining between switch and controller.
Computer simulation reveals that the proposed scheme consistently outperforms
the scheme employing only ABC and Apriori algorithms separately in terms of
response time, arrival rate, number of messages, and accuracy.

Keywords: Software Defined Network · Distributed controllers · Artificial Bee
Colony algorithm · Apriori algorithm · Selection of controller · Edge computing

1 Introduction

The explosive growth of the Internet of Things (IoT) and mobile devices leads to an
explosion of new applications and services, increasing the burden of what today’s Inter-
net could carry [1]. Especially, since the data collected from a lot of devices can generate
excessive traffic, several researchers have tried to solve this issue using Edge Computing
[2, 3]. To cope with the numerous and diverse IoT devices, the edge computing infras-
tructure has to support a lot of connected devices and the processing of the massive
data collected and complex applications. However, the edge server in edge comput-
ing has limited computational and processing resources compared to high-end servers
in the cloud server [4]. Therefore, to support high scalability, ultra- low latency, high
throughput, and reliable transmission of data, the SDN paradigm is regarded as one of
the suitable solutions [5–7].
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SDN is an innovative technology in the field of computer network that separates
data transmission function and control function from each other, allowing the users
the flexibility of using the functions of the network in their own devices [8, 9]. SDN
has numerous advantages including direct programming, centralized management, fast
delivery, andflexibility. InSDNa single controllermaybeused as a centralized controller.
If excessive packets need to be processed, however, its performance is significantly
degraded because of limited processing capacity and distance to the switching devices
[2]. Meanwhile, the failure of a single controller may lead to the collapse or congestion
of entire network. In order to effectively resolve these issues, the distributed controller
architecture was proposed [10–12]. Distributed controller architectures with more than
one controller could be used to address some of the challenges of a single SDN controller
such as availability [13]. Furthermore, distributed controllers can reduce the latency
or increase the scalability and fault tolerance of the SDN deployment. However, this
architecture increases the lookup overhead of communication between switches and
distributed controllers. Moreover, this approach is difficult to maintain the consistent
state in the overall distributed system [14, 15].

In this paper we propose a novel scheme which allows a switch to select an opti-
mal controller from distributed controllers in SDN for edge computing environments.
The proposed scheme decides optimal controller based on the data and weight of the
controllers using the improved ABC algorithm based on Apriori algorithm for effec-
tive association rule mining between switch and controller. It can achieve controller
optimization while keeping the excellent performance of the improved ABC algorithm.
In the proposed scheme, the priority of each controller was determined by consider-
ing the computing and communication capacity of the controllers using an improved
ABC algorithm, which includes Apriori algorithm and FCFS (First-Come-First-Served)
policy. The proposed scheme significantly reduces the communication latency between
the switch to the controller by selecting an optimal controller compared to the existing
schemes.Also, the proposed scheme can solve the consistency problemby employing the
meta-heuristic association rule mining algorithm. Furthermore, through the uniformly
distributed controller, the proposed scheme increase scalability, connectivity, and flex-
ibility of the network, which increases the communication efficiency and reduces the
propagation delay of the link.Computer simulation reveals that the proposed schemecon-
sistently outperforms the scheme employing only ABC andApriori algorithm separately
in terms of response time, arrival rate, number of messages, and accuracy.

The rest of the paper is organized as follows. Section 2 introduces the related work
for proposed scheme. Section 3 describes the proposed scheme in a detailed manner. The
experimental results of the proposed scheme are explained in Sect. 4. Finally, Sect. 5
concludes the paper and describes future research directions.

2 Related Work

2.1 Software Defined Networking

SDN is an effective networking paradigmwhichmakes it easier for the networkmanager
to control the network [16, 18]. SDN is a conceptual architecture that decouples the
control plane and data plane of the network and enables network partitioning [5]. SDN
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architecture is divided into three categories as shown in Fig. 1: the physical infrastructure
layer, the controllable control layer, and the application layer. This lets SDN not only
create complex paths that cannot be configured in existing networks but also effectively
cope with changing traffic patterns and quickly configure the virtual networks required
in cloud environments. The control plane in SDN is decoupled from the data plane by
drawing the networking functions from the forwarding devices as shown in Fig. 1. The
separation of the control plane and the data plane of the network has the advantage of
being able to respondmore quickly to amalfunction caused by a problemand increase the
flexibility and availability of the network. The control functions are deployed to logically
centralized controllers so that they canbe implementedon a centralized software platform
[17]. Using a single, centralized controller might be efficient since the overloaded switch
can migrate to a new controller from the previously connected one.

Fig. 1. The three-layer structure of SDN

2.2 OpenDaylight

OpenDaylight (ODL) is a modular open SDN platform for the networks of any size and
scale [19, 20]. By sharing YANG data structure in the common data store and messaging
infrastructure, ODL allows for fine-grained services to be created and combined together
to solve more complex problems. In the ODL Model Driven Service Abstraction Layer
(MD-SAL), any app or function can be bundled into a service that is loaded into the
controller. The model-driven approach is being increasingly used in the networking
domain to describe the functionality of network devices [21], services [22], policies [23,
24], andnetworkAPIs [25]. The protocols of choice areNETCONFandRESTCONF; the
modeling language of choice isYANG.NETCONF [26] is an IETFnetworkmanagement
protocol that defines configuration and operational conceptual data stores and a set of
Create, Retrieve, Update, Delete (CRUD) operations that can be used to access these data
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stores. RESTCONF is a model that describes the mapping of YANG data to a REST-ful
API [27, 28]. It is a REST-based protocol that runs over HTTP and is used to access
YANG defined data, using Network Configuration Protocol (NETCONF) defined data
stores. TheYANGdatamodeling language is used to define the data sent overNETCONF
[29]. It can model both the configuration data as well as the manipulated state data.

OpenDaylight SDN controller has several layers. The top layer consists of business
and network logic applications. The middle layer is the framework layer, and the bot-
tom layer consists of physical and virtual devices. The middle layer is the framework in
which the SDN abstractions canmanifest. This layer hosts north-bound and south-bound
APIs. The controller exposes open north-bound APIs which are used by applications.
OpenDaylight supports the OSGi framework and bidirectional REST for the northbound
API. The business logic resides in the applications above the middle layer. The appli-
cations use the controller to gather network intelligence, run algorithms to perform the
analytics, and then use the controller to orchestrate new rules, if any, throughout the
network. ODL supports multi-controllers composing a cluster. If there is only a single
ODL controller, it works individually. The multi-controller structure could avoid the
consequence of single controller crash, and controllers directly communicate with each
other rather than via data plane.

2.3 Artificial Bee Colony Algorithm

ABC algorithm is one of the more recent swarm intelligence based optimization algo-
rithms for solvingmultidimensional optimization problems [30]. Figure 2 is theflowchart
of ABC algorithm.

The intelligent behavior of honey bee colony which search new food sources around
their hive was considered to compose the algorithm. In the algorithm, the colony of
artificial bees consists of three groups of bees called employed bees, onlookers and
scouts. While a half of the colony consists of the employed artificial bees, the other half
includes the onlookers. There is only one employed bee for every food source. That is,
the number of employed bees is equal to the number of food sources around the hive.
The main steps of the algorithm are given below.

First, source initialization is the initial source to a random value.

Xij = Xminj + rand(0, 1)(Xmaxj − Xminj) (1)

Second, the employed bee searches the neighbor source and estimates the amount
of nectar of the source, and informs the onlooker bee of the source of higher fitness.

Vik = Xik + rand(−1, 1)(Xik − Xjk) (2)

Third, here a source is selected probabilistically by onlooker bee based on the source
discovered by employed bee and the estimated amount of nectar. Onlooker bee selects
the source by

Pi = f (Xi)
∑

f (Xn)
(3)
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Initialize sources

Employed bees search for new neighbor source 
around the allocated source

Onlooker bees probabilistically choose one 
source to search for new neighbor source

Find the abandoned sources

Scout bees search new sources

Are termination criteria satisfied?

Initialize soures

No

Fig. 2. The Flowchart of ABC Algorithm

2.4 Apriori Algorithm

Data Mining is a way of obtaining undetected patterns or facts from massive amount of
data in a database.Association rulemining is amajor technique in the area of datamining.
Association rule mining finds frequent itemsets from a set of transactional databases.
Apriori algorithm is one of the earliest algorithms of association rule mining [31, 32].
Apriori employs an iterative approach known as level-wise search. In Apriori, (k +
1) itemsets are generated from k-itemsets. First, scan the database for count of each
candidate and compare candidate support count withminimum support count to generate
set of frequent 1-itemsets. The set is denoted as L1. Then, L1 is used to find L2, set of
frequent 2-itemsets, which is further used to find L3 and so on, until no more frequent k-
itemsets can be found [33]. After finding set of frequent k-itemsets, it is easy to generate
strong association rules. The process of finding each Lk requires the database to be
scanned completely once. To improve the efficiency of the level-wise generation of
frequent itemsets, an important property called the Apriori property, presented is used to
reduce the search space. In Apriori property, all nonempty subsets of a frequent itemset
must also be frequent. A two-step process is used to find the frequent itemsets: join and
prune actions.

1) The join step: To find Lk a set of candidate k-itemsets is generated by joining Lk–1
with itself. This set of candidates is denoted Ck .

2) The prune step: The members of Ck may or may not be frequent, but all of the
frequent k -itemsets are included inCk . A scan of the database to determine the count
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of each candidate in Ck would result in the determination of Lk (i.e., all candidates
having a count no less than the minimum support count are frequent by definition,
and therefore belong to Lk). To reduce the size of Ck , the Apriori property is used
as follows. Any (k–1)-itemset that is not frequent cannot be a subset of a frequent
k-itemset. Hence, if any (k–1)-subset of a candidate k-itemset is not in Lk–1, then the
candidate cannot be frequent either and so can be removed from Ck .

3 The Proposed Scheme

3.1 Basic Operation

The proposed scheme gathers data from all the controllers to measure how often each
controller is used, and then finds the association rules based on the items run frequently
by the controllers. In the SDN distributed controller environment, the controllers are
selected by Apriori algorithm according to the frequency of use. For this, the data of all
the controllers are initialized to random values, and then the neighbor controllers of each
controller are searched regarding the amount of nectar. Using the transaction support of
Apriori algorithm, the controller’s goodness of fit is estimated. In order to minimize the
time for searching the association rules, the FCFS (First-Come-First-Served) policy is
applied. If there exists a priority rule, the rule is selected first. Then the remaining rules
are found.

In searching the source only the one of the highest value is selected, while the others
are discarded. This is for minimizing the communication cost. Figure 3 is the flowchart
of the proposed scheme for selecting an optimal controller based on the data and weight
of the controllers.

Start Initailize all data 
radom values

Transction 
supprot

Collection data 
from the controller

Controller 
frequency 

measurement

Association rule 
setting

Calcuate the 
weight

Controller weight 
measurement

Nectar amount 
using transaction

Controller 
frequency 

measurement

Header : 
highest priority 

node

Yes

No

Fig. 3. The Flowchart of the proposed scheme

3.2 Priority and Weight of Controller

The priority of the controllers is decided using the ABC algorithm as follows. First, the
data of the controllers are initialized to random value, and then the distance between
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a controller and its neighbor one is measured. The fitness of the controllers is then
calculated using the transaction support of the Apriori algorithm and weight of them.
The weight of each controller is defined to represent the throughput. The performance of
a controller is affected by various factors such as distance to communicating controller,
bandwidth, transmission delay, load, and packet loss probability, etc. Only the most
frequently used controller identified by the proposed approach is selected, while the
remaining controllers are excluded. By selecting the most frequently used controller,
collision between the controllers and communication load can be reduced. Also, the
detailed selection algorithm of controller is shown in Algorithm 1.

The following is to calculate the weight of controller_v, w(v).

w(v) = ω1P(v) + ω2S(v) (4)

where ω1 and ω2 are weight coefficients. P(v) is the operational performance and S(v)
is amount nectar of controller_v, respectively.

W (v, s) =α · dis(v, s) + β · ban(v, s)
+ γ · del(v, s) + δ · load(v, s) (5)

In Eq. (5) 0 ≤ α, β, γ , λ ≤ 1, α + β + γ + λ = 1. The parameter of distance,
bandwidth, delay, and load should be normalized:

dis(wv,ws) = dis(wv,ws)
∑

i,j∈l(v,s)&i �=j dis(wi,wj)

ban(wv,ws) = ban(wv,ws)
∑

i,j∈l(v,s)&i �=jban
(
wi,wj

)

del(wv,ws) = del(wv,ws)
∑

i,j∈l(v,s)&i �=jdel
(
wi,wj

)

load(wv,ws) = load(wv,ws)
∑

i,j∈l(v,s)&i �=jload
(
wi,wj

)

Then the weight of wv to all other (n − 1) controllers in the network is:

All − Weight(wv) =
∑n

s=1&s�=v
weight(wv,ws) (6)

The weight of wv is calculated by

W (wv) = μ · weight(wv) + σ · All − Weight(wv) (7)

ALGORITHM 1 Selection of Controller

1. Assume that the path of P1 is (x1, y1, z1) and that of P2 is (x2, y2, z2). The controller 
synchronization occurs with y1 and y2, and one of the new paths obtained is P3: (x1, y2, y1, z1). 
2. Deleting the duplicated switch, the new path P3 is decided.
3. By the same way, another new path P4 is obtained.
4. Applying the fitness function to P1, P2, P3, P4, an optimal path is selected.
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3.3 Transaction

The neighbor source of an assigned source is checked, and the source of more amount
of nectar is notified to the onlooker bee. They are also weighted, and the one of low
nectar amount is discarded. Next, based on the source searched by employed bee and
the estimated nectar amount, the onlooker bee selects the source to search. In this way,
the onlooker bee selects the source of the largest amount of nectar among the ones the
employed bee found.

Let S and C denote a switch and controller, respectively. Each food source, XS
C , in

the population is represented as

X S
C =

{
X S
C ,X S

C , . . . ,X S
C

}
,∀s ∈ N∀c ∈ Ps (8)

wherePs the set of controllers andN is the number of switches. It estimates the amount of
nectar a switch can have from the controllers of identical schedule number. Equation (9)
is used for deciding the fitness of a switch connected to a controller, Fcs:

Fcs = Ccs + θcs,∀cs ∈ Ps (9)

where Ccs indicates the sum of coverages for all schedule numbers with complete cov-
erage, θcs shows the maximum incomplete coverage and Fcs represents the fitness value
for the cs in the controller.

Next, each new cs in the controller for each switch is generated by only updating.

V s
c =

{
s, pri > 0.5 ∀c ∈ Ps,∀c ∈ Nnc

X s
c , otherwise s ∈ ϕ

(10)

Each switch will select a certain number s in the incomplete schedule vector ϕ as a
priority.

3.4 Selection Manager

The controller of a higher weight is needed to have more networking operation. In the
proposed scheme, the controller appropriate for leading the update process is elected
according to the weight. The network manager has the privilege of commanding the
entire network since it keeps the network view. The network manager has the privilege
of commanding the entire network since it keeps the network view. The priority of
controller_i, Pi, is defined as

Pi =
{ �S ∗ W (ci)� without manager

∞ with manager

where S is the scale of the network. The controllers broadcast their priority and receive
the priority of other controller in a present time. They regard the controller with the
highest priority as their header.

The header selection is done following three steps.

Step 1. Pi (i = 1,2,3,…,n) are calculated.
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Step 2. Pi is broadcast during Tb which is broadcast period. It also receives the priority
of other controller.
Step 3. The controller saves the address and priority of the controller which priority is
bigger than itself. And it considers the controller with the highest priority as its header.
Once a controller receives the priority which is same with itself, its priority will be
subtracted one to avoid the same priority.

4 Performance Evaluation

In this section, the performance of the proposed scheme is evaluated via computer sim-
ulation. The simulation is performed on a PC consisting of Intel i5-7500 CPU, Window
OS, and 8GB memory, and the scheme was implemented with Python and MATLAB.
Also, the performance of the proposed scheme is compared with two other schemes
to verify its relative effectiveness, the ABC and Apriori algorithm. The test data set is
from Stanford Network Analysis Project (SNAP), which is a general purpose network
analysis and graph mining library. The controller appropriate to lead the update pro-
cess is elected to handle massive network of hundreds of millions of nodes and billions
of edges. It is efficient for manipulating large graphs, calculates structural properties,
generates regular and random graphs, and supports the attributes of nodes and edges.

To investigate the effectiveness of the proposed scheme,wefirst evaluate the response
time with various sizes of data. The comparison results with ABC, Apriori algorithm,
and the proposed scheme is shown in Fig. 4. Figure 4 shows that the proposed scheme
displays the smallest response time among the three schemes, while the ABC algorithm
is the largest. As a result, the proposed scheme effectively reduces the communication
overhead in searching the controllers than existing schemes.

Fig. 4. The comparison of response time between proposed scheme and existing schemes

Arrival rates of the proposed scheme and existing schemes are compared in Fig. 5,
which demonstrates that the proposed scheme consistently shows the lowest arrival rate
with different sizes of controller data.
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Fig. 5. The comparison of arrival rate between proposed scheme and existing schemes

Figure 6 shows the total amount of messages in ABC, Apriori algorithm, and the
proposed scheme. Observe from the Fig. 6 that the proposed scheme always requires
the smallest number of messages than ABC and Apriori algorithm. When the size of
controller data is between 10 and 30, the ABC algorithm generates more messages than
Apriori algorithm. However, Apriori algorithm needs slightly more messages than ABC
algorithm after 40. This indicates that Apriori algorithm becomes overloaded when the
data size grows beyond a certain level.

Fig. 6. The total amount of messages between proposed scheme and existing schemes

Figure 7 shows the comparison results of the accuracy in ABC algorithm, Apriori
algorithm, and the proposed scheme. In Fig. 7, it demonstrates that the accuracy of
the proposed scheme is about 90%, and it is the highest accuracy compared with the
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accuracies of the existing schemes. The accuracy of the ABC algorithm is the lowest,
however, it continues getting higher accuracy as the controller data gets bigger, and it
has the same accuracy as the Apriori scheme while the update data is 50 eventually.

Fig. 7. The comparison of accuracy with the proposed scheme and existing schemes

5 Conclusion

The SDN paradigm shifts control to a centralized omniscient controller. The controller,
however, creates a bottleneck due to the enormous amount of message exchanges
between the switches and the controller in SDN for edge computing. As a result, inap-
propriate switch assignment to the controller reduces performance. In this paper, we
have proposed a novel scheme which allows a switch to select an optimal controller
from distributed controllers in order to reduce communication and propagation latency
and improve throughput and reliability in SDN. The optimal controller is selected using
the ABC and Apriori algorithms. Also, the priority of each controller in the proposed
scheme was determined by considering the computing and communication capacity of
the controllers. Moreover, the proposed scheme can solve the consistency problem by
employing the meta-heuristic association rule mining algorithm. Computer simulation
reveals that the proposed scheme consistently outperforms the ABC and Apriori algo-
rithms in terms of response time, arrival rate, and number of messages exchanged. In
the future, we will expand the proposed controller selection scheme by employing more
sophisticated scheme such as Gaussian mixture model and artificial intelligence tech-
nique. Also, the proposed scheme will also be tested and expanded considering various
environments and applicationswhere the requirements on the energy and communication
latency are diverse.
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Abstract. Intrusion detection involves collecting and analyzing information
about key nodes in a network to actively detect intrusions or attempts to break
into the system. However, intrusion detection still faces challenges such as high
false alarm and alarm rates, as well as unbalanced and unlabeled data. To address
these challenges, this paper proposes an add-based bidirectional generative adver-
sarial network (Add-BiGAN) for intrusion detection. Add-BiGAN uses an add
operation for feature fusion, extracting and superimposing semantic information
to achieve higher accuracy. The proposed network was tested through a binary
classification anomaly detection experiment on the KDDCUP99 dataset, and the
results showed that the F1 score of the proposed network was 96.11%, making it
the most effective classification method. By utilizing the proposed network, a bet-
ter intrusion detection system (IDS) can be built to detect intrusions in the system
or network, which would reduce the alarm rate and false alarm rate.

Keywords: Intrusion Detection · Bidirectional Generative Adversarial
Networks · Add-BiGAN

1 Introduction

As the use of information technology has become an integral part of our daily lives,
computer security has become of paramount importance. Intrusion detection refers to
the collection and analysis of information about key nodes in the network to detect
signs of security breaches or attacks [29]. The Intrusion Detection System (IDS) is an
active network security technology that protects against attacks. It monitors network
traffic and prevents malicious requests [1], providing protection against insider attacks
by monitoring the network without affecting its performance. It also offers real-time
defense against external attacks and misoperations. With the increasing security threats
to internet users today, malicious attacks have become more complex. The intrusion
detection system, however, is not efficient in identifying unknown malicious attacks and
traffic [8], which results in high alarm rates and false alarm rates. Therefore, there is an
urgent need for more accurate intrusion detection models to address these challenges.
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Traditional machine learning methods, such as decision trees (DT) (Safavian and
Landgrebe, 1991) [13], random forests (RF) (Zhang et al. 2008) [14], and support vector
machines (SVM) (Hsu et al. 2003) [12], have been widely used for intrusion detection.
However, with the advancement of deep learning, convolutional neural networks (CNNs)
(Vinayakumar et al. 2017) [20], recurrent neural networks (RNNs) (Yin et al. 2017) [19],
and long short-term memory (LSTM) networks (Roy et al. 2017) [21] have gained pop-
ularity in this field. Traditional machine learning and supervised deep learning methods
require balanced datasets with labeled samples. However, obtaining attack samples can
be challenging, and supervised learning may not detect previously unknown attacks.
Hence, unsupervised intrusion detection methods have been proposed. These methods
are generally trained using a set of normal samples and classify any samples that deviate
from the normal set as abnormal to detect unknown attacks. This approach can achieve
better results in unbalanced sample scenarios.

The twomain commonly used unsupervised intrusion detection methods are autoen-
coder (AE) and generative adversarial networks (GANs) [9]. The intrusion detection
based on autoencoder (AE) usually employs a reconstruction approach where the recon-
struction error is calculated and used as a threshold to detect anomalies. The approach
has been continuously improved by researchers from 2016 to 2021, including the people
in papers [3, 5, 11, 17], and its effectiveness is confirmed in paper [4]. Aygun et al. pro-
posed a denoising autoencoder (DAE) approach based on AE for intrusion detection in
paper [15]. Torabi et al. (2023) [26] proposed a practical autoencoder intrusion detection
model based on vector reconstruction error, which achieved better results compared to
autoencoder. In contrast, generative adversarial networks are more effective. The first
model based on GAN anomaly detection, AnoGAN, was proposed by Schlegl et al. in
2016 [16], who further proposed the f-AnoGAN (2019) [10]. The performance was fur-
ther improved in the GANomaly (2018) [18] by adding two encoders. Ren et al. (2022)
[27] oversampled the original dataset based on GAN networks to improve the correct
classification rate.

The ability to efficiently map data to the latent space further improves the capacity
to detect anomalies in bidirectional generative adversarial networks (BiGAN). For the
first time, Zenati et al. (2018) [28] introduced the BiGAN architecture in the field of
anomaly detection. Chen et al. (2019) proposed a bidirectional generative adversarial
network that utilized Wasserstein distance in the form of L1 loss [7]. Two different
training architectures were proposed by Kaplan et al. (2020), and both methods made
progress in the performance of BiGAN [6]. Xu et al. (2022) proposed an improved
one-class BiGAN that is more suitable for detecting network intrusion attacks [2].

At this stage, intrusion detection still faces challenges such as high alarm rates and
high false alarm rates, as well as unbalanced and unlabeled data. Although unsupervised
intrusion detection based on BiGAN has been relatively well-developed, the feature
fusion method of the improved BiGAN mentioned above is relatively consistent. This
paper proposes an add-based bidirectional generative adversarial network (Add-BiGAN)
for intrusion detection, which addresses the aforementioned problems and challenges
by optimizing BiGAN. First, Add-BiGAN is an unsupervised deep learning model that
can address the challenges of unbalanced and unlabeled data. Second, Add-BiGAN uses
the add operation for feature fusion, which increases the amount of information and
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improves classification accuracy while reducing alarm rates in intrusion detection. The
contribution of the method proposed in this paper is demonstrated through a detailed
comparison of data using the KDDCUP99 dataset in Sect. 4. The contribution of the
method proposed in this paper is as follows:

1) This paper proposes an Add-BiGAN, which is an unsupervised deep learning model
that can solve the problem of unbalanced and unlabeled data.

2) The proposed Add-BiGAN is different from the current BiGAN that uses a consistent
feature fusion method. The Add-BiGAN uses an add operation feature fusion to
increase the amount of information, which can classify more accurately, and can
reduce the alarm rate when applied to intrusion detection.

3) The proposed Add-BiGAN is compared with other network on the KDDCUP99
dataset. The proposed Add-BiGAN has achieved the best results so far, and its F1
score can reach 96.11%, surpassing the results of other models.

The rest of the paper is organised as follows. Section 2 provides a review pf recent
related work and relevant models for applying unsupervised deep learning to intrusion
detection. Section 3 presents the methodological process and models employed in this
study. Section 4 describes the experiments conducted and the analysis of the results to
lay the foundation for the feasibility of our approach. Section 5 gives conclusions and
makes some suggestions for future research work.

2 Literature Review

The two deep learningmodels, GANandAE, are increasingly being utilized for intrusion
detection. This section primarily summarizes and reviews related works on these two
models, as well as BiGAN, on existing datasets.

Intrusion detection using autoencoders (AE) involves calculating reconstruction
errors using reconstruction methods, which are then used to detect anomalies [3, 5,
11, 17]. In this approach, the AE can be trained with only one class of samples to learn
the distribution in its latent representation. The AE uses this distribution to reconstruct
the input, calculate the reconstruction loss between the output and input, and identify
anomalies based on the calculated loss. A paper [4] confirmed the effectiveness of this
AE-based method, which has higher accuracy in network intrusion detection compared
to existing machine learning techniques. Consequently, researchers have attempted to
improve AEs, resulting in several AE variants. An et al. (2015) [12] proposed a varia-
tional autoencoder (VAE) method that uses the Gaussian distribution of input samples
and identifies anomalies as part of the reconstruction loss. Aygun et al. (2017) [15]
used denoising autoencoders (DAEs). Torabi [26] (2023) et al. proposed a practical AE
intrusion detection model based on vector reconstruction error.

The GAN-based anomaly detection task model is later than the autoencoder. In
2017, Schlegl et al. proposed AnoGAN [16], which was the first model based on GAN
for anomaly detection. They also proposed f-AnoGAN [10], which allows for a direct
mapping from data to potential space by adding an encoder before the generator. This
model avoids expensive additional backpropagation,which improves computational effi-
ciency. GANomaly (2018) [18] uses an encoder-decoder-encoder design to determine
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whether a sample is abnormal by comparing the difference between the latent variables
obtained by encoding and the latent variables obtained by reconstructing the encoding.
Ren et al. (2022) [27] oversampled the original dataset using a GAN network and then
fed it into a classifier for training. They used GAN to augment the dataset to improve
the correlation accuracy.

Bidirectional generative adversarial networks (BiGANs) improve their ability to
detect anomalies bymapping datamore efficiently into latent space. Compared toGANs,
BiGANshave a better effect in intrusion detection. Zenati et al. (2018) [28] introduced the
BiGAN architecture into anomaly detection. Chen et al. (2019) [7] proposed a BiGAN
usingWasserstein distance in the formof L1 loss. Thismodel consumes fewer computing
resources, which is conducive to evaluating the anomaly scores of the target sample,
significantly reducing the time cost of the training and testing process. In order to reduce
the influence of this dependency of BiGAN, the learning process of the generator and
the learning process of the dependency discriminator are improved. Kaplan et al. (2020)
proposed two different training architectures, and both approaches have advanced in the
performance of BiGAN[6]. Xu et al. (2022) proposed an improved BiGAN that is more
suitable for detecting network intrusion attacks, with less training overhead and a simpler
class of classifiers. This improved model achieves good results on the NSL-KDD dataset
and the CIC-DDoS2019 dataset [2].

To sum up, using the optimization of BiGAN to solve the challenges of high false
alarm rate and high alarm rate of intrusion detection, the Add-BiGAN is proposed. The
third section is to introduce this work in detail.

3 The Proposed Add-BiGAN Model

3.1 Model Composition and Training Process

The proposed Add-BiGAN model in this paper is based the BiGAN, which consists of
an encoder, a generator, and a discriminator. The model’s architecture is illustrated in
Fig. 1.

Train 
Dataset

(x)

Generate
d data
(G(z))

Encoded 
data
(E(x))

Random 
vectors

(z)

Encoder

Generator

Discriminator Output(0,1)

Fig. 1. The model of Add-BiGAN: modify BiGAN from paper [23]
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The role of the encoder in Add-BiGAN is to map the training data to encoded data,
while the generator maps random vectors to generated data. The goal is for the encoder
and generator to map each other, as described in paper [22].

The main role of the discriminator of the Add-BiGAN in the training phase is to
distinguish whether the input data is from the encoder or forged by the generator. In the
test phase, the usage differs from that explained in the specific process of Fig. 2 below. In
the Add-BiGAN proposed in this paper, the input of the discriminator is modified, which
is different from the discriminator input of BiGAN. In BiGAN, the input is concatenated,
which links data x (or G(z)) with its latent space E(x) (or z). Then the two concatenated
data are fed into the discriminator [22, 23]. On the other hand, Add-BiGAN directly
inputs the two related inputs to the discriminator simultaneously, enabling richer feature
fusion. This paper proposes to use the Add operation for fusion to increase the amount
of information and improve classification accuracy.

The training process for Add-BiGAN is divided into two steps. The first step trains
the discriminator (D) tomaximize the objective function described inEq. (2), but does not
update the generator and encoder. The second step is to train the generator and encoder to
minimize the objective function related to the discriminator. It is to fix the discriminator
and fix the generator and encoder separately for training at all levels, so as to achieve the
encoder and generator convergence. When the training optimization is complete, G and
E are inverse maps of each other and can be displayed as x = G(E(x)) and z = E(G(z)).
The discriminator can distinguish between the generated data and the real data. Using
the encoder and discriminator in this model to achieve binary classification, the specific
training and testing process will be detailed in Fig. 2.

The encoder induces a distribution pE(z|x) = δ(z − E(x)) mapping data points x
into the latent feature space of the generative model. The discriminator is also modified
to take input from the latent space, predicting PD(Y |x, z), where Y = 1 if x is real
(sampled from the real data distribution pX ), and Y = 0 if x is generated (the output of
G(z), z ∼ pZ ) [23].

BiGAN training objectives are defined as very large and very small objectives:

min
G,E

max
D

V (D,E,G) (1)

where

V (D,E,G) :=EX∼pX
[
Ez∼pE(·|X )

[
logD(x, z)

]] + EZ∼pZ
[
Ex∼pG(·|Z)

[
log(1 − D(x, z))

]]

(2)

where Ez∼pE(·|X )

[
logD(x, z)

]
is equivalent to logD(x,E(x)), with z being the encoding

result of the real sample x by the encoder. Ex∼pG(·|Z)

[
log(1 − D(x, z))

]
can be replaced

by log(1 − D(x, z)), with x being the generated result of the input random vector z by
the generator.

Next, we will explain how the model can be trained using an unbalanced dataset to
achieve good results. The specific training and testing process is shown in Fig. 2.
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Fig. 2. Overall flow structure of Add-BiGAN

The overall process is roughly divided into a training process and a testing process,
specifically divided into four steps:

1) Dataset segmentation and preprocessing. Prior to training, the dataset is divided into a
random 9:1 split. A portion of the data is used as the training set, while the remaining
portion is used as the test set.

2) Discriminator training. The encoder and generator are fixed, with real data used as
input for the encoder and random noise used as input for the generator to obtain the
encoding and decoding results. The real samples and their corresponding encoding
results are simultaneously input into the discriminator and labeled as real with a score
of 1. The output of the generator and its corresponding random noise input are input
into the discriminator together and labeled as fake with a score of 0. The learning
objective of the discriminator is to assign a high score when the input is from the
encoder and a low score when the input is from the generator.

3) Training of encoder and generator. The training process of the generator involves
feeding a random noise vector into the generator, which generates an output. The
generated output and the noise vector are then fed into the discriminator, and a score
is obtained. At this stage, the discriminator’s parameters are fixed, and the generator
needs to adjust its parameters to minimize the score obtained from the discriminator.
In contrast, the training process of the encoder involves feeding a real vector into
the encoder, which generates an output. The real vector and its corresponding output
are then fed into the discriminator, and a score is obtained. At this stage, the dis-
criminator’s parameters are fixed, and the generator needs to adjust its parameters to
maximize the score obtained from the discriminator.

4) Test the process. After training the discriminator, generator, and encoder, the test of
the dataset uses the encoder and discriminator. The test sample is first encoded using
the encoder. Then input the test sample and the encoded output into the discriminator
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at the same time. Finally, the result was obtained. Since the real samples input during
the training phase are a type of sample. The discriminator distinguishes the same
data as the training sample. The same will be judged as normal data, and the different
will be considered abnormal data. Finally, the discriminator completes the binary
classification.

3.2 Encoder

The encoder mainly learns the features of the input sample. Its internal specific
parameters and structure are shown in Fig. 3.

Input
121*1

Output
8*1

FC(64) +
Relu 

Encoder

FC(32) +
Relu +

Dropout
0.5

FC(32) +
Relu

Fig. 3. Specific structure of the encoder

The encoder has a specific structure that involves using a three-layer fully connected
network to transform a 121-dimensional tensor into an 8-dimensional tensor. All fully
connected layers in the encoder use ReLU as the activation function. To prevent over-
fitting, a Dropout layer is used after the second layer of the fully connected network,
with a parameter of 0.5, causing half of the neurons to be inactivated during training.
The initial input of the encoder is the tensor that results from Onehot encoding the data,
which is represented as “Input” in the flowchart. The final output of the encoder is an
8-dimensional tensor.

3.3 Generator

The generator’s main function is to generate fake samples using random noise or tensors.
In this case, it uses 8-dimensional random noise tensors to generate 121-dimensional
tensors to deceive the discriminator. The aim is to train the discriminator’s ability to
distinguish between real and fake data, without being able to distinguish between input
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from the encoder or the generator. The specific internal parameters and structure of the
generator are depicted in Fig. 4.

Input
8*1

Output
121*1

FC(32) +
Relu

Generator

FC(64) +
Relu +

Dropout
(0.5)

FC(121) +
Sigmoid

Fig. 4. Specific structure of the generator

The generator has a specific structure, which includes three fully connected layers.
The first two layers use the ReLU activation function, and a dropout layer is added
after the second layer to prevent overfitting. The third layer uses the Sigmoid activation
function to limit the output tensor datawithin the range of [0, 1]. This structure is inspired
by the encoder provided in the paper [2].

3.4 Discriminator

During the training phase, the discriminator’s main objective is to differentiate between
inputs from the encoder and generator. In the testing phase, its objective shifts to deter-
mining whether the input from the encoder for real samples is similar to previously
encountered data. The specific structure of the discriminator is depicted in Fig. 5.

We propose an Add-based discriminator. The discriminator takes input from the
generator and encoder and passes them through fully connected layers, activating tensors
of the same dimension. It then uses additive fusion to obtain the characteristics of a 32-
dimensional tensor. After passing through a dropout layer and the LeakyReLU activation
function (with an alpha value of 0.3), the tensor goes through another fully connected
layer to obtain a fraction, which is then transformed to a decimal value between 0 and 1
using the Sigmoid function. This decimal value represents the probability of the traffic
being normal or abnormal.
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Fig. 5. Specific structure of discriminator

3.5 Loss Function

Because it is different from ordinary image generation, BiGAN is used for binary classi-
fication. The output of the discriminator is output by the activation function of Sigmoid as
fixed 0 and 1, so binary cross-entropy is chosen as the loss function. Binary cross-entropy
is a loss function commonly used in binary classification problems:

Loss = − 1

N

N∑

i=1

yi · log
(
p
(
yi
∧)) + (1 − yi) · log(1 − p

(
yi
∧)

) (3)

where yi is the label 0 or 1 of the sample.
where p

(
yi
∧)

is the score after the generator and encoder input discriminator, which
is a decimal between 0–1. Multiple data and label losses can be calculated, and when
the prediction is completely accurate, the loss is 0.
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4 Experimentation and Discussion

4.1 Experimental Setup

4.1.1 Data Set

Our experiments are based on the KDDCUP99 dataset, the 1999 Thrid International
KnowlegdeDiscovery andDataMiningToolsCompetitionwhose goal is to build a robust
intrusion detection system. The KDDCUP99 dataset, while not a perfect representation
of existing real-world networks and with some redundant data, has been widely used as
a valid benchmark for comparing different intrusion detection methods due to the lack
of a public dataset that can be used to build new models of network intrusion detection.
Compared to some other new datasets, KDDCUP99 is the most widely used dataset.
Because most of the articles use BiGAN for intrusion detection on the KDDCUP99 10
percent dataset and the data in it is fixed, it is finally determined to use this data. The
KDDCUP99 dataset is the Feature Extract version of the DARPA dataset (DARPA is the
original dataset). KDDCUP99 extracted 41 features for each connection and labeled the
data using theBro-IDS tool. TheKDDCUP99 10 percent dataset is an official benchmark
dataset with a fixed set of data records, containing a total of 494,021 records, including
396,743 anomalous records and 97,278 normal records (Table 1).

Table 1. 42 features of the KDD-99 dataset

No Features Type No Features Type

1 duration int64 22 is_guest_login int64

2 protocol_type object 23 count int64

3 service object 24 srv_count int64

4 flag object 25 serror_rate float64

5 src_bytes int64 26 srv_serror_rate float64

6 dst_bytes int64 27 rerror_rate float64

7 land int64 28 srv_rerror_rate float64

8 wrong_fragment int64 29 same_srv_rate float64

9 urgent int64 30 diff_srv_rate float64

10 hot int64 31 srv_diff_host_rate float64

11 num_failed_logins int64 32 dst_host_count int64

12 logged_in int64 33 dst_host_srv_count int64

13 num_compromised int64 34 dst_host_same_srv_rate float64

14 root_shell int64 35 dst_host_diff_srv_rate float64

15 su_attempted int64 36 dst_host_same_src_port_rate float64

16 num_root int64 37 dst_host_srv_diff_host_rate float64

17 num_file_creations int64 38 dst_host_serror_rate float64

18 num_shells int64 39 dst_host_srv_serror_rate float64

19 num_access_files int64 40 dst_host_rerror_rate float64

20 num_outbound_cmds int64 41 dst_host_srv_rerror_rate float64

21 is_host_login int64 42 label object
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4.1.2 Data Processing

The fields protocol_type, service, flag, land, logged_in, is_host_login and is_guest_login
in the previous 41 features are one-hot encoded and the original data for these fields is
removed. The Label field is encoded as 0 for normal and 1 for abnormal data. Next, 90%
of the data is randomly selected as the training set, while the remaining 10% is selected
as the test set. In this experiment, since abnormal data is predominant, Add-BiGAN’s
encoder, generator and discriminator are trained on the abnormal data. However, in
real-world scenarios, normal data can also be selected for training.

4.1.3 Experimental Setup

In this study, the TensorFlow deep learning framework was used to conduct experiments
on a system with an 8-core i7-7700HQ CPU, 16G of RAM, Windows 10, and a GTX-
1050 graphics card. The training parameters were set to 1000 epochs and 64 batch size,
and the training process was divided into two phases. First, the discriminator was trained,
followed by the encoder and generator, using the same training parameters. Adam [24]
was used to optimize both phases of training, with the learning rate set to 0.001.

4.1.4 Metrics

In this experiment, four metrics, namely Accuracy, Precision, Recall, and F1 Score, are
utilized to assess the efficacy of the two-classification deep learning classifier proposed
in this paper.

Accuracy is defined as the ratio of the number of correctly predicted samples to the
total number of samples. However, in the presence of an extremely unbalanced sample,
the magnitude of accuracy may not hold much significance. Nonetheless, in this paper,
accuracy still holds some relevance as, after partitioning the data, although the proportion
of abnormal data is large, it accounts for approximately 80% of the total data. Its formula
is:

Accuracy = TP + TN

TP + TN + FP + FN
(4)

Precisionmeasures the proportion of true positive predictions among the total number
of positive predictions made by the model. In the field of information retrieval, precision
is sometimes referred to as “accuracy”. Its formula is:

Precision = TP

TP + FP
(5)

Recall, also known as recall rate in the field of information retrieval, measures how
many true samples are correctly identified by the model. Its formula is:

Recall = TP

TP + FN
(6)

Precision and Recall are two opposing measures, meaning that when one is very
high, the other may be low. F1 Score can effectively balance both Precision and Recall,
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making it a reliable measure in the presence of unbalanced data. F1 Score is calculated
as a weighted harmonic mean of Precision and Recall. Its formula is:

F1 Score = 2 × (
Precision × Recall

Precision + Recall
) (7)

4.2 Ablation Experiment

The ablation experiment is used to prove whether what we add has an effect in the
experiment, so we did the experiment as shown in Table 2.

Table 2. Ablation experiment

Methods Data sets Accuracy Precision Recall F1 Score

Add-BiGAN without add KDDCUP99 96.77% 86.04% 99.98% 92.49%

Add-BiGAN KDDCUP99 98.42% 93.98% 98.42% 96.11%

The ablation experiment onAdd-BiGANwithout add andAdd-BiGANdemonstrated
that theAdd-BiGANmodel had better effect. Add-BiGAN achieved a higher accuracy of
abnormal detection for KDDCUP99 and fewer alarms. However, Add-BiGAN’s recall
was somewhat lower than that of Add-BiGAN without ADD. Because ADD can super-
impose the extracted semantic information, it can highlight the proportion of correct clas-
sification, which is conducive to the final classification. Therefore, in the Add-BiGAN,
better accuracy and higher F1 scores can be obtained. The residual structure of the Resnet
[25] is based on this principle. Generally, a higher F1 score than theAdd-BiGANwithout
add was obtained under the ablation experiment of the Add-BiGAN. The F1 score, a
weighted harmonic average of Precision and Recall, is 96.11%.

4.3 Comparison Experiment

Tomeasure themodel presented in this paper, it is necessary to compare other state-of-art
approaches. Therefore, the effects of all recent models are listed in Table 3.

Table 3. Performance of our approach and other state-of-art approaches

Methods Data sets Accuracy Precision Recall F1 Score

AnoGAN[16] KDDCUP99 --------- 87.86% 82.97% 88.65%

Improved BiGAN [7] by Chen KDDCUP99 --------- 93.24% 94.73% 93.98%

Improved BiGAN [6] by Kaplan KDDCUP99 89.5% 83.6% 99.4% 90.8%

Improved BiGAN [2] by Xu KDDCUP99 97.85% 90.58% 99.6% 94.87%

Add-BiGAN without add KDDCUP99 96.77% 86.04% 99.98% 92.49%

Add-BiGAN KDDCUP99 98.42% 93.98% 98.42% 96.11%
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Firstly, the results of the Add-BiGAN proposed in this paper based on KDDCUP99
data were significantly higher than the accuracy of the BiGAN proposed in the paper
[7]. Chen [7] used half of the data in the KDDCUP99 dataset for training and the other
half for testing. Using the Add-BiGAN presented in this paper to compare the model in
the paper [6], it is possible that recall did not exceed, but the other three parameters were
exceeded and the Add-BiGAN achieved a higher F1 score. Since Recall and Precision
are mutually exclusive two accuracy rates, one will increase and the other will decrease
appropriately. And the authors of paper [6] only selected a small portion of the data for
testing. Overall, the model presented in this paper performs best. The model in paper [2],
although experimented on the NSL-KDD dataset, we modified the input and performed
experiments on the KDDCUP99 dataset, keeping the input consistent with our proposed
Add-BiGAN. The results show that the F1 score of our model is significantly higher
than that of the model in the paper [2].

The experimental results indicate that the proposed Add-BiGANmodel achieved the
highest F1 score of 96.11% on the KDDCUP99 dataset, suggesting that it outperforms
other models at this stage.

5 Conclusion

This paper proposed an Add-BiGAN for intrusion detection. By improving BiGAN, the
model can effectively solve the problemsof high false positive rate and false negative rate,
as well as unbalanced and unlabeled data in the intrusion detection system. It uses an add
operation for semantic information superposition, which will highlight the proportion
of correct classification, which is more conducive to correct classification, and the F1
score is 96.11% on the KDDCUP99 dataset. The results of ablation experiments and
comparative experiments show that the F1 score of the improved model performs best in
the current model. In the case that the actual scenario needs to be very strict for intrusion
detection, the Add-BiGAN without add model can be used. For those who want a lower
alarm rate and better identification, the Add-BiGAN can be used. In the future, we will
try to apply the Add-BiGAN to other intrusion detection datasets such as CIC-IDS-2018,
and use it under real working conditions to see its performance and make improvements
accordingly.
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Abstract. The accelerated technological growth majorly influencing our every-
day lives, Internet of Things (IoT) has been a trending topic and current interest in
the contemporary world. IoT has benefited in revolutionising lifestyles, improving
quality of life. Therefore, with the help of IoT, the study proposes a prototype for
washroom occupancy tracking and hygiene monitoring system called the Wash-
roomium. The prototype is evaluated with targeted users within the Asia Pacific
University campus and received favourable feedback. It is hoped that this proto-
typewould be able to provide a pleasant washroom experience for the stakeholders
of university by bringing them an at-desk indication on the occupancy and hygiene
status of washroom cubicles, alleviating queues and disappointment.

Keywords: Knowledge Management · Internet of Things ·Washroom ·Mobile
Applications

1 Introduction

Thebeginning of the seconddecade of the 21st century saw the rise of the fourth industrial
revolution, Industry 4.0 (IR 4.0). This innovation has been defined as a strategic initiative
introduced byGermany, aimed at the transformation of industrial manufacturing through
digitalization and exploitation the potentials of new technologies, such as the Internet
of things (IoT) [6]. Today, the Internet has become omnipresent, and it has undoubtedly
influenced almost every sector globally, impacting numerous people in unimaginable
ways. However, this is only the beginning.We are entering an era of even more pervasive
connectivitywhere a verywide variety of applianceswill be connected to theweb, known
as the Internet of Things (IoT). This term has been defined by many authors in several
different ways. The Internet of Things is simply defined as an interaction between the
physical and digital worlds.

The digital world interacts with the physical world using a plethora of sensors and
actuators [8]. IoT can also be defined as a paradigm in which computing, and networking
capabilities are embedded in any kind of conceivable object [4]. We are now living in
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a world with smartphones, smart televisions, smart fridges or other smart appliances in
our daily life. Washrooms are now becoming part of this advancement. In a highly active
environment such as a workplace or university, people have limited time to spare for
washroombreaks. Having to queue up to use awashroom cubicle due to full occupancy is
awaste of valuable time. This leads to sanitation issue that ariseswith sharedwashrooms.
While waiting for an unoccupied cubicle, the user also expects a certain level of hygiene.

One crucial aspect in a public washroom that should be considered is hygiene and
sanitation. According to the study carried out by theWorld Health Organisation (WHO),
the United Nations estimated that 4.2 billion people are living on this earth without
safely managed sanitation. 1.6 million lives are lost per year, suffering from diarrhoea
due to lack of sanitation and hygiene [7]. Shared toilets are known to be a common
transmission medium of infectious diseases due to environmental contamination [9].
Therefore, these respective researchers havemade the developer understood clearly in the
point of viewof public health that better hygienemeasures are themost effective to reduce
the risk of diarrhoea and gastrointestinal diseases, as well as control the outbreak of novel
infectious diseases such as the COVID-19. At present, in highly active environments
which are largely populated, a general issue faced by people is having to make a trip
to the washroom, only to see that the cubicles are already fully occupied and therefore
must queue up or walk back to their desks. These environments often have a limited
number of washrooms and washrooms are located far from frequented areas. In a highly
active university that runs on a tight schedule, where students are attending back-to-back
classes, lecturers rushing from one place to another, and other office staff have minimal
time, the matter could result in time wastage and bringing dissatisfaction to specific
students and personnel.

Connecting to the above problem, another issue to factor in is the case of hygiene.
Hygiene is defined as the degree to which people keep themselves or their environment
clean, mainly to prevent disease [2]. Environment in this context would be related to the
washroom. Any individual would prefer a clean, hygienic washroom over a washroom
with poor sanitation. Proper hygiene and sanitation are common problems faced with
shared washrooms either in private institutions or public washrooms. Moreover, there an
additional risk of getting infected by the COVID-19 with a lack of sanitation in public
toilets [1]. As a solution of the for the above-mentioned issues, a system of updating
the washroom users on the availability and cleanliness of the washroom cubicles while
they remain in their respective locations is proposed. This will not only comfort and ease
users with facilitated washroom usage, but also the washroom maintenance team. The
system will make use of the potential of IoT by using devices that can collect and send
information, receive and act on information or do both.

This study attempts to develop a washroom occupancy tracking and hygiene moni-
toring system for universities like Asia Pacific University (APU) through the application
of IoT in solving complications encountered by washroom users. There are more than
12,000 students frommore than 130 countries studying at Asia Pacific University where
an average of 8,000 students are present on campus on a normal working day. Moreover,
there is an approximate number of 600 staff including, lecturers, department executives,
security guards and cafeteria personnel. Also, there are reoccurring Open Days that hap-
pen each week, where the university welcomes around 100–200 visitors and students.
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Simultaneously, another key user will be the washroom team supervisor and his cleaning
team. The reason of conducting this research at Asia Pacific University is because of its
ever-growing student population and limited number of washrooms. The demand is not
meeting the supply, therefore making it the perfect case study. The developer will be
targeting around 7,500 on campus daily washroom user.

Asia Pacific University (APU) in Malaysia has a large and growing student pop-
ulation. In addition, that are numerous staff members on campus during the standard
working hours. Previously, washrooms were located in only one block, Block E, which
proved inefficient to the university’s large student and staff population. Most of the time,
regardless of peak hours, almost all washroom cubicles were occupied. Users would
either wait in a queue with an average of 4–6 min of waiting time before accessing a free
washroom cubicle. However, in urgent situations, users would have to rush from one
floor to another, to find a free washroom to prevent any embarrassing accidents. A set
of washrooms has been opened in another block, Block B, to resolve the full occupancy
of washroom cubicles issue. This solution has not been entirely successful as there are
peak hours, such as lunchtime, where a large percentage of the campus population uses
the facilities. Moreover, increasing the number of washrooms does not solve the issue
of hygiene in those areas.

On many occasions, there are unpleasant odours that linger in the washrooms, which
can be traced back to those washrooms’ hygiene and sanitation levels. These issues
are linked to inefficient cleaning and maintaining service provided by a limited number
of cleaning crew. According to the cleaning team’s supervisor, washrooms are only
cleaned at certain times of the day. As people around the world continues to struggle
with the COVID-19 pandemic, hygiene in shared washrooms should be considered
primordial. The cleaning team supervisor will have reports and notifications on when
and which washrooms need cleaning and maintenance, so the required human resources
are deployed to the required washroom locations. The only expenses will be for the low-
cost sensors and components at a one-time cost of approximately RM20 per cubicle.
Having a cleaner and more hygienic environment means better health for students and
staff, eventually increasing productivity.

The system will facilitate Asia Pacific University’s stakeholders, of both genders, in
locating the nearest unoccupied washroom cubicles based on their respective locations
within the campus Washrooms at APU are found at an average distance of 25 m from
other facilities. Usually, it will take someone and an average of 7 to 10 min to take a
washroom trip. As a result, valuable time is lost, whether a student is missing part of
their lecture or staff pausing their work. The system will allow users to save time from
displacing and waiting in washroom queues, eventually making them more productive.
The data collected from the proposed IoT-based system will also serve a bigger knowl-
edge management requirement in APU since the large amounts of data over time can
be analysed to provide insights and improve decision-making processes. By integrating
IoT data into knowledge management processes, APU would be able to improve their
ability to learn from their students experiences, adapt to changes, and make data-driven
decisions.

The remainder of this paper is organized as follows. Section 2 presents the materials
and methods to design and develop the prototype of Washroomium mobile application.
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Section 3 presents the evaluation methods, and finally Sect. 4 concludes with plans for
future development.

2 Materials and Methods

This study proposed a prototype for washroom occupancy tracking and hygiene moni-
toring system called the Washroomium based on the design thinking framework [3, 5].
The central technology to this prototype is the Internet of Things (IoT), which inter-
connect the sensors, Washroomium application, and Internet connectivity to collect and
exchange data. The following are characteristics of the proposed Washroomium mobile
system:

– To provide washroom users real-time data on the occupancy status of washroom
cubicles.

– To suggest washroom users with the nearest washrooms from their location.
– To motivate washroom users to keep the washrooms clean after usage.
– To assist thewashroom cleaning team in optimising the cleaningmethod ofwashroom

cubicles.
– To notify the washroom cleaning team whenever and wherever a washroom cubicle

needs to be cleaned.
– To design and develop a Washroom Occupancy Tracking and Hygiene Monitoring

mobile application.
– To have an ergonomic user interface to encourage washroom users to use the system

without any difficulty and to cater for better user experience.
– To create an IoT integrated prototype model to simulate scenarios.

Washroomiumwill be developed as amobile application using the Flutter Framework
along with the Dart programming language on the Android Studio IDE. The microcon-
troller, NodeMCU ESP8266 will be programmed using the C language on the Arduino
IDE. The main sensor to detect the occupancy of each washroom cubicle will be a low-
cost Passive Infrared sensor. To further enhance the mobile application, a set of libraries
and packages have been short-listed, to be added to the development process. Moreover,
Google Firebase was identified as the most suitable database for this IoT driven project
due to its Realtime database feature. As mentioned above, Flutter gives the ability to
develop cross-platform applications; therefore, Washroomium will be available on both
Android and the iOS mobile operating systems.

2.1 Design

The proposed Washroomium system has the following specifications: NodeMCU
ESP8266 with 2 Washroom Cubicles, Passive Infrared Sensors, and Simulated Wash-
room Cubicles for Male and Female. All sensors are connected to a Raspberry Pi Model
3B+ and the Pi is connected to the Internet through its Wi-Fi module. Each cubicle and
the sensors installed inside are individually identified using an identification number. All
sensors have been programmed using the Python programming language to interact with
the Raspberry Pi when collecting data and Firebase database is used to store sensors’
data in real-time.
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Figure 1 and Fig. 2 show the system architecture ofWashroomium.When the cubicle
is in use, the PIR sensor is activated and communicates with the Raspberry Pi and is
becomes idle once the person leaves the cubicle. Bearing in mind that when a person
uses the cubicle, the flush tank is full, and the distance of the water surface and tank lid
is only few centimetres apart.

Fig. 1. System Architecture of Washroomium.

Fig. 2. Rich Diagram of Washroomium.

When leaving the cubicle, the user flushes the toilet, and the water level goes to and
exceed a certain threshold set to know then flushing occurred. In an event where the
water has not reached that threshold, a notification and SMS is sent to the janitor with
the identification detail of that cubicle. This is because there is a high probability that
the toilet was left unflushed by the user.

2.2 Prototype

The system architecture for Washroomium is translated into a working prototype model
and evaluated in a real-time environment.

IoT Prototype. A prototype of theWashroomiummobile application is developed with
two (2) washroom cubicles for male and female as in the real-life scenario. The Passive
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Infrared Sensors (PIR) are embedded inside the roof of each cubicle just above the toilet.
The PIR sensors are connected to the NodeMCU ESP8266 powered by a 5V current.
Figure 3 shows the IoT implementation of Washroomium prototype.

Fig. 3. IoT Prototype of Washroomium.

The sensors sensitivity and sensing distance can be adjusted based on the size of
the cubicles. The sensors has two slots made of IR sensitive materials which senses the
same amount of IR when the sensor is idle. When a warm body passes by, one half of the
sensor is intercepted which cause a negative differential change. These changes are what
is detected, which in this case are people using the cubicle. The data is then collected
by the microcontroller and updated in the real-time database.

Mobile Application. Figure 4 shows the onboarding screen that will launch when the
user clicks on the icon of Washroomium on the application menu of the phone. The user
will be directed to the first page of the application for the first time. The landing screen
will have the logo of Washroomium and a welcoming message.

Fig. 4. User Interface of Washroomium.
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To have access to the application the user has to click on “Continue as a washroom
user” for anonymous login. This also has the Read Privacy Policy button. Even though
Washroomium does not need the user to explicitly sign into the application, it is consid-
ered as a good approach to the able to uniquely identify them. This may be for security or
analytics purposes. Anonymous sign-inmethod is also provided to provide an extra layer
of security; therefore, it can be detected when a request comes in from an authenticated
user.

Figure 5 shows that the washroom cubicles are not being used by anyone. Therefore,
the Passive Infrared Sensors (PIR) in both male and female cubicles are not detecting
any change in heat inside the cubicle. The information is shown in sent to Firebase
Realtime database and retrieved from the Washroomium application on its washroom
state page. If the normal cubicle temperature raises to body temperature and the sensors
also detect moving objects, Washroomium will be triggered. These data are transmitted
to the microcontroller which feeds the database.

Fig. 5. Testing Washroomium in Action.

The user can then view the occupancy in real-time regardless of his or her location.
Similarly, when infrared radiation is detected by the sensor inside the female cubicle,
the cubicle will light up Red and labelled as ‘Occupied’ to inform the user that the
cubicle is in use. As such, the user can use the back button and select another nearest
washroom. The colour red is used to show that a cubicle is occupied as it works as a
metaphor of ‘Stop’. Consequently, green colour works as an international meaning of
‘Go’, therefore suitable to use when the cubicles are empty. In a real-life scenario, the
PIR sensor detecting range is calibrated to give reading of a certain range only, and in
this case the sensor can be adjusted to one metre depending on the size of the cubicle.

Additional Features. The Washroomium state page also consist of a ‘Report’ button
in an event when the user found a dirty cubicle and wishes to inform the cleaning team.
Washroomium retains the washroom location based on the particular washroom the user
is trying to lodge the report from, which in terms of user experience helps the user for
not keying in the washroom location again. A dropdown with a list of several washroom
issues are provided to the user. The usermay select one ormorewashroom issues ranging
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from wet floors to unflushed toilets to bad smell. The list of selected issues are shown
to the user after being selected.

Users can upload a picture, a featurewhen lodging a report. The userwill be prompted
with a dialog box for him or her to make a choice on whether to use the phone gallery
or phone camera to take a picture. In an event when the user chooses the gallery option,
the application will open the phone gallery allowing the user to select a picture he or she
wants to upload. In an event when the user decides to take a picture using the phone’s
camera, the application will launch the camera feature whereby the user can snap a
picture. A cropper feature has been added which can allow the user to crop the image
taken to the desired size.

3 Evaluation

To evaluate the prototype of Washroomium, a User Acceptance Testing (UAT) was
carried out in-person with students and staff at the university. UAT is the last phase of
the software testing process. UAT is carried out to ensure that the system would behave
as expected in its actual environment based on the given specifications.With ‘user’ as the
prime word, this phase of testing in important to verify that the solution is working for
the intended user and bringing amendments and correcting defects to suit the expectation
of the user.

UAT also called beta testing and is done before rolling out the software on the mar-
ket. The users are given the chance to interact with the system and checks if all features
are working properly, overlooked features and any miscommunication that might have
happened. The developer will design a test which would encompass all the functional
scenarios in layman terms so that the non-technical testers better understand the appli-
cation. 20 UAT forms were distributed to the targeted audience including the washroom
supervisor. The UAT testing sheets is a questionnaire where they ‘real’ end-users grade
the software to know ifwhether it is fulfilling its purpose and ensuring to provide business
benefits as shown in Fig. 6.
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Fig. 6. User Acceptance Test (UAT) form for Washroomium.

Next, Fig. 7 shows the scenario respondents are using Washroomium. During the
UAT, respondents were provided with the .apk file and .ipa file on their android phones
and iPhones. They will be briefed on the flow of the system and provided a demo.
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Fig. 7. Scenario during User Acceptance Test (UAT) of Washroomium.

The results from the questionnaire distributed were very positive with most of the
users giving good and constructive feedback and explain their desires of having the
system implemented at Asia Pacific University washroom facilities. Figure 8 shows user
feedback on whether they would continue to use Washroomium.

Fig. 8. Would you continue to use Washroomium?

Next, Fig. 9 shows user feedback on whether Washroomium is sufficient to cater
their needs.
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Fig. 9. Is Washroomium sufficient to cater your needs?

It can be analysed from the results that the solution has a high acceptance rate among
the users which can be deduced that the system has passed all the required component
testing as well passed all five-user acceptance testing.

4 Conclusion

To address real life problems effectively, the use of modern technology, creativity and
innovation plays a major role. Problems have to be viewed from different angles and
perspectives through various ideas generation methods. This study proposed a mobile
application based on Internet of Things (IoT) technology called Washroomium, which
is a washroom occupancy tracking and hygiene monitoring system. Washroomium is
designed to cater individual’s personal experience navigating a new space to find a
public washroom in a rather urgent situation. Washroomium has been duly developed as
a prototyped and evaluated by 20 targeted users in Asia Pacific University of Technology
and Innovation campus. The IoT-based mobile app has received positive response and
is planned to enter market validation stage to be pivoted to suit the market demand of
the application.

At present, the selection of user location is restricted to only two variables, which are
the level and the block the user is at. In an event of implementing the system in a more
complex building, the flow of selecting several variables to determine the user location
will not prove to be the best approach. Moreover, displaying the three washrooms only
after user location selection might cause an issue in an instance where all there, wash-
rooms have their cubicles occupied although it is quite unlikely to happen. Furthermore,
the method of optimizing washroom cleaning can be made more efficient and accurate
in the future.

Acknowledgement. This project is supported by the Asia Pacific University of Technology and
Innovation. Washroomium has won several innovation competitions such as the International
Research and Symposium and Exposition (RISE 2021) with Silver medal, Asia International
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Abstract. We human beings accumulate experience through daily practice with
memory, and, we grow our knowledge through concrete experiences with an expe-
riential learning cycle. Experience-based knowledge management (EBKM), by
virtual of information technologies especially artificial intelligence (AI), could
be realized nowadays to support individual daily life in experiential learning to
enhance their happiness and wellbeing. The goal of the research is to explore the
benefit of EBKM system with conversational AI chatbot interface to facilitate
experiential learning. In the research, we designed the framework of the con-
versational AI chatbot with RASA’s NLU, Neo4j, and LINE. Then, we adopted
scenario-based survey to evaluate the perceived value from the interaction between
a designated user and the prototyping chatbot. In the survey, we designed four
interaction scenarios containing different dialogue episodes aiming to order drinks
from hand-shaken tea shops. We recruited 214 participants and assigned them to
experience these four scenarios according to their status of difficulties in choosing
hand-shaken brands or drinks. From the results, we found that the conversational
AI chatbot can really help people to reduce their decision-making time on choos-
ing drinks with better purchase experience. Moreover, we can conclude that the
conversational AI chatbot can realize the vendor relationship management (VRM)
that customers could make good choices from a wide range of vendors. We antic-
ipate that, in the future, EBKM can be realized with the conversational AI chatbot
for VRM.

Keywords: experience-based knowledge management · conversational AI
chatbot · scenario survey · hand-shaken tea service · vendor relationship
management

1 Introduction

We human beings accumulate experience with memory in daily practice. Tacit knowl-
edge in daily experience became habits for individuals.Without explicating it and storing
it in a retrievable form, people tend to forget it gradually. Sometimes, people may pay the
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price to repeat the bad experiences they should avoid if they can retrieve their prior expe-
rience. There comes the need for experience-based knowledge management (EBKM).
EBKM covers the ranges from individual, group, organization, to inter-organization as
knowledge management practices in general. However, due to different schemas among
different people in daily activities for their daily routines, it is not a trivial issue in facili-
tating the development of EBKM systems to support individual daily life in experiential
learning to enhance their happiness and wellbeing.

In Wikipedia, experience is the knowledge or mastery of an event or subject gained
through involvement in or exposure to it. In theory of knowledge, there are two types of
knowledge: empiricism and rationalism. Experiential learning is the process of gaining
empirical knowledge through involvement in various activities. According to Kolb’s
experiential learning cycle [8] containing four stages: concrete experience, reflective
observation, abstract conceptualization, and active experimentation, experience-based
knowledge management could facilitate experiential learning process. Following the
classical knowledge creation process proposed by Nonaka [15] containing four stages
of tacit and explicit knowledge transformation process: socialization, externalization,
combination, and internalization (SECI), experiential learning serves as a process to
create knowledge from concrete experiences to active experimentation. Experiential
learning can be enhanced by taking the transformative SECI process between tacit and
explicit knowledge. Thus, the experience-based knowledge management could leverage
the information technology to externalize individual tacit experiences and facilitate the
knowledge exchange among people.

By virtue of information technology, especially artificial intelligence (AI), we could
leverage personal smartphone’s communication and data processing capabilities and
back-end cloud computation to record, retain, exchange, andupdate our daily experiences
to support EBKM. However, it is still rare nowadays to realize these theoretical ideas
with real and up running systems. It implies that there is a vacancy in academia to know
how to engage individuals to performEBKM, and in practice to build and operate EBKM
service systems. To mend the gap between thinking and doing, in this study, we want
to create an experience to understand the value propositions for people to adopt EBKM
service systems.

This research takes hand-shaken tea service as an example to investigate how daily ad
hoc or routine experiences can be enhanced by the EBKM service system. The reasonwe
decided to take hand-shaken tea service as a demonstration of the target EBKM system
is that it is easy to encounter in Taiwan’s daily life to order hand-shaken beverages from
shops on the street or even order it through Uber Eats or Foodpanda. Thus, it is easy
for us to reach out to various types of people while doing the evaluation of the built
system. One more reason is that for an individual, there are so many kinds of drinks
offered by different brand shops, it causes panic sometimes for individuals to choose
one at the moment they have the needs. Therefore, to manage the experiences from
different brands and drinks to ease their decision panic is crucial for people to enjoy
drinking beverages from these shops. By applying the EBKM system, it could also
realize vendor relationship management (VRM) when customers want to benefit from
their prior experiences with different brands.
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Based on the scenarios anticipated by a conversational AI chatbot to interact with
users, in this paper, wewould like to report the study of users’ responses toward scenarios
which demonstrate the interaction between a user and the chatbot system while choos-
ing the beverage from different brands. Instead of waiting for the full fledged system up
running to evaluate its performance, we adopt a scenario-based survey by demonstrating
the interactive scenarios for respondents to evaluate their perception and perceived value
from the service. The results show the distinct benefits for users in different situations
faced while they plan to order the beverages, and guide the fully fledged system devel-
opment. Besides the value created by the EBKM practice for users to enjoy hand-shaken
tea service, the EBKM service system enables VRM.

2 Literature Review

2.1 Experience-Based Knowledge Management (EBKM)

Experience presents ameaningof a barrier that has been cleared andhas a full understand-
ing by people. Emotion can act as one of the important sources of information transition
[17]. There are several experience-based activities in our daily lives [6]. Experience-
based that applies in this study can also be referred to as customer experience-based.
Satisfaction is also one of the important factors in experience-based marketing theory.
There are few coverages by literature that take customers as autonomous actors for them
to integrate their experiences across different service experiences.

The importance of knowledge management (KM) has been raised rapidly. There are
twomain categories of knowledge: tacit and explicit knowledge [10]. The first generation
of KM is mainly focused on the value derived from knowledge sharing, and the second
generation of KM is mainly focused on expanding the overall reach of KM [11]. KM
is an effort to increase useful knowledge within the organization [12]. Good knowledge
management can assist businesses to boost their efficiency [20]. In this research, we
would like to transform tacit knowledge into explicit knowledge by applying knowledge
management mechanisms.

This study took a prototyping conversational AI chatbot that was proposed and
is under development by co-authors’ team, and leverages the features of experience-
based knowledge management to propose various scenarios for users to interact with the
chatbot.

2.2 A Framework of Experience-Based Knowledge Management System

There are two important factors to building a good experience-based knowledgemanage-
ment system: content and system logistics. Content contains explicit knowledge that peo-
ple can access via various cues, such as keywords or contextual clues [1]. The proposed
experience-based knowledge management system is built with related technologies and
theories by adopting NLP, RASA’s NLU, and a graph database Neo4j.

Natural language processing (NLP) is a subfield of linguistics [14], and it is also one
of the major important research fields in artificial intelligence (AI) recently [7]. There
are some basic phases in NLP: (1) phonetics, (2) pragmatics, (3) morphology, (4) syntax,
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and (5) semantics [7]. Chatbots with NLP can help to analyze the intentions and extract
some key information to identify or implicate the meaning from the users based on these
phases [3].

RASA’s NLU is an open-source tool that can easily build a conversational AI service
system [7]. It is an open source to process Natural Language Processing (NLP) and
Machine Learning (ML) techniques. Graph analysis can help businesses to understand
complex relationships between linked entity data in a single network or a graph [16].
A graph database is composed of nodes and edges, and the attributes and properties to
denote nodes and edges, respectively [18]. The conversational AI chatbot model in this
research adopted Neo4j as the graphic database management system (DBMS) to store
the actors’ experiences and the interactions among actors.

2.3 Conversational AI Chatbot

A conversational chatbot is an artificially intelligent (AI) creature that can communicate
with humans [9]. There are two main kinds of conversational AI chatbots: text-based
and voice-based. Chatbots are increasingly seen as a valuable complement to customer
service in recent years [4]. According to the recent Gartner report, 31% of interviewed
organizations already had the conversational chatbot service [5]. For building chatbots,
the problem was considered as translating the user’s utterance to the chatbot’s answer
[13]. There might be many queries in one request or ambitious segmentation for some
information provided on the Internet [3]. The chatbot can also become a medium in
the advertising landscape, by targeting the right market segment can make business
promotion easier [19]. The conversational AI chatbot is using it in customer service as
a key application domain [2].

3 Scenario-Based Survey

We adopted a scenario-based survey to collect respondents’ feedback on the interactive
scenarios between a designated user and the chatbot. We designed a total of 28 questions
organized as five sections: (1) general information, (2) hand-shaken beverage drinking
habits, (3) questions about respondents’ difficulty in choosing brands or drinks to assign
respondents to go through different scenarios, (4) questions for users to evaluate their
experience on interacting with chatbot, and (5) conclusion questions as shown in Fig. 1.

In the general information section, we aimed to collect basic data, such as gender, age
group, and geographical region. In collecting hank-shaken beverage drinking habits, we
asked about their preference for hand-shaken drink brands and frequency. Before seeing
the scenario, participants will answer whether they had difficulties in decision-making
on choosing hank-shaken drinks. Then, after going through the scenario, the participants
will be asked to feed back their perception of using the conversational AI chatbot.

The participants were recruited via various social media, such as Facebook, Insta-
gram, LinkedIn, and social networks we could access. We provided incentives to join
the lucky draw at the end of the survey period to increase the probability that people will
answer the questionnaire. Moreover, a referral mechanism is implemented for people
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to refer their acquaintances to fill out the survey to increase the probability to win the
presents.

In different groups, we designed different scenarios regarding the interactions
between a designated user and the chatbot to assist them to engage in the conversational
AI chatbot service. According to their difficulties in choosing brands and products, we
could classify users into four different user groups in the context of ordering hand-
shaken tea. We run the statistical analysis to conclude the findings and generate insight
for follow-up experience-based knowledge management system development.

Fig. 1. The work flow of the scenario-based survey

3.1 Scenario Design

In this study, the conversational AI chatbot as the interactive interface between a user and
the experience-based knowledge management system is called “Drink Ba” dedicated to
assisting users’ hand-shaken tea service experience. The chatbot is under development at
themoment. The scenario design served as anMVP (MinimumViable Product) testing to
obtain potential users’ responses in order to refine the system features andoperations. The
scenario design is described as follows. Based on the decision-making process,Drink Ba
has different paths to meet users’ need to order beverages. The interaction process starts
with asking what brands a user prefers, then going through the products. After knowing
the brands and products, the conversational AI chatbot will record the experiences of
the users, and will remind users to record their hand-shaken tea drinking experience
after users had tasted it. For chatbots to remind users to record their assessment of the
experience, users’ tacit knowledge in terms of how they feel and taste the drink could be
externalized for future retrieval and integration. By accumulating and integrating users’
prior experiences, if users can’t decide which brands or drinks they want to order from,
the conversational AI chatbot will guide them to make the decision by asking questions,
such as “Which kind of tea do you like, black tea or green tea?” or “Do you prefer having
pearls in your black tea?” to narrow down from a wide range of choices to ease their
decision difficulty.

The conversational AI chatbot also can remind users if they have had negative prior
experiences with specific hand-shaken tea choices, the conversational AI chatbot will
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alert users when they try to query the specific drinks, such as “You are used to have a
negative experience when you have this drink, do you still want to drink it this time?”
Hope this alert can trigger users’ previous hand-shaken tea drinking experiences and
prevent them from experiencing another possible negative drinking experience. In order
to retain a user’s prior experiences, Drink Ba will ask the user for feedback on their
experiences every time when they consume the hand-shaken tea they just drank in order
to guide the user to reflect the freshmemory of their tastes of the drink and the interactive
experiences with the shop. Table 2 shows a snap of an episode of the scenario seen by
Group 1 respondents.

Through the support of Drink Ba, we anticipate that users are able to leverage their
prior experiences to make an easy choice for the moment of ordering beverages. More-
over, if a user would like to share their experience in tasting beverages in brand and
product with other users, the common experiences among users would create a market
trend for providers, by which more customer-oriented service offerings may enhance the
hand-shaken drink bar service quality tomeet customers’ demands; in turn, it realizes the
VRM objectives. Currently, the conversational AI chatbot includes 10 different famous
hand-shaken tea brands in Taiwan and 516 different products from these hand-shaken
tea brands.

3.2 Scenario Demonstration for Different User Groups

Based on the potential difficulties of choosing brand or drinks in hand-shaken tea service
context, we composed four scenarios to demonstrate the interaction flows between a
designated user and the chatbot. These four scenarios respond to four groups of customers
as shown in Table 1. For users in Group 1 (No difficulties in choosing both brands and
drinks), we designed a scenario in which the user can easily point out the brand and the
product they want to drink. It also demonstrated the use case that if the user planned
to reorder the drinks they didn’t like previously, Drink Ba will pop up the notification
to alert the user that they had a negative experience before. After drinking the hand-
shaken tea, Drink Ba will ask about the user’s hand-shaken tea drinking experience.
In the scenario, the user would like to fix the user’s feeling about the sweetness of the
drinks, and Drink Ba helps the user to fix the latest drinking experience and assist the
user in future upcoming purchases next time. Table 2 illustrates the scenario designed
for Group 1 users in the survey.

In Group 2 (No difficulties in choosing brands but difficulties with drinks), we
designed the conversation scenario that will guide the user to pick their preference
for tea and topping ingredients. After knowing the user’s preference for hand-shaken
drinks, the conversational AI chatbot will recommend the user drinks from the graph
relational database. However, the user might not be satisfied with the recommendation
after the drink. So, when Drink Ba asks the user about their drinking experience, the
user would respond with negative feedback. Therefore, Drink Ba can assist the user to
fix their negative hand-shaken tea drinking experience.

In Group 3 (No difficulties in choosing drinks, have difficulties with brands), we
designed the scenario that the user likes the common hand-shaken drink (e.g., bubble
tea). Since bubble tea can be found in most hand-shaken tea brands, it might be hard
for the user to decide which brand should the user orders. However, the flavor between



Experience-Based Knowledge Management with a Conversational AI Chatbot 393

these brands might be a little bit different since different brands use different tea leaves,
different ratios of milk, and other options, so that the user might not like the brand they
picked prior to this time. In this situation, Drink Ba can assist the user to memorize the
experience to prevent future negative purchase experiences.

In Group 4 (Having difficulties in choosing both brands and drinks), we designed the
scenario a little bit similar to that for Group 2 to assist the user to find out their preference
for drinks and topping ingredients. The additional step is to ask which brands the user
wants to pick and purchase since they also have no idea from which brand they want to
order. This step can help the user narrow down the wide range of the brands and shorten
the decision-making process time. Due to the page limitation, we do not illustrate four
scenarios in this manuscript.

Table 1. The four scenarios for corresponding four groups of respondents

Without difficulties in
choosing brands

With difficulties in choosing
brands

Without difficulties in
choosing drinks

Group 1 Group 2

With difficulties in choosing
drinks

Group 3 Group 4

4 Analytical Results

4.1 Participant Profiles

The survey was distributed from January 6 to 26, 2023. A total of 214 participants (n
= 214, 59.72% female and 39.35% male) completed the survey via an online partici-
pant questionnaire with various drinking habits on hand-shaken tea. Among them, 138
respondents (64%) range 18–30 years old; 36 respondents (17%) range 31–40 years old.
Geographically, 85, 107, and 22 respondents were living in the North, Central, and South
Taiwan, respectively. Based on two questions for respondents to answer their situations
in choosing hand-shaken drinks in brands and products, respectively, we assigned them
to go through corresponding scenarios. 82 (38.32%), 14 (6.54%), 52(24.30%), and 66
(30.84%) respondents were assigned to Groups 1, 2, 3, and 4, respectively.

4.2 Analytical Results

In the survey, each respondent answered seven questions containing six measurements
to seek their feedback of experiencing Drink Ba after they read through the episodes
of assigned scenarios and passed the manipulation test. These seven measurements are
(1) to find the preferred brand in a short time, (2) to find the preferred drink in a short
time, (3) mitigating the difficulties in choosing brands; (4) mitigating the difficulties
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in choosing drinks; (5) the improvement of purchase experience, (6) shortening the
time to choose products, and (7) willingness to recommend to others. We analyzed the
results by comparing the differences in these measurements under different scenario
groups, age groups, genders, and geographical regions to discover the users’ perception
of conversational AI chatbot. We report the results which have significant differences in
the following subsections.

Table 2. Scenario elaboration of Group 1 (No difficulties on both brands and drinks)

Scenario demonstration Scenario elaboration

Dink Ba! notifies the user “Una” her previous hand-
shaken tea experience.

Bot: Which drink would you like to have from “Da 
Yuan Zi”?

User: Pomelo drink.

Bot: However, seems like you had a bad experience 
last time, would you still like to order?

User: Can I change to bubble tea?

Bot: Sure, I will come back to you later.

* Due to the page limitation, we only display an episode of the interaction flow in Group 1.

4.2.1 The Improvement of Purchase Experience, Recommendation Rate,
and to Find Preferred Brands in a Short Time in 4 Scenario Groups

We found that the average score on the helpfulness of the conversational AI chatbot is
3.58 out of 5 (n= 214, SD= 1.012), and the overall recommendation rate is 68.69%. In
general, the scenarios demonstrating the interactions between a designated user and the
chatbot obtain positive feedback in terms of the improvement of purchase experience
and the willingness to recommend to others. Specifically, we show the scores and rec-
ommendation rates from different groups of participants in Table 3. Respondents with
difficulties in choosing brands and drinks (Group 4) have the highest recommendation
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rate compared with respondents in other groups. It indicates that the marginal benefit
of chatbot perceived by customers having difficulties in choosing brands and drinks
motivates them to share this chatbot service with others. The improvement of purchase
experience among four group users, people without difficulties in choosing brands and
drinks show the highest score (3.76 out of 5), which indicates that the chatbot could
bring up their prior experiences to prevent them from reordering drinks they did not
like. By comparing the respondents among four groups regarding the frequency of pur-
chase, the age, gender, geographical distribution, there are no significant differences.
It indicates the general effect of chatbot on improving users’ purchase experiences and
recommendation rate, especially in scenarios 1 and 4 groups.

Table 3. Average scores on the improvement of purchase experience and recommendation rate
in different scenario groups

Group# Characteristics of choosing
beverages

Improvement of purchase
experience

Recommendation rate

Group 1 Without difficulties in
choosing both brands and
drinks

3.76 69.51%

Group 2 With difficulties in choosing
brands; without difficulties in
choosing drinks

3.46 50.00%

Group 3 Without difficulties in
choosing brands; With
difficulties in choosing drinks

3.17 59.62%

Group 4 With difficulties in choosing
both brands and drinks

3.61 78.79%

In terms of the perceived benefit of finding preferred brands, the average score of four
groups is 3.73 out of 5. Respondents inGroup 4 perceive the highest benefit using chatbot
with the score 3.94 compared with those of groups 1, 2, and 3 with scores 3.74, 3.50
and 3.36, respectively. From the pairwise t-test, we identify the significant difference
between users in Group 3 and 4 (p= 0.0023*). These results show the marginal benefits
of the conversational AI chatbot for users to find their preferred brand in a short time.

4.2.2 Mitigating the Difficulties in Choosing Drinks in Different Age Groups

Based on the response, we found out the comments from participants showed a trend.
It seems like more participants at young ages mentioned the help from the chatbot to
release their difficulties in choosing hand-shaken tea. Thus, we segment the data into
three age groups to see if there are any characteristics among them. Table 4 shows
the conversational AI chatbot obtains the highest score (3.87) for age group A, aged
below 25 years old, to mitigate the difficulties in choosing drinks. The average score of
the conversational AI chatbot that can cut down the barriers while choosing the hand-
shaken tea is 3.74. We ran the pairwise t-test and obtained the result that age group A
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has a significant difference with age group C, aged above 36 years old, with a p-value
of 0.0054. From the composition of each age group, we can identify the proportion of
respondents in age group A are with difficulties in choosing brands and drinks, which
can feel the marginal benefit of chatbot service.

4.2.3 Results of Mitigating the Difficulties in Choosing Drinks in Gender Groups

We also compare the benefits of using conversational AI chatbot between male and
female users. The average score of the conversational AI chatbot that can mitigate the
difficulties in choosing drinks for both gender groups is 3.74, and the female participants
have an average score of 3.84 vs 3.55 for male. With pairwise t-test, there is a significant
difference between themale and female participants with a p-value of 0.044 inmitigating
the difficulties in choosing drinks as shown in Table 4.

Table 4. Average score on the helpfulness perceived by three age groups

Age group Age range Percentage of scenario
Groups 1, 2, 3, and 4

Number of
respondents

Mitigating the
difficulties in
choosing drinks

A <25 26.83%, 35.71%,
57.69%, 60.61%

97 3.87

B 26–35 34.14%, 50.00%,
25.00%, 27.27%

66 3.86

C >35 39.02%, 14.29%,
17.31%, 12.12%

51 3.35

4.2.4 Mitigating the Difficulties in Choosing Drinks in Geographical Regions

Table 5 shows the score of shortening the time to choose a product for participants from
three geographical regions. From the geographical region, we found out that users who
live in southern Taiwan gain more benefit from the conversational AI chatbot’s assis-
tance, in terms of shortening their time in choosing products and experiencing a better
purchasing process. Moreover, they tend to be willing to recommend the conversational
AI chatbot to others. The average score that the conversational AI chatbot can shorten
the time of choosing hand-shaken tea is 3.71, and the score from the participants who
live in the south is 4.39. From the results of the pairwise t-test shown, there is a sig-
nificant difference between the participants in geo group Z with those in geo groups X
and Y with p values 0.0007 and 0.000002, respectively. From the composition of the
respondents in scenario groups, we can conclude that the high score from geo group Z
is mainly contributed by users in scenario group 4 though the number of participants in
geo group Z is the smallest size. It shows the main effect from the marginal benefit of
users with the difficulties in choosing brands and drinks.
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Table 5. Average score in mitigating the time in the decision for users from different regions

Geo groups Regions Percentage of scenario groups 1, 2,
3, and 4

Score

X North (Taipei, New Taipei, &
Keelung)

26.83%, 42.86%, 51.92%, 45.45% 3.80

Y Central (Taoyuan, Hsinchu, Miaoli,
Taichung, Changhua, & Nantou)

63.41%, 57.14%, 42.31%, 36.36% 3.53

Z South (Yunlin, Jiayi, Tainan,
Kaohsiung, & Pingtung)

9.72%, 0.00%, 5.77%, 16.67% 4.39

5 Discussions

In the endeavor of developing conversational AI chatbots to support users to better
manage their daily experiences, we discovered the perceived value from potential users
through a scenario-based survey. Based on the analysis of the result in Sect. 4, we
elaborate on the implications in the following subsections.

5.1 Market Segmentation Strategies with the Conversational AI Chatbot

For users facing different levels of difficulties in choosing products and brands, we
proposed different marketing strategies to the best use of the conversational AI chatbot.

Group 1. No difficulties on both brands and drinks: From the scenario presented to them,
the conversational AI chatbot may ask users about their favorite hand-shaken tea, then
just notify their previous experience or notify them of the promotion campaign from
their favorite brands or products to reduce their time on the conversation with the bot,
and the conversational AI chatbot can focus more on recording the experiences for their
experience management benefit.
Group 2. No difficulties with drinks have difficulties with brands: The conversational AI
chatbot service can shorten their time to find out which brands have their favorite drinks
to narrow down their candidate brands. Maybe in the future marketing strategies can
focus on how to boost the core value of the drinks and strengthen brand awareness to let
this segment of customers quickly come up with the brand when they want to order the
drink.
Group 3. No difficulties on brands have difficulties with drinks: The conversational AI
chatbot service can guide them quickly to find the drinks they would like to have or
try. For the segment marketing strategies, brands can send out the new product discount
coupon to encourage users to try new products.
Group 4. Have difficulties with both brands and drinks: In this group, the market seg-
mentation strategies for the brand could try to increase brand awareness and enhance
brand loyalty first. The brand can use promotion coupons or buy one get one free to
attract them to come to the same brand first and then can try to increase the frequency
of this group of customers to purchase in the future. From the survey, this group has
the highest recommendation rate (78%) for the conversational AI chatbot, so it can be a
good group to engage to promote the conversational AI chatbot.
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5.2 User Experiences of the Conversational AI Chatbot

Based on the responses from the survey, participants are willing to have this kind of
conversational AI chatbot service to assist them to decide what kind of hand-shaken
drinks they are going to order, and it can enhance their customer purchase experience
and shorten their decision-making time (overall with a 3.58 out of 5 on the improvement
of purchase experience). Especially, using the NLP model can make users feel they
are talking to a real person not just a robot. Based on the response from participants,
68.69% of participants would like to recommend this service to their family and friends.
According to the metrics, it shows people have good expectations of conversational
chatbot services, and also the chatbot for their daily needs. Choosing hand-shaken drinks
can be one of the best practices in daily life.

5.3 VRM as a Marketing Tool

The conversational AI chatbot not only reduces the decision-making time but also can
query drinks across different brands in a short time. It is a great marketing tool for
users to discover what other users like and would like to try in the future. Moreover, the
conversational AI chatbot can help users to prevent drinking the hand-shaken tea they
didn’t like in the past based on prior experiences. It shows that integrating data from
different brands can reduce users’ time from searching the menu across brands on the
Internet.

Users with no difficulties in choosing brands but having difficulties in choosing
drinks, as group 3 in this study, marked an average score of 4.04 out of 5 (overall score
is 3.75) that conversational AI chatbot can enhance their intention to try different hand-
shaken tea in the future. It would also be great if the conversational AI chatbot can use
API to connect with their Customer Relationship Management (CRM) service from the
brand itself. It can definitely assist customers to make their customer experience (CX)
more complete and can unify the data from online to offline. This move can facilitate
customers’ purchase process.

5.4 Knowledge Management

Based on the responses from participants, we can say that if there’s one assistant who
can help users record their experiences in purchasing hand-shaken drinks, it can enhance
people’s mood when they can prevent them from ordering the drinks they didn’t like
previously. It shows the importance of managing daily experiences especially when it
is not routinely operated; for example, once in a while, we want to buy some drinks for
any reason. This study supports the benefit of adopting a conversational AI chatbot to
support experience-based knowledge management, as it shows an average score of 3.77
out of 5 that all participants like this feature and content of the conversational AI chatbot
to help them choose hand-shaken drinks.

Users having both difficulties in choosing brands and drinks, as group 4 in this
study, have the highest positive feedback (78% of recommendation rate) on the feature
of the conversational AI chatbot. This group of participants seldom have a chance to
try different brands and different hand-shaken tea, so they might not memorize every
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drink they had before. Thus, this feature can benefit them tomemorize their hand-shaken
drinks experience.

5.5 Conclusive Remarks and Future Research

In summary, this research serves as user research via scenario-based survey to assess the
usability of potential users in different contexts in choosing their beverages. The analytic
results could guide the follow-up conversational AI chatbot development. In this study,
we focused on the user experiences in choosing beverages and brands as the initial stage
of purchase, and the rest of the order fulfillment process could be a follow-up study when
trying to integrate the chatbot service with other order fulfillment process activities, such
as payment, delivery, etc.

The development of a conversational AI chatbot benefits from this user research
with scenario-based survey in this study. In the future, the conversational AI chatbot
not only can query for people’s needs but also can be used for users to receive infor-
mation from peers in the network. Thus, we could extend this service via peer-to-peer
(P2P) networks with conversational AI chatbots to enable the shared experience-based
knowledge management.

References

1. Chait, L.P.: Creating a successful knowledge management system. J. Bus. Strategy 20(2),
23 (1999). https://idm.nthu.ust.edu.tw/sso/886UST_NTHU/saml2/login/?next=/saml2/idp/
login/process/?url=https://www.proquest.com/scholarly-journals/creating-successful-kno
wledge-management-system/docview/1295105997/se-2

2. Drift: The 2018 State of chatbots report. Technical report, Drift (2018)
3. Handoyo, E., Arfan, M., Soetrisno, Y.A.A., Somantri, M., Sofwan, A., Sinuraya, E.W.: Tick-

eting chatbot service using serverless NLP technology. In: 2018 5th International Conference
on Information Technology, Computer, and Electrical Engineering (ICITACEE), Semarang,
Indonesia, pp. 325–330 (2018). https://doi.org/10.1109/ICITACEE.2018.8576921

4. Følstad, A., Taylor, C.: Investigating the user experience of customer service chatbot interac-
tion: a framework for qualitative analysis of chatbot dialogues. Qual. User Experience 6(1),
1–17 (2021). https://doi.org/10.1007/s41233-021-00046-5

5. Gartner:Market guide for virtual customer assistants. Technical report,Gartner (2019). https://
www.gartner.com/en/documents/3947357/market-guide-for-virtual-customer-assistants

6. Grewal,D., Levy,M.,Kumar,V.:Customer experiencemanagement in retailing: an organizing
framework. J. Retail. 85(1), 1–14 (2009). https://doi.org/10.1016/j.jretai.2009.01.001

7. Jiao, A.: An intelligent chatbot system based on entity extraction using RASA NLU and
neural network. In: Journal of Physics: Conference Series (2020). https://iopscience.iop.org/
article/10.1088/1742-6596/1487/1/012014/pdf. Accessed 1 Jan 2023

8. Kolb, D.A.: Experiential Learning: Experience as the Source of Learning and Development,
vol. 1. Prentice-Hall, Englewood Cliffs (1984)

9. Lalwani, T., Bhalotia, S., Pal, A., Rathod, V., Bisen, S.: Implementation of a chatbot system
using AI and NLP. Int. J. Innov. Res. Comput. Sci. Technol. (IJIRCST) 6(3) (2018). SSRN:
https://ssrn.com/abstract=3531782 or https://doi.org/10.2139/ssrn.3531782

10. Mårtensson,M.: A critical review of knowledgemanagement as amanagement tool. J. Knowl.
Manag. 4(3), 204–216 (2000). https://doi.org/10.1108/13673270010350002

https://idm.nthu.ust.edu.tw/sso/886UST_NTHU/saml2/login/?next=/saml2/idp/login/process/?url=\UrlAllowbreak {}https://\UrlAllowbreak {}www.\UrlAllowbreak {}pro\UrlAllowbreak {}quest.\UrlAllowbreak {}com/\UrlAllowbreak {}sch\UrlAllowbreak {}ola\UrlAllowbreak {}rly-\UrlAllowbreak {}jou\UrlAllowbreak {}rnals/\UrlAllowbreak {}cre\UrlAllowbreak {}ating-\UrlAllowbreak {}suc\UrlAllowbreak {}ces\UrlAllowbreak {}sful-\UrlAllowbreak {}kno\UrlAllowbreak {}wle\UrlAllowbreak {}dge-\UrlAllowbreak {}man\UrlAllowbreak {}age\UrlAllowbreak {}ment-\UrlAllowbreak {}sys\UrlAllowbreak {}tem/\UrlAllowbreak {}doc\UrlAllowbreak {}view/\UrlAllowbreak {}129\UrlAllowbreak {}510\UrlAllowbreak {}5997/\UrlAllowbreak {}se-\UrlAllowbreak {}2\UrlAllowbreak {}
https://doi.org/10.1109/ICITACEE.2018.8576921
https://doi.org/10.1007/s41233-021-00046-5
https://www.gartner.com/en/documents/3947357/market-guide-for-virtual-customer-assistants
https://doi.org/10.1016/j.jretai.2009.01.001
https://iopscience.iop.org/article/10.1088/1742-6596/1487/1/012014/pdf
https://ssrn.com/abstract=3531782
https://doi.org/10.2139/ssrn.3531782
https://doi.org/10.1108/13673270010350002


400 Y.-H. Wu and F.-R. Lin

11. McElroy, M.W.: The New Knowledge Management. Taylor & Francis eBooks (2002).
https://www.taylorfrancis.com/books/mono/10.4324/9780080512655/new-knowledge-man
agement-mark-mcelroy. Accessed 16 Jan 2023

12. McInerney, C.: Knowledge management and the dynamic nature of knowledge. J. Am. Soc.
Inf. Sci. Technol. (2002). https://asistdl.onlinelibrary.wiley.com/doi/abs/10.1002/asi.10109?
casa_token=eBhFf5XT2DIAAAAA%3AqNIImpmzFya7CCEBKN-IirwpqoIEFfZtXI_3-
D2qyqPJKeWmT8MYGbFCDL-BAJar9oMvig2DP94-J-vy. Accessed 25 Dec 2022

13. Mnasri, M.: Recent advances in conversational NLP: towards the standardization of Chatbot
building. YouTube. arXiv (2019). Accessed 25 Dec 2022

14. Natural language processing inWikipedia (2023). https://en.wikipedia.org/wiki/Natural_lang
uage_processing

15. Nonaka, I.: A dynamic theory of organizational knowledge creation. Organ. Sci. 5(1), 14–37
(1994)

16. NVIDIA: Graph Analytics – What is it and Why Does it Matter? NVIDIA (n.d.). https://
www.nvidia.com/en-us/glossary/data-science/graph-analytics/. Accessed 11 Dec 2022

17. Palmer, A.: Customer experience management: a critical review of an emerging idea. J. Serv.
Mark. 24(3), 196–208 (2010). https://doi.org/10.1108/08876041011040604

18. Rodriguez, M.A., Neubauer, P.: Constructions from dots and lines. Bull. Am. Soc. Inf. Sci.
Technol. 36(6), 35–41 (2010). https://doi.org/10.1002/bult.2010.1720360610

19. Van den Broeck, E., Zarouali, B., Poels, K.: Chatbot advertising effectiveness: when does the
message get through? Comput. Hum. Behav. 98, 150–157 (2019). https://doi.org/10.1016/j.
chb.2019.04.009

20. Wiig, K.M.: Knowledge management: an introduction and perspective. J. Knowl. Manag.
1(1), 6–14 (1997). https://doi.org/10.1108/13673279710800682

https://www.taylorfrancis.com/books/mono/10.4324/9780080512655/new-knowledge-management-mark-mcelroy
https://asistdl.onlinelibrary.wiley.com/doi/abs/10.1002/asi.10109?casa_token=eBhFf5XT2DIAAAAA%3AqNIImpmzFya7CCEBKN-IirwpqoIEFfZtXI_3-D2qyqPJKeWmT8MYGbFCDL-BAJar9oMvig2DP94-J-vy
https://en.wikipedia.org/wiki/Natural_language_processing
https://www.nvidia.com/en-us/glossary/data-science/graph-analytics/
https://doi.org/10.1108/08876041011040604
https://doi.org/10.1002/bult.2010.1720360610
https://doi.org/10.1016/j.chb.2019.04.009
https://doi.org/10.1108/13673279710800682


Healthcare



Implementation of Quality Management Tools
and Process-Based Management
in Commercializing Organizations
of Orthopaedic Devices in Colombia

Mayra Samara Ordoñez-Díaz1(B) and Ivanhoe Rozo-Rojas2

1 Fundación Universitaria de Ciencias de la Salud - FUCS, Bogota D.C., Colombia
msordonez@fucsalud.edu.co

2 Universidad Católica de Colombia, Bogota D.C., Colombia
irozo@ucatolica.edu.co

Abstract. Quality Management Tools (QMT) are used for heading issues that
affect the process performance in healthcare organizations (HCO) and improv-
ing key performance indicators related to stakeholders. QMT implementation in
HCO is relevant to enhance the patient safety policy, risk mitigation, and prevent
adverse event and cost increasing as in clinics and hospitals as in medical devices
providers. The article aims to identify the quality management tools implemented
in the logistics process in Colombian orthopaedic medical devices as initiative for
strengthens the patient safety policy. A 15-questions electronic structured ques-
tionnaire was applied in 17 Colombian orthopaedic medical devices which was
answered by its logistic coordinators as the process’ leaders. The results show
that the three QMT most implemented are 5W+ 1H, PDCA cycle and Six Sigma
methodology. Furthermore, the HCO which have quality management indicators
in reverse logistic processes perceive impacts as result of semester or annual
internal audits. To conclude, orthopaedic medical devices organizations combine
quality management systems with other methodologies and tools for enhancing
the satisfaction of the stakeholders. Specifically, in the logistic process, organiza-
tions involve people and technology for getting better results focusing value-added
assessment. Future works may be orientated to cover the whole logistic chain and
integrate the impact evaluation with clinic and hospitals’ processes.

Keywords: Healthcare · Quality Management · Quality Management Tools ·
Logistics ·Medical Devices · Orthopaedic

1 Introduction

Traditionally, some definitions related to the customer satisfaction come from manufac-
turing facilities, and it has been adjusted according to the criteria or perception, based
on models and frameworks. Hence, ISO 9000 defines quality as the degree to which a
set of inherent characteristics fulfils requirement [1]. In healthcare, quality is defined by
the Worldwide Health Organization (WHO) as the degree to which health services for
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individuals and populations increase the likelihood of desired health outcomes [2]. It is
based on evidence-based professional knowledge and is critical for achieving universal
health coverage. On the other hand, Donabedian proposes a specificmodel formeasuring
quality care designed on three components (structure, process, and outcomes) which are
developed in indicators [3].

Quality management tools are defined as techniques or procedures which support
organizational purposes to measure the processes’ performance to reduce quality issues
and improve planning activities, productivity, and customer service [4]. As the WHO
states the quality care definition, the quality should be focused on patient satisfaction
and care processes, generating positive impacts on wellness and reduce economic losses.

In orthopedics, quality and process improvement is essential because products are
incorporated in parts of the body which require stability and avoid adverse events in
patients [5, 6]. Furthermore, quality management tools and techniques are widely used
for enhancing the Patient Safety Policy and indicators of the processes [7] as showed in
the literature review. The Fig. 1 shows the co-occurrence of keywords used in the search
equation in the Scopus database:

Fig. 1. Keywords co-occurrence about quality management tools in Scopus.

Using filters by year and language, a total of 1.078 documents were reported from
2015 to 2023 written in English. As we mentioned, quality management tools are used
in quality assurance and risk evaluation or assessment with frameworks as ISO 9001
or Lean Six Sigma for enhancing its capabilities [14, 15]. The applications involve
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production and service organizations which mainly use observational and before-after
studies [12] as methodological design.

The tools mentioned in the literature as 7 Quality Control Tools (7QCT) for improve-
ment in organizations have influence in processes which can be used for collecting data,
analyze data, identify root causes, measure results, track and make easier actions. In
detail, 7QCT are composed by Pareto Diagram, Cause & Effect Diagram (Ishikawa Dia-
gram), Histogram, Control Charts, Scatter Diagrams, Graphs and Check-sheets [13].
However, current studies expand the concept and involve other quality management
tools as follow (Table 1):

Table 1. Quality management tools in healthcare.

Tool Description

Flowchart A process mapping technique that describes, through
specific symbols, each step of a process. It allows us to
verify how the components of a system are connected and
related, besides facilitating the location of deficiencies and
providing the understanding of any changes that are
proposed in the existing systems

Pick chart Possible, Implement, Challenge and Killé Chart is a visual
LSS tool used to organize process improvement ideas.
PICK charts are used after brainstorming sessions to help
identify which ideas can be easily implemented and have a
high reward

Pareto Diagram Diagram that assumes that 20% of the defects in a given
system are responsible for 80% of the existing problems.
The tool allows the identification and classification of the
most important problems that should be corrected first

Cause and Effect Diagram Visual representation of multiple causes for a specific
problem or effect by drawing a diagram representing the
skeleton of a fish. Categorizes the potential causes of a
problem into successive details to define the root cause,
showing the relationship of causes and effects to each other

5S (seiri, seiton, seiso, siketsu, shitsuke) Japanese method of organizing the workspace in a clean,
efficient, and safe manner to achieve a productive work
environment. The method includes 5 phases: Sort (Seiri),
remove what is not necessary; Set in Order (Seiton), prepar
necessary items in an organized and systematic way; Shine
(Seiso), regular cleaning of equipment and workplaces;
Standardize (Seikutsu), document and standardize the
method; Sustain (Shitsuke), continuously maintain
established procedures, audit work methods, making 5S a
habit integrated into the culture

Kanban The tool is a system of visual control of materials and tasks,
using cards that are removed and placed on a board or
screen, passing from step to step in the process. The main
features are: the regulaition of the flow of global items
through visual controls, simplification of administrative
work, and ease of transmitting information in a quick and
organized way

(continued)
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Table 1. (continued)

Tool Description

PDCA (Plan, Do, Check, Act) It is a process or system management method formed by 4
phases: Plan, where the goals are determined; Do, where
there is the clarification of goals and plans for those
involved to understand and support the proposal; Check,
where there is the checking of the data obtained through the
goal; Action, where the strategy that worked well is
transformed into the current way of executing the activities

Value Stream Mapping It is a diagram that shows the detailed steps of a work
process, contemplating the flow of people, materials, and
information. The purpose of the VSM is to facilitate the
visualization and understanding of the work process and to
allow improvement by eliminating steps that do not add
value to the customer, considering whether there is a safer,
more efficient, or more effective option

DMAIC (Define, Measure, Analyze, Improve and Control) The Six Sigma method is divided into five stages, where
each letter constitutes one of the phases: Define, Measure,
Analyze, Improve and Control. It is used to improve
existing processes, besides eliminating defects, increasing
customer satisfaction and, mainly, increasing the
profitability of companies

FMEA (Failure Mode and Effect Analysis) A tool that aims to eliminate potential failures, problems,
and errors in systems, designs, processes, and services. The
goal of FMEA is to list all potential failure modes, analyze
the cause of each failure and its effects on the system.
Critically analyses of failure modes and usually based on
the three risk parameters of severity (S), occurrence (O) and
detection (D) whose product returs the risk priority number
(RPN)

FMECA (Failure Modes, Effects and Criticality Analysis) It is an extension of FMEA and represents a valid support
method for semi-quantitatively measuring system failure
mode criticality

HFMEA (Healthcare Failure Mode and Effect Analysis) FMEA adapted for healthcare. It was introduced by the
Joint Comission International on Accreditation of
Healthcare Organizations (JCAHO) for improving
healthcare services and preventing errors

Lean Six Sigma Lean thinking is a method for improving performance, being
a strategy for changing people’s mental model, the essence
of the organization’s culture, the way tasks are performed,
plans are made and management of processes and people. It
is a way to specify value, aligning, in the best sequence, the
actions that create value, and performing such activities
without interruption and in an increasingly efficient manner

Source: Cunha-Reis, A. et al. [12]

In this way, many organizations have implemented the quality tools, but comparison
studies are not developed in orthopedic logistic processes in healthcare organizations
[8, 12]. This is a necessity for identifying approaches and best practices and estab-
lishing improvement actions focused on specific opportunities in logistics, even in cost
calculation [9–11].
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2 Methodology

2.1 Methodological Design

A transversal-descriptive methodological design was deployed in 15-structured ques-
tions for logistic coordinators in orthopaedic medical devices. The coordinators selected
to answer the questionnaire were linked to companies’ representative of the sector. In
order for this sample to be adequate, the researchers selected those that most frequently
provide supplies for orthopedic surgery to hospitals, which had high coverage at the
national level and finally the multinationals. Taken into account the limitations to access
to the information and permissions to answer the survey, the methodology was based on
a convenience sampling of the organizations (N = 41). Sensitive data and information
were protected for confidentiality purposes. The Fig. 2 shows the methodological design
in four steps:

Problem 
identification

Survey design 
& Pilot phase

Survey 
application

Result 
Analysis

Fig. 2. Methodological design. Source: authors.

The study was intended for obtain information about the type of products, the use
of quality management tools, knowledge about quality management systems, and its
applications to improve their processes.

2.2 Survey Design and Pilot Phase

For the survey construction, the variables established by the researchers were taken into
account, and these variables were constructed from the thematic review about the quality
tools implemented in the health sector institutions. The variables that formed the analysis
categories of the surveywere: institution characterization, knowledge about quality tools
and use or implementation of the tools in the institutions. Once these categories were
established and the specific questions were raised, the pilot phase was carried out, which
consisted of applying the instrument to two experts in quality and logistics reviewed
the questions. Subsequently, the corresponding adjustments were made to improve the
quality of the survey. The survey was applied in some cases personally and in others
cases by telephone.

In the same way, to guarantee the validity of the information, interviewers were
trained in order to carry out the correct application of the instrument and resolve the
participants doubts.

3 Results

The survey was answered by 17 leaders of quality and logistics processes (36,5%)
who were selected with the criteria mentioned in the methodological design and were
authorized to answer the survey. The core business of those organizations is mainly
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orientated in providing osteosynthesis supplies (68% in trauma and 51% in articular
prosthesis and spine). Evaluating the training in quality, 64,7% of respondents 64.7% (n
= 11) indicate that have a medium level of knowledge of quality management systems
which is comparable with 52,9% (n = 9) who explain that have knowledge about the
ISO 9001 requirements.

Only 11.7% (n = 2) responded that have low-level knowledge about quality man-
agement systems and ISO 9001. A total of 41.1% (n = 7) participants affirm that their
knowledge about quality management tools and its applications on reverse logistic pro-
cess and 29.4% (n = 5) indicate that have high knowledge about it. As we mentioned
before, one of the main purposes of this initiative was identify the main tools used in the
processes as is shown in Fig. 3.
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Fig. 3. Most used quality management tools in Colombian Orthopaedic Organizations reverse
logistics’ processes.

Another key aspect that was defined for questioning is the records of the processes
to maintain information and data about the activities which is satisfactory for the 88.2%
(n = 15) due to the fact that is mandatory to implement controls in all the steps of the
process. Consequently, the frequency of the internal audits as verification method of
quality management system’s efficacy was checked, evidencing 41.1% (n = 7) practice
it in 6-month period, 29.4% (n = 5) each 2 months and the others each year (Fig. 4).
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Fig. 4. Frequency of internal audits in the quality management systems

Finally, the quality management systems are involved into a measurement criterion
that is important to make decisions and evaluate the performance in the processes. This
element was pointed by 88,2% (n = 15) of the sample, where indicate that quality
indicators in the logistic process are measured, and 76.4% (n = 13) consider that their
clients (healthcare organizations providers) use quality management tools as well.

4 Discussion

According to the literature review’s articles which we took concepts and approaches on
QMT, previous studies reveals that those tools and techniques are not wide applied to
the reverse logistics processes in orthopaedic commercialization enterprises or do not
mention it which represent the most value finding of this study. The organizations have
strong capabilities in knowledge and use of QMT, where they demonstrate that have
orientation to the operational excellence, such as 5P, the most used tool, and combined
with ISO 9001 requirements, different of the Kaizen Events as the articles reported.

The similarity of findings in previous studies is that records are physical and digital
filled to keep information and data, providing support to making decision process and
improving the Quality Management System. This knowledge is valuable to the people
and the empowerment to develop improving cycles but is necessary to renew the learning
baseline and include other QMT and its applicability into the medical and administrative
processes for strengthen the capabilities and the Patient Safety Policy.
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5 Conclusions

QMT are relevant for improving processes into the quality management systems and it
processes. ISO 9001, KPI and QMT are useful tools to maintain processes based on the
PDCA cycle and other methodologies such as Lean Six Sigma or Kaizen Events may
support and enhance quality initiatives. QMT support the reduction of costs in adverse
events. Further studies could include the cost estimation of the poor quality and savings
for implementing QMT and adverse event were key aspects that cannot be measured by
limitations in permissions to get information.

The survey provide evidence about the organizational performance of this kind of
business and its appropriation on quality management tools for improvement. Find-
ings reported that organizations use 7QMT and use internal and external audits as con-
trols in the processes, but some of them consider include other methodologies such as
Lean Thinking and Six Sigma. There are opportunities for enhancing its improvement
processes adopting ISO 18404 guidelines and execute Kaizen projects as quality culture.

Although the relation of responsibility of the Colombian Orthopedic Commercial-
izing Organizations in the results of surgical procedures is not yet fully regulated, there
is a concern on the part of these institutions to implement quality tools in them, which
contributes to the safety processes of the patient in hospitals.
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Abstract. Type 2 diabetes is increasing globally. However, those from South
Asian and Black ethnic descent are more susceptible to the disease compared to
those from European White descent. The reasons for this disparity are unknown.
Lifestyle behaviours like low physical activity and sedentary behaviour are shown
to be risk factors associated with type 2 diabetes. This link has been found in pre-
dominantly White ethnic groups. This study aims to examine whether the varying
magnitude time spent watching television and physical activity contribute to the
high risk of diabetes in minority ethnic groups compared to the majority Whites
using the UKBiobank data. This is a cross-sectional study of middle-aged individ-
uals from South Asian, Black and White ethnic backgrounds. Adjusting for age,
socioeconomic status and BMI, television viewing as a sedentary behaviour and
low physical activity were significant risk factors for the development of type 2
diabetes in south Asians andWhites but not Blacks which was evident with medi-
ation by BMI. The non-significance in Blacks maybe due to other underlying fac-
tors. There is a need to develop effective interventions that can promote improved
lifestyle behaviours in these populations including promoting the knowledge on
the risk of sedentary behaviours and diabetes.

Keywords: Type 2 diabetes · minority ethnic groups · South Asian · Black ·
television viewing · physical activity · United Kingdom · epidemiology

1 Introduction

Minority ethnic groups generally have poorer health than the general population, but
the reasons are many and much debated [1, 2]. In the United Kingdom, studies show
that there is a huge disparity in diabetes risk among ethnic minorities [3]. Minority
ethnic groups are at greater odds of having diabetes at lower obesity levels and being
more active significantly reduces the risk of diabetes in these group [3].However,modern
society and technological advances have led to highly prevalent sedentary lifestylewhich
is increasingly considered a distinct risk factor for health problems and diseases. A
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sedentary behaviour that has seen a dramatic rise over the years is screen watching [4].
Whilst the evidence for the association between television viewing and diabetes risk
are known, whether this relationship differs across varying ethnicities has been largely
unstudied particularly in the high-risk population of south Asians and Black ethnic
groups, which is of concern given the prevalence of type 2 diabetes is substantially
higher in non-white populations [5, 6].

Consequently, if sitting time is established to be independently associated with type
2 diabetes, and considering the associated complications of type 2 diabetes that minority
ethnic groups have to combat, elucidating the association of television watching hours
with type 2 diabetes is crucial. Clinical and public health recommendations should
explicitly address sitting in addition to physical activity for minority ethnic groups;
currently they do not [4, 7]. Adults from minority ethnic groups-particularly in the
westernized countries-reportedly do not participate regularly in exercise activities [8, 9],
it might be possible to reduce the risk of nonparticipation by restricting sitting time (e.g.
television watching) and increasing nonexercised activity (e.g. standing and ambulating)
throughout the day [10–12]. The latter approach might be more promising in terms
of long-term adherence, because it will involve more subtle changes and fewer of the
commonly cited barriers to lifestyle exercise program in this population. There have been
relative studies on the implications of sitting and reduced physical activity on depression
[13, 14], obesity [15] and other condition [16] across different ethnic, however, there
is a dearth of studies examining both sitting time and physical activity concurrently
in ethnic minority groups, to make evidence-based recommendations to contribute to
implementing effective ethnic-specific interventions which would potentially constrict
the ethnic disparity in type 2 diabetes.

Therefore, this research investigates and hypothesizes that the association between
television viewing and type 2 diabetes varies by ethnicity in southAsian, Black andwhite
adult participants using the UK Biobank data and to assess the extent/pattern to which
this association is based on ethnicity is independent of PA and BMI. The objectives of
the research are to: first, investigate the dose-response associations of television time
with type 2 diabetes, independent of physical activity in the study population across
different ethnic groups. The second objective was to determine the joint association of
both television time and physical activity with type 2 diabetes across the ethnic groups.

2 Literature Review

A sedentary behaviour that has seen a dramatic rise over the years is screen watching.
With the increasing use of screens such as televisions, computers, mobile phones, among
others, more time is spent in front of screens than outside engagement and less likely
to exert in physical activity [17, 18]. Among the different domains of screen watching,
television viewing is reported to be the most reliable and validated indicator of sedentary
behaviour.Watching television is the behaviour that occupies the most time in the leisure
setting and this has led to increasing concern about the rising prevalence of television
viewing and its health implications [19, 20]. The association with television viewing
in studies are stronger than those for total sedentary behaviour in different outcomes,
including hypertension, adiposity and diabetes [21]. Guo et al. conducted ameta-analysis
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of 1,071,967 participants from 48 articles showed that for each 1-h/day increase in total
sedentary behaviour, the risk of type 2 diabetes increased by 5%, while the associated
risk of type 2 diabetes increased by 8% for each 1-h/day increase in tv viewing (Guo et al.
2020). In another study, Paterson and colleagues performed a meta-analysis specifically
focused on television watching associated with diabetes risk. The 182,568 participants
from 7 studies reported increase in diabetes risk with increasing TV viewing with an
estimate relative risk (RR of 1,12 (1.08–116) with each additional hour of TV viewing.
This was attenuated when adjusted for physical activity [22].

Whilst the evidence for the association between television viewing and diabetes risk
are known, whether this relationship differs across varying ethnicities has been largely
unstudied particularly in the high-risk population of south Asians and Black ethnic
groups, which is of concern given the prevalence of type 2 diabetes is substantially higher
in non-white populations [5] and less physically active [8, 23]. Furthermore, studies have
indicated that south Asian women spend more time at sedentary behaviours than other
populations [8, 16, 23], but how prolonged television watching impacts the risk of type
2 diabetes in this population has not been explored. To our knowledge only three studies
has considered the association between television watching time and diabetes risk in
Black populations. The Black Women’s Health Study (BWHS) reported 1.9-fold risk of
diabetes amongst black women who spent more than 5 h watching television in a day
relative to those who spent less than 1 h per day of television viewing [24]. In contrast,
amongst theBlack participants in theMulti-Ethnic Study ofAtherosclerosis (MESA) and
Jackson Health study, there was no statistically significant graded association between
television viewing and type 2 diabetes [25, 26]. Therefore, understanding how television
viewing contributes to type 2 diabetes in varying ethnic groups is an important area
in need of more research. Time spent sitting in television viewing is a particularly
relevant target because it is a major contributor to diabetes risk [27–29] and is potentially
modifiable [29]. This will provide knowledge sharing on the risk of type 2 diabetes and
help to promote healthy living amongst South Asians and Blacks.

3 Methodology

3.1 Study Design

This is a cross-sectional analysis on baseline data from theUKBiobankobtained between
2007 and 2010. TheUKBiobank is a large, population-based cohort study examining the
inter-relationships between environmental, lifestyle and genetic factors in adults aged
between 37–73 years old. Participant written informed consent was obtained prior to
data collection.

3.2 Study Population

The present research used data from UK Biobank participants who identified as White,
South Asian or Black ancestry.
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3.3 Exclusion Criteria

Excluded participantswho reported a diagnosis of heart disease (n= 28,543) and cancers
(n = 38,021) or to avoid potential reverse causation, as these groups are more likely to
be sedentary, hence avoid biased estimates of sedentary behaviour [30–36]. Participants
withmissing information on television viewing and physical activity, those who reported
ethnicity other than white, south Asian or Black were also excluded.

3.4 Primary Outcome

Participants who were entered as having ‘diabetes’ or ‘type 2 diabetes’ were selected.
Those taking insulin within their first year, and were <35 years old at diagnosis were
excluded to reduce the likelihood of type 1 and monogenic forms of diabetes.

3.5 Independent Measures

3.5.1 Television Viewing

TV viewing was determined from respondents’ answer to the number of hours spent
watching TV on a typical day, based on previous work by Hu et al. [37]. Those who
responded spending >8 h on TV viewing were questioned twice, therefore high values
were deemed robust [9, 38].

3.5.2 Physical Activity

Participants were classified as ‘low’ (not meeting criteria for the ‘moderate’ or ‘high’
categories), ‘moderate’ (at least 20 min of vigorous-intensity physical activity on three
or more days/week; at least 30 min of moderate-intensity physical activity or walk-
ing on five or more days/week; five or more days/week spent in any combination of
walking, moderate- or vigorous-intensity physical activity achieving at least 600 MET
minutes/week) or ‘high’ (at least three days/week of vigorous-intensity physical activity
achieving at least 1,500 METminutes/week; at least seven days/week spent in any com-
bination of walking, moderate- or vigorous-intensity physical activity achieving at least
3,000METminutes/week) activity levels. All data processing followed the standardised
IPAQ-SF scoring guidance [39].

3.6 Assessment of Covariates

Other lifestyle behaviour factorswhich could act as potential confounderswere identified
a priori based on the established relationship of these variables to diabetes and television
viewing/physical activity. These include: Body mass index (BMI), Townsend Score for
socioeconomic status and smoking.
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3.7 Statistical Analysis

All data analyses were performed using 14.2 (Stata Corporation, College Station, Texas,
USA). The demographic and lifestyle characteristics of each ethnic group were summa-
rized using the median and interquartile range for continuous variables, and frequencies
and percentages for categorical data. The statistical significance of differences between
ethnic groups was tested using the Kruskal-Wallis test for continuous variables and Pear-
son’s chi-squared test for categorical variables. Potential interactions between television
viewing and physical activity variables and ethnicity, sex, of diabetes were tested by the
insertion of an interaction term in the model and calculation of the p-value using the
likelihood-ratio test. Significant interactions were detected between ethnicity and tele-
vision time/physical activity for diabetes (p < 0.001), and sex interaction for the rela-
tionship between television time/physical activity and diabetes (p < 0.001). Therefore,
all the analyses were reported stratified by ethnicity and sex.

Cut-points for TV viewing time categories were defined a priori into 3 groups:<2 h,
2–4 h,<4 h. The choice of 2 h/day as a threshold for the lowest screen time group is con-
sistent with recommendations that make specific references to TV viewing (Stamatakis
et al. 2011). Total physical activity groups were labelled as ‘low physical activity’ (≤600
MET-min/week), ‘moderate physical activity’ (≥600 MET-min/week) and ‘high phys-
ical activity’ (≥3000 MET-minutes/week), in accordance with the Guidelines for the
data processing and analysis of the International Physical Activity Questionnaire (http://
www.ipaq.ki.se/).

Cuzick test for trend across ordered levels of television time and physical activity
categories in progressive models with diabetes outcome as the dependent variable [40].

Multivariate binary logistic regression models were then used to examine the associ-
ations between levels of TV viewing and diabetes risk, using TV viewing time<2 h/day
serving as the referent model separately for each ethnic groups by sex. Initial model
adjusted for age, and socioeconomic status (model 1). Model 2 was adjusted for age,
socioeconomic status, smoking and BMI (model 2). Model 3 was a further adjustment
for physical activity within each ethnic group, in separate analyses for men and women.
Physical activity was included in the third model, as a continuous variable because we
were interested in examining whether television watching time was associated with type
2 diabetes, independent of leisure-time moderate or vigorous physical activity.

To examine whether the association between television watching time and type 2
diabetes was consistent across the range of physical activity the joint association risk of
diabetes was assessed by creating nine groups based on combined tertiles of TV viewing
and physical activity and using logistic regression to estimate the odds of diabetes sepa-
rately among each ethnicity group by sex adjusting for the same confounders. Analyses
included adjustment for age, and socioeconomic status (model 1); model 1 plus smoking
and BMI (model 2). The p-values for all hypothesis tests were two-sided and p < 0.05
was interpreted as statistically significant.

http://www.ipaq.ki.se/


How Ethnic Differences in Television Watching and Low Physical Activity in UK 417

4 Results

4.1 Characteristics of the Study Population

Table 1. shows the characteristics of the study population by sex and ethnic groups.
In total 486,665 participants (264,105 women (54.27%), 222,560 men (45.73%) were
included in this analysis because they belonged to the eligible ethnic groups, had for
diabetes and all the independent variables. Out of this subset of participants 469,269
(96.43%)wereWhite; 9,624 (1.98%)were SouthAsians and 7,772 (1.60%)wereBlacks.
Blacks were younger in age (52 years) compared to South Asians (55 years) and Whites
(60 years). A greater proportion of Blacks (64.0%women; 65.3%men) were in the most
deprived socioeconomic category compared with South Asians (35.7% women; 41.0%)
and Whites (18.4% women; 19.4% men). Greater proportion of Blacks spent more than
four hours watching television (up to 20.5%) compared with South Asians (up to 10.8%)
and Whites (up to 12.3%). BMI values was highest in Black women (29.7 kg/m2) in
the study population. Time spent in total physical activity was significantly higher (p <
0.001) among Whites (women: 2,533 MET-mins/wk; men: 2,648 MET-mins/wk) and
lowest in than South Asians (women: 2,226 MET-mins/wk; men: 2,162 MET-mins/wk.

Overall, the crude diabetes prevalence was higher in men than in women. Age dis-
tribution was similar between men and women. Women had higher values of BMI com-
pared to men. The crude prevalence of diabetes was highest in South Asians, followed
by Blacks in comparison with Whites. Amongst the women, diabetes prevalence was
13.7% in South Asians and 10.1% in Blacks. Among men, the diabetes prevalence was
20.5% in South Asians and 12.8% in Blacks (Table 1.).

Overall, the Pearson correlation showed television time weakly correlated with total
physical activity (r = −0.07 (P < 0.0001), reinforcing the argument that these are
separate domains and, hence, separate risk factors.

4.2 Ethnic Difference in Television Viewing and Diabetes Risk

Table 2. shows the dose-response association of television viewing and diabetes risk
by ethnic groups. Amongst South Asians and Whites, graded the risk of diabetes was
significantly higher in those reporting longer duration of television viewing, when fully
adjusted for age, Townsend index, smoking and alcohol status, BMI and physical activity
(Ptrend< 0.05). However, therewas no significant graded association between television
time and diabetes amongst the Blacks (Ptrend > 0.05) for both women and men.

Data showed the risk ofwatching television for thosewhowatched 2–4 h of television
or more than 4 h of television was highest in South Asians (Women: OR 1.64; 95%CI
(1.36–1.99) andOR2.69; 95%CI (2.10–3.45) respectively;MenOR:1.53; 95%CI (1.32–
1.78) and OR 2.31; 95%CI (1.88–2.86). Ethnic differences in joint association between
television viewing and physical activity with diabetes risk.
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4.3 Ethnic Differences in Joint Association Between Television Viewing
and Physical Activity with Diabetes Risk

Table 3. depicts the joint association of television viewing time and physical activity
categories inWhites, SouthAsians andBlacks, adjusted for age, SES, smoking andBMI.
A linear relationship of diabetes was observed between higher time spent on television
viewing with lower levels of physical activity. Among those who the who spent more
than 4 h of TV viewing and performed ≥3000 MET-minutes/week of physical activity
compared with the reference group, the risk of diabetes was more than 2 times higher in
South Asians (Women: OR 2.06; 95%CI (1.19–3.57); men: OR 2.34;95CI (1.48–3.70)).
In Whites, the risk was in Women: OR 1.89; 95%CI (1.67–2.15); Men OR 2.14; 95%CI
(1.94–2.36). In Blacks the risk was women: OR 1.17; 95%CI (0.65–2.10);MenOR 1.50;
95%CI (0.84–2.67).

Table 1. Characteristics of study participants by ethnicity and sex

Women Men

white
N = 255,180

South Asian
N = 4,444

Black
N = 4,481

White
N = 214,368

South Asian
N = 5,152

Black
N = 3,353

med (IQR) med (IQR) med (IQR) med (IQR) med (IQR) med (IQR)

Age (years) 60 (52–65) 54 (48–61) 52 (47–59) 60 (53–66) 55 (47–62) 52 (46–59)

BMI (kg/m2) 26·1
(23·4–29·6)

26.7
(24·0–30·0)

29·7
(26·1–33·7)

27·3
(24·9–30·1)

26·5
(24·4–29·1)

27·9
(25·5–30·6)

Physical Activity
(MET-mins/wk)

2,533
(1,455–4,547)

2,226
(1,215–4,053)

2,300
(1,299–4,053)

2,648
(1,448–5,092)

2,162
(1,158–3,908)

2,415
(1,273–4,938)

N (%) N (%) N (%) N (%) N (%) N (%)

Diabetes 8,710 (3·4) 599 (13·7) 451 (10·1) 13,906 (6·5) 1,042 (20·5) 414 (12·8)

Missing 471 75 37 615 108 42

TV Viewing (hr)

<2 h 120,612 (47.3) 2,537 (57.1) 1,934 (43.2) 99,403(46.4) 2,960 (57.1) 1,517 (46.1)

2–4 h 101,914 (39.9) 1,428 (32.1) 1,630 (36.4) 85,526 (39.9) 1,691 (32.6) 1,139 (34.6)

>4 h 32,654 (12.8) 479 (10.8) 917 (20.5) 29,160 (13.6) 529 (10.2) 635 (19.3)

Smoking status

None 150,297 (58.6) 4,144 (91.0) 3,590 (77.7) 103,816 (48.4) 3,396 (65.1) 2,029 (60.0)

Previous 83,181 (32.4) 260 (5.7) 617 (13.3) 84,320 (39.3) 1,035 (19.9) 772 (22.8)

Current 23,126(9.0) 151(3.3) 416(9.0) 26,396 (12.3) 783 (15.0) 579 (17.1)

Deprivation

1 (least) 52,586 (20·5) 454 (9·9) 125 (2·7) 44,358 (20·6) 453 (8·6) 91 (2·7)

2 52,766 (20·5) 446 (9·8) 212 (4·6) 44,009 (20·5) 476 (9·0) 146 (4·3)

3 52,837 (20·5) 699 (15·3) 380 (8·2) 42,988 (20·0) 734 (14·0) 264 (7·8)

(continued)
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Table 1. (continued)

Women Men

4 51,600 (20·1) 1,337 (29·3) 953 (20·5) 41,774 (19·5) 1,445 (27·4) 675 (19·4)

5 (most) 47,197 (18·4) 1,625 (35·7) 2,964 (64·0) 4,1607 (19·4) 2,158 (41·0) 2,210 (65·3)

Alcohol Frequency

Never 20,964 (8·15) 2,472 (54·4) 1,125 (24·4) 56,163 (26.3) 692 (23·1) 690 (20·4)

Daily 43,026 (16·7) 131 (2·9) 184 (4·0) 57,547 (26.9) 404 (13·5) 327 (9·7)

3–4/week 54,723 (21·3) 202 (4·5) 329 (7·1) 56,029 (26.2) 464 (15·5) 446 (13·2)

1–2/week 67,868 (26·4) 424 (9·3) 761 (16·5) 18,937 (8.9) 667 (22·3) 822 (24·3)

1–3/month 33,734 (13·1) 311(6·8) 648 (14·0) 14,373 (6.72) 289 (9·7) 409 (12·1)

Occasional 36,807 (14·3) 1,004 (22·1) 1,570 (34·0) 10,900 (5.1) 480 (16·0) 696 (20·5)

p-value < 0.0001 for all variables; med median; IQR interquartile range; BMI body mass index

Table 2. Association between Television viewing and risk of diabetes by Ethnicity and sex

Women Men

White South Asian Black White South Asian Black

Model 1Television viewing (hours)

<2 h 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref)

2–4 h 1.54(1.46–1.62) 1.45(1.20–1.77) 1.04(0.82–1.31) 1.47(1.41–1.53) 1.30(1.14–1.52) 1.00(0.78–1.28)

>4 h 2.60(2.45–2.76) 2.21(1.71–2.85) 1.44(1.12–1.86) 2.29(2.18–2.40) 1.85(1.49–2.31) 1.42(1.08–1.86)

P-trend <0.001 <0.001 0.01 <0.001 <0.001 0.02

Model 2Television viewing (hours)

<2 h 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref)

2–4 h 1.17(1.11–1.23) 1.32(1.08–1.63) 1.06(0.83–1.36) 1.20(1.15–1.25) 1.22(1.04–1.44) 0.98(0.76–1.28)

>4 h 1.54(1.44–1.64) 1.75(1.34–2.30) 1.25(0.95–1.65) 1.46(1.38–1.53) 1.59(1.26–2.01) 1.43(1.07–1.91)

P-trend <0.001 <0.001 0.13 <0.001 0.001 0.04

Model 3Television viewing (hours)

<2 h 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref) 1.00 (ref)

2–4 h 1.17(1.10–1.25) 1.28(1.01–1.63) 1.00(0.75–1.33) 1.19(1.14–1.25) 1.22(1.02–1.47) 0.93(0.69–1.25)

>4 h 1.52(1.41–1.64) 1.61(1.16–2.24) 1.19(0.87–1.64) 1.42(1.34–1.50) 1.55(1.18–2.03) 1.30(0.93–1.83)

P-trend <0.001 0.002 0.32 <0.001 0.001 0.22

Values are odds ratios (with 95% confidence intervals) for the association of television viewing
in each sex and ethnicity group. P trend refer to the dose-response levels of television viewing.
Statistical models are as follow:
Model 1: Adjusted for age, and socioeconomic status
Model 2: Model 1, plus adjustment for smoking and BMI
Model 3: Model 2, plus adjustment for physical activity.
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5 Discussion

To our knowledge, this is the first study to describe the association between television
viewing and diabetes risk among multi-ethnic women and men in a UK. This research,
aimed to assess the impact of higher levels of television viewing time, independent of
leisure-time moderate and vigorous physical activity, associated with type 2 diabetes
in Whites, South Asians and Blacks. The overall findings showed that the increased
television viewing was associated with increased risk of type 2 diabetes which persisted
following adjustment for potential intermediate comorbidities, which were explained
by further adjustment of adiposity. However, finding also showed that the link between
television viewing and Type 2 Diabetes may not always be plausible, and it may be
influenced by ethnicity. According to this study’s finding using participants from the
UK Biobank, television viewing was not associated with T2DM risk in Blacks, whereas
television viewing was strongly linked to T2DM in Whites and South Asian men and
women. Secondly, the findings showed that even moderate leisure physical activity with
less television watching is beneficial in reducing type 2 diabetes in South Asians and
White ethnic groups.

Amongst South Asian andWhite ethnic groups, higher levels of television time were
more strongly associated with diabetes risk in women than men irrespective of ethnicity
and was independent of BMI and physical activity. Adjusting for BMI attenuated the
association between TV viewing and diabetes prevalence overall, but in south Asians
this attenuation was less pronounced, suggesting that the contribution of TV viewing per
se, rather than associated effects on BMI, maymake a larger contribution to diabetes risk
in South Asians. This may reflect differences in underlying physiological factors or in
ethnic differences in other behaviours clustering with TV viewing (such as eating energy
dense foods), which warrant further investigation. Further investigation is also needed
to determine the extent to which this association is likely to be causal. If causality can be
demonstrated, these data suggest that ethnic specific interventions to reduce sedentary
behaviour for people from south Asian ethnic origin should potentially be explored.

The findings show that television viewing is associated with an increased higher risk
with type 2 diabetes, while increased physical activity is protective of the disease in
Whites. This confirms and extends to previous studies examining the relation between
television viewing and diabetes this ethnic group [41]. Recently, using a two-sample
Mendelian randomization analysis method, Deng and colleagues examined the risk of
diabetes in association with time watching television and physical activity. They found
that spent watching televisionwas associatedwith a 2.35 increased risk of type 2 diabetes
(OR: 2.35 (1.9–2.9)), while inverse associations between self-reported moderate PA
(OR: 0.30 (0.18–0.54) and vigorous PA (OR: 0.27 (0.14–0.54) with type 2 diabetes risk
were found, respectively [41]. Findings from the UK Whitehall study found that after
following a cohort of civil servants for 12 years, there was no link between television
sitting and incident diabetes after adjusting for BMI (RR: 1.31(0.96 to 1.76)) [42]. The
MESA study looked at the association of physical activity, sedentary behaviours and
incidence of type 2 diabetes in multiple ethnic groups including Whites and Blacks.
In this study, the graded independent associations of physical activity were statistically
significant in Whites across all increased levels of physical activity, whilst there was
no significant association with television watching for those who spent up to 4 h of
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television watching RR:1.50 (0.91 to 2.49) [26]. The deleterious effect of television
watching was only observed in Whites who spent more than 6 h of their time watching
television RR:4.54 (1.42 to 14.49) [26].

To our knowledge this is the first research to explicitly examine the risk of television
viewing time and type 2 diabetes in South Asians. Earlier studies with smaller sample
sizer for South Asians, have assessed the relative contribution of sedentary behaviour
with glycemia or type 2 diabetes. Waidyatilaka and colleagues observed that amongst
dysglycaemic South Asian women, physical activity and television viewing contributed
to dysglycaemia after adjustment for family history, diet, systolic blood pressure and
Body Mass Index [16]. In that study, 85% of people with dysglycaemia could attribute
their condition to viewing TV > 85 min a day; 78% attributed their condition to per-
forming <1435.3 MET-minutes/week on walking and <2640.0 MET-minutes/week in
moderate and vigorous physical activity [16]. The findings of links between television
viewing and physical activity in the current research, in addition to other studies of
impact of high sedentary time, and low physical activity in South Asians indicate the
need to focus health promotion efforts on shifting sedentary time into leisure physi-
cal activity while trying to increase moderate-to Vigorous physical activity. Findings
on Blacks did not show a significant dose-response effect, between time spent watch-
ing television and diabetes risk, despite a relatively high diabetes prevalence. Although
this cannot be readily explained physiologically, it is consistent with a previous study
by Healy and colleagues using the NHANES data, found that higher accelerometery-
derived sedentary time was unrelated to insulin and insulin sensitivity - which is a condi-
tion that increases the risk of developing type 2 diabetes in the Black subpopulation [43].
Contrastingly, findings from some studies that have examined the relationship between
television watching and the risk of developing type 2 diabetes in Black population in
the United States, suggest a significant positive association between the two. In a study
of African American women, it was found that greater television viewing was associ-
ated with a higher incidence of type 2 diabetes, independent of physical activity levels
[24]. The authors suggested that reducing sedentary behaviour, particularly television
watching, could be an important strategy for preventing the development of type 2 dia-
betes in this high-risk population. Nevertheless, it is possible that the lack of relationship
between sedentary behaviour and type 2 diabetes in Black adults in this study may be
influenced by unmeasured confounding lifestyle, and environmental factors that vary by
geopolitical location. The US study was conducted in obese, low socioeconomic status
and highly sedentary participants, whilst the participants in the UK Biobank data are
reported to be more affluent, educated and healthier than the overall UK population [44,
45]. Additionally, the United Kingdom as a welfare state provides relatively high spend-
ing on healthcare for its population, whilst the US is based on health insurance which
is majorly the responsibility of its citizens. However, more research on Black ethnic
groups in the UK setting is needed to fully understand these potential interactions.

From a public health standpoint, it is important to understand why differences exist
in sedentary behaviours among ethnic subgroups in a population. This knowledge could
inform future interventions aimed at reducing sedentary time among people across ethnic
origins which could in turn transform workplace cultures. However, people from south
Asian ethnic background may benefit the most from efforts aimed at replacing some
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time spent watching television with other non-screen time activities. Culturally tailored
interventions that incorporate traditional activities and values may also be effective in
promoting physical activity in ethnic minority groups.

From animal studies, sedentary time is related to lipoprotein lipase regulation which
is linked to local contractile activity, leading to increased plasma triacylglycerol and
reduced high density lipoprotein levels [46–48]. Immobility also affects the skeletal
muscle which leads to peripheral insulin resistance [9, 38, 49]. Lifestyle interventions
such as the Diabetes Prevention Program (DPP) shows that increase in physical activity
also reduce sedentary behaviours including television watching [50]. Additionally, in
early 2017 the American Diabetes Association published updated guidelines on the
lifestyle management, containing sedentary behaviour be interrupted with periods of
physical activity every 30 min [51].

6 Strengths and Limitations of the Study

In addition to the large sample size, a major strength of our study was our ability to com-
pare several ethnic groups living in the same country within the same study. The results
were robust to adjustment for potentially confounding factors including socioeconomic
status, smoking behaviour and age allowing for broad generalization of the findings.
BMI and physical activity were adjusted, enabling an examination of their mediating
role in the model. Despite the strength of the study, there were few limitations. The
analyses focused on television viewing because it is the most performed form of seden-
tary lifestyle. However, we cannot generalize our findings to other specific sedentary
behaviours (e.g., computer, driving, and work-related sitting). Nonetheless, based on
recent findings in American adults, showing significant but fair associations between
TV viewing time and total sedentary time derived from accelerometery, TV viewing
time has been suggested to be a potentially useful indicator for total sedentary time in
epidemiological analyses. In this research, the data showed that of all the different type of
sedentary behaviour - TV viewing, computer time and driving - the association between
TV viewing and diabetes was the strongest. This is in concordance with other studies
that have reported the strong link between TV viewing and adverse health outcomes
such as cancer, cardiovascular disease and mortality [52, 53].

TV viewing and physical activity were self-reported and are thus affected by recall
bias and measurement error. Measurement error in potential confounders and other
types of sedentary behaviour correlating with television viewing leading to residual
confounding may have weakened the observed associations within the ethnic groups,
however, data from objectively measured (i.e., accelerometer) data could potentially
provide important complementary information on context of sedentary behaviours and
their interaction with TV viewing across ethnicity. It has been argued that both domain-
specific and overall (objective) measures of sedentary time are desirable [20, 31, 54,
55] sources for obtaining information for sedentary behaviour. We did not have data on
eating habits during TV screen time. We also did not record sleep duration in this study.
TV viewing time has been shown to be associated with short sleep duration which is
in turn associated with cardio-metabolic biomarkers [56, 57]. As this is cross-sectional
study, we cannot definitively infer causality. Even though we excluded participants with
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relevant diagnosed diseases to minimise risk reverse causation, it is never possible to do
this fully in a cross-sectional study design.

7 Conclusion

While this study confirms how the association between TV viewing and diabetes affects
different ethnic groups in variable magnitude, it also suggests that even a slight increase
in physical activity combined with low television-viewing time can significantly reduce
the risk of type 2 diabetes particularly in specific ethnic minority. However, TV viewing
time is a complex construct that appears to include obesity since the risk of association
with diabetes significantly increased after adjusting for BMI. Even after controlling for
potential mediators including socioeconomic status and physical activity, part of the
association between TV viewing and diabetes in south Asians and in whites remained
unexplained in our study. This suggests that TV viewing per se may have adverse conse-
quences to higher diabetes risk. Given the prominent role that TV has in modern society,
further research is warranted to better understand why this behaviour is associated with
diabetes. As there are few studies in the UK on this type of research it is clear that
this field of research needs to expand beyond predominantly white populations and to
explore this heterogeneity and avoid potentially inappropriate generalization of findings,
whether the ethnic differences are biological, or due to unmeasured confounding factors.
It is hoped that, this study makes a meaningful contribution not just in raising awareness
but also translates to building a better knowledge management system for healthcare
providers. This may facilitate the development of public health interventions that more
effectively address the ethnic disparities.

In conclusion, sedentary behaviour is a significant risk factor for the development of
type 2 diabetes, and ethnic minority groups may be at higher risk due to cultural, social,
and environmental factors. Findings from this study provide evidence that television
viewing (as sedentary proxy) and physical activity is associated with higher diabetes
risk in south Asians and whites but not Blacks and with evidence of mediation by BMI.
These findings add to growing evidence that sedentary behaviour, separated from activ-
ity, influences health even though uncertainties remain regarding underlying pathways.
Therefore, there is a need to develop effective interventions that can promote physical
activity and reduce sedentary behaviour in these populations.
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Abstract. The recent release of ChatGPT has rapidly gained popularity and
becomeone of theworld’s fastest-growing applications. ChatGPThas the potential
to have a significant impact on the research community and the public by revo-
lutionising the way we perform tasks such writing articles and making decisions.
ChatGPT is known for its human-like interactions and “engaging” conversation.
Because of this, alarming ethical and practical challenges emerge from its uses,
this is particularly relevant in the medical field and the overall impact it may have
on health systems and their efficiencies. This paper gives a brief overview of the
potential benefits and risks of using ChatGPT for health care services. To make
sure that it is implemented without any risks to society especially the public, there
should be a regulatory framework to monitor the use of this new and untested
technology. In this paper we show how ChatGPT can be used to as a potential tool
in the field of Non-Communicable Diseases.

Keywords: ChatGPT · Non-Communicable diseases · efficiency

1 Introduction

Although the advance of digital technology, robotics, innovation and improved diag-
nostics, prevention therapeutics can improve health care and treatments, they also raise
ethical, legal and social challenges [1]. This is especially true of the arrival of ChatGPT
(Generative Pretrained Transformer) in 2022 [2]. It is a chatbot that we can converse
with as if it were a fellow human being [3]. ChatGPT was released by OpenAI (based
in San Francisco) in November 2022 [4]. ChatGPT users with an interest in healthcare
have already started to use it to perform simple tasks that normally require a healthcare
professional [5]. For example, writing sickness certificates, patient letters or medical
insurance letters. ChatGPT can act as a high-level personal assistant to speed up mun-
dane tasks and give physicians more time to perform duties that involve direct patient
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interaction [6]. It can also assist in more complex tasks such as decision making, for
example stratifying patients in terms of their priority for limited health resources such
as access to kidney dialysis or intensive care beds [5].

Although there are many potential benefits of using ChatGPT in healthcare, there are
many serious ethical concerns that arise using this sophisticated chatbot in patient care.
The use of it can lead to unintended and unwelcome issues, such as consent, quality of
care, confidentiality, inequality, and reliability.

It is too early to assess the implications of using ChatGPT in healthcare and research.
But as the technology advances and its uses become common, it is important to ask
questions regarding the potential risk-benefits and governance around use of ChatGPT in
healthcare. Because of the potential risks listed above and general ethical issues concern-
ing ChatGPT, a standardised and accepted governance frameworkmust be implemented.
This requires a consensus from a committee with diverse expertise and representation
fromAI experts, data analysts, computer scientists, academics, healthcare professionals,
patient representatives, data regulators and Big Tech [7].

Non-communicable diseases (NCDs) are a group of chronic diseases that are not
caused by infectious agents but rather by a combination of lifestyle factors, environ-
mental factors, and genetic predisposition. NCDs is a significant global public health
concern, as they utilize a large proportion of the healthcare expenditure across borders.
The four main types of NCDs are cardiovascular diseases (CVDs), cancer, chronic res-
piratory diseases, and diabetes. CVDs are the leading cause of death in India, accounting
for nearly 28% of all deaths. Cancer is the second leading cause of death, accounting
for approximately 13% of deaths. Chronic respiratory diseases and diabetes are also
major health concerns in India, accounting for a significant proportion of the disease
burden. Several factors contribute to the high prevalence of NCDs in India, including
unhealthy dietary intake, physical inactivity, tobacco use and alcohol consumption [8].
Additionally, environmental factors such as air pollution, which is a significant prob-
lem in many major cities in India, can also contribute to the development of NCDs [8].
Efforts to address NCDs in India have included public health campaigns to promote
healthy lifestyles, policies to reduce tobacco use and alcohol consumption, and efforts
to improve access to healthcare services. However, there is still a significant need for
further research, policy development, and implementation of effective interventions to
prevent and manage NCDs in India. In this paper we explore the potential use of GPT
technology in preventing and controlling NCDs in India as a case study to demonstrate
how ChatGPT can be used effectively.

This paper begins with a brief literature review of ChatGPT and NCPs. This is
followed by how ChatGPT can be used in healthcare and the risks and ethical issues
involved. The authors believe that there is an urgent need to design a set of regulations
around governance to mitigate against the potential risks that may arise. A case study of
use of ChatGPT in NCDs is described. It is followed by discussions on the benefits and
risks of ChatGPT for health care. The paper concludes with Future Research Priorities
for ChatGPT in Healthcare.
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1.1 Literature Review

ChatGPT is a type of artificial intelligence languagemodel developed byOpenAI. It uses
deep learning techniques to analyze and generate human-like language based on large
datasets of text. GPTmodels are pre-trained on large amounts of text data, allowing them
to learn the patterns and structures of language. This pre-training enables the model to
generate coherent and contextually relevant text in response to a given prompt or input.

GPT language models can process large amounts of text data and generate human-
like language, which makes them well-suited for a variety of healthcare applications
[9]. GPT was constantly improved with more advanced versions. The first version of
GPT-1was released in 2018, and was the first model in the GPT series. It had 117 million
parameters and was trained on a large corpus of text data from the internet. Despite its
relatively small size, GPT-1 was able to generate coherent and grammatically correct
text. GPT-2 was released in 2019 and was a significant improvement over GPT-1, with
1.5 billion parameters. It was trained on a massive corpus of text data and could generate
high-quality text that was difficult to distinguish from text written by humans. GPT-3
was released in 2020 and is the most advanced GPT model to date, with 175 billion
parameters [10, 11]. It can generate extremely high-quality text and can perform a wide
range of natural language processing tasks [12]. GPT-3 has received a lot of attention for
its impressive language capabilities. GPT-4 was released in early 2023 and is OpenAI’s
most advanced system, producing safer and more useful responses. When GPT-4 was
tested by medical experts from Microsoft without any specialized prompt crafting, it
exceeded the passing score on USMLE by over 20 points and outperformed earlier
general-purpose models (GPT-3.5) as well as models specifically fine-tuned on medical
knowledge (Med-PaLM, a prompt-tuned version of Flan-PaLM 540B) [13].

1.2 Research Significance

The GPT technology has significant research significance in the field of healthcare and
in NCDs due to its natural language processing capabilities [14]. These capabilities can
be leveraged to improved patient outcomes, clinical decision-making, and healthcare
efficiency. One potential use case for ChatGPT in addressing NCDs is in medical record
analysis. Medical records often contain a vast amount of unstructured data that can be
challenging to analyze and interpret. GPT models can be trained on large amounts of
medical text data to recognize patterns and relationships between symptoms, diagnoses,
and treatments. This could enable more accurate and efficient diagnosis and treatment
planning. Another potential use case for GPT in healthcare is in patient communication.
GPT models can generate personalized responses to patient inquiries and concerns,
which could improve patient engagement and satisfaction. Overall, GPT technology has
the potential to revolutionize healthcare by enabling more efficient and accurate clinical
decision-making, improving patient outcomes, and enhancing the patient experience.
However, as with any new technology, it is vitally important to approach the use of
GPT in healthcare with caution and carefully consider the ethical implications of its
implementation.
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1.3 ChatGPT for Healthcare

A systematic review was conducted by Sallam (2023) using records in
PubMed/MEDLINE and Google Scholar to examine the impact of ChatGPT in the
context of health care education, research, or practice [15]. Sallam found that the ben-
efits of ChatGPT were cited in 51/60 (85.0%) records that include: (1) improved sci-
entific writing and enhancing research equity and versatility; (2) utility in health care
research (efficient analysis of datasets, code generation, literature reviews, saving time
to focus on experimental design, and drug discovery and development); (3) benefits in
health care practice (streamlining the workflow, cost saving, documentation, person-
alized medicine, and improved health literacy); and (4) benefits in health care educa-
tion including improved personalized learning and the focus on critical thinking and
problem-based learning [7, 16–19].

ChatGPT is being touted as a tool that could transform healthcare, because it is
capable of mirroring intuitive human conversation. It works by learning from human
feedback and can answer follow-up questions, admit its own mistakes, challenge incor-
rect premises, and reject inappropriate requests. These capabilities have triggered excite-
ment over the use of this technology. ChatGPT can be used to streamlinemultiple clinical
workflows with possible cost savings and increased efficiency in health care delivery
[20–22].

According to Patel & Lam (2023) ChatGPT can produce efficient patient discharge
summaries, which can be valuable in reducing the burden of documentation in health care
[23]. ChatGPT has great transformational potential in health care practice via enhancing
diagnostics, prediction of disease risk and outcome, and drug discovery among other
areas in translational research [17, 24]. Rao et al. (2023) reported that ChatGPT showed
moderate accuracy in determining the imaging steps needed in breast cancer screening
and in the evaluation of breast pain, which can be a promising application in decision
making in radiology [25]. Many researchers have shown that ChatGPT in health has the
exciting prospect of refining personalized medicine and the ability to improve health
literacy by providing easily accessible and understandable health information to the
public [26–28].

Sallam specifically described the healthcare benefits ofChatGPT including improved
documentation, aswell as personalizedmedicine, prediction of disease risk and outcome,
streamlining clinical workflows and improved diagnostics [12, 15]. All these incremen-
tally result in an overall improvement in cost utilisation and health literacy. Sallam
further highlighted the benefits of ChatGPT in scientific research, including the abil-
ity to analyse massive data including electronic health records and other Big Datasets
such as genomic information [12, 15]. It also has efficacy in experimental drug design
and discovery. This ultimately releases free time for health professionals to perform
more patient orientated tasks. There are considerable educational benefits when using
ChatGPT to generate accurate and versatile clinical vignettes, improved personalized
learning experience as well as and being an acting as a “free” adjunct in group learning.

1.4 Concerns Regarding ChatGPT Use in Health Care

Despite the benefits of ChatGPT for health care, there are major concerns that can be
divided into five domains. Firstly, there is the major recurring ethical issue of the risk
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of bias and transparency [24, 25]. Secondly, ChatGPT can generate inaccurate content
which has severe negative consequences in health. There is also concern regarding the
ability of ChatGPT to provide justification for incorrect decisions [25]. There are issues
of interpretability, reproducibility and the handling of uncertainty that can have harmful
consequences in health care settings including health care research [29]. Finally, there is
the issue of paradigm shifts in health care education, research, and practice [15]. Thus,
the use of ChatGPT for health care must be undertaken and implemented in a careful
manner by careful consideration of each of these domains [30].

2 Methodology

2.1 Dataset

For this study, we have used a patient dataset to train and fine tune the GPT model to
customize it for our purpose. This datasetwas derived fromaFunctionalMedicineHealth
Questionnaire collected from over 1000 patients over a 10-year period along with their
standard health diagnoses over this same period [31]. Functionalmedicine is an approach
to healthcare that focuses on understanding and addressing the cause of a patient’s health
concerns, rather than simply treating the symptoms. It is a patient-centered, holistic
approach that considers the genetic, environmental, and lifestyle factors that contribute
to a patient’s health status. Functional medicine is often used to address chronic health
conditions, such as autoimmune diseases, digestive disorders, hormonal imbalances,
and cardiovascular disease. Functional Medicine Practitioners (FMPs) use a wide range
of tools and techniques to identify and address underlying health problems (nutritional
deficiencies, hormonal imbalances, inflammation, and digestive tract dysfunction). The
data comes contains information such as laboratory testing, nutritional interventions,
lifestyle modifications, stress reduction techniques and targeted supplementation. FMPs
work closely with patients to develop individualized treatment plans that consider the
patient’s unique needs, preferences, and lifestyle factors. The goal is to help optimize
overall patient health using data.

2.2 Ethics

Research ethics was obtained from the local board before study commencement.
Informed patient consent was obtained from all patients whose data was included within
the training dataset. They were specifically informed that their data would be analyzed
by clinicians and computer experts to develop AI powered algorithms to make better
health prediction models.

We requested 5 research participants to take the functional medicine health question-
naire and evaluated the prediction responses from ChatGPT against expert functional
medicine practitioners.

2.3 Research Design

Case study research methodology was utilised for this study. This involves collecting
a vast array of data through various sources such as interviews, observation, archival
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research, and document analysis. The data is usually analysed using a variety of qualita-
tive data analysis techniques, including content analysis, thematic analysis, and narrative
analysis. Case study research methodology has several advantages over other research
methods for this study. Firstly, it allows researchers to investigate complex and dynamic
phenomena that cannot be adequately explained by quantitative methods. Secondly, it
enables researchers to explore the perspectives, experiences, and underlying message of
the participants. Thirdly, it allows researchers to generate rich and detailed data, which
can be used to develop new theories or refine existing ones. In this study we use FM
master questionnaire as the base for the in-depth interview with the patients.

2.4 Please Describe How ChatGPT is Used in Your Study

ChatGPT was fine-tuned with the previously collected FMmaster questionnaires and its
inferred results manually reported by clinical experts. This knowledge was used to fine
tune the Chat GPT to infer the results of the study participants. Fine-tuning the chat GPT
(Generative Pre-trained Transformer) refers to the process of customizing a pre-trained
language model to perform a specific task or set of tasks. In this context, fine-tuning
involves training the chat GPT on a specific dataset or set of inputs that are relevant to
a particular task, such as answering questions, engaging in conversation, or generating
text. The process of fine-tuning typically involves several steps, including selecting a
relevant dataset, preparing the data for training, and adjusting the hyperparameters of
the model to optimize its performance on the specific task. Once the model has been
fine-tuned, it can be used to generate responses or predictions based on new inputs.
Fine-tuning the chat GPT is an effective way to create conversational agents or chatbots
that can understand and respond to natural language inputs. By training the model on
relevant data, it can learn to generate more accurate and relevant responses, leading to
a more engaging and effective conversational experience for users. Overall, fine-tuning
the chat GPT is a crucial step in developing advanced conversational AI systems that can
understand and respond to a wide range of inputs and contexts. It enables the creation of
chatbots that can conversemore naturally and effectively with users, leading to improved
user experiences and increased engagement.

2.5 Describe How the Research Was Conducted

All the participants gave informed consent for the data collection process and subsequent
analysis. Also, all the research study ethical considerations were explained clearly to the
participants. After the agreement, the participants were asked to complete the FMmaster
questionnaire with the help of a clinical expert. The questionnaire took approximately
about 1 h to complete and involved answering 260 questions to give an overview of a
wide range of health aspects of individual participants.

2.6 What Was the Aim of This Research?

The aim of the research is to fine tune the ChatGPT with the FM questionnaires and
responses to infer the patient’s potential health conditions.
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2.7 Why Was a Specific Research Sample Used?

We have used specific demographics data to fine tune the ChatGPT, so the research
sample used was based on that pre-set demographics to understand and evaluate the
ChatGPT responses accurately.

3 ChatGPT in Tackling NCDs Through Medical Diagnostics

Medical diagnostics refers to the process of identifying and determining the cause of
a patient’s health condition or symptoms. The diagnostic process typically involves a
combination of medical history assessments, physical examinations, laboratory tests,
imaging studies and genetic testing. Medical diagnostics can be used to diagnose a wide
range of health conditions, including infectious diseases, genetic disorders, chronic ill-
nesses, and acute injuries. Theoverridingobjective ofmedical diagnostics is to accurately
identify a diagnosis for a patient’s condition so that appropriate treatment can be ini-
tiated. The Functional Medicine Master Health Survey (FM MHS) is a comprehensive
health questionnaire and detailed blood tests used by FMPs to assess a patient’s health
status and identify potential underlying health problems. It is a tool that helps FMPs
to understand a patient’s health history, symptom pattern and lifestyle habits so that a
personalized treatment plan can be set out. The FM MHS includes questions about a
wide range of factors that can affect health, including nutrition, sleep, exercise, stress,
emotional well-being, environmental exposures, and a detailed past medical history. It
also includes questions about specific symptoms and conditions, such as digestive issues,
hormonal imbalances, and cardiovascular disease. The survey is typically administered
to patients before their initial consultation with an FMP. The practitioner reviews the
patient’s responses to identify potential underlying imbalances and develop a personal-
ized treatment plan that addresses the underlying cause of the patient’s health concerns.
The FMMHS is a valuable tool for FMPs because it provides a comprehensive overview
of a patient’s health status and helps identify areas that may require further testing or
intervention. It also helps practitioners track progress over time and adjust treatment
plans to optimize patient outcomes. Thus, fine tuning the GPT with the capability to
understand the user’s response to the FMMHS and interpret the result will enable FMPs
to analyse data in an efficient manner.

4 Ethical Issues and Problems

The use of GPT technology in healthcare, as with any new technology, raises important
ethical issues and problems that need to be carefully considered. Some of the key ethical
issues and problems associated with using GPT in healthcare include:

(1) Data privacy: GPT models require access to large amounts of text data for training
to be effective. This raises concerns about the security of patient privacy and the
potential for sensitive information to be inadvertently disclosed [32]. It is of vital
importance to ensure that appropriate measures are in place to protect patient data
and that patients are fully informed about how their data is being used. In essence,
the security level of the “firewall” around patient data needs to be comparable with
the level around online banking.
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(2) Bias: GPT models can reflect the biases that are present in the data that they are
trained on. This can result in discriminatory outcomes for patients based on factors
such as race or gender [33]. It is important to carefully consider the selection and
curation of the data used to train GPT models and to test for bias in the resulting
models.

(3) Accountability: As GPT models become more advanced, they can generate text that
is difficult to distinguish from textwritten by humans [18]. This raises concerns about
accountability for decisions made based on GPT-generated text. It is important to
establish clear guidelines for the use of GPT-generated text in decision-making and
to ensure that there is a clear chain of “author” responsibility for any decisions made
based within this context.

(4) Informed consent: Patients need to be aware that their data will be used to train GPT
models and so need to fully understand the potential implications of its use within
such an environment. It is therefore important to obtain informed consent around the
use of GPT methodology from patients before using their data to train GPT models.

(5) Transparency: GPT models can be opaque, meaning that it can be difficult to under-
stand how they arrived at a particular decision or generated a particular piece of
text [18]. It is therefore important to ensure that GPT models are transparent and
that the decision-making process is explainable to patients and healthcare providers.
While the use of GPT technology in healthcare has the potential to improve patient
outcomes and efficiency, careful consideration of the ethical implications of its use
needs to be made as well as taking the necessary steps to mitigate against potential
risks and problems.

4.1 Regulatory Framework

There is an urgent need to develop guidelines for ChatGPT use in scientific research,
considering the issues of accountability, integrity, transparency, and honesty. The use of
ChatGPT in health care should be carried out in a highly ethical and responsible manner,
considering the potential risks and concerns it entails. A regulatory framework around the
use of ChatGPT is necessary to allow for appropriate safeguarding in research and vali-
dation. Mira Murati, the Chief Scientific Officer, of ChatGPT is in favour of regulation
to mitigate against and minimise malicious uses of the technology [34]. Currently, in the
USA currently there is no binding U.S. regulatory restraints on generative AI although
the Biden Administration’s Blueprint for an AI Bill of Rights provides principles for
responsible AI implementation, including calls for “algorithmic discrimination protec-
tions”. The EU aims to regulate the commercial and government use of AI, including
generative AI (known as AI ACT). According to Glorin Sebastian (2023), that regulators
should implement data protection laws to protect users’ privacy by regulating the collec-
tion and use of data generated through the AI system [35]. Another suggestion made by
Sebastian, (2023) is to use intellectual property laws to protect against the unauthorized
use of copyrighted material by chatbot programs [35].

An editorial in Computing journal reported that 1000 researchers, CEOs (includ-
ing Elon Musk, Steve Wozniak (Apple) and Stuart Russell) are calling for a pause in
the training of powerful AI systems due to the potential risks to society and human-
ity [31, 36]. We concur with this report for AI labs and independent experts to come
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together urgently to develop and implement a set of verifiable shared safety protocols
for advanced AI design and development. AI developers should also work with poli-
cymakers to “dramatically accelerate” the development of AI governance systems. The
governance systems around these should be appropriately validated at pace to ensure
appropriate safety is in place. It is our belief that this can be achieved by the co-creation
of a shared value among the various stakeholders involved [26, 37, 38].

5 Discussion

ChatGPThas receivedmixed reports regarding the risk-benefits of advancedAI technolo-
gies.We discuss the use of ChatGPTwithin healthcare systems considering the potential
high benefit as well as suggesting measures in how to minimise risks to safeguard both
the healthcare providers and users.

Although ChatGPT has the potential to transform healthcare, there are questions
surrounding how quickly the tool may start to be integrated into healthcare workflows
and what its limitations will be [39]. ChatGPT will no doubt be helpful to physicians in
minimising the administrative burden [12]. There are many benefits that ChatGPT can
offer heath care including assistance with patient education, appointment scheduling,
documentation, and general navigation. Prior to a patient appointment with a healthcare
professional, scheduling, appointment confirmations and background healthcare syn-
opsis could be prepared and delivered to both the patient and doctor. The tool could
also help clinicians to order tests, provide clinical decision-support tools, and produce
discharge instructions and follow-up. It can also take on the administrative tasks such as
providing responses to prior authorisations and insurance claim denials. ChatGPT can
also enhance clinical decision-making by summarising patient records and extracting the
pertinent information that is needed to meet the patient’s care needs at any consultation.

ChatGPT has the potential to assist clinicians in in “data complex” environments.
For example, within Intensive Care Units (ICU) there is dense multi-patient longitudinal
datasets from continuous patient monitoring as well changes in the patient condition
which may result in changes in treatment [40]. This often needs to be analysed with
linked laboratory values, microbiological results, and fluid balance calculation. This
may be particularly useful in helping to provide information about recognised ICU pro-
tocols. ChatGPT can be also used to analyse dense data systems and identify patterns
within the textual data that it has been trained onwhen given a specific set of instructions.
It can function by gathering, contextualising and utilising information more rapidly than
humans. Secondly, ChatGPT can be used to generate clinical notes by providing succinct
information, such as daily updates and discharge summaries, which can potentially save
time for clinical practitioners and increase the “signal-noise” ratio. Thirdly, ChatGPT
can assist physicians to determine appropriate treatment options when given clinical
information, laboratory values, past medical history, and other relevant data provided
that human users are cognisant of potential limitations around bias and errors. This is
an evolving technology that is continuously being developed. Fourthly, future ChatGPT
to be trained to automatically extract and understand all the relevant information from
electronic health records and by analysing patient data, such as vital signs, laboratory
results, and medical history, helping doctors to quickly access patient information, pro-
viding recommendations for interventions, and allowing more fast and comprehensive
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decisions. Despite the huge potential, it is important to keep in mind that ChatGPT must
always be used in combination with the accepted expertise and judgement of human
experts. Over time its performance needs to be validated before becoming standardised
in clinical practice.

While GPT is a powerful language model with many potential applications, it does
have several limitations [39]. Firstly, due to the lack of real-world knowledge, GPT relies
on pre-existing training data to generate responses and does not have access to real-world
knowledge or experiences outside of that data. This means that it may generate responses
that are factually inaccurate or not reflective of real-world situations.

Secondly, the training data used to train GPT may be biased or contain inaccuracies,
which can result in biased or inaccurate responses. For example, if the training data
contains gender or racial biases, GPT may generate responses that reflect these biases
[33].

Thirdly, GPT lacks emotional intelligence. It is not designed to recognize or respond
to emotional cues, such as sarcasm or humor. This can result in responses that are
tone-deaf or inappropriate for the situation.

Fourthly, limited domain-specific knowledge will reduce the effectiveness when
compared to human experts. GPT is trained on a wide range of topics, but it may not
have deep knowledge in specific domains or industries. This can limit its ability to gen-
erate accurate or relevant responses in certain contexts. Finally, GPT requires significant
computational resources to operate, which can make it challenging to deploy in certain
applications or in widespread settings [41].

5.1 Limitations and Recommendations for Future Work

The data set required for the training of the NCD cases was very limited and that affects
the ChatGPT responses accordingly. Also, currently the study only focused on feeding
the model with the FM MHS data but along with that the blood work data is equally
essential to improve the data model. There is lot of scope to extend this model to improve
the patient interaction in addressing their health queries on time. Themodel can be further
trained with metadata around nutrition, supplements, fitness, and wellness programs to
come upwith suggestions about personalized treatment plans. Owing to the limited space
for this paper, it is not possible to describe the regulatory framework around ChatGPT in
detail. Our future work will improve the training of the data set and address other issues
of around using ChatGPT on NCD datasets. To address the governance or regulation
issue, it is necessary to develop a framework to guide the standardized use of ChatGPT
in health care.

6 Conclusion

ChatGPT is the most cutting-edge AI language model ever built and has gained
widespread interest. It has the potential to transform many sectors of society, espe-
cially health care. It can help streamline clinical workflow with possible cost savings
in healthcare and increased efficiency within the healthcare ecosystem. ChatGPT also
has the prospects of further refining personalized medicine and the ability to improve
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health literacy by providing easily accessible and understandable health information
to the public. Despite these many benefits, there are several concerns. Ethical issues
such as the risk of bias and transparency within ChatGPT is a recurring major concern.
There is also the generation of inaccurate content that can have severe negative conse-
quences in health care. Therefore, the implementation of ChatGPT in healthcare must be
approached with more caution than in educational and administrative work. There must
be standardised and accepted regulation concerning its use. We need urgent conversa-
tions amongst stakeholders about what the key priority areas are when using this tool.
Currently, ChatGPT is still in the process of developing, so its use in healthcare must be
careful monitored. ChatGPT should not be used as a replacement for human judgment. It
is imperative that its performance should undergo a period of validation against humans
within trusted and secure research environments. Its performance, safety and risks need
to be evaluated carefully in the short to long term by experts before being deployed into
mainstream practice, particularly around critical decision-making tasks. There is sub-
stantially more research to be undertaken to address the impact of ChatGPT, specifically,
around governance, patient safety and the resulting effect on healthcare systems.
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