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Experimental Evaluation 
on Nail-Laminated Timber (NLT)—Steel 
Fiber-Reinforced Concrete Composite 
Beams with Notch Connections 

Hamidreza Chaboki, Lei Zhang, Jianhui Zhou, and Thomas Tannert 

Abstract In North America, timber–concrete composite (TCC) floor system is 
gaining increasing interest in recent years thanks to their superior structural perfor-
mance and low self-weight. Notched connections are a feasible and economical shear 
connecting solution for panel-type TCC floors. However, the concrete layer is prone 
to cracking under bending due to stress concentration around notches, which could 
lead to a brittle failure pattern and a decrease in the load-carrying capacity of the 
TCC floors. To address this issue, in this study, five groups of nail-laminated timber 
(NLT)–concrete composite beams were fabricated with varying notch depth, number 
and locations of notches, and ratios of thickness. The concrete layer was reinforced 
with steel fibers as a potential solution to mitigate the formation of cracks in the 
notches. Three-point bending tests were conducted to examine their bending perfor-
mance. The results showed that the bending capacity of specimens is highly related to 
the ratio of the thickness and the number of notches so that the load-bearing capacity 
and stiffness of group 5 with the thickness ratio of 1:1 increased 34.6% and 49.4%, 
respectively, in comparison to reference group. 

Keywords Nail laminated timber · Composite floor · Notch connections ·
Flexure performance 

1 Introduction 

Timber–concrete composite (TCC) floors, as an alternative to pure timber slab 
systems, have been used in multi-story timber buildings in recent decades to improve 
the bending stiffness and load-bearing capacity of the timber floors [1]. The use of
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concrete in the upper section of the floor, which is the compression zone, and timber 
in the bottom section, which is the tensile zone, results in an efficient utilization of the 
mechanical properties of both materials [2]. Undoubtedly, the structural performance 
of TCC floors is dependent on the efficiency of the connections that are responsible for 
restricting the relative slip between two layers. For a TCC system under bending, the 
longitudinal shear forces between concrete and timber are developed by the connec-
tion system in resisting the relative slips. Various types of connectors for TCC floors 
have been developed and tested in the past decades. Most connectors typically consist 
of metal fasteners that are often expensive in terms of constructability, quality control, 
and labor intensity. Moreover, the notched connections can be prefabricated at low 
cost before the beams or panels are sent to the construction site [2–5]. 

Notched connections are typically cut by a computer numerical control (CNC) 
machine that provides precise, fast, and low-cost production [6]. These connections 
can be made by cut-outs or drillings in the timber members or by gluing blocks to the 
structural timber members. In addition to the advantages of these connections, such 
as a great balance between simplicity and mechanical performance, some disadvan-
tages, such as low axial load-carrying capacity and brittle failure, still exist [7]. The 
high rigidity of notched connections can cause a low magnitude of slip within the 
interlayer between the top and bottom layers. Therefore, the notches are generally 
located at a noticeable distance along the beam. Because of this, when timber and 
concrete are connected with interlocking notched connections, the concrete layer is 
prone to cracking under bending due to stress concentration. The cracking of concrete 
notches without any reinforcement can lead to a brittle failure pattern and a decrease 
in the load-carrying capacity of the TCC floors. 

It is possible to strengthen the concrete layer with steel fibers to decrease the 
formation of cracks and to control the crack propagation and growth [8]. In addition to 
the capability of post-crack bridging, fibers can decrease the width of the crack and the 
restrained area of the concrete [9]. Through the hardening of the concrete, the fibers 
bond and bridge the cracks, delaying their growth at any load level. The presence of a 
high-volume fraction of fibers may result in an increment in the matrix tensile strength 
of concrete [8]. As the concrete reaches its tensile capacity, fibers continue to restrain 
the growth and opening of cracks, based on their length and bonding characteristics, 
effectively bridging macro-cracks. The post-peak macro-crack bridging capability is 
the main reinforcement mechanism in fiber-reinforced concrete (FRC) composites, 
the benefits of which are strain-hardening response before localization, increased 
tensile strength, and enhanced toughness beyond crack localization. The presence 
of the fibers in an element results in flexural performance improvement and, at the 
same time, causes delays in the extension of cracks [10]. 

In this study, the structural efficiency of notched connections and steel fibers in 
concrete was evaluated in nail-laminated timber (NLT)–concrete composite beams. 
For this purpose, five groups of TCC beams with various notch depths, numbers, 
and locations were prefabricated and tested. The concrete layer was reinforced with 
steel fibers to mitigate the formation of cracks in the notches and to ensure that the 
load-carrying capacity is governed by timber bending failure. The specimens were 
tested under three-point bending, in which failure modes, ductility, bending stiffness,
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and peak loads were evaluated to investigate the effect of notches on the bending 
properties and the effectiveness of the fibers in preventing or delaying the brittle 
failure of notched connections. 

2 Methodology and Materials 

2.1 Specimen Design 

As shown in Fig. 1, five groups of TCC specimens with a dimension of 190 mm 
(width)× 150 mm (thickness)× 3006 mm (length) were fabricated in this study. Each 
group had three replicates. The rectangular notched connections were symmetrically 
spaced about the mid-span, but the number and depth of the notches varied between 
specimens. The shear length of timber in front of notches in all specimens was 
400 mm. The width and depth of these notches, as well as their positions, are depicted 
in Fig. 1. In each specimen, three 100 mm self-tapping screws were utilized vertically 
at the mid-span and two ends to prevent gap opening, as illustrated in Fig. 3. Screw 
embedment lengths in both wood and concrete were 50 mm (60 mm into wood in 
SP7 due to the thicker timber layer). 

Fig. 1 Composite floor specimen configurations (dimensions in mm)
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SP2 was considered as the reference group, which had four notches with a depth 
of 20 mm and a length of 150 mm, and a concrete and timber thicknesses of 60 mm 
and 90 mm, respectively. SP1 included two 20 mm deep notches that were 1800 mm 
apart. The number of notches in SP2 was doubled to investigate the effect of notch 
number on stiffness and strength. The notched connections in SP3 had the same 
locations and length as in SP2, but the depth was 40 mm to examine the influence 
of notch depth. SP4 and 5 had the same geometry and locations of notches as the 
reference specimen but had different timber-to-concrete thickness ratios. 

2.2 Materials 

The NLT beams were made up of five 38-mm thick lumber planks that were nailed 
together to form a 190-mm wide beam. Spruce/pine dimension lumber of No. 2 
or better grade was used. The lumber had a density of 444 kg/m3 and a moisture 
content of 13% as measured right before the bending tests. The notches were cut 
using a router, as shown in Fig. 3. 

The concrete was supplied by a local concrete company. To avoid the formation 
of voids around the corners of notches, the nominal maximum coarse-aggregate size 
was 10 mm. HE-4550 steel fibers with a 50 mm length and two bend ends were 
introduced specifically for reinforcing at 0.5% in terms of volume (see Fig. 2). All 
of the specimens were made from the same batch of concrete. Three cylinders with a 
nominal diameter of 100 mm and a height of 200 mm were cast at the same time and 
subjected to ASTM C39/C39M-20 testing after 28 days [11]. The average compres-
sive strength of concrete cylinders was 39.3 MPa, with a coefficient of variation of 
0.96%. Concrete cylinders had a density of 2325 kg/m3. According to Eq. (1), the 
Young’s modulus of concrete was determined to be 28,027 MPa based on the 28-day 
compressive strength ( f 'c) and density (γc) [12]. 

Ec = 
( 
3300

√
f 'c + 6900 

)( γc 

2300 

)1.5 
. (1)

2.3 Test Setup 

The TCC beam specimens were subjected to three-point bending tests based on 
ASTEM 198-15, as illustrated in Fig. 4. The supports were made 100 mm wide to 
avoid indentation of the timber at the supports. Two string potentiometer sensors were 
employed to measure the mid-span deflection, and four LVDTs were installed at the 
two ends of each beam on each side to measure the relative slip between timber and 
concrete. The load was applied by an actuator, conveyed to the composite floors by a 
steel plate, and then distributed to the specimens by the plywood layer. The steel plate
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Fig. 2 Steel fibers (type HE-4550)

and plywood were both 200 mm wide. To avoid any short-term creep, displacement 
from the actuator was applied monotonically at a loading rate of 2–3 mm/min to 
ensure that specimens would fail in roughly 20 min.

The theoretical bending stiffness of a non-composite floor can be calculated using 
Eq. (2), where Ec and Et are the concrete and timber moduli of elasticity, and Ic and 
It are the concrete and timber second moments of area, respectively [13]. 

EIno = EC IC + Et It . (2) 

The bending stiffness for the theoretical full composite floor is determined 
according to Eq. (3) 

EIfull = EC IC + Et It + 

() 
hc + ht 

2 

)2 

/ 
1 

EC AC 
+ 1 

Et At 

) 

, (3) 

where Ac and At are the cross-section areas of concrete and timber, respectively, and 
hc and ht are the concrete and timber depths. Equation (4) was used to determine 
the ultimate bending moment in each group and then was normalized to 1-m width 
as provided in Table 1. 

Mmax = 
PmaxL 

4 
, (4) 

where L is span and Pmax is the peak load. The deflection and load were recorded for 
calculating the bending stiffness values and moment capacities. The serviceability 
bending stiffness (referred to as bending stiffness herein) of the floors was determined
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Fig. 3 Preparation process of the specimens: a specimen with notches cut and self-tapping screw, 
b specimens ready for casting of concrete, c final specimens after curing of the concrete

Fig. 4 Schematic of the bending test setup
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from Eq. (5) [14] 

EI = 
PL3 

48Δ 
, (5) 

where L is span and P/Δ is the slope of the load–deflection curve between 10 and 
40% of peak load, which is regarded as the load level at serviceability limit states 
[15]. Equation (6) was used to determine the ultimate bending stiffness of the floors: 

EIult = 
L3 

48 

0.8Pmax 

Δ0.8 
, (6) 

where Δ0.8 indicates the mid-span deflection at 80% of peak load [15]. Stiffness 
drop from the serviceability stage to the ultimate state for each specimen is shown in 
Table 1. The composite efficiency of the tested floors [16] is calculated using Eq. (7), 
which ranges from zero (non-composite) to one (fully composite). 

λ1 = 
EI − EIno 

EIfull − EIno 
. (7) 

A deflection-based definition of composite efficiency [17] is shown  in  Eq. (8). 

λ2 = Δno − Δ 
Δno − Δful 

= 
1 

EIno 
− 1 EI 

1 
EIno 

− 1 
EIfull 

, (8) 

where Δno, Δful, and Δ are the deflections of the non-composite floor, full composite 
floor, and tested floor under the same load (10–40% of peak load). Table 1 shows the 
deflection-based composite efficiency from Eq. (8), which had higher values than 
the stiffness-based composite efficiency.

Table 1 Test results of the specimens 

Specimen 
group 

Pmax (kN) Mmax (kN m) EI 
(kN m2) 

EIult (kN m2) Reduction 
of 
stiffness 
(%) 

λ1 (%) λ2 (%) 

SP1 19.0 72.4 439.4 431.7 1.4 53.0 77.0 

SP2 23.7 89.5 458.0 342.7 26.1 55.0 82.0 

SP3 23.4 89.3 438.4 383.2 12.6 48.0 78.0 

SP4 33.4 127.3 578.4 532.5 8.0 71.0 90.0 

SP5 31.9 121.9 684.4 581.3 15.2 74.0 90.0 
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3 Results and Discussion 

3.1 Load Deflection Behavior and Bending Properties 

Figure 5 shows the typical load–displacement curves for the specimens, with the mid-
span deflection calculated as the average of the deflections measured on both sides 
of each specimen. The load–displacement curves in Fig. 5 show how the strength, 
ductility, and rigidity differ between SP2 and other specimens. The peak load and 
stiffness of all the groups are listed in Table 1, while Table 2 shows the failure modes 
for all the specimens. The peak load of the beams was taken during the test as Pmax for 
each group. Figure 5 and Table 1 clearly showed that SP4 and SP5 had the highest 
strength of 33.4 kN and 31.9 kN, respectively, while SP1 experienced the lowest 
load-bearing capacity with 19 kN. 
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Fig. 5 Load–displacement curves 

Table 2 Failure modes of the specimens 

Specimen 
group 

Failure mode 

SP1 Timber tensile failure in one lumber plank 

SP2 Timber tensile failure in two lumber planks with shear failure in concrete 

SP3 Timber tensile failure in two lumber planks with notch shear failure in concrete 

SP4 Timber tensile failure in two lumber planks with notch shear failure in concrete 
and concrete buckling 

SP5 Timber tensile failure in three lumber planks with shear failure in concrete layer
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As shown in Table 1 and Fig. 5, SP4 and SP5 exhibited significantly higher 
bending stiffness than SP2 with 26.3% and 49.4% improvement, respectively. The 
effectiveness of SP3 was the lowest among the other specimens with 12% decrease 
in comparison to the reference one. Moreover, the stiffness of the reference specimen 
dropped the most with the 26.1%. 

Although bending stiffness was lower in SP3 than in SP2, its ultimate load-
carrying capability was higher which means that the stiffness reduction of SP3 was 
almost half of reference one. However, they used the same number of connections 
(four), but deeper notch depth in SP3 improved the bending stiffness. The results also 
revealed that SP4’s ultimate load-carrying capability was much higher than the refer-
ence specimen. The SP5 had equal concrete and timber thickness (75 mm), and the 
concrete thickness was increased, while the timber thickness was decreased from the 
reference specimen. This adjustment resulted in an 4.5% reduction in strength and a 
18% increase in stiffness in comparison to SP4. The bending stiffness of specimens 
1 and 3 was low, although their failure pattern was ductile. 

3.2 Failure Modes 

The major failure patterns of the tested TCC beams are shown in Fig. 6 and listed in 
Table 2. Different connection designs and relative thicknesses of timber and concrete 
in TCC beams resulted in various failure patterns. When the floor was under bending, 
the notched connectors resisted shear forces. Almost all specimens with notches had 
diagonal concrete cracking at the notched corners (shear cracks), as seen in Fig. 6b.

It can be argued that the failure happened in the timber part in almost all specimens. 
Concrete shear cracks started from notches around the load-transfer area under the 
shear load between timber and concrete. These cracks originated from the notched 
corners in a diagonal or almost vertical orientation, then spread more or less horizon-
tally. With increasing load, a gap between the timber and concrete layers can be seen. 
Under the shear forces, the notched connections finally sheared off, starting with one 
external notch (near the support) and then the internal notch on the same side. The 
failure of the notches resulted in an abrupt gap between the two components. As a 
result, the concrete component that was under compression failed due to buckling. 
The sudden and brittle failure was avoided in all specimens thanks to the use of steel 
fibers. In SP5, after failure in the timber portion, buckling occurred in the concrete 
with increased load, although it is worth noting that steel fibers supplied ductility in 
the concrete part by regulating the crack width. 

The timber component of SP1 failed due to combined bending and tensile forces. 
There was no evident damage to the concrete, but a flexure crack was discovered at 
the bottom of the concrete at mid-span. Shear failure was not seen in the notches 
of SP1; however, a gap was formed between the two layers. All of the remaining 
examples showed the same overall failure mode. 

The failure mode of SP5 is shown in Fig. 6e. This specimen’s bending stiffness and 
load-carrying capability were significantly higher than the reference specimen. The
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Fig. 6 a Failure of SP1. b The failure of SP2. c The failure of SP3. d The failure of SP4. e The 
failure of SP5
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Fig. 6 (continued)

bearing capacity of the concrete layer is raised when the concrete part is reinforced 
with steel fibers, and steel fibers can effectively reduce the development of crack 
width, which resulted in the failure of the timber layer in virtually all of the specimens. 

Minor cracks at the corners of the notches in concrete appeared in all specimens 
quickly after the test began and spread slowly, but the failure of almost all groups 
was governed in the timber part at the peak load. The benefit of using NLT along with 
steel fibers in concrete can be seen in SP4. When the load increased, three individual 
lumbers in the NLT of SP4 failed, but it was able to take a higher load, and the 
steel fibers were able to curb and regulate the crack breadth in concrete, resulting in 
maximum strength and stiffness, and eventually buckling failure of the concrete. 

4 Conclusion 

The bending properties of five NLT–concrete composite floors with varied notched 
connection patterns are investigated experimentally in this work. The following 
conclusions can be derived from the tests: 

• As the number of the notches doubled, the load-bearing capacity and bending 
stiffness improved. Having deeper notch depth had no significant impact on the 
bending capacity of the specimens. 

• When the concrete-to-timber ratio is 1:1 and 1:2, the load-carrying capacity of 
the NLT–concrete composite flooring was improved significantly with 34.6% and 
41%, respectively, in comparison to reference group. 

• Steel fibers could help to strengthen the concrete section by reducing the width 
of cracks and stopping them from spreading. As a result, the failure in notch 
connection was delayed and all the beams experienced failure in the timber part 
at the peak load. 

• Because the notched connection of the composite floors was semi-rigid, only 
partial composite action was found in the specimen.
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Assessment of the Lateral Bearing 
Capacity of Traditional Walls Made 
of Timber Planks 

Mohamed Hassen Kraiem, Amar Khaled, and Marie-José Nollet 

Abstract Evaluation of the structural capacity of existing buildings is a key compo-
nent in the seismic risk assessment process to estimate damage and socioeconomic 
losses due to earthquakes. In Eastern Canada, a large number of traditional residential 
buildings were built between 1860 and 1915 using a mixed structural system of unre-
inforced masonry «URM» and wood. The lateral stability and resistance of several 
of those traditional buildings rely on the behaviour of the peripheral walls made of 
timber planks covered by a brick veneer. These traditional walls, called “carrés de 
madriers”, are composed of timber planks, stacked horizontally between two wood 
posts delimiting panels between the wall openings. The lateral resistance is provided 
by the interaction and friction mechanisms between the horizontal timber planks and 
their interaction with the vertical wood posts. The main objective of this paper is to 
present: (1) a structural and mechanical characterization of a typical wall and (2) an 
evaluation of the lateral capacity using an analytical model and a finite element (FE) 
model. The analytical model is derived from the literature and used to estimate the 
maximum lateral displacement/resistance for this type of walls when subjected to 
in-plane lateral forces. In addition, major outcomes of a FE numerical investigation 
carried out on a single wood panel with the software ABAQUS© are discussed for 
different loading conditions (i.e. in-plane lateral and vertical compressive loads). 
Recommendations are given to improve the FE model especially the modelling of 
the connections between the horizontal and vertical elements. 
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1 Introduction 

Recent researches have identified the potential for severe damage due to earthquakes 
in Eastern Canada, particularly in large urban centres like Montreal, where density 
of the buildings and population increase the seismic risk [3]. In large urban centres 
such as Montreal, Ottawa and Quebec City, residential buildings constitute most of 
the built environment and are thereby exposed to seismic risk (95% in Montreal 
and Ottawa, 85% in centre Quebec City) [15]. A recent study on seismic risk to 
residential buildings in Montreal Island showed that more than 79% of 284 646 
residential buildings are wood light frame construction type (WLF) and 18% are 
unreinforced masonry (URM). For a scenario of magnitude 5 with an epicentre 5 km 
from the centre of the island, 27% of WLF buildings and 67% of URM buildings 
would be subject to damage ranging from moderate to complete [8, 16, 19, 20]. 
Among the most vulnerable buildings, many traditional residential constructions 
were built between 1860 and 1915 using a mixed structural system of unreinforced 
masonry and traditional walls made of timber planks. The typical wood wall system, 
designated as «carrés de madriers», consists of a series of timber planks, stacked 
horizontally between two wood posts delimiting panels. In the centre of the city of 
Montreal, these mixed structures represent about 46% of 70,000 residential buildings. 
No studies carried out to date has considered the specific lateral behaviour of those 
mixed construction systems and how the lateral response of such buildings may differ 
from a typical URM or WLF structure, nor specific capacity or fragility data are 
available [2]. Damage assessment is thereby carried out using capacity and fragility 
data for URM or WLF constructions, which could lead to an inadequate evaluation 
of damage. 

The estimation of the lateral resistance of traditional buildings is therefore the 
key in improving damage assessment in seismic risk studies. This paper investigates 
the seismic response of traditional walls made of timber planks. The in-plane lateral 
response of wood panels, made of timber planks stacked horizontally between two 
wood posts, is investigated through analytical and numerical models using finite 
elements (FE). The finite element numerical investigation on the capacity of a wood 
panel was carried out with ABAQUS©. 

2 Methodology 

Visual inspections of typical houses undergoing renovation or rehabilitation work, 
as well as a literature assessment on the history of residential constructions and 
architecture in Montreal, were used to characterize residential buildings build with 
a mixed structural system of unreinforced masonry «URM» and traditional walls 
made of timber planks. These buildings are identified as URM-W. Building materials, 
composition and dimensions of the roof, walls, floors and foundations, as well as 
connection details between elements and between the wood and masonry systems, are
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Fig. 1 Assessment of the lateral capacity of a wood panel 

considered in the structural characterization. In most inspected buildings, the floors 
are supported by the facade walls made of stacked timber planks with openings for 
doors and windows. 

Following the structural characterization, the next step is to create a prototype 
that could be used to analyse the timber plank walls. The approach used to model 
and analyse the timber plank walls is similar to the one used for traditional URM 
walls [14]. The wall is considered as a combination of wood “panels” and openings 
of different dimensions. The prototype wood panel is defined using the geometry 
and structural features information obtained in the previous step. Material properties 
were taken from previous experimental tests collected from the literature review. 

Two approaches are used to study the lateral behaviour of a wood panel. In the 
first approach, an analytical model proposed in the literature for wooden walls in log 
constructions is adapted to consider the particularity of the timber plank walls. This 
modified analytical model allows to estimate the lateral in-plane capacity a timber 
plank panel considering the static friction between the planks and the flexural rigidity 
of the vertical posts to which the planks are connected. In the second approach, a 
numerical model of the wood panel is developed, and a static nonlinear analysis based 
on the finite element method (Pushover Analysis) is carried out using the software 
ABAQUS©. The analysis provides for the simulation of possible deformations and 
failures. Figure 1 summarizes the different steps to estimate the lateral capacity of 
traditional wood wall. 

3 Characterization of Timber Plank Wall 

The most common URM-W building (Fig. 2a) is a single-family house of two or 
three storeys, part of a row of buildings with individual units separated by a common 
unreinforced brick firewall. The storey height varies between 6 and 7 m. The URM 
walls are composed of one to two rows of brick masonry bonded by lime or cement-
lime mortar, with thickness decreasing at higher floor levels. In the majority of
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(b) (a) 

1.8m 

3 m 

Fig. 2 Typical timber plank wall: a facade wall and b typical tongue and groove joint [10, 18] 

URM-W buildings, the wood framing of the floor and roof is supported by traditional 
timber plank walls. These walls were made with 3 in. thick wood planks, 12–16 in. 
long, stacked horizontally between two vertical posts. The connections between the 
vertical and horizontal wood elements are made by tongue and groove joints, used 
for fitting panels of wood together by their edges. This is done by joining the two 
pieces with a groove and a tongue (Fig. 2b) [18]. The façade wood walls are covered 
by a brick veneer in order to protect it from the humidity and weather. 4-inch nails 
are used as connection between the planks and the brick veneer. The sill horizontal 
plank is joined at the foundation level. The foundation is made of stones and is 24 
in. thick. The peripheral walls, URM or timber planks, ensure the lateral stability of 
the building in both directions [1]. 

4 Lateral Capacity of Typical Timber Plank Panel 

4.1 Analytical Model 

The analytical model used in this study was adapted from a model proposed for 
log-house walls by Sciomenta et al. [17]. In this type of structure, the shear wall is 
constructed by the superposition of n logs in contact along their top–bottom surfaces 
and a sill log attached at the foundation, as shown in Fig. 3a. The longitudinal logs 
connect with the orthogonal elements via corner joints. The distribution load (p) 
represents the vertical load on the wall, and the lateral load F at the top of the wall is 
the lateral capacity. To simplify the analytical model, Sciomenta et al. [17] assume 
that the corner joints are represented by linear elastic spring with rigidity Kel,i. In  
addition, the static friction behaviour is accounted for by Coulomb forces. Figure 3b 
represents the simplified analytical model.
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Fig. 3 Log-house shear wall: a global view of shear wall and b analytical model [17] 

The static friction contribution at the contact of two logs, according to Fig. 3b, is 
traditionally defined as 

fi = μ{[(n − 1) + 1]mg + pL}, (1) 

where μ is the static friction coefficient defined in Sect. 4.2, p is the in-plane uniform 
distributed load (kN/m), m is the masse of a timber log (kg), g is the gravitational 
acceleration (m/s2), and n is the number of logs. The lateral resistance of the panel, 
F (kN), is therefore defined by the summation of the friction contribution and the 
stiffness of the orthogonal logs as 

F = 
n∑

i=2 

fi + 2Kel,i δi . (2) 

In the case of a timber plank panel, the planks are stacked horizontally between two 
wood posts, as represented in Fig. 4a. The distribution load (p) represents the vertical 
load on the wall, and the lateral load F at the top of the wall is the lateral capacity. 
The lateral resistance F of the timber plank panel is provided by the contribution of 
the static friction contribution at the contact of between the timber planks, f i, and 
the flexural resistance of the vertical posts shown in Fig. 4b, as expressed in Eq. 3: 

F = 
n∑

i=2 

fi + 2Kel,columnδtop, (3)

where Kel,post is the flexural stiffness and δtop is the lateral top post displacement.
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Fig. 4 Traditional wood panel made of timber planks: a global view of panel and b deformation 
assumption

4.2 Finite Element Numerical Model 

The software ABAQUS© was used to investigate the lateral capacity of the timber 
plank panel using FE modelling. The global model of the timber plank panel is 
composed of ten horizontal timber planks between two vertical posts (Fig. 5a). 
Figure 5b and c represents, respectively, the vertical post and horizontal plank with 
a specific geometry defined according to Fig. 4a. The mesh pattern and size were 
chosen to enhance the computational efficiency of FE models while maintaining 
prediction accuracy, particularly in the contact regions between the timber planks. 

The timber planks and posts are pine wood defined as an ideal, orthotropic, linear 
elastic behaviour of the material. The input mechanical properties were derived 
from experimental data from literature finding on small-scale log-house components 
[6]. The average wood mechanical properties presented in Table 1 are used for the 
analysis.

Fig. 5 Numerical model with ABAQUS: a global numerical model of traditional timber plank 
panel and b vertical post and c horizontal plank 
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Table 1 Wood material 
properties Parameter Value 

E11 Modulus of elasticity 14,788 MPa 

E22 1848 MPa 

E33 1087 MPa 

G11 Shear modulus 1220 MPa 

G22 971 MPa 

G33 366 MPa 

f c,90 0.39 MPa 

f c,0 0.46 MPa 

f v 0.67 MPa 

W Density 3.5E−07 

μ Coefficient of friction 0.28 

The definition of the mechanical interaction between wood planks contact surfaces 
has an important role for the lateral behaviour modelling. Surface-to-surface inter-
actions are automatically recognized between overlapping planks, along their whole 
length, and between planks extremities, along groove and tongue, and vertical 
posts based on the geometry of adopted joints, using a formulation provided in the 
ABAQUS library. Appropriate mechanical behaviours were provided for all contact 
interactions (a total of 4378) to accurately simulate relative sliding between two adja-
cent surfaces (tangential behaviour) or interactions caused by loads perpendicular 
to surfaces in contact. For the tangential behaviour, the static friction coefficient is 
the fundamental input parameter. In accordance with Eurocode 5 [9], friction is not 
considered a resistant mechanism in wood panel shear walls. Branco and Araùjo 
[7] evaluated the intensity of friction created along two notched contact surfaces 
subjected to in-plane lateral loads. They used a simple plank specimen with cross 
section geometry like a plank in wood shear wall (Fig. 6). The static friction coeffi-
cient used in this study, μ = 0.28, was proposed by Hirai et al. [13] for timber log 
walls. For the behaviour in the vertical direction, the equivalent stiffness of standard 
joint, Kel,joint, is the main input parameter. It is determined by applying different 
vertical loading configurations and extracted from the load/displacement response 
curve of standard joints, obtained experimentally [11, 12]. The value of the equiva-
lent stiffness, Kel,joint, used in this study was taken equal to 15 kN/mm, as suggested 
by Sciomenta et al. [17].

A uniformly distributed constant vertical load of 20 kN/m is applied to the upper 
surface of the top plank to represent the load of the upper storeys. The weight of 
the wood panel is automatically computed by ABAQUS©. A pushover analysis is 
carried out using a displacement control method.
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Fig. 6 Experimental set-up 
for static frictional tests 
performed on simple planks 
[5]

4.3 Results and Analysis 

In order to use the analytical model, the stiffness of the two vertical elements was 
determined by modelling with ABAQUS© a simple structure consisting of two 
vertical posts joined by a rigid beam at the top. A stiffness of 712.5 N/mm is deter-
mined from the load/displacement curve. The lateral resistance computed using Eq. 3 
is equal to 42 kN. 

The results of the nonlinear static pushover analysis are shown in Fig. 7. Figure 7a 
shows symmetric distribution of principal stress on the two edges of the wall panel. 
The stress is the highest at the bottom corners of the vertical posts and decreases 
going up. This can cause a failure by bending at the base of the vertical element. In 
the horizontal timber planks, stress is very low or null since the horizontal elements 
slide in the direction of the wall movement, and no damage is expected. In the joint 
between the horizontal planks and the vertical posts, compressive stress is observed 
mostly at the base of the panel. Figure 7b represents the capacity curve of the timber 
plank panel resulting from the pushover analysis of the prototype. The capacity 
curve can be idealized by a bilinear curve that represents a perfectly elasto-plastic 
behaviour. The capacity and the stiffness of the wall panel are respectively 57 kN 
and 828 N/mm. Bedon et al. [4] studied the lateral behaviour of a log wall with 
similar dimension and material. The lateral resistance of the latter was estimated at 
47 kN. The difference between these results is mainly related to the contribution of 
the flexural rigidity of the vertical posts. The difference between the lateral resistance 
determined by the analytical model and the numerical method is about 26%.
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Fig. 7 Pushover analysis a stress distribution and b capacity curve of traditional wood wall in one 
direction 

5 Conclusion 

In this paper, the in-plane seismic performance of traditional walls made of timber 
plank elements found in mixed structural systems in residential buildings in Montreal 
has been investigated using an analytical and a finite element numerical model. The 
structural characterization of a typical building built with timber plank walls and 
unreinforced masonry walls was carried out. The characterization showed that the 
timber plank walls are often the bearing load system and the only lateral in-plane 
resisting system. An analytical model was developed to evaluate the lateral capacity of 
a wood timber plank panel. The analytical model is based on previous research work 
on log houses. Mechanical properties were taken from collected data in the literature 
and used to develop a numerical model for a timber plank panel. The surface-surface 
interaction at joints, between the timber planks, was investigated in this paper. The 
parameters were extracted from the literature. Nonlinear pushover analysis, using 
the software ABAQUS©, was conducted to derive the capacity curves of traditional 
timber plank panel. Results of the pushover analysis show that the lateral capacity of 
the wood panel is in the order of 57 kN (Fig. 7b). The results show also that the failure 
of the wood panel could occur at the base, where the stresses reach their maximum, 
due to the failure in bending of the vertical posts. 

The lateral capacity of the panel computed using the developed analytical model 
(Eq. 3) is in the order of 42 kN. This result show that the lateral capacity of the 
wood panel is underestimated by 26% compared to the lateral capacity computed by 
ABAQUS©. This underestimation could be attributed mainly to the characterization 
of the material and the joints between planks and the calibration of the analytical 
model using ABAQUS©. An experimental programme is underway to better charac-
terize the material and the joints between the planks to improve the analytical model 
and calibrate the numerical model. The result of one panel wood will be generalized 
and used to estimate the total lateral capacity of traditional wood wall.
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Validation of Proposed Analytical Model 
and Design Procedures for Multi-panel 
CLT Shearwalls Through Experimental 
Investigation 

Mohammad Masroor, Ghasan Doudak, and Daniele Casagrande 

Abstract Multi-panel CLT shearwalls are expected to provide more flexibility 
and energy dissipation than single-panel walls, mainly due to the contribution of 
the vertical joints between panels. Despite several analytical models and design 
approaches being proposed in the literature, timber design standards provide limited 
guidelines on the lateral and capacity-based design approaches for CLT shear-
walls. This shortcoming is mainly due to inadequate experimental results on multi-
panel CLT shearwalls to help validate the developed equations and substantiate 
the proposed kinematic modes and shearwall behaviour. This study investigates 
the lateral behaviour of CLT shearwalls by carrying out two full-scale testing on 
shearwalls consisting of three panels and subjected to monotonic lateral load. The 
experimental results were used to validate results obtained from proposed analyt-
ical expressions and numerical models. Connection-level monotonic tests were also 
carried out on hold-down and panel-to-panel joints to be used as the input for the 
analytical expressions and numerical models. Preliminary results from two shear-
walls tests are presented in this paper, and comparisons to the numerical models 
show a reasonable match. 
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1 Introduction 

Cross-laminated timber (CLT) shearwalls have been increasingly used in timber 
constructions, primarily due to the high in-plane strength and stiffness of the CLT 
panels, as well as the wall’s ability to dissipate energy through controlled failure 
mechanisms in the connections. These primarily include energy-dissipative joints 
between individual panels and capacity-protected connections between wall panels 
and supporting floors or foundations. These capabilities make CLT shearwalls a 
suitable alternative for mid- to high-rise buildings to those composed of steel and 
concrete. 

CLT shearwalls can be composed of a single or multiple panels, which can have 
significant impact on their mechanical performance. When using commonly available 
joints, multi-panel CLT shearwalls are expected to provide more flexibility and energy 
dissipation, which is particularly suitable for high seismic regions. The majority of the 
energy dissipation is expected to be achieved in the joints attaching adjacent panels, 
since they typically consist of small diameter fasteners, such as nails or screws. 

Several studies have been conducted with the aim to develop analytical models and 
design procedures for CLT multi-panel shearwalls. Gavric et al. [13] and Flatscher 
et al. [12] developed analytical expressions for single and two-panel walls and 
conducted experimental tests to validate the proposed models. Casagrande et al. [5] 
and  Nolet et al.  [16] developed analytical equations considering the elastic and elastic-
perfectly plastic behaviour of the connections, assuming that only hold-down and 
panel-to-panel connections (i.e. vertical joints) contribute to the rocking behaviour, 
whereas angle brackets only behave in shear to prevent sliding. Masroor et al. [14] 
extended the applicability of the equations to include the bidirectional (i.e. combined 
uplift and shear) contribution of the angle brackets and hold-down. 

Casagrande et al. [6] proposed a capacity-based design (CD) approach for light-
frame and single- and multi-panel CLT shearwalls, based on the analytical expres-
sions proposed by Casagrande et al. [5] and Nolet et al. [16]. It was reported that the 
seismic energy dissipation occurs primarily in panel-to-panel connections, whereas 
non-dissipative elements, such as CLT panels, were required to remain elastic. The 
proposal was extended by Masroor et al. [15] to also include the bidirectional contri-
bution of the angle brackets. Casagrande et al. [4] summarized the developed CD 
approaches and proposed design provisions based on the Canadian and European 
wood design standards [7, 8]. 

Despite several analytical models and design approaches being proposed in the 
literature, timber design standards (e.g. [8]) only provide limited guidelines on the 
lateral capacity and stiffness of multi-panel CLT shearwalls. The lack of analytical 
and design expressions has resulted in designers lacking the needed resources and 
adequate knowledge to design such structures. This shortcoming might be attributed 
to inadequate experimental testing on multi-panel CLT shearwalls, especially with 
walls containing more than two panels, in order to validate the developed equa-
tions and substantiate the proposed kinematic behaviour. The research includes a 
comprehensive experimental study with the aim to develop a database of full-scale
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Fig. 1 a CP kinematic mode b SW kinematic mode 

test results for CLT shearwalls undergoing various kinematic behaviours and failure 
modes. The paper provides updates on the ongoing testing programme and presents 
some preliminary results from the connection and full-scale testing campaign. 

2 Objective 

The current research has been established with the aim to carry out full-scale experi-
mental tests on shearwalls containing three panels and subjected to monotonic lateral 
loading. The main goal of the current study is to validate the analytical expressions 
and numerical models available in the literature (e.g. [5, 16]). The study is limited 
in scope to shearwalls where the contribution of the angle brackets to the rocking 
behaviour is omitted. Two examples from the experimental campaign, related to the 
most common kinematic behaviour, namely coupled panel (CP) and single wall (SW) 
(Fig. 1), are presented and discussed. The results obtained from the analytical, numer-
ical, and experimental tests are compared in terms of kinematic modes, displace-
ments, and strength capacity. Connection-level monotonic tests were also carried out 
on hold-downs subjected to uplift and panel-to-panel connections subjected to shear 
loads, with the aim to be utilized as input in the analytical and numerical models. 

3 Experimental Tests on Connections 

The connection-level tests were conducted for hold-downs and panel–panel joints 
subjected to uplift and shear forces, respectively. Two repeat specimens were consid-
ered for each connection. The displacement rate used during the testing was 3 mm/ 
min for the hold-down and 4.5 mm/min for the panel-to-panel connections, in order 
to achieve failure within 10 min. The WHT620 hold-down connection [10] consisted 
of a 3-mm-thick steel bracket with 55 (fully nailed) and 22 (partially nailed) LBA 
4 × 60 mm threaded annular ring nails, 20-mm-thick washer, and 20-mm bolt, as



30 M. Masroor et al.

illustrated in Fig. 2a. The panel-to-panel connection was composed of HBS 6 × 
70 mm screws, as shown in Fig. 2b [11]. 

Figure 3 presents the test set-up for the hold-down under monotonic uplift load. 
The CLT panel consisted of three layers, E1 grade, in accordance with ANSI/APA 
[1]. The total thickness of the panel was 105 mm (i.e. layer thickness of 35 mm), and 
the width of the individual boards was 89 mm. 

Fig. 2 a Hold-down connection WHT620. b Panel-to-panel screw connection HBS 6 × 60 mm 

Fig. 3 Test set-up of hold-down connection
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Fig. 4 Test set-up of panel-to-panel connection 

The panel-to-panel connection specimen consisted of three CLT panels joined 
together with HBS 6 × 70 mm screws, as shown in Fig. 4. The connection represented 
a half-lap joint, using D-Fir plywood (DFP) with thickness of 25.5 mm and width of 
176 mm. Fastener spacing of 120 mm was used to meet the minimum requirements 
in the CSA O86-19 [8] standard and to limit splitting in the wood. 

Figure 5 presents the force–displacement curves for two repetitions for each of 
the fully nailed hold-down (HD-F-1 and HD-F-2), partially nailed hold-down (HD-
P-1 and HD-P-2), and vertical joint (VJ-1 and VJ-2) tests. The graphs represent 
the behaviour of a single hold-down and a pair of panel-to-panel screw joint (i.e. 
two screws connecting the plywood side plate to two CLT wall panels). Table 1 
summarizes the maximum applied loads from the tests, Fmax, and its respective 
displacement, vmax, and presents the mechanical properties obtained from the curves 
using the equivalent energy elasto-plastic (EEEP) bilinear simulation, in accordance 
with ASTM E2126 [2]. This idealization of the connection behaviour is intended to 
be used in the analytical expressions. ry and dy are the yield strength and displace-
ment, respectively, k represents the elastic stiffness, du is the ultimate displacement, 
and DEEEP is for the ductility, obtained as the ratio between the ultimate and yield 
displacements.

The failure mechanisms observed from the experimental testing on hold-downs 
consisted of tensile tension failure in the vertical steel plate near the first row of 
nails for the fully nailed, as shown in Fig. 6a, and failure in the nails due to the 
cap breakage combined with nail withdrawal and bending for the partially nailed, 
as shown in Fig. 6b. The panel-to-panel connection failure was represented by a 
ductile failure mode, in which embedment crushing failure in the plywood and CLT 
combined with yielding in the fasteners was observed, as shown in Fig. 6c.
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Fig. 5 Connections force–displacement curve for a hold-down and b panel-to-panel connection 

Table 1 Mechanical properties of connections obtained from experimental tests 

Connection Test EEEP simulation 

Fmax (kN) vmax (mm) ry (mm) dy (mm) k (kN/mm) du (mm) DEEEP (–) 

HD-F-1 94.5 14.9 89.8 7.43 12.1 16.0 2.15 

HD-F-2 96.4 15.7 91.8 7.17 10.5 17.3 2.24 

HD-P-1 92.31 19.29 85.82 9.16 9.36 21.71 2.37 

HD-P-2 83.92 14.91 78.0 9.44 8.26 19.63 2.08 

VJ-1 5.37 27.80 4.69 5.82 0.71 45.6 7.83 

VJ-2 5.52 29.86 4.62 5.10 0.83 37.7 7.39

Fig. 6 Failure in: a fully nailed hold-down, b partially nailed hold-down, and c panel-to-panel 
joints
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4 Investigation on Multi-panel CLT Shearwalls 

Two CLT shearwalls with the configurations showed in Fig. 7 were investigated by 
conducting experimental tests. The height and total length of the shearwall were equal 
to 2438 mm and 3657 mm, respectively. Hold-down and panel-to-panel connections, 
consistent with those tested in the joint-level tests (i.e. WHT620 and HBS 6 × 70), 
were utilized to anchor the wall to the steel base. The same type of CLT panels that 
was used in the connection-level tests was also used in the full-scale shearwall tests. 
Table 2 presents the connection types and configurations and provides the anticipated 
kinematic modes. The number of panel-to-panel joints and the stiffness and yield 
strength of the hold-down and vertical joint connections were selected based on 
preliminary numerical runs to ensure that CP and SW behaviour are obtained in Test 
#1 and #2, respectively. No gravity load was considered in these tests; however, the 
weight of the panels and various test set-up attachments were estimated to be equal 
to 1.45 kN/m and considered in numerical and analytical models. 

Fig. 7 Three panels CLT shearwall used for numerical and analytical models and experimental 
tests 

Table 2 Number of connections and kinematic mode 

Test Number of 
hold-downs 

Number of panel-to-panel 
connections 

Nailing of the 
hold-down 

Expected 
kinematic mode 

#1 2 9 Fully nailed (55 
nails) 

CP 

#2 1 35 Partially nailed (22 
nails) 

SW
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4.1 Numerical and Analytical Investigations 

Figure 8 presents the numerical model developed using the SAP2000 software [9]. 
The connections were modelled using multi-linear link elements representative of the 
real curves obtained from the connection tests. A concentrated lateral load is applied 
at the top of the wall, consistent with the loading actuator position in the experimental 
tests. A uniformly distributed gravity load, q, of 1.45 kN/m was applied on top of the 
wall to account for the weight of the panels and test set-up attachments. Sliding was 
prevented in the model by restraining horizontal movement at the centre of rotation 
of each panel, and gap elements, which are only active in compression, were assigned 
a high stiffness equal to 108 MPa to simulate the contact between the panels and the 
base. Diaphragm constraints were considered at the top and bottom of the panels. 

The CLT panels were modelled with orthotropic material properties. The values of 
E0, E90, and G0 were obtained from Canadian wood design standard [8] for E1 CLT 
grade and were equal to 11,700, 300, and 731 MPa, respectively. The effective moduli, 
utilized to define the orthotropic material properties, Eeff,1 (along the horizontal 
direction) Eeff,2 (along the vertical direction), and Geff, are obtained using Eqs. 1–4, 
based on work by Brandner et al. [3]. 

Eeff,1 = E0 · t90 + E90 · t0 
tCLT 

= 11700 · 35 + 300 · 70 
105

= 4100 MPa (1) 

Eeff,2 = E0 · t0 + E90 · t90 
tCLT 

= 11700 · 70 + 300 · 35 
105

= 7900 MPa (2) 

α = 0.53 · 
( 
tmean 

w 

)−0.79 

= 0.53 · 
( 
35 

89 

)−0.79 

= 1.11 (3)

Fig. 8 Numerical model of a three-panel CLT shearwall in SAP2000 
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Geff = G0 

1 + 6 · α · ( tmean 
w 

)2 = 731 

1 + 6 · 1.11 · ( 35 
89 

)2 = 361.1MPa, (4)  

where t0 and t90 are the total thicknesses of the longitudinal (vertical) and transverse 
(horizontal) layers, tCLT is the total thickness of the panel, and w is the width of 
laminations. 

Nolet et al. [16] presented analytical procedures to obtain the rocking behaviour of 
three-panel CLT shearwalls for CP and SW kinematic modes, as illustrated in Fig. 9. 
Table 3 summarizes the expressions required in the analytical procedures and the 
respective values defining the shearwall behaviour from Fig. 9. The expressions for 
CP were updated by factors γ1 and γ2 to account for the real position of the hold-down 
and the loading actuator in experimental tests. These variables represent the ratio of 
the distance between the centre of rotation of the first panel and the hold-down to 
the length of each panel (b) and the ratio of the distance between the bottom of the 
wall and the position of the lateral load to the height of the wall. The analytical equa-
tions are calculated using the mechanical properties for connections obtained from 
the EEEP curves (Table 1) for hold-down and vertical joints. Additional subscripts 
associated with each connection are included in each parameter, such as h for the 
hold-down and c for panel-to-panel connection. As such, nc represents the number 
of joints between adjacent panels. 

Table 3 Analytical expressions developed by Nolet et al. [16] and their respective values 

Point Expression Values 

F Δr F 
(kN) 

Δr 
(mm) 

CP,1 q·m·b2 
2·h·γ2 – 1.32 0 

CP,2
[
γ 2 1 ·kh+(m−1)·nc ·kc 

]
b 

kc ·γ2 + q·m·b2 
2·h·γ2 

dy,c · h b 90.84 9.34 

CP,3 b 
h·γ2 ·

[
γ1 · rh + rc · (m − 1) · nc + q·m·b 

2 

] dy,h 
γ1 

· h b 134.32 17.74 

CP,4 b 
h·γ2 ·

[
γ1 · rh + rc · (m − 1) · nc + q·m·b 

2 

]
min

(
du,c, du,h 

γ1 

) 
· h b 134.32 39.72 

SW,1 q·m·b2 
2·h – 1.32 0 

SW,2 Equation (5) Equation (6) 3.93 0.14 

SW,3 Equation (7) Equation (8) 6.50 0.30 

SW,4 1 
h ·

[
rh · m · b + q·m2·b2 

2 

]
Equation (9) 120.98 9.25 

SW,5 1 
h ·

[
rh · m · b + q·m2·b2 

2 

]
Δr,SW,4 +[ h 
m·b · 

(
du,h − dy,h 

)] 120.98 15.97



36 M. Masroor et al.

Fig. 9 Analytical curves developed by Nolet et al. [16]: a for CP; b for SW 

FSW,2 = q · m
2 · b2 

2 · h · kh ·
(
3·m−2 
m2 

) + (
2−m 
m2 

) 
nc · kc − kh (5) 

Δr,SW,2 = 
( 
FSW,2 − q · m · b

2 

2 · h 
)

h2 

b2 · [kh + (m − 1) · nc · kc] (6) 

FSW,3 = q · m
2 · b2 

2 · h · kh ·
(
m+6 
m2 

) + (
5·m−6 
m2 

) 
nc · kc − kh (7) 

Δr,SW,3 = 
( 
FSW,3 − q · m · b

2 

2 · h 
)

h2 · [kh + nc · kc] 
b2 · [(m + 2) · kh + (m − 2) · nc · kc] · nc · kc 

(8) 

Δr,SW,4 = 

⎧⎪⎨ 

⎪⎩ 
FSW,4 · h2 

b2
− 

⎡ 

⎢⎣ 

( 
1 
kh 
+ m−1 

nc ·kc 
)−1 

kh 
· q · m

2 

2 · h 

⎤ 

⎥⎦ 

⎫⎪⎬ 

⎪⎭ 
· 1 

m2 · 
( 

1 
kh 
+ m−1 

nc ·kc 
)−1 , 

(9) 

where FSW,i is the lateral load at point SW, i for i = 2:4. 
Since the analytical expressions were developed assuming rigid behaviour of the 

CLT panels, bending and shear deformations of panels are added to account for the 
flexibility in the panels. These are calculated using Eqs. (10) and (11) for bending 
and shear deformations, respectively. 

Δb = F · h
3 

3 · EIeff (10) 

Δsh = F · h 
Geff · tCLT · m · b , (11)
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where F is the lateral load and Geff is obtained from Eq. (4). 
The value for EIeff for CP and SW can be calculated using Eqs. (12) and (13), 

respectively. 

EIeff,CP = m · 
( 
E0 · t0 · b

3 

12 
+ E90 · t90 · b

3 

12 

) 
= 3.76 × 1014 Nmm2 (12) 

EIeff,SW = E0 · t0 · (b · m)3 

12 
+ E90 · t90 · (b · m)3 

12 
= 3.38 × 1015 Nmm2 . (13) 

4.2 Experimental Tests on Shearwalls 

The experimental test configuration is illustrated in Fig. 10. Horizontal support mech-
anisms were designed and implemented at the base of each panel in order to prevent 
sliding, while allowing free rotation. In an actual CLT wall, construction sliding 
would be limited by angle brackets, which as mentioned earlier would contribute to 
the shear and uplift of the wall panels. Future testing will investigate the effect of 
angle brackets on the shearwall behaviour. The displacement rate at the top of the 
walls was selected to 6 mm/min in order to achieve consistent displacement rates 
between the connection-level and full-scale level tests.

Figure 11 presents the force–displacement curves obtained from the two tests. 
Comparisons between the two curves show that more ductility can be observed in 
test #1 since the wall behaviour is dominated by the engagement of the panel-to-panel 
connections. Wall test #2 exhibited higher stiffness but significantly lower ductility 
due to rigid connections between the panels, resulting in the wall behaving almost 
like a single-panel wall. The ductility of the wall is primarily driven by the behaviour 
of the hold-down connection which is less ductile than the panel-to-panel joints (refer 
to Fig. 5).

Figures 12 and 13 present the failure mechanism obtained at the end of test #1 
and #2, respectively, and highlight that the failure in the connections at the shearwall 
level was consistent with those obtained at the connection-level tests. It is important 
to note that the walls achieved the anticipated kinematic modes, as indicated in 
Table 2, where wall test #1 exhibited CP kinematic mode while wall test #2 attained 
SW kinematic mode, as shown in Figs. 12 and 13, respectively. Table 4 summarizes 
the results obtained from the tests and includes the parameters obtained from the 
idealized EEEP curve.
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Fig. 10 Set-up of CLT shearwall test

Fig. 11 Force–displacement 
curve for shearwalls 
experimental tests
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Fig. 12 Lateral behaviour and failure of CLT shearwall experimental test #1 

Fig. 13 Lateral behaviour and failure of CLT shearwall experimental test #2 

Table 4 Results of experimental tests on CLT shearwalls 

Test Fmax(kN) vmax(mm) Fy,EEEP(mm) vy,EEEP(mm) kEEEP(kN/ 
mm) 

vu,EEEP(mm) DEEEP(–) 

#1 130.0 56.39 114.96 24.55 4.68 68.2 2.78 

#2 120.3 17.70 109.49 11.76 9.31 20.84 1.77
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Fig. 14 Experimental, numerical, and analytical curves of the shearwalls: a wall #1; b wall #2 

4.3 Discussion 

Figure 14 presents the three curves obtained from the experimental results, numer-
ical and analytical models for wall #1 and wall #2. As can be observed, reasonable 
match can be found in terms of the general behaviour and the shape of the curves 
for both walls. In particular, the match between the models and test results for the 
wall dominated by SW behaviour is close due to the fact that the behaviour is gener-
ally dominated by the hold-down mechanical properties. Wall #1 involves a more 
complex behaviour where both the hold-down and the vertical joints participate in 
the performance of the wall. 

Table 5 summarizes the key parameters obtained from each method, including 
the percentage difference between experimental test and numerical model results, 
denoted as ξT /N , and between experimental test and analytical model results, denoted 
as ξT / A. The results show that the maximum force, Fmax, and yield force, Fy,EEEP 

match reasonably well with maximum difference of 6% and 10%, respectively. 
Maximum displacement, vmax, and yield displacement, vy,EEEP, present more devia-
tion between the results for wall #1, with difference around 18% for the numerical 
model and 14% for analytical model, whereas for wall #2 the maximum difference 
was 8%. For the elastic stiffness, kEEEP, and ultimate displacement, vu,EEEP, signif-
icant differences were observed especially for wall #1, with 21% and 35% for the 
numerical model and 54% and 63% for the analytical model, respectively. The stiff-
ness is notoriously difficult to estimate due to the nonlinear nature of the behaviour 
of wood shearwalls even at low displacement levels. The ultimate displacement is 
also particularly difficult to predict since the behaviour of post yield and peak loads 
is erratic and depends on multiple failure mechanisms. The significant discrepancy 
observed in the analytical model, especially for wall #1, could be attributed to using 
the EEEP idealization curve for the panel-to-panel connections. It can be observed 
that significantly better fit is obtained for wall #1 in numerical model owing to using 
the real connection curve obtained from the joint-level tests.
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5 Conclusion 

The lateral behaviour of CLT shearwalls was studied by carrying out two wall-level 
experimental tests on three-panel walls under monotonic lateral load. The results were 
compared with numerical and analytical models. The key findings of this research 
can be summarized as follows: 

• The connection-level tests showed that the failure mechanisms observed in the 
hold-downs were of tension failure in the vertical steel plate near the first row 
of nails for the fully nailed, while failure in partially nailed hold-downs was in 
cap breakage combined with nail withdrawal and bending. The panel-to-panel 
connections were represented by a ductile failure mode, in which embedment 
crushing failure in the plywood and CLT combined with yielding in the fasteners 
was observed. 

• Two experimental tests on CLT shearwalls were carried out, using the same type 
of CLT panels and connections used in the joint-level tests. Force–displacement 
curves and respective properties of each wall were presented. The wall with SW 
behaviour exhibited higher stiffness but significantly lower ductility due to the 
rigid connections between adjacent panels. 

• Numerical and analytical models were evaluated, and results were compared with 
those obtained through the experimental tests. Reasonable match was observed 
in terms of the general behaviour and the shape of the curves in both walls. The 
values for maximum and yield forces showed reasonable match for both walls, 
while differences were found in the elastic stiffness and ultimate displacement, 
especially for the wall that exhibited CP behaviour. 
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Parametric Study of Slender Shear Walls 
Reinforced with Shape Memory Alloy 
Bars 

Deepak Saud, Lisa Tobber, and M. Shahria Alam 

Abstract In mid-rise and high-rise buildings, reinforced concrete (RC) shear walls 
are frequently used to resist seismic forces in earthquake-prone countries. The post-
earthquake repair and retrofitting of these walls are very expensive or uneconomical, 
as observed in the 2010 Chile and 2011 Christchurch earthquakes. This paper explores 
the use of shape memory alloy (SMA) bars in the plastic hinge region of slender 
reinforced concrete (RC) shear walls. A comprehensive numerical parametric study 
was performed to understand the effects of various parameters on the hysteretic 
(force–deformation) response. Several models were developed with different aspect 
ratios, axial load ratios, reinforcement ratios, and types of SMA. The walls were then 
subjected to axial and reverse cyclic lateral loading, and the responses were assessed. 
Based on the responses, new trends were identified between design parameters and 
response outputs such as stiffness, residual deformation, force–deformation, and 
critical damage states (i.e. cracking, yielding, and crushing of SMA RC walls). 
These new relationships can be used to inform the design of low damage SMA RC 
walls for high seismic regions in Canada and worldwide. 

Keywords Parametric study · Shear wall · Shape memory alloy · Axial and cyclic 
loading · Numerical modelling 

1 Background and Introduction 

One of the most common lateral force resisting systems in mid-rise and high-rise 
buildings is reinforced concrete shear walls (referred to herein as shear walls). In 
addition to resisting earthquake and wind loads, shear walls also support gravita-
tional loads. Under strong earthquake shaking, these shear walls are designed for life 
safety, where the building can endure heavy damage. Past earthquakes have shown 
that buildings designed to this criterion underwent severe damage, particularly in

D. Saud (B) · L. Tobber · M. S. Alam 
The University of British Columbia, Kelowna, Canada 
e-mail: dsaud@student.ubc.ca 

© Canadian Society for Civil Engineering 2024 
R. Gupta et al. (eds.), Proceedings of the Canadian Society of Civil Engineering Annual 
Conference 2022, Lecture Notes in Civil Engineering 359, 
https://doi.org/10.1007/978-3-031-34027-7_4 

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34027-7_4&domain=pdf
mailto:dsaud@student.ubc.ca
https://doi.org/10.1007/978-3-031-34027-7_4


48 D. Saud et al.

many mid-rise and high-rise reinforced concrete buildings [8, 9]. The post-earthquake 
repair and retrofit of these buildings are expensive or uneconomical. Therefore, shear 
walls should be designed to minimize damage to these structural elements, resulting 
in low or no permanent deformation in the buildings. One alternative is to use supere-
lastic shape memory alloy (SMA) bars at the critical locations (plastic hinge regions) 
of the shear walls in lieu of typical steel reinforcing [14]. 

SMA is an innovative material that has a superelastic property. This material can 
return to its initial shape and position after removing the loading on the structure 
[3]. The SMA demonstrates superelasticity behaviour when it is in the austenite 
state. In addition to the superelasticity property, SMA has a very low or negligible 
residual strain after unloading. Moreover, SMA can dissipate substantial energy 
during repeated load cycles. Therefore, SMA material has significant potential for 
civil engineering applications to make structures seismic-resistant in earthquake-
prone areas. 

Figure 1 shows the stress–strain behaviour of SMA under reversed cyclic lateral 
loading at a constant temperature. When stress is applied to SMA, the material 
changes its form from austenite to a martensite state. The transformation can be 
represented by four parameters, namely austenite-to-martensite starting stress ( f y), 
austenite-to-martensite finishing stress ( f P1), martensite-to-austenite starting stress 
( f T1), and martensite-to-austenite finishing stress ( f T2). 

The self-centring system developed with SMA in shear walls can reduce perma-
nent deformations and damages. This reduction in damage could avoid the demolition 
and reconstruction of structures in high seismic areas. Therefore, although the SMA 
bars are expensive compared to the steel reinforcement, they are economical in the 
long term when used at the plastic hinge regions of the shear walls. 

The superelastic SMA is connected with steel rebars by mechanical couplers. 
SMA rebars were successfully implemented in the plastic hinge regions of SMA RC 
elements by various researchers [11, 12, 17]. However, only a few studies have been

Fig. 1 1D superelastic 
model of SMA incorporated 
in FE packages (adapted 
from Auricchio et al. [5]) 
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conducted on SMA bars as potential reinforcements in the plastic hinge regions of 
shear walls [1, 4, 7, 15]. 

In previous experimental tests conducted on SMA RC walls, the specimens were 
limited to axial load forces less than 4% f 'c Ag and aspect ratios (length to height 
ratio of a shear wall) between 1 and 2.2 because of the laboratory size and equipment 
availability. Most of these tests were only tested under quasi-static lateral loading, 
except the test done by Almeida et al. [4], in which the walls were tested under both 
axial and quasi-static loading. Further, most experimental tests showed overturning 
due to axial load less than 3%, except the test done by Almeida et al. [4], which had 
81%. Table 1 provides the detail of experimental tests conducted in recent years on 
shear walls connected with SMA bars. 

In Table 1, the aspect ratio is the ratio of the height of the wall (hw) to the length of 
the wall (lw), P is the axial load including self-weight of the wall, f 'c is the concrete 
cylinder compression strength, Ag is the cross section of the wall, and V is the peak 
force observed during the test. 

Due to the lack of literature on the experimental testing of SMA RC shear walls, 
there is a significant knowledge gap in understanding the behaviour of shear walls 
with SMA in their plastic hinge regions. Most shear walls have an axial load ratio 
between 5 and 10% in real buildings. Therefore, it is critical to determine the 
behaviour of SMA RC walls made of higher aspect ratios under varying axial loading 
(5 and 10%). 

The present study explores the potential use of SMA bars in slender reinforced 
concrete (RC) shear walls. A comprehensive numerical parametric analysis was 
performed to understand various parameters’ effects on the hysteretic (force–defor-
mation) response. The critical parameters analysed were aspect ratio, axial load ratio, 
types of rebars, and vertical reinforcement ratio. Several finite element models were 
developed using these parameters. The walls were then subjected to axial and reverse 
cyclic lateral loading for assessing the response. Finally, the results obtained from 
this numerical study will lead to an experimental testing programme for slender SMA 
RC shear walls.

Table 1 List of experimental tests conducted on SMA RC shear wall 

Experimental tests Aspect ratio 
(hw/ lw) 

Axial load ratio 
(P/ f 'c Ag) (%)  

V /Ag/ f 'c (%) Plw/2Vhw (%) 

Almeida et al. [4] 1.7 3.83 1.43 80.52 

Kian et al. [15] 2 0.08 1.84 1.05 

Abdulridha et al. [1] 2.2 0.17 2.81 1.35 

[7] 2.2 0.07 1.13 1.31 

Cortés-Puentes [7] 1 0.19 4.31 2.25 

1 0.18 7.75 1.13 
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2 Parametric Analysis 

A parametric analysis was performed to understand the cyclic response of SMA bars 
compared to steel rebar. The most appropriate type of SMA observed for structural 
applications is NiTi due to its ability to recover considerable strain, superelasticity, 
and excellent corrosion resistance [3]. FeMnAlNi alloy developed by Omori et al. 
[10] exhibits superelasticity in the range of NiTi, but at a low austenite finish temper-
ature. This enables FeMnAlNi to function in the superelastic range even at a low 
temperature [6]. The SMA properties shown in Table 2 were referenced from the 
studies of [3, 10]. 

The parametric study considered three aspect ratios, three different rebar types 
(steel, NiTi, FeMnAlNi), two axial load ratios (P/ f 'c Ag), and three different vertical 
reinforcing ratios (ρv). A total of 54 walls were analysed (3 × 3 × 3 × 2 = 54 
models) under cyclic loading. A constant cross section of 150 mm thick and 1200 mm 
long was considered for all shear wall models. This cross section was selected as 
per the capacity at the structure’s laboratory at the University of British Columbia, 
Okanagan Campus. Three different types of rebars—steel ASTM A706 Grade 60, 
NiTi and FeMnAlNi, of size #3, #5 and #7 were varied in the concentrated zones of 
the shear wall. In this study, the vertical reinforcement ratio (ρv) was  taken as the  
longitudinal reinforcement ratio of only one portion of the concentrated zone, shown 
in Eq. 1. 

ρv = 
4(Area of rebar) 

150 mm × 210 mm 
× 100%. (1) 

The #3 steel rebars were provided as longitudinal and transverse rebars in the 
wall web for all models. Figure 2 shows the cross section of the shear wall and 
reinforcement detailing. Table 3 shows the parameters studied.

Table 2 Properties of SMA 

Properties NiTi FeMnAlNi 

Modulus of elasticity (E) 62.5 GPa 68 GPa 

Austenite-to-martensite starting stress ( f y) 401 MPa 435 MPa 

Austenite-to-martensite finishing stress ( f P1) 510 MPa 535 MPa 

Martensite-to-austenite starting stress ( f T1) 370 MPa 335 MPa 

Martensite-to-austenite finishing stress ( f T2) 130 MPa 170 MPa 

Superelastic plateau strain length (ε1) 6% 8% 
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Fig. 2 Cross section of wall model 

Table 3 Parameters to study 

Parameters Value 

a Aspect ratio (hw/lw) 2 3 4 

b Axial load ratio (P/ f 'c Ag) 5% 10% 

c Types of rebars Steel ASTM A706 
Grade 60 

NiTi FeMnAlNi 

d Vertical reinforcement ratio 
(ρv) 

0.89% 2.48% 4.86% 

3 Numerical Modelling 

Two-dimensional finite element models of the shear walls were developed using 
Seismostruct software [13]. The inelastic displacement-based frame element type 
was selected to model the walls. The nonlinear behaviour of concrete and steel was 
modelled by the Mander model (1988) and Menegotto and Pinto model (1973). The 
SMA material was modelled with the available Auricchio and Sacco model (1997) 
in Seismostruct. Static time-history analysis was performed to simulate the quasi-
static behaviour of shear walls under axial load and cyclic loading. The compressive 
strength of concrete and the yield strength of steel was taken as 56 MPa and 470 MPa, 
respectively [16]. 

The height of the various models was raised as per the aspect ratios of 2, 3, 
and 4. The bottom of the wall was fixed. The reverse cyclic lateral loading which 
incrementally increases the drift amplitude was used as shown in Fig. 3. The loading 
protocol was referenced from the study of [4]. Further, the loading protocol was 
also selected as per the capacity of horizontal and vertical actuators available in the 
laboratory. A vertical load of 0.05Ag f 'c or 0.1Ag f 'c was applied at the top with the 
reversed cyclic lateral loading in the shear wall models as shown in Fig. 4.
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Fig. 3 Applied loading 
protocol 

Fig. 4 Numerical model 

4 Result 

A model was developed for each of the 54 combinations, and each model was anal-
ysed under cyclic loading. The combination was named R#A#P#, where R = rebar 
size, A = aspect ratio, and P = axial load ratio. For instance, R3A3P5 represents 
rebar size #3, aspect ratio 3, and axial load ratio 5%. 

4.1 Hysteretic Response and Trends 

While assessing the various hysteretic responses for steel, NiTi and FeMnAlNi, 
interesting trends were observed. These trends are shown in Figs. 5, 6, and 7. From  
the hysteretic plots, it can be observed that there is a significant difference in the 
hysteretic shapes of steel and SMA (NiTi and FeMnAlNi) shear walls. Generally, the 
shear walls with only steel reinforcing showed larger hysteresis “loops” and, for the 
majority of models, had residual deformations. Contrastingly, the SMA models had
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Fig. 5 Hysteresis trend for same aspect ratio and axial load ratio with varying rebar size (R = rebar 
size; A = aspect ratio; P = axial load ratio)

limited energy dissipation but showed minimal residual displacements, showcasing 
the SMA’s excellent self-centring capabilities. 

Figure 5 shows the different hysteresis for different vertical reinforcement ratios, 
a constant aspect ratio (A = 3), and a constant axial load ratio (P/Ag/ f 'c = 5%). In all 
cases, an increase in vertical reinforcement resulted in an increase in an overturning 
moment. In the steel models, a higher reinforcing ratio resulted in higher residual 
drifts. On the other hand, the SMA walls had low residual drift for all reinforcing 
ratios. 

Figure 6 shows the different hysteresis for different aspect ratios, a constant rein-
forcing ratio of 2.48% (for rebar size #5), and axial load ratio (P/Ag/ f 'c = 5%). In 
all cases, a higher aspect ratio results in lower stiffness. Increasing the aspect ratio 
does not increase the capacity. Generally, a lower aspect ratio resulted in more energy 
dissipation (larger hysteretic loops) than a high aspect ratio. 

Figure 7 shows the different hysteresis for different axial load ratio (P/Ag/ f 'c = 
5% and 10%), a constant reinforcing ratio of 2.48% (for rebar size #5), and aspect 
ratio (A = 3). Generally, increasing axial load resulted in a more pinched hysteresis 
(i.e. more prominent self-centring capability). However, a higher axial load led to 
earlier degradation of strength compared with a low axial ratio.
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Fig. 6 Hysteresis trend for same rebar size and axial load ratio with varying aspect ratio (R = rebar 
size; A = aspect ratio; P = axial load ratio)

4.2 General Response 

The residual drift is vital to determine the severity of damage to buildings after an 
earthquake. For this study, residual drift is taken as the ratio of permanent deformation 
over the height of the wall. Figure 8 shows the relationship between residual drift 
and vertical reinforcement ratio for steel, NiTi and FeMnAlNi at 5 and 10% axial 
load ratios.

As shown in Figs. 8a and d, residual drift was observed for all steel shear walls 
except for specimens with a reinforcing ratio of 0.89% (R3) and axial load ratio 
of 5%, where no residual drift was observed. Generally, an axial ratio of 10% had 
higher residual drifts than the axial ratio of 5%. The trend for the axial ratio of 5% 
walls showed that high vertical reinforcing ratios resulted in high residual drift. On 
the other hand, at an axial ratio of 10% walls with high vertical reinforcing ratios 
resulted in lower residual drift, except for R5A4P10, where the residual drift was 
low. In both axial ratios of 5% and the axial ratio of 10%, walls with a higher aspect 
ratio had lower residual drifts. 

The SMA materials for an axial ratio of 5% showed no residual drift (i.e. Fig. 8b 
and c). On the other hand, the axial load ratio of 10% showed small residual drifts at 
the lower reinforcing ratios (i.e. Fig. 8e and f). The highest residual drift for SMA
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Fig. 7 Hysteresis trend for same rebar size and aspect load ratio with varying axial load (R = rebar 
size; A = aspect ratio; P = axial load ratio)

H/L = 2 
H/L = 3 
H/L = 4 

Fig. 8 Residual drift versus vertical reinforcement ratio
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walls was about 0.2% for aspect ratio 3 specimen at a 0.89% reinforcement ratio. 
On the other hand, the highest residual drift for steel walls was observed at around 
1.4% for all three varying aspect ratios specimens. 

Energy is the accumulation of hysteretic energy (i.e. inelastic force–deformation 
response) over all the cycles, which is normalized by the maximum shear force (Vmax) 
and the maximum displacement (Δmax). The normalized energy (Energy/Vmax/Δmax) 
was used to show energy dissipation capacity. 

Figure 9 shows that the normalized dissipated energy for steel is higher than the 
NiTi and FeMnAlNi at 5 and 10% axial load ratios. For steel, energy dissipation 
was increased with the high reinforcement ratio. In contrast, there was low energy 
dissipation for shear walls with a high aspect ratio. 

Shear walls with NiTi and FeMnAlNi bars showed low energy dissipation for high 
reinforcement ratios, as shown in Fig. 9b, c, e, and f. The energy dissipation capacity 
of NiTi was slightly lower than the FeMnAlNi. Overall, the NiTi and FeMnAlNi 
showed less than half of the energy dissipation than steel. 

The cyclic degradation rotation (θ 80%) is the drift when the shear force is degraded 
to 80% of the maximum shear force. The value of θ 80% is important as it represents 
the system ductility, which is a critical design parameter. For a 5% axial load ratio, 
no strength loss was observed in all three types of rebars. However, strength loss 
was observed for a 10% axial load ratio. Figure 10 shows the drift when the force 
degraded to 80% of the peak force. For a 10% axial load ratio, a higher reinforcing

H/L = 2 
H/L = 3 
H/L = 4 

Fig. 9 Normalized energy dissipation versus vertical reinforcement ratio 
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H/L = 2 
H/L = 3 
H/L = 4 

Fig. 10 Drift at strength loss (θ 80%) versus vertical reinforcement ratio 

ratio resulted in a higher θ 80%. Furthermore, higher rotation values were observed 
for the higher aspect ratios. 

The critical damage states (cracking, spalling, yielding, crushing) were analysed 
and shown in Fig. 11 with the help of boxplots. This was performed by the rotation 
distribution to four performance limit states to see the effect of various parameters. 
For NiTi and FeMnAlNi, the spalling of the concrete cover was observed before 
yielding the SE SMA rebars. This behaviour is because the SMA rebars effectively 
resist the forces after cracking. A similar observation was also observed in a previous 
study conducted by Billah and Alam [6] and Ahmad and Shahria Alam [2]. The 
median rotation value of yielding for NiTi and FeMnAlNi was more than twice the 
value of steel. Similarly, the median rotation value of crushing was observed at 1.2 
for NiTi and FeMnAlNi, while it was observed at 0.98 for steel. 

Max 

75% 

25% 
Min 

Outlier 

Median 

Fig. 11 Boxplot for critical damage states
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5 Summary and Conclusion 

A detailed parametric study was performed with the force–deformation response and 
strain obtained from 54 models. The major conclusions drawn from the study are as 
follows: 

• There is a lack of availability of experimental data due to the limited test on SMA 
RC shear walls. 

• The NiTi and FeMnAlNi reinforced shear walls showed minimal residual 
displacements, demonstrating SMA’s excellent self-centring capabilities. 

• Significant residual drift was observed for steel shear walls except at a reinforce-
ment ratio of 0.89% and axial load ratio of 5%. In contrast, it was observed very 
low to none in NiTi and FeMnAlNi. 

• The NiTi and FeMnAlNi showed less energy dissipation than steel-reinforced 
shear walls at 5 and 10% axial load ratios. 

• No strength loss was observed at 5% axial load ratio for all three rebar types. 
However, strength loss was observed for a 10% axial load ratio. 

• The spalling of the concrete cover was observed before yielding in NiTi and 
FeMnAlNi because of SMA’s excellent capacity to resist the forces after cracking. 

6 Future Work 

A comprehensive literature review showed little experimental data is available on 
slender shear walls connected with SMA rebars. This study showed the excellent 
self-centring capacity of NiTi and FeMnAlNi shear walls. Further, very low residual 
drift was observed for NiTi and FeMnAlNi. However, experimental work is needed 
to further explore the appropriate detailing methods for SMA shear wall. Therefore, 
for future research, an experimental study of slender shear walls connected with 
shape memory alloy bars can be conducted based on this parametric study. 
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Effect of Low-Cycle Fatigue 
on the Seismic Vulnerability 
of Aluminium and Steel Domes 

Akossiwa Constance Efio-Akolly and Charles-Darwin Annan 

Abstract The low-cycle fatigue resistance of a material can influence the seismic 
vulnerability of a structure. Aluminium alloys are generally more susceptible to 
failure under low-cycle fatigue compared to steel. However, aluminium is an effec-
tive solution for domes exposed to aggressive environments such as chemical storage 
facilities, domes covering large spaces such as stadiums and domes with structural 
members connected efficiently (e.g. Mero) using extruded aluminium profiles. This 
is due to the durability, the high strength-to-weight ratio and the extrudability of 
aluminium alloys. The vulnerability of aluminium domes under earthquake ground 
motions may be influenced by its cyclic mechanical properties, including low-cycle 
fatigue. The rupture of a member under low-cycle fatigue can be captured by consid-
ering the earthquake-induced plastic strain cycle in the member. In the present study, 
the seismic vulnerability of aluminium and steel domes under the same gravity load 
are compared by developing fragility functions based on incremental dynamic anal-
yses. The results showed that the low-cycle fatigue resistance of the material has 
a significant influence on the seismic performance of the domes. The aluminium 
dome and the steel dome were able to sustain seismic loads with spectral acceler-
ations at the fundamental period up to 2 g and 2.5 g, respectively. It was observed 
that the aluminium dome showed a good seismic resistance for practical intensities 
representative of the design spectrum of Vancouver, BC, Canada. 

Keywords Aluminium alloys · Carbon steel · Low cycle fatigue · Incremental 
dynamic analyses · Lattice dome · Fragility analysis · Seismic vulnerability
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1 Introduction 

Lattice domes are structural systems with a spherical surface spanning large circular 
open spaces. They are widely used for buildings that accommodate many people, 
such as airport terminals, exhibition halls, auditoriums and stadiums. Lattice domes 
are built by assembling profile members arranged in a triangulated lattice and held 
together with bolted or welded connections. Steel lattice domes have exhibited a supe-
rior seismic performance than conventional buildings. For example, several structures 
collapsed during the 1995 Kobe earthquake of magnitude 7.2 in Japan, but no total 
collapse was reported for domes. Damage to the steel domes was limited to the non-
load-bearing elements and the roofs [13]. The same observation was made during the 
2008 Wenchuan earthquake of magnitude 8 in China. Numerical research results on 
the seismic performance of domes also confirmed this observation [10, 21, 22]. These 
conclusions on the seismic vulnerability of domes from research results and historic 
reports were associated with steel domes. However, aluminium has become an effec-
tive alternative to steel for the construction of domes. The preference for aluminium 
is justified by its advantageous physical and mechanical properties, namely its high 
strength-to-weight ratio, high corrosion resistance, durability and aesthetic appear-
ance [14]. Little is known about the seismic vulnerability of aluminium domes, 
although experimental research data is available on the cyclic mechanical properties 
of aluminium alloys. When subjected to cyclic inelastic loadings, aluminium alloys 
and steel experience combined kinematic and isotropic hardening and low-cycle 
fatigue [1, 5]. However, aluminium alloys are more prone to fatigue failure than steel 
since they have a lower fatigue strength than structural steel [4, 15]. 

2 Research Objectives and Scope 

Since aluminium and steel have different cyclic mechanical properties, it is necessary 
to study the influence of the material on the seismic vulnerability of domes subjected 
to strong earthquakes. Of great importance in the present study is the low-cycle 
fatigue behaviour of the materials. Yang et al. [20] demonstrated that low-cycle 
fatigue properties could reduce the superior seismic performance associated with 
domes under severe earthquake loading. Therefore, this study seeks to examine the 
vulnerability of aluminium domes and steel domes, considering the low-cycle fatigue 
resistance of the materials. 

This study is focused on medium-rise single-layer diamatic lattice domes. The 
diamatic and the geodesic configurations are the most common configuration. In 
addition, the diamatic and geodesic domes have very similar dynamic behaviour, as 
demonstrated in the works of [12]. Therefore, this study will be limited to diamatic 
domes. A medium-rise shape was considered since it is the most common shape for 
lattice domes directly supported on foundations. Moreover, several parametric studies 
on the seismic behaviour of domes conducted by Hosseinizad [12] and Takeuchi et al.
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[18] show that medium-rise domes are less resistant to seismic loads than shallow 
domes. The materials considered are 350WT steel [1, 9] and 6082-T6 aluminium 
alloy [2, 4]. The alloy 6082 T6 was selected for its excellent corrosion resistance and 
acceptable cyclic mechanical properties. 

3 Seismic Hazard and Selected Ground Motion Records 

Seismic fragility analysis is commonly used to describe the probability of collapse 
of a structure with respect to the earthquake intensity. One common approach for 
defining a fragility function is the incremental dynamic analysis proposed by Vamvat-
sikos and Allin Cornell [19]. The methodology is such that several nonlinear time 
history analyses are carried out for a suite of ground motions records, and each 
ground motion record is scaled up until the frame collapses. Therefore, a suite of 
ground motions is needed for the incremental dynamic analyses. Our interest is in 
earthquake-prone areas, such as western Canada. 

To propose a methodology to evaluate the inelastic seismic demands of building 
systems using Incremental Dynamic analyses, FEMA P695 [11] recommended a set 
of 22 ground motions records representative of the west of North America for the 
far-field analysis. These records were selected to be representative of the seismicity 
of the west coast of North America, where very strong earthquakes are expected. 
Therefore, this set of ground motions is applicable to our study. The FEMA set of 
ground motions was considered an initial set. From this set, we selected the first 
11 ground motions with the least mean squared error to Vancouver design spectrum 
using PEER NGA [17]. This selection was made considering a range of periods from 
0.1 to 1 s since the natural periods of single-layer medium-rise steel domes usually 
fall between 0.3 and 0.5 s. Figure 1 shows the acceptable match obtained between 
the mean spectra of the eleven ground motions and the target spectrum of Vancouver 
for matching periods. The description of the selected eleven ground motions is listed 
in Table 1.

4 Finite Element Analysis Model 

The pilot dome considered in this study is shown in Fig. 2. The dome consists of 
eight main radial ribs and eleven latitudinal circles. The diameter of the dome is 
40 m, and the height to span ratio equals 1/3. The dome is assumed to be directly 
connected to a firm foundation. The boundary conditions of the dome are modelled as 
three-way pinned supports. Connections between members are assumed to be rigid. 
The domes were designed for a dead load of 0.5 kN/m2, a snow load of 1.82 kN/ 
m2, and a roof load of 1 kN/m2. The tensile and compressive members of the domes 
were designed for the ultimate limit states considering second-order effects, using the 
Canadian standards [6–8]. Moreover, a nonlinear buckling analysis was conducted
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Fig. 1 Mean spectra of the 
set of ground motions 

Table 1 Description of the set of ground motions 

PEER record sequence 
number 

Earthquake name Year Station name Magnitude 

125 “Friuli_Italy-01” 1976 “Tolmezzo” 6.5 

169 “Imperial Valley-06” 1979 “Delta” 6.53 

721 “Superstition Hills-02” 1987 “El Centro Imp. Co. 
Cent” 

6.54 

725 “Superstition Hills-02” 1987 “Poe Road (temp)” 6.54 

848 “Landers” 1992 “Coolwater” 7.28 

900 “Landers” 1992 “Yermo Fire Station” 7.28 

960 “Northridge-01” 1994 “Canyon Country - W 
Lost Cany” 

6.69 

1158 “Kocaeli_Turkey” 1999 “Duzce” 7.51 

1602 “Duzce_Turkey” 1999 “Bolu” 7.14 

1633 “Manjil_Iran” 1990 “Abbar” 7.37 

3746 “Cape Mendocino” 1992 “Centerville Beach_ 
Naval Fac” 

7.01

to ensure that the ratio of the buckling load to the design load is greater than 2.5 as 
recommended in the works of [11, 12]. At the end of the design process, the selected 
tubular profiles were 4.00 in. OD × 0.125 in. WALL, with an outside diameter of 
101.6 mm and a wall thickness of 3.2 mm for the aluminium dome members, and 
HSS73 × 3.2, with an outside diameter of 73 mm and a wall thickness of 3.2 mm 
for the steel dome members.

The designed domes were modelled in Opensees [16]. Each dome member was 
discretized into four elements. The elements were arranged in the shape of the first 
member buckling mode shape of the member scaled to 1/300 of the span of the
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Fig. 2 Pilot dome model

dome. Moreover, a P-Delta coordinate transformation object was assigned to the 
dome model to account for the second-order effects. The elements were modelled as 
fibre-based beam-column elements. This element model uses the fibre-based frame 
elements approach, which divides the cross-section of the element into fibres to 
capture local axial stresses and strains. The uniaxial cyclic stress–strain behaviour 
was simulated by defining a uniaxial material object that included the calibrated mate-
rial properties of the Chaboche combined hardening model and the Coffin Manson 
low-cycle fatigue model. The defined material object was then assigned to each fibre 
to account for material nonlinearities. The calibrated material model properties input 
in the uniaxial material objects for the 6082T6 alloy and the low carbon steel 350WT 
were obtained from [1, 2, 4, 9]. The strength properties and Coffin Manson low-cycle 
fatigue model parameters of 6082T6 alloy and low carbon steel 350WT are shown 
in Table 2. For the dynamic analyses, damping was applied in the model using the 
Rayleigh damping formulation with a damping ratio of 2%. 

The aluminium and steel domes were subjected to a modal pushover analysis 
and an incremental dynamic analysis. For the modal pushover analyses, the lateral 
loads were gradually applied at each joint in a pattern proportional to a selected 
mode shape. The first three modes having the most significant mass participation 
ratio in the horizontal direction were considered to determine the lateral load in

Table 2 Low-cycle fatigue properties of 350WT and 6082T6 

Material name Modulus of 
elasticity, E 
(MPa) 

Yield 
strength, Fy 
(MPa) 

Ultimate 
strength, Fu 
(MPa) 

Coffin Mason 
fatigue ductility 
coefficient, ε f 

Coffin Mason 
fatigue 
ductility 
exponent, c 

350 WT 211,180 364 503 0.33 − 0.54 
6082T6 66,500 307 330 0.209 − 0.593 
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each modal pushover analysis. The recorded demand measure was the maximum 
nodal displacement of the dome. The total response was obtained by combining the 
individual response of each of the three modal pushover analyses using the Complete 
Quadratic Combination (CQC) method. 

Nonlinear time history analyses were conducted on the domes for each ground 
motion in the selected suite to assess the seismic vulnerability of the domes. The 
seismic intensity measure was taken as the 2% damped spectral acceleration at the 
fundamental period of the structure since this intensity measure refers to the degree 
of seismic excitation of the ground motion and the expected dynamic characteris-
tics of the structure. For each increment of seismic intensity, the normalized yield 
element ratio, the maximum nodal displacement and the fatigue life of the domes 
were determined. The normalized yield element indicates the spread of plasticity 
throughout the dome by measuring the ratio of fully yielded elements. The fatigue 
damage was calculated using the Coffin Mason equation, the Palmgren–Miner rule 
and the rainflow cycle counting algorithm. The incremental dynamic analysis results 
were statistically processed to construct seismic fragility curves and establish the 
seismic vulnerability of the single-layer reticulated domes. 

5 Seismic Performance and Vulnerability of the Domes 

This section presents the results of the incremental dynamic analyses and the fragility 
analysis. For ease of reference, the aluminium dome and the steel dome are referred 
to as AD40f3 and SD40f3, respectively. 

5.1 Seismic Performance of the Aluminium and Steel Domes 

This section describes the seismic behaviour of the aluminium and steel domes 
subjected to the suite of ground motions. The incremental dynamic curves of the steel 
dome and aluminium dome, with the maximum nodal displacement as the demand 
measure, are presented in Fig. 3. This figure shows that greater displacements occur 
in the aluminium domes as compared to the steel domes, with a ratio of about two 
for all the ground motions considered.

To better understand the seismic performance of the domes, incremental dynamic 
curves were plotted, considering the yield element ratio and the fatigue life as engi-
neering demand parameters. These graphs are shown in Figs. 4 and 5, respectively. 
It is observed that there is a higher percentage of yielded members in the aluminium 
dome than in the steel dome. Moreover, there was no fully yielded member for 
spectral accelerations lesser than 3.5 g in the steel dome and 2 g in the  aluminium  
domes. These results show an overall good performance for both domes for seismic 
intensities lesser than 2 g. At seismic intensities greater than 2 g, the number of 
yielded elements rapidly increased in the aluminium dome compared to the steel
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Fig. 3 Incremental dynamic analysis curves for the steel dome (left) and the aluminium dome 
(right), considering the maximum nodal displacement

dome. No dynamic buckling occurred except for the domes subjected to the Duzce_ 
Turkey (RSN 1602) earthquake. Therefore, the results obtained with the Duzce_ 
Turkey were excluded in the processing of the incremental dynamic analyses results. 

The influence of the fatigue resistance on the seismic performance of the domes 
is shown in Fig. 5. The fatigue life was calculated as the reciprocal of the maximum 
fatigue damage in the elements and expressed in units of repeats. When the maximum 
fatigue damage in an element is less than one, no fatigue occurs. In this case, the 
fatigue life in units of repeats would be greater than one repeat. For simplicity, 
whenever the calculated fatigue life was greater than one repeat, the low-cycle fatigue 
life value shown in Fig. 5 was 1. This was done to group all cases where no fatigue 
failure was observed to highlight those cases where low-cycle fatigue failure was 
recorded. It can be observed that the low-cycle fatigue properties of the material 
have a significant influence on the overall performance of the domes. In other words, 
the aluminium dome was more prone to fatigue failure than the steel dome. This is

Fig. 4 Incremental dynamic analysis curves for the steel dome (left) and the aluminium dome 
(right), considering the normalized yield element ratio
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Fig. 5 Incremental dynamic analysis curves for the steel dome (left) and the aluminium dome 
(right), considering the fatigue life

shown by the density of points in the lower part of both curves. In addition, it is 
observed that there is less risk of fatigue failure for spectral accelerations lesser than 
3 g in steel domes and 2 g in aluminium domes. 

5.2 Seismic Vulnerability of the Aluminium and Steel Domes 

A modal pushover analysis was carried out to determine the threshold values for 
the collapse limit state. The threshold values were determined as the maximum 
nodal displacement when the domes exhibit a post-yield stiffness nearly equal to 
zero. Since the threshold values were determined when the domes had little residual 
stiffness and large permanent deformations, these threshold values can be considered 
to represent the collapse prevention structural performance levels as described in [3]. 
The measured values are 130 mm for the steel dome and 210 mm for the aluminium 
dome. 

To further investigate the seismic performance of the domes under severe earth-
quakes, the fragility curves for both domes were constructed from the incremental 
dynamic analysis results and the threshold values. These fragility curves describe 
the seismic risk associated with each dome. For comparison, the fragility curves of 
the aluminium dome and the steel dome are plotted in Fig. 6. It is observed that, for 
seismic intensities representatives of very strong earthquakes, the steel dome has a 
lesser probability of collapse than the aluminium dome. However, the seismic risk 
associated with both domes is the same for seismic intensities representative of our 
study area (western Canada), where the design spectral accelerations are between 
0.4 and 1.3 g.
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Fig. 6 Fragility curves of the steel dome and the aluminium dome 

6 Conclusion 

This paper has examined the influence of the low-cycle fatigue resistance of the mate-
rial on the seismic vulnerability of steel and aluminium lattice domes. The seismic 
vulnerability of the domes was determined from the incremental dynamic analyses 
results. The steel dome and the aluminium dome exhibited a good performance under 
all the unscaled ground motions considered. This was evident because there was no 
fatigue failure or fully yielded members in the aluminium or steel domes subjected 
to the set of unscaled ground motions. The steel dome showcased a good seismic 
performance when subjected to severe earthquakes with spectral accelerations up to 
3 g. For all seismic intensities considered, the nodal displacements and the spread 
of plasticity were always more significant in the aluminium dome than in the steel 
dome. Moreover, this study demonstrated that low-cycle fatigue significantly influ-
ences the seismic performance of aluminium domes. Fatigue failure is expected in 
aluminium domes that are subjected to severe earthquakes, with a spectral acceler-
ation greater than 1.5 g. However, the aluminium dome showcased an overall good 
performance when subjected to seismic intensities representatives of the seismicity 
of western Canada. Finally, the seismic risk associated with both domes was the 
same for seismic intensities representatives of the seismicity of western Canada. 
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Detection of Local Buckling 
in Thin-Walled Hollow Structural Steel 
Sections Using Fibre Optic Cables 

John Kabanda, Andre Brault, and Colin MacDougall 

Abstract Fibre optic cable-based techniques have recently been introduced in the 
steel construction industry. This is due to their high sensitivity, ability to resist elec-
tromagnetic interference, be lightweight and efficiently multiplex. However, fibre 
optic cable sensors are still limited due to their initial high cost and unfamiliarity to 
the users. This paper compares fibre optic cable sensors to traditional strain gauge 
sensors via an experimental program comprising four-point bending and three-point 
bending tests. The sensors were used to detect the location and initiation of local buck-
ling in thin-walled polygonal hollow section (PHS) and rectangular hollow section 
(RHS) beams. The results showed that for these deep thin-walled beams with similar 
cross-sectional dimensions, the PHS beams were able to reach their yield moment 
capacities, while the RHS beams failed due to local buckling at about 40% below 
their yield moment capacities. In addition, unlike the strain gauges, the fibre optic 
cable sensors were able to detect the location and initiation of local buckling along 
the length of the tested beams. 

Keywords Buckling · Fibre optic cable · Thin-walled sections 

1 Introduction 

As their quality continues to improve, fibre optic cable sensors have the potential to 
replace traditional strain gauge sensors in steel structures. This is because of their 
higher sensitivity, ability to resist electromagnetic interference, be lightweight and 
efficiently multiplex. However, fibre optic cable sensors are still limited due to their 
initial high cost and unfamiliarity to potential users [10]. Nevertheless, the ability 
to measure along a given length gives fibre optic cables a critical advantage and 
is the main criterion that differentiates them from traditional strain gauge sensors, 
Fig. 1. This paper compares fibre optic cable sensors with strain gauge sensors via
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an experimental program, comprising four-point bending and three-point bending 
tests. The sensors are used to detect the location and initiation of local buckling in 
thin-walled polygonal hollow section (PHS) and rectangular hollow section (RHS) 
beams. 

Thin-walled rectangular hollow sections (RHS) have very high torsional rigidity, 
and thus make a very economic choice for applications which are susceptible to 
lateral torsional buckling (e.g., long unbraced cantilever beams). However, as the 
depth of a thin-walled RHS increases to ensure adequate bending stiffness, it may 
fail due to local buckling of its compression flange, resulting in a reduced capacity. 
In contrast, a recently proposed polygonal hollow section (PHS) has the potential to 
minimize the local buckling failure mechanism [8]. The PHS starts as a basic RHS 
but includes discrete bends in its web and flange, Fig. 2, which are easier to fabricate 
than a continuous curvature. 

Fig. 1 Measurement of strain along a beam using fibre optic cable and strain gauge sensors 

tension side, T 

compression side, C 

Fig. 2 Illustration of the proposed PHS [8]
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Local buckling failure is a major consideration in the design of cold-formed 
steel sections [1]. The Canadian steel design standard [4], for example, provides 
design equations to calculate resistance of wide flanges under concentrated loads. 
For loads that exceed this resistance, welded web stiffeners may be provided. There 
is no similar guidance, however, for hollow structural sections. Elliptical hollow 
sections (EHS) have been proposed as a solution to minimize local buckling failure 
in hollow structural sections [6]. However, the cross-section of an EHS requires 
highly specialized design expertise in comparison with a PHS. In addition, the bends 
of the PHS increase its bending strength and rotational capacity, and thus minimize 
web crippling in the beam’s cross-section [9]. Previous research on PHS has also 
been very limited; Yamashita et al. [13] and Song et al. [12] only considered the axial 
crush behavior of short polygonal stub columns. 

In this paper, PHS beams are compared with RHS beams of similar cross-sectional 
dimensions via an experimental program consisting of four-point and three-point 
bending tests. The objective of these tests is to compare the behavior of PHS and 
RHS beams under concentrated loads, with either distributed fibre optic cable sensors 
installed along each beam’s length or strain gauges sensors installed at discrete 
locations along each beam. Unlike conventional strain gauges which are typically 
placed at a predefined location, distributed fibre optic sensors can detect localized 
deformation and buckling without prior knowledge of the location of the critical 
areas [7]. 

2 Experimental Investigation 

A total of 10 specimens (4 stub columns and 6 beams), which comprised 5 PHS 
and 5 RHS of varying lengths, were fabricated. The nominal dimensions of the 4 
cross-sections used to construct the PHS and RHS specimens tested herein are given 
in Tables 1 and 2. The RHS were fabricated with a single seam weld on the web of 
the cross-section, while the PHS had seam welds on the top and bottom flanges of 
the cross-section. The specimens were all cold-formed members with ASTM A500 
(Grade C) steel. The RHS were Class 3 or 4 as per the Canadian steel design standard 
[4] while there is currently no similar classification for the PHS. 

Prior to the bending tests, the dimensions and material properties of the four cross-
sections listed in Table 1 were examined via experimental investigations consisting of

Table 1 Nominal dimensions of the cross-sections of the RHS and PHS specimens 

Cross-section h (mm) b (mm) t (mm) I (×106 mm4) b/t ωo (mm) 

RHS305 305 203 6.4 76 31.7 (class 3) 0.71 

RHS356 356 254 6.4 129 39.7 (class 4) 0.97 

PHS305 305 203 6.4 65 N/A 0.91 

PHS356 356 254 6.4 109 N/A 1.01
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Table 2 Dimensions of the 
cross-section of the PHS 
specimens 

Dimension 
(Fig. 2) 

PHS 305 
(mm) 

PHS 356 
(mm) 

b 203 254 

b1 49.5 62 

b2 104 130 

b3 33.5 42 

b4 42 53 

b5 52 64 

h 305 356 

h1 57 66 

h2 191 223 

h3 39.6 46 

h4 17.4 21 

t 6.4 6.4

geometric imperfection measurements, tensile coupon tests, residual stress analyses 
and stub column tests. 

2.1 Geometric Imperfections 

For each cross-section tested herein, the imperfection measurements were completed 
using an edge ScanArm and the details are provided in [9]. The measured data points 
were used to determine the highest imperfection amplitude ωo (Table 1), which is 
the difference between the measured and nominal dimensions and was within the 
permitted limits of the ASTM A500 standard [3]. 

2.2 Tensile Coupon Tests 

The tensile stress–strain properties of the PHS and RHS specimens herein were 
obtained through tensile coupon tests. The tensile coupons, cut from the same length 
of tubes as the test specimens, were quasi-statically tested in accordance with the 
ASTM A370 standard [2]. The key results from the tensile coupon tests and the 
corresponding nominal (mill certificate) properties of the investigated specimens are 
listed in Table 3; where f y, and f u are the yield and ultimate strengths of the materials 
respectively, and E denotes Young’s modulus. The yield stresses were determined 
using the 0.2% offset method.
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Table 3 Nominal (nom) and experimental (exp) tensile material properties of the PHS and RHS 

Cross-section f y,nom (MPa) f u,nom (MPa) f y,exp (MPa) f u,exp (MPa) E,exp (MPa) 

RHS305 423 478 398 425 202,547 

RHS356 486 523 448 494 206,384 

PHS305 517 564 513 541 205,610 

PHS356 573 521 515 547 209,789 

Table 4 Key results from the PHS and RHS stub column and residual stress analyses 

Cross-section L (mm) A (mm2) E (MPa) f p (MPa) f u (MPa) (σ rs/ 
σ y)stub-column 

(σ rs/ 
σ y)residual-stress 

RHS305 964 5877 217,209 138 301 0.49 0.54 

RHS356 977 7040 208,495 129 256 0.44 0.47 

PHS305 1088 5724 207,731 159 431 0.61 0.67 

PHS356 1103 6880 215,087 164 410 0.58 0.61 

2.3 Residual Stress Analyses 

During preparation of the tensile coupons, a few of the extracted coupons were 
observed to curve away from their initial geometry. This is due to the presence 
of through-thickness bending residual stresses. The residual stresses were measured 
using the sectioning method [11]. The stresses were then used to derive the maximum 
longitudinal residual stress ratio (σ rs/σ y)residual-stress using the Davison and Birkemoe 
[5] relationship. For each section, the computed maximum longitudinal residual 
stress ratio (σ rs/σ y)residual-stress is given in Table 4. The PHS specimens contain about 
19% more residual stress than the RHS specimens and this is due to extra bends of 
the former. 

2.4 Stub-Column Tests 

The purpose of the stub-column tests was to determine the overall compressive 
yield strength of the PHS and RHS specimens. A total of four stub columns were 
tested under pure axial compression and the details of the test frame are provided 
in [9]. The tests were completed in accordance with the procedure described by 
Ziemian [15]. 

Typical normalized stress–strain curves and the key results from the stub-column 
tests are shown in Fig. 3 and Table 4, respectively. For each stub column, the compres-
sive stresses f , including the proportional stress limit f p and ultimate load stress 
f u were obtained by dividing the corresponding compression load by the cross-
sectional area A. The average compressive strain over the cross-section was obtained
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Fig. 3 Typical normalized stress–strain curves for the PHS and RHS stub columns 

by dividing the end-shortening δ by the initial stub-column length L. For the stub-
column tests, the maximum longitudinal compressive residual stress values (σ rs/ 
σ y)stub-column were computed as (1 − f p/f y)stub-column. 

2.5 Bending Tests 

Four-point and three-point bending tests were conducted on PHS and RHS beams, 
to compare their buckling strength and to detect the location and initiation of local 
buckling under concentrated loads. 

The four-point bending tests consisted of two beams fabricated from the PHS356 
and RHS356 cross-sections, Table 1. The PHS beam was labeled as PHS356A and 
the RHS beam was labeled as RHS356A. The length L of all the beams was fixed 
at 3500 mm. Figure 4 shows an illustration of the four-point bending schematic and 
the test setup is described in [9].

Each beam was fitted with steel end caps and the simple support conditions were 
achieved by means of a steel roller between the beam and a profiled stiffening plate at 
each end support. Steel rollers were also placed between the spreader beam (1000 mm 
long) and a profiled stiffening plate at each loading point, Fig. 4. The tests were 
displacement controlled at a rate of 2 mm/min and were completed using a 1200 kN 
Riehle testing machine, Fig. 5.

Fibre optic cables were installed along the top and bottom of the web of each 
beam, Fig. 4. Electrical strain gauges were also attached to the web and flange of
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Fig. 4 Illustration of the four-point bending test schematic

Fig. 5 General view of the four-point bending test setup

each beam. This was done at the center and at 500 mm from either side of the loading 
point of each beam, Fig. 4. 

Figure 6 shows the general view of the fibre optic cable installed along the length 
of a beam relative to strain gauges placed at specific locations. A strain gauge can 
offer high strain resolutions of the order of 1 microstrain; however, it only enables 
measurements to be taken at a discrete location which makes detecting localized 
issues difficult without prior knowledge [7]. Distributed fibre optic sensors, on the 
other hand, enable strain measurements to be taken along the full length of a given
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Fig. 6 General view of a fibre optic cable relative to strain gauges 

specimen. In other words, there are potentially thousands of sensors along the spec-
imen allowing for distributed measurements, which is ideal for localized damage 
detection applications where the location of critical areas is not known prior to 
testing [7]. 

Figure 7 shows the normalized moment-strain curves from the four-point beam 
bending tests. The normalized mid-span moments are plotted against strains which 
are recorded using a strain gauge located at the center of the bottom flange of each 
beam. Furthermore, in Fig. 7, the yield moment capacity My was calculated by multi-
plying the measured yield stress from the tensile coupon tests and the corresponding 
section modulus.

The results in Fig. 7 show that the RHS356A beam failed at about 21% below its 
yield moment capacity. Contrariwise, the PHS356A beam was able to reach its yield 
moment capacity. The RHS356A beam is a Class 4 section and was thus expected to 
prematurely buckle before the onset of yielding [4]. On the other hand, the PHS356A 
beam, through the provision of bends in its flanges, was able to avoid the premature 
local buckling failure. The beam was able to attain its full cross-sectional capacity, 
and failure occurred only after yielding. 

Figures 8, 9, 10, 11, 12 and 13 show the strain measurements along the length 
of the PHS356A and RHS356A beams recorded using the fibre optic cable sensors. 
The strains were measured along the web of each beam on the compression side and 
tension side. For each PHS356A and RHS356A beam, two different load stages are 
presented to capture the strain development with the increase in loading; 100 kN 
(20% of My) and 300 kN (59% of My). For the PHS356A beam only, two additional 
load stages are shown; 500 kN (99% of My) and 600 kN (119% of My). The PHS356A 
beam was able to reach its yield moment capacity, and the purpose of the additional 
load stages is to show the strain distributions at yield and just after yielding.
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Fig. 7 Normalized moment-strain curves at the mid-spans of the PHS356A and RHS356A beams

In Fig. 8a, strains measured using from the fibre optic cable sensors are compared 
with those recorded using strain gauge sensors at the top and bottom center of the 
PHS356A beam. The strains are in good agreement which shows that measurements 
from fibre optic cable sensors are comparable with existing measurement techniques. 

Figures 8b and 9 show the strain measurements along the length of the PHS356A 
and RHS356A beams at 100 kN—within the linear range of each beam. The strain 
measurements of both beams are in good agreement with the theoretical strains, with 
the tensile strains in the central bending region of the beams more or less uniform, 
typical of steel in the linear range before yielding. Furthermore, for both beams, the 
fibre optic cable sensors reasonably capture the strain profile along the length of each 
beam and show the sudden increase in strain at the support and loading points due 
to the concentrated compressive loads at those locations. This is not possible with 
strain gauge sensors, as indicated by Fig. 7. The strain gauge sensor can only capture 
strain at a discrete location. 

Figures 10 and 11 show the strain measurements along the length of the PHS356A 
and RHS356A beams at 300 kN. The strain measurements of both beams are still 
in good agreement with the theoretical strains. However, on the compression side at 
the loading and on the tension side at the support points, the difference between the 
measured strains and theoretical strains for the RHS356A beam (Fig. 11) is greatly 
higher than that of the PHS356A beam (Fig. 10). For example, at the loading points, 
the theoretical and recorded strains differ by 50% for the PHS356A beam, while they 
differ by 81% for the RHS356A beam. This is because the high concentrated loads 
at the loading points cause the web of the of the RHS356A beam to buckle outward, 
creating a region of high tension and low compression, which is captured by the fibre 
optic cable sensors, Fig. 11. For the PHS356A beam, the bends in its flanges are able 
to minimize the premature local buckling failure and as such the strain differences 
at the loading and support locations are not as high, Fig. 10. As such, the initiation
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Fig. 8 a Measurement of strain along a beam using fibre optic cable and strain gauge sensors. 
b Strain measurements along the length of the PHS356A beam at 100 kN

of local buckling at the loading and support points happens sooner in the RHS356A 
beam than the PHS356A beam. 

Figures 12 and 13 further show that at the loading and support points for the 
PHS356A beam, even at higher loads of 500 and 600 kN, the measured strains are 
not drastically higher than the theoretical strains. As previously mentioned, this is 
because the bends in the compression flange of the PHS356A beam help minimize 
web crippling and ovalization in the beam’s cross-section [14]. This reduces the 
potential of local buckling at the loading and support points before yielding, and the 
PHS356A beam is thus able to minimize the increase in compressive strains unlike the 
RHS356A beam. This fibre optic cable observation offers an explanation as to why, in 
comparison with RHS beams, the PHS beams are able to attain their full cross-section 
capacity and reach their expected moment yield capacity. This observation would
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Fig. 9 Strain measurements along the length of the RHS356A beam at 100 kN 

Fig. 10 Strain measurements along the length of the PHS356A beam at 300 kN

not have been possible with only strain gauges sensors installed on the PHS and RHS 
beams. In Fig. 12, the bottom fibre strain readings show a significant difference in 
the measured strains compared with the theoretical strains. This difference is caused 
by nonlinear effects as at about 500 kN, though local buckling has not occurred yet, 
the PHS356 beam starts to yield in bending. 

Following completion of the four-point bending tests, additional PHS and RHS 
beams were tested in a three-point bending scenario. For these tests, a total of four 
beams with short span (L) to depth (h) ratios (L/h ≤ 3), in order to induce high concen-
trated loads at failure, were tested. The beams were fabricated from the PHS305, 
PHS356, RHS305 and RHS356 sections, Table 1. The PHS beams were labeled as 
PHS305B (L = 1230 mm) and PHS356B (L = 1140 mm). The RHS beams were 
labeled as RHS305B (L = 1230 mm) and RHS356B (L = 1140 mm).
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Fig. 11 Strain measurements along the length of the RHS356A beam at 300 kN 

Fig. 12 Strain measurements along the length of the PHS356A beam at 500 kN

The general view of the symmetrical, simply supported three-point bending tests 
is shown in Fig. 15 and the test setup is described in [9]. Each beam was fitted with 
steel end caps and the simple support conditions were achieved by means of a steel 
roller between the beam and a profiled stiffening plate at each end support, Fig. 14. 
Electrical strain gauges were attached to the web and flange of each beam to measure 
the change in strain. This was done at the center and at 100 mm from either side of 
the loading point of each beam, Fig. 14. The tests were displacement controlled at a 
rate of 1.0 mm/min and were completed using a 300 ton hydraulic jack cylinder.

Figure 16 shows the normalized moment-strain curves from the three-point beam 
bending tests. The normalized mid-span moments are plotted against strains which 
are recorded using a strain gauge at the center of the bottom flange of each beam,
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Fig. 13 Strain measurements along the length of the PHS356A beam at 600 kN

Fig. 14 Illustration of the three-point bending test schematic 

Fig. 15 General view of the three-point bending test setup
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Fig. 16 Normalized 
moment-strain curves at the 
mid-spans of the PHS and 
RHS beams 
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Fig. 14. For each section, the yield moment capacity My was calculated by multi-
plying the measured yield stress from the tensile coupon tests and the corresponding 
section modulus. 

In Fig. 16, the RHS305B and RHS356B beams failed at 42.5% and 40% 
below their yield moment capacities, respectively. Contrariwise, the PHS305B and 
PHS356B beams were able to reach their yield moment capacities. 

Similar to the four-point bending tests, the RHS356B beam herein is a Class 4 
section, and was thus expected to prematurely buckle before the onset of yielding [4]. 
On the contrary, the RHS305B beam is a Class 3 section and was therefore expected 
to buckle once its outer most fibres had yielded [4]. However, in the three-point 
bending test setup, the beam spans (L) were short compared with the depth (h) of  
the beams (i.e., L/h ≤ 3), and as such had short moment arms. The short moment 
arms induced high concentrated loads at the loading points. These high concentrated 
loads caused local buckling of the slender compression flange and webs of the RHS 
sections, Fig. 17, and the premature failure before yielding.

In contrast, the PHS305B and PHS356B beams were able to avoid the premature 
local buckling failure, Fig. 18. The beams were able to attain their full cross-sectional 
capacity, despite the high concentrated loads. Failure occurred only after yielding. 
As previously mentioned, this is most likely due to the provision of bends in their 
flanges which minimize web crippling and ovalization in the beam’s cross-section.

The three-point bending tests were conducted without the fibre optic cable sensors. 
Though the strain gauge data was able to give an indication that premature local 
buckling occurred in the RHS beams and did not occur in the PHS beams; the data 
does not provide any more information beyond that. On the other hand, fibre optic 
cable sensors would have been able to record the strain profile along the length of 
the beams. This strain profile, similar to the four-point bending tests, would have 
been able to provide more information at the loading and support points. With this 
information, a more definite conclusion regarding the premature local buckling of 
the beams can be made.
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Fig. 17 Deformed shape of the RHS 356 × 254 × 6.4 beam

Fig. 18 Deformed shape of the PHS 356 × 254 × 6.4 beam

3 Conclusion 

A series of four-point and three-point bending tests have been conducted on polygonal 
hollow section (PHS) and rectangular hollow section (RHS) beams to compare fibre 
optic cable sensors with strain gauge sensors. The sensors are used to detect the 
location and initiation of local buckling during the tests. In addition, the tests were 
used to compare the buckling strength and failure shapes of the PHS and RHS beams 
under concentrated loads. For the three-point bending tests, only strain gauges were
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used to record the strain measurements, while for the four-point bending tests, both 
strain gauge and distributed fibre optic cable sensors were used. 

The data showed that unlike strain gauge sensors, fibre optic cable sensors are 
able to capture the strain profile and varying strains along the length of a beam at 
different load stages. The recorded strain profiles were also in good agreement with 
the theoretical strain data. Additionally, the data showed that the fibre optic cables 
have the capability to detect the location and initiation of local buckling without 
prior knowledge of the area of interest. This is the criterion that differentiates fibre 
optic cable sensors from strain gauge sensors and the main reason why fibre optic 
cable sensors should be more widely used in monitoring and measuring strain in 
steel structures, especially now that costs are less. 

The results also showed that for four-point bending tests, the RHS beams failed 
prematurely below their moment yield capacity. This can be attributed to local buck-
ling of the compression flange initiated by the large applied concentrated loads at 
the loading points. In contrast, the PHS beams reached their yield moment capacity 
before local buckling and final failure occurred. This was further evidenced by the 
three-point bending tests which showed that at the loading points, unlike the RHS 
beams which experienced an increase in the compressive strains, the PHS beams 
were able to minimize this increase. Though more tests are required for a definite 
conclusion, this is most likely because the bends of the PHS beam help prevent web 
crippling and ovalization of the beam’s cross-section. 

Acknowledgements Financial support was provided by the Natural Sciences and Engineering 
Research Council of Canada (NSERC), the Queen’s University (Queen’s Graduate Scholarship) 
Civil Engineering Department and Ankor Engineering Systems Limited (CRDPJ 483968-15). The 
author would also like to thank Dr. Colin MacDougall, Dr. Neil Hoult, Andre Brault, Neil Porter, 
Paul Thrasher and Jaime Escobar Valeria for all the support they provided during the experimental 
investigations. 

References 

1. AISI S100-2007—North American specification for the design of cold-formed steel structural 
members 2007 edition 

2. ASTM (2009) Standard test methods and definitions for mechanical testing of steel products, 
ASTM A370-09a. American Society for Testing and Materials, West Conshohocken, PA, USA 

3. ASTM (2013) Standard specification for cold-formed welded and seamless carbon steel struc-
tural tubing in rounds and shapes, ASTM A500/A500M-13. American Society for Testing and 
Materials, West Conshohocken, PA, USA 

4. CSA C (2019) CSA-S16-19. Design of steel structures. Canadian Standards Association, 
Toronto, ON, Canada 

5. Davison TA, Birkemoe PC (1983) Column behaviour of cold-formed hollow structural steel 
shapes. Can J Civ Eng 10(1):125–141 

6. Gardner L, Ministro A (2004) Testing and numerical modelling of structural steel elliptical and 
oval hollow sections. Department of Civil and Environmental Engineering, Imperial College 
of London, 04-002-ST



Detection of Local Buckling in Thin-Walled Hollow Structural Steel … 87

7. Hoult NA, Ekim O, Regier R (2014) Damage/deterioration detection for steel structures using 
distributed fiber optic strain sensors. J Eng Mech 140:04014097 

8. Kabanda JS, MacDougall C (2016) STR-959: optimization of a polygonal hollow structural 
steel section in the elastic region 

9. Kabanda JS, MacDougall C (2017) Comparison of the moment rotation capacities of 
rectangular and polygonal hollow sections. J Constr Steel Res 137:66–76 

10. Kersey AD (1996) A review of recent developments in fiber optic sensor technology. Opt Fiber 
Technol 2(3):291–317 

11. Key PW, Hasan SW, Hancock GJ (1988) Column behavior of cold-formed hollow sections. J 
Struct Eng 114(2):390–407 

12. Song J, Chen Y, Lu G (2012) Axial crushing of thin-walled structures with origami patterns. 
Thin-Walled Struct 54:65–71 

13. Yamashita M, Gotoh M, Sawairi Y (2003) Axial crush of hollow cylindrical structures with 
various polygonal cross-sections: numerical simulation and experiment. J Mater Process 
Technol 140(1):59–64 

14. Young B (2005) Local buckling and shift of effective centroid of cold-formed steel columns. 
Steel Compos Struct 5(2–3):235–246 

15. Ziemian RD (ed) (2010) Guide to stability design criteria for metal structures. Wiley



Structural Specialty: Concrete Structures



Image-Based Microstructural Finite 
Element Model of Concrete Subjected 
to Freeze–Thaw Cycles 

Mustafa Alhusain and Adil Al-Mayah 

Abstract Sample-specific image-based three-dimensional (3D) microstructural 
finite element (FE) models of the freeze–thaw damage of cylindrical concrete samples 
were developed. Each model consists of image-based aggregates, cement mortar, and 
air voids that were constructed using high-resolution micro-computed tomography 
(µCT) images. The voids were later filled with water that was subjected to freezing 
temperatures. The applied material properties and contact conditions were adopted 
from the literature, and the two modeled concrete elements were subjected to 40 
freeze–thaw cycles under temperatures of 0 and − 22 °C. The frost-induced stress 
distribution, volume loss, and damage propagation were analyzed to investigate the 
severity and mechanisms of the freeze–thaw damage. The volume loss and damage 
progression were compared well with the experimental results. 

Keywords Concrete · Finite element model · Freeze–thaw ·Micro-computed 
tomography 

1 Introduction 

Concrete structures frequently exposed to sub-zero temperatures are susceptible to 
frost damage, mostly because of the freezing and expansion of the water entrained 
within the concrete capillaries [5, 7]. Also, the significant fluctuation between the 
cold (e.g., − 20 °C) and warm (e.g., 20 °C) temperatures can induce thermal stress
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within the mortar-aggregate interfacial zone due to the varying thermal expansion 
coefficients of the two materials [12]. 

The frost damage occurs when the tensile stress induced by the expanding ice 
exceeds the tensile strength of concrete [24]. The freeze–thaw damage typically 
initiates at the concrete’s external surface due to its direct exposure to the cold 
environment and lack of confinement, resulting in layer-by-layer scaling damage 
propagating inward [10], as illustrated in Fig. 1. The frost-induced cracks tend to 
extend along the interfacial zone between the mortar and aggregates due to its low 
strength, making it more vulnerable to stress concentration [17]. In addition to causing 
mass loss and strength reduction, the frost damage of concrete considerably increases 
its permeability, degrading its resistance to all forms of environmental damage. Thus, 
the rate of frost damage increases exponentially as concrete is subjected to more 
freeze–thaw cycles [13]. 

Fig. 1 Concrete a Before wetting, b After wetting and frosting, and c After frost damage [3]
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Extensive research has investigated the frost damage of concrete through experi-
mental testing and finite element (FE) modeling. Experimental testing of the freeze– 
thaw damage is crucial for examining its severity and mechanisms under different 
environments and testing conditions; however, it is time-consuming and provides 
no details on the stress distribution within concrete. Hence, different types of FE 
models were developed, including solid macroscale [27], mesostructure [4, 16], 
and microstructure models [6, 15]. Solid macroscale FE models treat concrete as a 
single homogenous material, ignoring the mechanical interaction between its cement 
mortar and aggregates. In contrast, mesostructure and microstructure FE models 
treat concrete as a composite material by modeling its mortar and aggregates with 
the appropriate contact conditions. The prime difference between mesostructure and 
microstructure FE models is the process of constructing the 3D models of the aggre-
gates, air voids, and cement mortar. The three-dimensional elements of mesostruc-
tured FE models are generated mathematically, whereas the image-based elements of 
microstructure FE models are created by stacking 2D images of an actual concrete, 
normally captured using micro-computed tomography (µCT). Thus, microstructure 
FE models provide the most realistic representations of the frost damage within 
concrete, making it an excellent tool for investigating the micro-scale freeze–thaw 
damage of actual concrete elements in a timely and efficient manner by minimizing 
the need for applying lengthy frost cycles and expensive CT scans. 

The paper’s prime objective is to develop a realistic microstructural finite element 
model to simulate the frost damage, within two actual concrete specimens that were 
imaged using a high-resolution micro-computed tomography. The severity of freeze– 
thaw damage was investigated using the concrete’s volume loss data, and the damage 
progression was monitored throughout the applied frost cycles. The severity and 
progression of the freeze–thaw damage were compared with the experimental results 
to examine the accuracy of the FE model, and the observed agreement was discussed. 

2 Finite Element (FE) Model 

2.1 General 

Image-based three-dimensional reconstruction of actual concrete specimens is 
the first step of developing the microstructural finite element model. A high-
resolution micro-computed tomography (µCT) imaging system, shown in Fig. 2a, 
was employed to scan two concrete specimens of the same composition with a diam-
eter of 14 mm and a height of about 40 mm. The samples were made using water/ 
cement, sand/cement, and aggregate/cement ratios of 0.5, 1, and 1.5, respectively, 
after which the specimens were cured for 28 days. It is worth noting that only the 
36 mm midsection, illustrated in Fig. 2b, was analyzed and modeled to minimize 
inconsistencies caused by the non-uniform top and bottom surfaces. The collected 
CT images were filtered to reduce scanning artifacts and stacked into 3D elements, as
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demonstrated in Fig. 2c, after which the images were segmented through thresholding 
to separate the aggregates from the cement mortar. Also, void detection analysis was 
conducted to capture the micro-scale air voids, which were later modeled as ice. 
Three-dimensional mesh elements of the aggregates, voids, and mortar were gener-
ated, cleaned, and converted into solid 3D models, as shown in Fig. 3. The mechanical 
properties, contact conditions, and applied freeze–thaw cycles are discussed in the 
following sections. 

Fig. 2 a µCT imaging system, b Analyzed segment of the specimens, and c Stacked CT images 
[2]
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Fig. 3 3D models of a Aggregates, b Ice (voids), and c Cement mortar of specimens 1 (left) and 
2 (right) 

2.2 Material Properties 

The mechanical properties of the expanding ice are temperature-dependent. The 
modulus of elasticity, thermal expansion coefficient, density, and Poisson’s ratio of 
the ice are plotted in Fig. 4. In contrast, it is assumed at this stage of the FE modeling 
that the mechanical properties of mortar and aggregates are temperature-independent; 
thus, the mechanical properties at room temperature were used throughout the freeze– 
thaw cycles, as listed in Table 1. Also, the high-strength aggregates normally expe-
rience little to no frost damage; hence, the aggregates were modeled as an elastic
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Fig. 4 a Modulus of elasticity, b Thermal expansion coefficient, c Density, and d Poisson’s ratio 
of ice at different freezing temperatures. Recreated from [9, 19, 20, 23]

material with a modulus of elasticity, density, and Poisson’s ratio of 47.00 MPa, 
2680 kg/m3, and 0.2, respectively. On the other hand, the cement mortar has compres-
sive strength, tensile strength, density, and Poisson’s ratio of 25.28 MPa, 3.2 MPa, 
2022 kg/m3, and 0.3, respectively. The mortar’s modulus of elasticity and shear 
strength of 23,797.1 MPa and 0.553 MPa were calculated as recommended by ACI 
318 (2014). Also, the freeze–thaw damage within the mortar was investigated via 
the concrete damage plasticity (CDP) model, using the default parameters listed in 
Table 2. The CDP model utilized the mortar’s compressive and tensile stress–strain 
curves, shown in Fig. 5, which were plotted using the equations of Saenz [22] and 
Desay and Krishnan [11], respectively. 

2.3 Contact Conditions 

The contact properties of the mortar-aggregate, mortar-ice, and aggregate-ice inter-
faces are listed in Table 3. The cement mortar’s tensile and shear strengths of 3.2 MPa 
and 0.554 MPa, respectively, were utilized to model the adhesive contact between 
the mortar and the aggregates. Also, a friction-based slide condition with a friction 
coefficient of 0.6 was used in the mortar-aggregate interface. On the other hand, a 
frictionless slide condition was applied in the mortar-ice and aggregate-ice interfaces.
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Table 1 Mechanical properties of cement mortar and aggregates 

Property Cement mortara Aggregatesb 

Compressive strength (MPa) 25.28 – 

Tensile strength (MPa) 3.2 – 

Shear strength (MPa) 0.553 – 

Modulus of elasticity (MPa) 23,797.1 47,200 

Density (kg/m3) 2022 2680 

Poisson’s ratio 0.3 0.2 

a Sources Aho and Ndububa [1, 25] and Narayan Swamy [14] 
bSources Skarżyński et al. [21] and  Qiu et al.  [18] 

Table 2 Parameters of concrete damage plasticity model 

Dilation angle Eccentricity Stress ratio Shape factor Viscosity parameter 

45 0.1 1.16 0.667 0.0005 

Fig. 5 a Compressive and b Tensile stress–strain curves of cement mortar

Table 3 Contact conditions of the mortar-aggregate, mortar-steel, and aggregate-steel interfaces 

Interface Adhesive conditiona Friction conditionb 

Mortar-aggregate Tensile strength = 3.2 MPa 
Shear strength = 0.554 MPa 

Friction coef. = 0.6 

Mortar-ice – Frictionless 

Aggregate-ice – Frictionless 

a Sources Yao et al. [25] 
b Sources Yao et al. [26] and Fisher and Kloiber [8]
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Fig. 6 Controlled environment temperature of a single freeze–thaw cycle [3] 

2.4 Freeze–Thaw Cycles 

Two actual concrete specimens were subjected to 40 freeze–thaw cycles, each of 
which had a controlled environment temperature ranging from 11 to − 25 °C, as 
shown in Fig.  6. The lowest temperature fluctuated around an average temperature 
of − 22 °C, which is considered the lowest ice temperature. Also, since the frost 
damage is caused mostly by ice expansion, it is possible to simulate the freeze–thaw 
damage by modeling only the freezing period of the cycles, significantly decreasing 
the required computational time. Thus, the temperature of the simulated freeze–thaw 
cycles fluctuated between 0 and − 22 °C, as illustrated in Fig. 7.

3 Results 

3.1 General 

The stress distribution within concrete was studied. It was observed that the stress was 
concentrated mostly around the expanding ice and within the mortar-aggregate inter-
face. As more cycles were applied, minor cracking occurred around the expanding 
ice, locally relieving the stress and altering the stress distribution within the concrete 
element. Also, the severity of frost damage was investigated by analyzing the volume 
loss of concrete. A good agreement was observed between the volume loss of the FE
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Fig. 7 Temperature of the applied freeze–thaw cycles

model and the experimental CT imaging data. In terms of the damage progression, it 
was noted that the frost damage within the actual concrete specimens was not visu-
ally detectable, as shown in Fig. 8. Thus, the damage progression of the FE model 
was compared with the frost-induced pore expansion of the concrete’s internal pore 
structure, and the observed agreement was discussed.

3.2 Stress Distribution 

The distribution of the von Mises stress within the concrete specimen #1 was analyzed 
after applying 5, 20, and 40 freeze–thaw cycles, as illustrated in Fig. 9. It was observed 
after applying five cycles that the stress around the expanding ice was mostly uniform. 
After applying 20 cycles, the concrete element experienced minor cracking nearby 
the ice, which partially relieved the surrounding high stress, making it less uniform. It 
is worth noting that the frost-induced cracks at cycle 20 relieved the high stress at the 
top and bottom surfaces of concrete, shifting the stress to its side surface, as shown in 
Fig. 9c. Also, it was noted that subjecting concrete to 20 cycles propagated the stress 
toward the nearby aggregates, increasing the likelihood of stress concentration within 
the mortar-aggregate interfacial zone. Exposure to 40 freeze–thaw cycles produced 
more cracks within the cement mortar, making the stress distribution more localized, 
as demonstrated in Fig. 9d.
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Fig. 8 Concrete specimen #1 a Before and b After 40 freeze–thaw cycles

3.3 Severity of Concrete Damage 

The severity of the simulated frost damage of specimens 1 and 2 was investigated by 
computing the volume loss of concrete, as demonstrated in Fig. 10. Also, the actual 
volume loss of the two samples at cycle 40 was measured using the experimental CT 
imaging data, which was plotted as a polynomial curve. It was observed that the actual 
volume losses of samples 1 and 2 after 40 freeze–thaw cycles were 5.70 mm3 and 
12.99 mm3, respectively, whereas the simulated volume losses of the two specimens 
were 5.93 mm3 and 12.06 mm3, corresponding to percent errors of 3.96% and 7.21%, 
respectively. Thus, the developed FE model accurately predicted the frost damage 
of the two samples even though the volume loss of specimen 2 was over twice 
that of specimen 1. Also, the simulated volume loss grew exponentially, matching 
the observations reported by Li et al. [13]. In conclusion, the microstructural FE 
model successfully utilized the micro-scale configurations of the aggregates and ice 
(voids) to assess the concrete’s frost damage accurately, illustrating its potential for 
investigating the freeze–thaw damage of concrete.
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Fig. 9 von Mises stress distribution within the concrete specimen #1 a Before and after b 5, c 20, 
and d 40 freeze–thaw cycles
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Fig. 10 Volume loss of a Specimen #1, and b Specimen #2 after 40 freeze–thaw cycles 

3.4 Damage Progression 

The progression of the simulated frost damage of specimen #1 was studied after 
applying 5, 20, and 40 cycles, as illustrated in Fig. 11. It was noted that cracks 
initiated in the top and bottom surfaces of concrete, which relieved the stress within 
these surfaces, as discussed in the previous section. As more freeze–thaw cycles were
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Fig. 11 Freeze–thaw damage of the modeled concrete after a 5, b 20, and c 40 freeze–thaw cycles 

applied, the concrete damage propagated from the top and bottom surfaces to the 
center of the concrete element. 

The accuracy of the simulated frost damage was examined by comparing the 
concrete damage of the FE model with the expansion of the concrete’s internal pore 
structures, shown in Fig. 12a and b. It was observed that exposure to 40 freeze– 
thaw cycles produced mostly internal pore expansion, which seems similar to the 
FE model’s frost damage, as indicated by the red and yellow highlights. Based on 
these results, it appears that the microstructure FE model accurately anticipated the 
locations of frost damage within the concrete element. However, further investigation 
is required to determine the accuracy of the simulated mechanisms of frost damage.
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Fig. 12 Internal pore structures of specimen #1 a Before and b After 40 freeze–thaw cycles, and 
c Frost damage of the FE model 

4 Conclusion 

An image-based microstructural finite element (FE) model of concrete freeze–thaw 
damage was developed and tested. The frost-induced stress distribution within the 
concrete element was examined, and the severity and progression of the freeze–thaw 
damage were analyzed and compared with the experimental results. Based on the 
results, the following points were concluded. 

• The developed micro-scale FE model accurately anticipated the severity of the 
frost damage of two actual concrete specimens, as indicated by the volume loss 
data. 

• In the early stages of freeze–thaw damage, the frost-induced stress within concrete 
was uniformly surrounding the expanding ice. However, further exposure to frost 
cycles produced minor cracks, which locally relieved the high stress and altered 
the stress distribution. 

• The stress within the mortar-aggregate interfacial zone increased as more 
cycles were applied, potentially leading to more severe stress concentration and 
interfacial cracking.
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Finite Element Modeling 
of Fiber-Reinforced Polymer Composite 
Tubes Filled with Concrete 

Alireza Sadat Hosseini and Pedram Sadeghian 

Abstract Sustainable development of Civil Engineering infrastructure has already 
benefited from the use of fiber-reinforced polymer (FRP) composite materials 
for different structural applications such as reinforcing existing structures and 
constructing new ones. Among the various FRP structural elements, ± 55° fila-
ment wound glass FRP (GFRP) tubes, which are typically prefabricated for piping 
application, have been considered in a number of structural applications. As a load-
bearing structural element, filling these tubes with concrete (concrete-filled FRP 
tubes or CFFTs) can considerably enhance their stiffness and strength under axial 
and flexural loadings. Although there have been multiple studies on the bending 
and compressive behavior of CFFTs, studies on the tensile behavior of CFFTs and 
especially those made of ± 55° GFRP tubes are quite scarce. Here in this study, in 
order to take a step toward a better understanding of the behavior of the CFFTs under 
axial tension, finite element models of the hollow tubes and CFFTs were generated 
using the ABAQUS software package and verified against the experimental outputs 
of previous studies. Shell elements were used to model the tube while solid elements 
formed the concrete. The concrete damaged plasticity (CDP) model was used to 
introduce the material properties of the concrete to the model. Quasi-static analysis 
using Dynamic/Explicit solver was implemented due to its capabilities for converging 
highly nonlinear problems. Good compatibility of the results of the numerical study 
with the test outputs was seen on both hollow tubes and CFFTs. It can be concluded 
that the damage criteria used for FRP were capable of predicting matrix cracking as 
the governing mode of failure in FRP observed in the experiments. Moreover, the 
CDP model could simulate the tensile cracking of concrete. 
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1 Introduction 

Filament wound fiber-reinforced polymer (FRP) tubes have recently been used 
instead of traditional metallic pipes in municipal sectors. This has improved the 
importance of these pipes and therefore, they have been extensively studied under 
internal and external pressure loading by some researchers [18, 22]. However, there 
are quite scarce studies on the axial behavior of filament wound glass fiber-reinforced 
polymer (GFRP) tubes and further studies and investigations, which is the purposes 
of this study, are required to shed more light on the mechanical behavior of these 
tubes in order to be used in a wide variety of structures. In an experimental study 
by  Bai et al.  [4], the mechanical behavior of filament wound GFRP tubes was inves-
tigated under pure axial tensile load, pure internal pressure, and combined loading. 
Results of this study were used to recognize the main damage initiation mechanisms 
such as micro-cracking and delamination. The researchers of another study, Khalifa 
et al. [11] experimentally investigated the mechanical behavior of filament wound 
tubes under axial monotonic loading. Through this study, a non-destructive test was 
developed whose results were in line with the traditional tensile tests. One of the very 
recent studies on the axial [5] and flexural [6] behavior of these tubes was conducted 
in the Department of Civil and Resource Engineering, Dalhousie University. Experi-
mental and analytical investigation of the behavior of these tubes under longitudinal 
compressive and tensile loading. According to the experiments, it was seen that the 
failure started with matrix cracking along the direction of the fibers and continued 
until the specimen fails. Through the analytical studies, nonlinear formulations were 
presented on the behavior of the tubes and verified against the experiments and the 
literature. A clear understanding of the material behavior and the response of these 
tubes under different loading conditions is provided which is the basis of further 
investigation on these tubes. 

Although very good studies have been done so far on the behavior of filament 
wound GFRP tubes, albeit limited, investigation of the behavior of concrete-filled 
tubes (CFFTs) is much more limited. The idea of CFFTs was proposed by Mirmiran 
and Shahawy [16] inspired by the concrete-filled steel tubes to achieve high strength, 
ductility, and prolonged durability. Fam and Rizkalla [8] conducted large-scale tests 
on concrete-filled GFRP tubes. They targeted the strength to weight ratio and found 
that specimens with a central longitudinal hole are the optimum scheme. The contri-
bution of concrete to the flexural strength was studied and a parametric study on 
the effective parameters was carried on. In another research by Fam et al. [7], the 
behavior of CFFTs was studied through an experimental program, and an analytical 
model was proposed. It was found that increasing the ratio of fibers in the axial 
direction enhances the flexural strength, while axial compressive strength of CFFTs 
increased when higher ratios of fibers in the hoop direction were used. Shao and 
Mirmiran [19] studied the cyclic behavior of CFFTs as simple span beam-columns. 
Half of the specimens were filament wounds and others were centrifuge casting tubes. 
Thick tubes failed with a brittle compression mode while a ductile tension failure 
was observed in thin tubes. In another study by Zohrevand and Mirmiran [23], Ultra
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high-performance concrete-filled fiber-reinforced polymer tubes (UHPCFFT) were 
studied to estimate their maximum ground acceleration capacity as column members. 
Although the ductility of the un-reinforced CFFTs was lower than the reinforced 
ones, higher ground acceleration capacity was observed for the thinnest CFFT with 
no steel reinforcement. 

More recently, Qasrawi et al. [17] studied the behavior of CFFTs under dynamic 
impact loads and presented a procedure for the analysis and design of CFFTs under 
this type of loading. Promising results were achieved regarding the flexural capacity 
and maximum displacement for CFFTs over the conventional reinforced concrete 
counterparts. Using existing experimental data [14] on seawater and sea sand concrete 
(SWSSC) with FRP tubes, Li et al. [13] presented a theoretical model to present the 
behavior of these CFFTs. The model was developed on an existing dilation model 
for concrete-filled FRP wraps [20] combined with a biaxial stress analysis to incor-
porate the effect of the Poisson’s ratio of the tubes in the model. Xie et al. [21] 
investigated the behavior of the CFFTs under axial compressive loading through 
experiments and developed an analytical model to capture the nonlinear biaxial 
behavior of concrete-filled filament wound FRP confining tubes. Lu and Fam [15] 
experimentally investigated the effect of damage on the FRP tubes of CFFTs in form 
of controlled longitudinal and circumferential linear cuts on the flexural strength of 
these tubes. Cross-ply tubes were found to be more vulnerable in comparison to the 
angle-ply commercially used tubes. Moreover, tension side cuts were more effec-
tive in strength reduction than compression side cuts. Jawdhari et al. [10] conducted 
numerical studies CFFTs under axial load and bending moment. ANSYS and LS 
DYNA software packages were used for the simulations. Although LS DYNA results 
followed the overall trend of the test results, the model had some deviations regarding 
the stresses corresponding to concrete splitting crack and stiffness reduction. 

An overall review of the past studies reveals that not only our knowledge about 
the structural behavior of the CFFTs is not enough, but also studies on ± 55° filament 
wound GFRP tubes under tensile loading have not yet moved much toward a deeper 
understanding of their behavior when filled with concrete. This study aims to develop 
a finite element model using the ABAQUS software package [1] to simulate the 
behavior of CFFTs under axial tension. The geometrical and mechanical properties 
of the GFRP and concrete were introduced to the model based on the available 
experimental data. First, the finite element model of the hollow tube was generated 
and verified against the experiments. Then the concrete part was added to the model 
and analyzed. Results of the finite element models were in good agreement with the 
experiments regarding the prediction of tube stiffness and failure patterns. 

2 Benchmark Experiments 

The experimental outputs were taken from two separate studies, one on the hollow 
GFRP tubes under tensile loading, and the other one on the CFFTs under tension. 
An innovative test method of capturing the tensile behavior was proposed [5] to
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Table 1 Structural and geometrical properties of P1050-D76-T 

Nominal pressure 
rating (kPa) 

Inner diameter 
(mm) 

Cross-sectional 
area (mm2) 

Wall thickness 
(mm) 

Filament wind 
layup (°) 

1050 76.2 964.4 3.8 [± 55]7 

investigate the behavior of hollow tubes under axial tensile loading. In this method, 
the actual tensile parameters are driven from the full pipe test instead of coupons 
with some shortcomings such as fiber discontinuity along the edges. Tubes with 
different diameter to thickness ratios (DTR) and nominal pressure ratings (NPR) were 
selected for the experiments. Among these tubes, P1050-D76-T with the geometrical 
properties presented in Table 1 was selected to be filled with concrete in another study 
[12]. The concrete mix design was designed to reach a compressive strength of about 
40 MPa. Concrete cylinder specimens were made of the manufactured concrete mix 
and tested according to ASTM C39 [3] to determine the compressive strength of 
concrete. The value of the compressive strain was found to be around 38 MPa which 
was acceptable. The same concrete was poured inside the tube and cured at room 
temperature for 28 days while covered with plastic sheets and then tested. Before 
filling the tubes with concrete, the inside surface of the tube’s wall was greased to 
achieve a smooth and frictionless surface. Two steel cores with steel rods were used 
on the top and bottom of the tube to make it possible for tensile testing. 

The test specimens were fixed inside a 2MN Static Hydraulic Universal Testing 
System, and the steel rods of the specimen were attached to the plates of the testing 
machine. The specimens were subjected to tensile loading at a rate of 2 mm/min, and 
the load–displacement and the strains of the specimen were measured using a data 
acquisition system collecting data every 1/10 s. The test setup can be found in [5]. The 
tension tests were continued after peak load up to the point that the load decreased 
to 80% of the peak load. According to the experiments, the failure in hollow GFRP 
tubes is in the form of matrix cracking which follows the directions of the fibers at 
± 55°. The failure in GFRP for the CFFT sample was mostly at the ends adjacent 
to the steel cores mainly because of using concrete that controls the biaxial strains. 
For the concrete core, cracking in the middle due to the tensile failure and crushing 
in both ends due to the compressive failure were observed. 

3 Finite Element Simulation 

3.1 Material Parameters 

The material properties of the GFRP based on the manufacturer data were taken from 
one of the reference studies [5] for this research and are presented in Table 2.

Hashin damage criteria [9] were used in the numerical models to consider the 
strength of the GFRP tube taking into account the material properties given in Table 2.
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Table 2 Verified material 
properties of GFRP Property Value Property Value 

E1 40,000 SL+ 1036 

E2 9500 SL− 567 

υ12 0.28 ST+ 50 

G12 3900 ST− 116 

G23 2700 SLT 81 

E1: longitudinal elastic modulus; E2: transverse elastic modulus; 
G12: shear modulus; ν12: major Poisson’s ratio; ν21: minor 
Poisson’s ratio; SL+: longitudinal tensile strength; SL−: longitu-
dinal compressive strength; ST+: transverse tensile strength; ST−: 
transverse compressive strength; SLT: shear strength

The post-damage behavior of the FRP elements was considered in the analyses to 
cater for damage evolution. 

The concrete material was modeled using the concrete damaged plasticity (CDP) 
model in ABAQUS having a compressive strength ( f '

c) of 38 MPa based on the 
experimental data. The CDP model is a continuum, plasticity-based, damage model 
for concrete. It assumes that the main two failure mechanisms are tensile cracking and 
compressive crushing of the concrete material. The model assumes that the uniaxial 
tensile and compressive response of concrete is characterized by damaged plasticity. 
To introduce the concrete damage properties to ABAQUS, it is needed to introduce 
the modulus of elasticity (Ec) and the Poisson’s ratio (ν). According to ACI 318-08 
[2], for normal-weight concrete, the modulus of elasticity of concrete is: 

Ec = 4700
√ 

f '
c = 4700 × 

√
38 ≈ 29,000 MPa (1) 

For the design of concrete structures, the most common value of concrete Poisson’s 
ratio is taken as 0.2. To define the compressive behavior and the corresponding 
compressive crushing or the tensile behavior and its corresponding tensile cracking, 
two curves are needed to be defined for each compressive and tensile behavior: Yield 
Stress versus Inelastic Strain and Damage Parameter versus Inelastic Strain. Inelastic 
Strain is calculated by the following formulation: 

εin = ε − σ/Ec (2) 

wherein ε and σ are the concrete strain and stress, respectively. The inelastic strain 
in the tensile behavior is known as the cracking strain. When extracting the inelastic 
strain from the initial stress–strain data, the yield stress could be found from the 
stress–strain curve which is the stress value corresponding to the shift from the 
linear response to nonlinear. The Damage Parameter (d) is calculated using the ratio 
of concrete stress (σ ) and concrete yield stress (σ y): 

d = 1 − σ/σy (3)
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Table 3 Material properties of the concrete core in the finite element model 

Property Value Property Value 

Dilation angle 35° Mass density (kg/m3) 2300 

Eccentricity 0.1 Young’s modulus (MPa) 28,970 

F = σ bo/σ co 1.16 Poisson’s ratio 0.2 

Kc 0.667 Compressive and tensile strength (MPa) 38 and 3.5 

In order to introduce the tensile behavior of concrete, its tensile strength can be 
calculated using the following relationship between the splitting tensile strength and 
compressive strength according to ACI 318 [2]: 

ft = 0.56
√ 

f '
c = 0.56 × 

√
38 ≈ 3.5MPa (4)  

Table 3 presents the material properties of the concrete for the CDP model. 

3.2 Geometry and Boundary Conditions 

The geometries of the finite element models are similar to the experimental samples, 
P1050-D76-T, presented in Table 1. The Inner Diameter of the tube is 76.2 mm, 
the wall thickness is 3.8 mm, and its length was assumed 450 mm. Two circular 
rigid plates were used in the models representing the experimental steel caps of the 
specimens. Shell elements type S8 in ABAQUS were used to generate the tube, while 
solid elements type C3D8 in ABAQUS were used for the concrete fill geometry in 
the finite element models. The finite element models of the hollow tube and CFFT 
are presented in Fig. 1.

The layup configuration of the filament wound GFRP tube was introduced to the 
model based on the data obtained from the manufacturer of the filament wound ± 55° 
GFRP tubes as per Table 1. Figure 2 presents the GFRP layup of the P1050-D76-T 
tube in the finite element model.

The boundary conditions of the model were chosen as close as possible to the 
experimental setup. The plate on the top end acted as the load cell (applying the 
tensile load). An increasing time-dependent displacement was applied on the top 
rigid plate, while the bottom one restricted all degrees of freedom of the tube. Since 
oil was used to cover the inside surface of the tube in the experiments, surface-to-
surface contact with frictionless contact material was used to simulate the friction 
of concrete with the inner surface of the tube in the finite element models. The 
modeling was conducted using Quasi-static analysis using Dynamic/Explicit solver 
of ABAQUS which includes the loading speed and the materials’ density and is 
capable of solving nonlinear and complicated problems.
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Fig. 1 Mesh geometry and dimensions of the hollow and concrete-filled GFRP P1050-D76-T tubes 
in the finite element model

Fig. 2 The composite layup in the numerical model
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4 Results and Discussion 

This section is divided into two subsections, presenting the results of finite element 
modeling of the hollow tubes and CFFTs. 

4.1 Hollow Tube 

Figure 3a illustrates the stress–strain curve of the filament wound GFRP tubes 
resulting from the finite element modeling of the hollow tubes. As can be seen, 
the model could simulate the tube stiffness, strength and post-failure behavior with 
good accuracy in comparison to the test result. Figure 3b shows the damage contours 
of the hollow tubes and the concrete-filled ones under the axial tension. As can be 
seen in this figure, the numerical finite element model could capture the damage 
mechanism as similar to the observations of the experiments. The failure in the tube 
is in the form of matrix cracking along the direction of the fibers which continues 
until the failure of the tube. 

Fig. 3 Results of the finite element modeling of the hollow GFRP tube: a comparing the test results 
[5] with the ABAQUS numerical model, b damage contours of GFRP matrix in tension
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4.2 Concrete-Filled FRP Tube (CFFT) 

Figure 4a illustrates the stress–strain relationship of the finite element model and 
the experiments on the concrete-filled FRP tubes (CFFT), and Fig. 4b shows  the  
damage contours of the concrete core at the end of the tensile loading. The difference 
between the two tests is that in Test #2 CFRP wraps were used at the ends of the 
specimen to prevent premature failure at the end. The numbers inside the circles in 
these figures correspond to the sequence of damage in the concrete core. Point #1 in 
Fig. 4b shows the tensile cracking of concrete in the middle which corresponds to 
the drop of the stress–strain curve of Fig. 4a around 40–60 MPa. As it is seen, the 
finite element model could capture the load-bearing drop of the CFFT which was 
observed in the experiments. By increasing the tensile load after the drop point, to 
about 80 kN (Point #2 in Fig. 4a), the first damage and stiffness degradations in the 
GFRP tube occurred, and some other parts of the concrete were damaged (Point #2 
in Fig. 4b). Therefore, the effectiveness of the concrete in restricting the transverse 
displacement and necking of the tube decreased. Therefore, the stiffness of the CFFT 
model dropped to around 80–100 kN. The other interesting result which can be seen 
in Fig. 4a is that the FE model could be able to capture the post-failure behavior of 
the CFFT up to the failure point (Point #3) with acceptable precision in comparison 
with the outputs of the tests. Overall, comparing the stress–strain diagram of the 
model and the experiments, it can be seen that there is good compatibility between 
the model and the experiment. 

Fig. 4 Results of the finite element modeling of CFFT: a comparing the test results [12] with the 
numerical model, b damage contours of the concrete core in the finite element model
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5 Summary and Conclusion 

This paper presents the results of finite element modeling of the concrete-filled GFRP 
tubes (CFFT). The study started with numerical modeling of the hollow tubes based 
on the experiments on these tubes. Results showed that the FE model is capable of 
simulating the behavior of the tubes under tensile loading. Hashin damage criteria 
for fiber and matrix failure were introduced to the model which could predict the 
damage pattern of the tube compatible with the experimental observations. More-
over, the CFFT model was generated using the Concrete Damaged Plasticity model 
in ABAQUS for the concrete core. Results were in good agreement with the experi-
mental outputs regarding the initial damage and its propagation in the concrete core, 
failures in the FRP in the form of matrix cracking, and post-failure behavior of the 
CFFT observed in the stress–strain relationship diagram. 

This study can be extended to evaluate the effect of the contributing parameters 
of GFRP and concrete in the finite element model as future research work. 

Acknowledgements The authors of this paper highly appreciate the efforts that were taken by 
Dillon Betts and Sania Khan in conducting the experiments on hollow and concrete-filled tubes at 
Dalhousie University. 
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The Interfacial Bond Stresses in Concrete 
Filled FRP Tubes 

Ali Alinejad, Pedram Sadeghian, and Amir Fam 

Abstract Composite structures have gained more attention these days due to their 
advantages, such as high strength (because of complementary performance of core 
concrete and FRP tube), excellent durability, light weight, and fast erection. One 
of the composite structures is concrete filled fiber-reinforced polymer (FRP) tubes 
(CFFTs). The technology has been investigated in the past, but more attention should 
be paid to some specific problems, such as quantifying an adequate bond between 
the tube and the concrete core to act as a full-composite structure, which is an 
important issue, especially in flexural member. This study proposes a new and simple 
analytical method calculating the bond stress in flexural members. The equilibrium 
between the tension and the compression forces is used to develop a MATLAB code 
to calculate the bond stress. The section is divided into some fibers. The force in 
each fiber is calculated according to the stress distribution. The total tension and 
compression forces are calculated by the sum of fibers’ forces. The bond stress is 
the total tension or compression force divided by the interface between the concrete 
core and the FRP tube. However, the ultimate moment capacities given from tests 
are used in the simplified method to calculate the bond stress. The tension and the 
compression forces are calculated based on the arm between them. Finally, the bond 
stress is determined. Furthermore, a comparison between the bond stress calculated 
according to two methods and the bond strength data derived from push-off tests is 
made. The results show that although the bond stresses are a bit more than the bond 
strength at the ultimate condition, there is an adequate bond between the concrete 
and the FRP tube before reaching the ultimate condition as the differences are not 
too much. 
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1 Introduction 

The strengthening of concrete members by bonding and wrapping of fiber-reinforced 
polymer (FRP) straps, sheets, and shells around the concrete members has increased 
in recent years. FRP is one of the several choices due to its advantages, such as its high 
strength, lightweight, lower need for maintenance, and resistance against corrosion. 
Concrete filled FRP tubes (CFFTs) also are known as composite structures. Using 
FRPs shows a significant increase in strength and ductility of concrete members. 
However, the exact behavior of composite structures had to be examined. In this 
regard, experimental and analytical studies have been started since about 1990. As 
some of the early attempts to evaluate the behavior of composite structures, Mirmiran 
and Shahawy [11] and Fam and Rizkalla 4 tested many concrete columns confined 
by fiber composite. The results show that the use of fiber composites is an effective 
means of confinement. In addition, Fam and Rizkalla [5] and Samaan et al. [10] 
presented analytical models for confined concrete by fiber composite, which can 
precisely predict these types of structures’ behavior. Composite tubes were examined 
experimentally and numerically in recent years [1, 8, 14] as well as FRP tubes 
with fibers in declined direction, which showed a great nonlinear with high ductility 
behavior. According to some experimental studies, FRP tube with fibers in ± 55° 
direction was considered one of the best choices for composite structures [2, 3, 6, 13]. 

The problem that should be solved is finding an adequate bond between FRP tube 
and concrete. The bond should be assessed to understand the exact process between 
the FRP tube and the concrete. This problem has been addressed in concrete filled 
steel tubes (CFSTs) by considering effective parameters on the bond strength during 
many push-off tests, and some equations are defined to calculate the bond strength in 
different codes. However, this problem remains unsolved in CFFTs. In this study, a 
detailed method using fiber analysis is developed in MATLAB software to calculate 
the exact bond stress between the FRP tube and concrete, and a simplified method 
for two extreme hypothetical cases is presented to calculate the approximate bond 
stress. Also, several push-off tests data, which have been done to calculate the bond 
strength in CFFTs, have been collected to compare with bond stresses driven from 
the presented methods. 

2 Basic Assumptions 

The equilibrium between the tension and the compression forces is used in the 
detailed method to develop a MATLAB code to calculate the bond stress. The section 
is divided into some fibers, and the force in each fiber is calculated by multiplying the 
area of the fiber to the stress distribution. The total tension and compression forces 
are calculated by the sum of fibers’ forces in tension and compression zones. The 
bond stress is the total tension or compression force divided by the interface between 
the concrete core and the FRP tube. However, the ultimate moment capacities given
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from tests are used in the simplified method to calculate the bond stress. The tension 
and the compression forces are calculated by dividing the moment capacity to the 
arm between the tension and the compression forces (fiber analysis is used to find 
the arm). Finally, the bond stress is determined using the same approach used in the 
detailed method. 

The assumptions for two analytical methods are as below: 

1. Plane sections remain plane 
2. There is no slip between the concrete and the FRP tube 
3. There is no local buckling in FRP tube 
4. Concrete tensile strength is neglected 
5. Strain compatibility is used to determine the stress distribution. 

2.1 Geometry of the Problem and Stress Distribution 

Figure 1 shows the cross section and the geometry defined for the problem. D0 and t 
are the total diameter and thickness of tube, respectively. D is the average diameter 
of the tube, and n is the number of fibers by which the section is divided. hi is the 
thickness of each fiber. The depth of the center of each fiber is shown by h(i). The 
length of the perimeter of the tube within the fiber on one side is shown by L(i). ϕ1(i ) 
and ϕ2(i ) are the angles in radians between the vertical center line of the section and 
the two radiuses bounding the length of the arc L(i), and ϕ(i ) is the angle between 
the vertical center line of the section and the radius reaching to the perimeter at the 
level of the mid thickness of the fiber. B(i) is half of the width of the fiber. A f (i ) 
and Ac(i ) are the area of the tube and the area of the concrete core at each fiber, 
respectively. All the parameters are defined as below: 

D = D0 − t (1) 

hi = 
D 

n 
(2) 

h(i ) = hi (i − 0.5) (3) 

ϕ1(i ) = cos−1 

[
0.5D − h(i ) + 0.5hi 

0.5D 

] 
(4) 

ϕ2(i) = cos−1 

[ 
0.5D − h(i ) − 0.5hi 

0.5D 

] 
(5) 

ϕ(i ) = cos−1 

[ 
0.5D − h(i ) 

0.5D 

] 
(6)



122 A. Alinejad et al.

Fig. 1 Geometries and stresses distributions 

L(i ) = 0.5D(ϕ2(i ) − ϕ1(i )) (7) 

B(i ) = 0.5D sin ϕ(i ) (8) 

A f (i ) = 2L(i )t (9) 

Ac(i ) = 2B(i )hi − 0.5A f (i ) (10) 

The centers of gravity for tension and compression zones are determined according 
to the stress distribution along the section depth. 

To calculate the center of gravity, each fiber is considered a cube. The center of 
gravity for the compression zone is defined as a weighted mean of the center of 
gravity of the concrete and the center of gravity of the FRP tube in compression. 
However, the center of gravity in the tension zone is just the center of gravity of the 
FRP tube. Finally, the center of gravity of each zone is calculated as below. 

For compression zone: 

COGc = (
∑

(0.5D − h(i ))Ac(i )ε(i ))/(
∑ 

Ac(i )ε(i )) (11) 

COGf = (
∑

(0.5D − h(i )) A f (i )ε(i ))/(
∑ 

A f (i )ε(i )) (12) 

COGcom = (CFF × COGf + CCC × COGc)/(CFF + CCC) (13) 

For tension zone:
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COGten = (
∑

(0.5D − h(i ))A f (i )ε(i ))/(
∑ 

A f (i )ε(i )) (14) 

2.2 Stress Distribution 

The properties of the beam BC given from Helmi et al. study [7] are used for calcu-
lations. The model presented by Mander et al. [9] has been selected for the concrete 
core due to its accurate representation of the material’s non-linearity as shown in 
Fig. 1, while the linear stress–strain relationship is considered for the FRP tube. The 
stress distributions are defined as below, in which EFRP is the modulus of elasticity 
of the FRP tube, ε(i ) is the strain at each fiber, f 'c is the compressive strength of 
unconfined concrete, Ec and Esec are tangent and secant modulus of elasticity of 
concrete. 

FRP in tension: 

ft (i ) = EFRPε(i ) (15) 

FRP in compression: 

f f (i ) = EFRPε(i ) (16) 

Concrete in compression: 

fc(i ) = f 'c x(i )r 
r − 1 + x(i )r 

(17) 

x(i) = 
ε(i ) 
ε'
c 

(18) 

r = Ec 

Ec − Esec 
(19) 

Ec = 4700
√

f 'c (20) 

Esec = 
f 'c 
ε'
c 

(21)
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3 Proposed Methods 

Two methods are presented in this section. The sample calculations have been done 
for the beam given from Helmi et al. study [7] (beam with identification BC) using 
both detailed and simplified methods, and the results for the other beams are presented 
in the result section. 

3.1 Detailed Method 

The equilibrium between the tension and the compression forces is used to develop 
a MATLAB code to calculate the bond stress. The beam section is divided into some 
fibers. The force in each fiber is calculated according to the stress distribution. The 
total tension and compression forces are calculated by the sum of fibers’ forces, and 
the depth of the neutral axis is determined using the equilibrium between total tension 
and total compression forces. The bond stress is the total tension or compression force 
divided by the interface between the concrete core and the FRP tube. The equilibrium 
equation used in this method is shown below, and the neutral axis depth is equal to 
0.239 D according to the equilibrium. 

∑ 
Eftεft(i )Aft(i ) = 

∑
Efcεfc(i )Afc(i ) +

∑ 
Ac(i ) fc(i ) → c = 0.239 D (22) 

Then, the arcs and the bond stresses between the concrete and the FRP tube are 
calculated in the tension and the compression zones. The location of the neutral axis 
and the arm is shown in Fig. 2. The 3D schematic of the parameters used in the 
detailed method is presented in Fig. 3. 

Fig. 2 Cross section of beam based on the equilibrium of the tension and compression forces
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Fig. 3 3D schematic of the parameters used in the detailed method 

The calculation for one beam given from Helmi et al. study [7] is presented in this 
section as an example. The beam ID is BC according to the study. The dimensions 
and mechanical properties of the beam is presented in Table 1. 

The calculations for beam BC (the dimensions are given from Helmi et al. study 
[7]) in compression zone are as follows: 

Cc = 759 kN (according to the fiber analysis have been done in MATLAB) 

arcc = r × 2 × θ = 181.1 × 2 × 0.325π = 369.8mm  

τc = Cc 

arcc × Shear span 
= 

759 × 103 

369.8 × 2000 
= 1.026 MPa 

The same calculations have been done for the tension zone as follows:

Table 1 Dimensions and mechanical properties of beam BC [7] 

Outer 
diameter 
(mm) 

Total 
wall 
thickness 
(mm) 

Structural 
wall 
thickness 
(mm) 

Longitudinal 
modulus 
(GPa) 

Longitudinal 
tensile 
strength 
(MPa) 

Length 
of the 
beam 
(m) 

Shear 
span 
(m) 

Ultimate 
moment 
capacity 
(kN m) 

Bond 
Strength 
due to 
push-off 
test 
(MPa) 

367 5.7 4.8 23.1 402 5 2 200 0.664 
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T = 837 kN (according to the fiber analysis have been done in MATLAB) 

arcT = r × 2 × (π − θ ) = 181.1 × 2 × 0.675π = 768.1 mm  

τt = T 

arct × Shear span 
= 837 × 103 

768.1 × 2000 
= 0.545 MPa 

3.2 Simplified Method 

This section considers two extreme cases for the depth of the neutral axis (c). The 
first case is the least depth of neutral axis, which can happen in tests, and the second 
one is the most depth of neutral axis. c is equal to 0.2 and 0.45 D for the first and 
second cases, respectively. 

The ultimate capacities of beams are given from experimental studies [7, 12]. The 
arm between compression and tension forces is calculated according to fiber analysis. 
Also, the compression force of FRP tube is calculated. The total compression and 
tension forces are calculated

(
C = T = M 

arm 

)
. For calculating the bond stress between 

the FRP tube and the concrete core, the FRP tube force is deducted from the total 
force (C) to calculate the concrete force (Cc) in compression zone, while the total 
force (T ) is considered for the tension zone. The interface between concrete and FRP 
tube in compression and tension zones is calculated (arc × L). Eventually, the bond 
stresses in compression and tension zones are calculated 

(
τ = Force 

interface 

)
. 

The equilibrium of tension and compression forces is neglected in this section, 
and the arm is calculated as the distance between the compression and tension force 
according to the fiber analysis. 

3.2.1 C = 0.2 D 

The neutral axis and the centers of gravity of tension and compression zones are 
shown in Fig. 4 when c is equal to 0.2 D.

The arm and arcs in tension and compression zones, the total tension and compres-
sion forces, the concrete force in compression, and the bond stress between the 
concrete and the FRP tube in tension and compression zones can be determined as 
follows: 

arm = 43.2 + 108.7 + 108.1 = 260 mm, MBC = 200 kN m, 

C = T = 
MBC 

arm 
= 

200 × 103 

260
= 769.2 kN  

CFRP = 82 kN (according to the fiber analysis) → Cc = 769.2 − 82 = 687.2 kN
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Fig. 4 Cross section of beam when c = 0.2 D

arcc = 181.1 × 2 × 0.3π = 341.4mm, arct = 181.1 × 2 × 0.7π = 796.5mm  

τc = Cc 

arcc × Shear span 
= 

687.2 × 103 

341.4 × 2000 
= 1.006 MPa, 

τt = T 

arct × Shear span 
= 

769.2 × 103 

796.5 × 2000 
= 0.483 MPa 

3.2.2 C = 0.45 D 

The neutral axis and the centers of gravity of tension and compression zones are 
shown in Fig. 5 when c is equal to 0.45 D.

The same calculations are done when c is equal to 0.45 D. 

τc = 0.313 MPa, τt = 0.655 MPa 

4 Verification of the Detailed Method 

The ultimate moment capacities calculated by MATLAB software are compared 
with the ultimate moment capacities given from tests to determine the accuracy of 
the detailed method.
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Fig. 5 Cross section of beam when c = 0.45 D

Table 2 Comparison between ultimate moment capacities given from tests and MATLAB software 

Specimen ID Moment capacity 
(kN m) using  
MATLAB code 

Moment capacity 
(kN m) given from 
tests 

Difference 
between moment 
capacities (%) 

Helmi et al. [7] BC 217.7 200.0 8.1 

BPL 217.7 195.0 10.4 

BPU 217.7 189.0 13.2 

Qasrawi and Fam 
[12] 

Beam 10 162.8 155.0 4.8 

The differences between the moment capacities driven from tests and the moment 
capacities calculated using MATLAB software are presented in Table 2. 

5 Result and Discussion 

The comparison between bond stress calculated according to the detailed method 
and bond strength given from push-off tests is shown in Table 3. The results show 
that the bond stresses in the compression zone are greater than the bond strengths, 
while they are less than bond strengths in the tension zone.

Also, it should be noted that the bond strength given from Qasrawi and Fam’s 
study [12] is related to the hollow section. So, the bond strength is much lower than 
the bond strength given from another study. 

In addition, the comparison between bond stress calculated according to the two 
hypothesis cases and bond strength given from push-off tests is shown in Table 4.
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Table 3 Comparison between bond stress calculated according to the detailed method and bond 
strength given from push-off tests 

Specimen ID Moment 
capacity 
(kN m) 
(based on 
equilibrium) 

Bond 
strength 
due to 
push-off 
test (MPa) 

Shear 
span (m) 

Bond stress 
according to 
equilibrium 
According to 
concrete 
force in 
compression 

Bond stress 
according to 
equilibrium 
According to 
GFRP force in 
tension 

Helmi 
et al. [7] 

BC 217.7 0.664 2 1.025 0.538 

BPL 217.7 0.825 2 1.025 0.538 

BPU 217.7 0.538 2 1.025 0.538 

Qasrawi 
and Fam 
[12] 

Beam 10 162.8 0.2 2 0.984 0.563

The bond stresses calculated according to the concrete force in the compression zone 
are more than bond strengths when c equals 0.2 D, while bond stresses in the tension 
zone are less than bond strength. However, when c is equal to 0.45 D, bond stresses 
in the compression zone are less than bond strengths, and bond stresses in the tension 
zone have different situations.

Generally, the decision can be made that there is an adequate bond between the 
concrete core and the FRP tube as the bond stresses are calculated according to 
the ultimate moment capacities, which means that there is not enough bond at the 
ultimate capacities. However, an adequate bond is provided between the concrete 
core and the FRP tube before reaching the ultimate capacities. 

6 Conclusions 

This paper has presented two detailed and simplified analytical methods. The equilib-
rium between the tension and the compression forces is used for the detailed method 
to calculate the bond stress. The bond stress is the total tension or compression force 
divided by the interface between the concrete and the FRP tube, while moment capac-
ities given from tests are used for calculating the bond stress between the concrete 
and the FRP tube in the simplified method. The exact tension and compression forces 
are used in the detailed method while they were assumed in the simplified method. 

Comparisons between the predicted moment capacities of CFFRs according to 
the detailed method using fiber analysis and experimental results available in the 
literature show good agreement. 

Although the detailed method shows a good agreement with the test results for 
moment capacities, it is not completed as the bond stress distribution is not uniform
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through the section. As a result, a new method should be described which is more 
accurate to find the bond stress distribution through the section. 

The results given from the detailed method reveal that the tension zone is the safe 
zone as the bond strength is more than the bond stress in that zone while the bond 
strength is less than bond stress in the compression zone according to the ultimate 
condition. Although the bond stresses between the concrete core and the FRP tube in 
the compression zone are more than the bond strength when the ultimate condition is 
considered, there is almost enough bond strength in tension and compression zones 
before reaching the ultimate condition. However, the simplified method’s results 
show that the bond stresses between the concrete core and the FRP tube are more 
than the bond strength in ultimate conditions. 

This research is not completed, and more exact results will be presented at the 
conference. 
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Development and Assessment 
of a Mechanical Strengthening System 
for Post-tensioned Concrete Bridge 
Cantilever Wings Using Post-tensioned 
CFRP Rods 

Faraj Shahrstan and Pedram Sadeghian 

Abstract This paper presents the development and experimental assessment of 
a mechanical strengthening system using post-tensioned (PT) carbon fiber rein-
forced polymer (CFRP) rods for the rehabilitation of post-tensioned concrete bridge 
cantilever wings. CFRP rods were selected as a direct parallel to PT steel bars 
owing to CFRP’s superior fatigue, corrosion resistance, and lightweight properties 
as a composite material. The mechanical strengthening system is a metal anchor 
comprised of a stainless steel barrel and split aluminum wedges in direct contact 
with a CFRP rod. The system strictly relies on friction for load-bearing capacity 
with no adhesives required. The developed CFRP mechanical anchorage system 
is assessed experimentally as part of a broader experimental program seeking to 
adequately transfer the CFRP post-tensioning force through bearing at anchorage 
ends to strengthen PT concrete bridge cantilever wing specimens that exhibit deteri-
oration. The CFRP rods for strengthening will be embedded in near-surface-mounted 
(NSM) grooves in the negative moment region of the experimental PT concrete bridge 
cantilever wing specimens. The anchor features a contoured longitudinal profile 
consisting of a 1650 mm circular radius to minimize the stress concentrators at the 
loading end of the anchor, pushing the stress toward the back of the anchor. The 
anchor also features a competitive 80 mm in length stainless steel barrel and 80 mm 
in length aluminum wedge core. Seven specimens in total were carried out for the 
experimental assessment of the anchorage system. All prepared specimens measured 
1.8 m in total length with a 1.5 m CFRP rod free gauge length in-between the ends of 
the anchors. Two specimens as proof of concept anchorage testing were carried out 
with no pre-setting load to observe the behavior of the design concept during loose 
wedge conditions. Subsequently, anchorage static testing was carried out with five
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prepared specimens. Two distinct pre-setting loads were selected to induce initial 
contact pressure between the wedges and the CFRP rod to reduce slippage. Three 
specimens were pre-set at 80 kN and two specimens were pre-set at 100 kN before 
tensioning. The average ultimate capacity of the anchorage system was 97.6 kN, 
yielding a system efficacy of 63.4% against a guaranteed CFRP tensile strength of 
154 kN. Adhering to the Canadian Highway Bridge Design Code, S6-19, the CFRP 
rods will be post-tensioned up to an effective jacking force of 50 kN at transfer due 
to the anchorage effect on the CFRP rod. 

Keywords Carbon fiber-reinforced polymers (CFRP) ·Wedge-barrel anchor ·
Post-tensioning · NSM rehabilitation · Concrete bridge cantilever strengthening 

1 Introduction 

Bridge replacement is expensive; the US Federal Highway Administration (FHWA) 
has estimated that, in 2016, the total cost for the replacement of all structurally 
deficient highway bridges is more than 47 billion dollars [6]. Thus, it is economically 
viable and eco-conscious to develop efficient strengthening systems to rehabilitate 
existing deteriorated bridges to achieve bridge service life. Strengthening structurally 
deficient highway bridges results in life cycle economic savings, reduction of negative 
environmental impacts, and limits traffic detours. Currently, several Departments of 
Transportation have found compromised transverse post-tensioning steel in bridge 
cantilever wings requiring a cost-effective rehabilitation strategy to maintain the 
service life of the bridge structure. Historically and currently, high-strength steel has 
been utilized for post-tensioning applications for concrete bridges, but harsh ambient 
environments which include constant freeze and thaw cycles, de-icing salts, de-icing 
chemicals, and exposure to marine air have reduced the service life of existing public 
infrastructure. Steel is susceptible to corrosion when in contact or exposed to oxygen 
and water. Harsh environments and climate change have facilitated an increased 
haven for the effects of corrosion. Over time as the steel is exposed to the elements, 
the steel rusts and loses its cross-section, which results in spalled concrete and a 
reduced structural capacity. 

Prestressing steel applications have become a gold standard and common approach 
for the design of larger span to depth ratios in concrete members and the design of a 
multitude of concrete members including but not limited to bridge decks, bridge piers, 
and commercial malls slabs, ground applications, etc. Steel is isotropic and offers 
great ductility due to its great post-yielding plastic hardening properties. The major 
concern with steel that has led to investment in FRP materials is the issues regarding 
fatigue relaxation and corrosion. CFRP material is an alternative to supplement steel, 
but it has its Achilles Heel. Due to CFRP material’s orthotropic properties, reduced 
ductility, and reduced ability to withstand sharp stress concentrators, conventional 
mechanical anchors used for post-tensioning steel strand applications are not suitable. 
A modification to existing mechanical anchorages is required to better suit CFRP.
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CFRP is weak in the transverse direction and cannot handle orthogonal compression 
as greatly as isotropic steel strands. However, when there are concerns related to the 
long-term durability of prestressed steel in terms of corrosion, fatigue, and relax-
ation, CFRP materials are a good candidate. CFRP is known for its high strength to 
weight ratio, non-corrosiveness, high durability, and high stiffness offering improved 
ultimate limit state and serviceability conditions for bridge infrastructure. Unlike 
conventional steel strands and bars, to the best knowledge of the authors, there are 
no available commercial anchorage systems for CFRP rods. Various researchers 
have experimented with bonded versus mechanical anchorage systems for CFRP 
materials. However, a mechanical strengthening system is more suitable for heavy 
civil infrastructure projects. The main concern with mechanical anchorage systems 
is how to adequately grip the CFRP rod without premature failure. Various experi-
ments have been conducted in the past two decades with differential angles, contoured 
longitudinal profiles, and different geometry configurations for an optimum mechan-
ical anchorage system. The contact pressure distribution on the rod surface plays a 
significant role in controlling the level of tensile loading that can be carried by the 
CFRP anchorage system. High contact pressure on the rod surface combined with 
high applied tensile stress induces premature failure due to the stress concentration 
at the loading end of the anchor. On the other hand, low contact pressure on the rod 
surface causes it to slip as the tensile load increases. Thus, a balance between contact 
pressure and tensile load capacity would provide for the ideal anchorage system. 
Optimum contact pressure is needed for a suitable anchor design to ensure no slip-
page as required by design codes. The contact pressure can be controlled by the 
profile geometry and the mechanical properties of the anchor components that are in 
direct contact with the CFRP rod. The competitiveness of a CFRP anchorage system 
would be to achieve a minimal anchor barrel and wedge length that is adequate to 
compete with conventional mechanical systems that grip steel strands. In this paper, a 
mechanical anchorage system is developed and experimentally assessed using 10 mm 
pultruded CFRP rods. ASTM D7205 FRP tensile tests are conducted on the CFRP 
rods in addition to proof of concept anchorage testing and anchorage static testing. 
The purpose of the anchorage experimental testing is to use the developed anchor 
for experimental strengthening of half-scale PT bridge cantilever wing slabs. 

2 Experimental Program 

A mechanical anchorage system was developed, computer numerical control (CNC) 
machined, and assessed experimentally to evaluate its suitability and efficacy for the 
strengthening of post-tensioned concrete bridge cantilever wing slabs exhibiting dete-
riorated transverse steel post-tensioning. The developed CFRP mechanical anchorage 
system in this research study is a combination/adaptation from a combination of 
previous researchers including [1–3, 8, 9, 12, 13]. The experimental program consists 
of firstly, conducting tensile tests on the selected NO.3 (10 mm) CFRP rod as per 
the ASTM D7205-21 standard [4] to verify the material properties of the CFRP
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rod. Secondly, conducting preliminary proof of concept testing to verify the design 
concept in-house. Lastly, conducting static anchorage testing on the anchors per 
a specified load-controlled loading protocol. The goal of the proposed anchorage 
system is to provide effective means to jack and grip the CFRP rod up to a specified 
post-tensioning force in order to near-surface mount for strengthening post-tensioned 
concrete bridge cantilever wing slabs. This paper presents the details regarding 
the development and assessment of the proposed CFRP mechanical anchorage 
system. The presentation of the performance and behavior of post-tensioned concrete 
cantilever specimens that have undergone strengthening with NSM post-tensioned 
CFRP rods using the proposed mechanical anchorage system are outside the scope 
of this paper and will be addressed in another research paper. 

2.1 Anchorage Design and Materials 

The proposed mechanical anchorage system is based on existing mechanical 
anchorage systems used for conventional unbonded steel strand post-tensioning 
systems. The conventional anchorage design is modified and altered to apply to CFRP 
rods. In this research study, the proposed CFRP anchor is comprised of a barrel and 
split wedge system with a contoured longitudinal profile. The outer surface profile 
of the split wedges and the inner surface profile of the barrel is CNC machined 
with the same selected longitudinal circular radius of 1650 mm. The wedges are 
in direct contact with the CFRP rod housed inside the conical barrel and grip the 
rod relying purely on frictional resistance for load-bearing capacity. The CFRP PT 
force is transferred to a structural concrete element warranting strengthening via a 
steel bearing plate. The main design concept of this anchorage system is the utilization 
of a contoured longitudinal profile within the anchor to prevent premature rupture 
of the CFRP from the stress concentrators at the loaded end of the anchor. The 
contoured longitudinal profile (LP) provides a distribution of the differential angles 
along the anchor, thus facilitating a balance between required contact pressure and 
the imparted high applied tensile stress concentration. Figure 1 depicts the design 
concept of the contoured longitudinal profile utilized in the current proposed CFRP 
anchorage system.

The CFRP material chosen for this research study is a unidirectional pultruded 
No. 3 (10 mm) CFRP Rod. Table 1 presents the material properties of the selected 
CFRP rod.

Material selection for the anchorage components was based on the criteria of 
utilizing cost-effective, locally sourced, commercially available corrosion-resistant 
materials. Table 2 presents the selected materials for the barrel and wedge components 
of the anchorage system.

Stainless Steel 316 was selected as the constituent material for the barrel for 
its exceptionally high resistance in chloride environments and overall corrosion-
resistant properties. 316 is the most corrosion-resistant grade of stainless steel
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Fig. 1 Anchor contoured longitudinal profile (obtained from [2])

Table 1 CFRP rod material properties 

Nominal 
diameter (mm) 

Cross-section 
area (mm2) 

Yield strength 
(MPa) 

Ultimate strength 
(MPa) 

Modulus of 
elasticity (GPa) 

10 71.26 N.Aa 2172 124 

a Not applicable

Table 2 Anchorage 
constituent materials Anchorage component Material 

Barrel Stainless Steel 316 

Wedges Aluminum 6061

commercially available locally. Aluminum 6061 was selected as the constituent mate-
rial for the split wedges for its low-cost, corrosion resistance, and great formability 
as a soft metal. The phenomenon of the plasticization of aluminum as the contact 
pressure increases results in the aluminum wedges conforming to the shape of the 
CFRP rod which increases the grip and friction between the wedges and rod resulting 
in a higher anchorage system tensile load capacity. Table 3 presents the material 
properties of the selected anchorage components. 

For CFRP mechanical anchorage systems to be competitive with existing steel 
strand post-tensioning anchorage systems, the barrel, and wedge lengths need to

Table 3 Anchorage material properties 

Material Tensile strength (MPa) Modulus of elasticity (GPa) 

Stainless Steel 316 barrel 515 193 

Aluminum 6061 wedges 310 68 
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be as minimal as adequately possible. The length of the barrel and wedges of the 
developed anchor is similar to the anchorage system developed by Heydarinouri et al. 
[8, 9]. Figure 2 presents the geometric details of the developed split wedge and barrel 
CFRP anchorage system. 

Figure 3 presents the cross-section of the developed split wedge and barrel CFRP 
anchorage system. 

Fig. 2 Split wedge and barrel anchor geometric details 

Fig. 3 Split wedge and 
barrel anchor cross-section
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2.2 ASTM D7205 FRP Tensile Tests 

The tensile strength of the CFRP specimens was verified by following the ASTM 
D7205-21 standard [4]. This test method determines the quasi-static longitudinal 
tensile strength and elongation properties of fiber-reinforced polymer matrix (FRP) 
composite bars commonly used as tensile elements in reinforced, prestressed, or post-
tensioned concrete. This test method was chosen as an internationally recognized 
testing strategy to verify the material properties of the sourced CFRP rod and to 
cross-check with the manufacturer’s reported values. 

2.2.1 Test Matrix and Fabrication 

The number of prepared specimens, specimen length, and CFRP free gauge length in-
between the ends of the anchors were in adherence to the ASTM D7205-21 standard 
[4] requirements. Five specimens were prepared, and Table 4 presents the observed 
test matrix. 

To observe the ultimate strength of the CFRP rod in which the CFRP rod ruptures 
within its free gauge length, potted anchors were utilized as a gripping mechanism. 
Direct gripping of the CFRP rods by the jaws of the testing machine would result in 
premature failure. The anchors were comprised of ASTM A36 1¼ in. carbon steel 
schedule 80 pipes and an in-house developed epoxy resin with silica sand filler matrix 
as the potting material. Each specimen was 1.8 m in total length. Each anchor was 
550 mm in length. The free gauge length of the CFRP rod in-between the steel pipe 
anchors was 650 mm. Two 350-Ω strain gauges were attached at the midpoint of the 
CFRP rod’s free gauge length. Figure 4 presents a schematic of the fabricated ASTM 
specimens for tensile strength testing.

Figure 5 presents the cross-section of the steel pipe anchors inclusive of the steel 
pipe, the potting material, and the concentric CFRP rod.

A wooden jig from ¾ in. plywood was built to align the fabricated specimens. 
Alignment of the CFRP rod within the potted anchors is required to facilitate a pure 
tensile test with no induced bending. Figure 6 presents the aligning jig built for the 
ASTM tensile tests.

Table 4 ASTM D7205 tensile test matrix 

Specimen ID Material Anchor type Specimen length (m) 

S1 #3 CFRP rod Epoxy potted steel pipe 1.8 

S2 #3 CFRP rod Epoxy potted steel pipe 1.8 

S3 #3 CFRP rod Epoxy potted steel pipe 1.8 

S4 #3 CFRP rod Epoxy potted steel pipe 1.8 

S5 #3 CFRP rod Epoxy potted steel pipe 1.8 
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Fig. 4 ASTM D7205 tensile test specimen

Fig. 5 ASTM D7205 tensile 
test specimen cross-section
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Fig. 6 Jig for aligning ASTM specimens and anchors 

Figure 7 presents a cross-sectional view of the built alignment wooden jig 
showcasing all five steel pipe anchors. 

Fig. 7 Cross-section of wooden alignment
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Table 5 ASTM D7205 tensile test results 

Specimen ID Ultimate load (kN) Ultimate strength (MPa) Elastic modulus (GPa) 

S1 193 2708 138 

S2 193 2708 139 

S3 191 2680 138 

S4 175 2455 134 

S5 163 2287 124 

2.2.2 Test Results and Discussion 

The five specimens were monotonically loaded using a displacement-controlled 
loading scheme of 2.5 mm/min until ultimate rupture. Table 5 presents the results of 
the ASTM tensile tests. 

The obtained results verify that the CFRP rods meet the manufacturer’s guaranteed 
tensile load of 154 kN and ultimate strength of 2172 MPa, respectively. 

2.3 Preliminary Mechanical Anchorage Tests 

Preliminary proof of concept testing was conducted on the anchors to verify the 
proposed design concept of the contoured longitudinal profile, the geometric details 
portrayed in Fig. 2, and the selected materials for the respective components of the 
anchorage system. 

2.3.1 Test Matrix and Fabrication 

The purpose of the preliminary proof of concept tests was threefold. Firstly, to deter-
mine the suitability of the proposed anchor. Secondly, evaluate the behavior and 
performance of each of the anchorage components. Thirdly, determine the overall 
efficiency of the anchor against the nominal strength of the CFRP rod. Ideally, the 
proposed anchor would be capable of developing the full ultimate tensile strength of 
the CFRP material with a rupture of the CFRP within its free gauge length. Since the 
application of the proposed CFRP anchorage system is intended for CFRP strength-
ening of a post-tensioned concrete bridge cantilever wing slab exhibiting deteriorated 
transverse steel post-tensioning in Canada, the Canadian Highway Bridge Design 
code will be utilized for code requirements. The Canadian Standards Association 
(CSA) S6-19 code [5], clause 16.8.6.3 on the capacity of FRP anchors stipulates that 
when tested in an unbonded condition, anchors for post-tensioning tendons shall be 
capable of developing a tendon force at least 50% higher than the jacking force. Thus, 
the test criteria for the anchor will be set to meet the CSA S6-19 bridge code. Addi-
tionally, after tensioning and seating, anchors shall sustain applied loads without
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slippage, distortion, or other changes that result in loss of prestress. The ultimate 
tensile capacity of the anchorage system and the displacements and slippage of the 
anchorage components will dictate the maximum permissible jacking force. Two 
specimens were prepared for preliminary proof of concept testing. Table 6 presents 
the proof of concept test matrix that was observed. 

Two specimens were made for preliminary testing. No pre-setting load was applied 
onto the barrel anchors at this stage to observe the movements of the anchorage 
components at the loose state and to record when slippage occurs. The first specimen 
was comprised of a split wedge and barrel anchor for both the live and dead ends. 
The second specimen was comprised of a split wedge and barrel anchor for the live 
end and an epoxy potted steel anchor for the dead end. Both specimens were 1.8 m 
in total length with different free gauge lengths of CFRP rod owing to the longer 
length of the potted dead anchor. Figure 8 presents a schematic of the fabrication of 
the preliminary proof of concept test specimens.

The specimens were loaded based on a load-controlled stepwise loading protocol. 
The loading protocol was adapted from [7, 10, 11]. Table 7 presents the stepwise 
loading protocol that was observed.

The loading protocol portrayed in Table 7 was chosen for the movements of 
the anchorage system components to be observed during stages of applied and 
sustained loading. The load-controlled stepwise loading protocol was understood 
as more advantageous than monotonic tensile loading until failure as it could capture 
the displacements of the anchorage components and is a better simulation of real-
istic periods of applied and sustained loading that bridge structures undergo. Linear 
potentiometers (LP) were placed on the top of the CFRP rod, the wedges, and the 
barrel to measure the draw-ins of each of the anchorage components as the tensile 
load increased. Figure 9 presents the schematic for placement of the LPs on the 
anchorage components for draw-in measurements.

Table 6 Preliminary proof of concept test matrix 

Specimen ID Material Anchor type Pre-setting load 
(kN) 

Specimen length 
(m) 

S1-Top #3 CFRP Rod Split wedge and 
barrel 

None: loose 1.8 

S1-Bottom #3 CFRP Rod Split wedge and 
barrel 

None: loose 

S2-Top #3 CFRP Rod Split wedge and 
barrel 

None: loose 1.8 

S2-Bottom #3 CFRP Rod Epoxy potted steel 
pipe 

None: loose 



144 F. Shahrstan and P. Sadeghian

Fig. 8 Preliminary anchorage static test specimens

Table 7 CFRP anchorage test loading protocol 

Load state (%) Load (kN) Loading rate (kN/min) Load step 

20 30 6 5 min  applied 5 min sustained  

40 60 6 5 min  applied 5 min sustained  

60 90 6 5 min  applied 5 min sustained  

70 105 6 2.5 min applied 60 min sustained 

100 150 6 5–10 min applied
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Fig. 9 Anchorage 
components draw-in 
measurements 

2.3.2 Test Results and Discussion 

The results of the preliminary proof of concept tests were promising to permit the 
continuation of the proposed anchorage design and geometric details. The proposed 
anchorage system was a good preliminary candidate worthwhile pursuing more tests 
and improvements. Table 8 presents a summary of the preliminary proof of concept 
test results. 

Observing and recording the experimental preliminary anchorage tests yielded 
many learned lessons. The following points indicate the steps that were undertaken 
to improve the anchorage design before conducting the anchorage static tests: 

• Pre-setting the wedges to the required load to activate the system, increase the 
contact pressure around the CFRP rod, reduce slippage and overcome wedge 
seating losses rather than have loose wedges with no pre-setting. 

• Arranging the three split wedges evenly around the CFRP rod to ensure a 
uniformly distributed contact pressure on the CFRP rod. 

• Application of metal-free anti-seize lubricant on the outer surface of the aluminum 
wedges to facilitate better insertion into the barrel and reduce any potential metal 
galling. 

• Rounding off the tips of the wedges to reduce any sharp corners to reduce stress 
concentrators in the region of high shear and tensile stress.

Table 8 Preliminary CFRP proof of concept test results 

Specimen Load (kN) Failure mode Slippage Efficacy (%) 

S1 100.3 Pinching shear failure near 
the anchor 

Observed around 10 kN 65 

S2 102.7 Pinching shear failure near 
the anchor 

Observed around 15 kN 66 
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Table 9 Anchorage static test matrix 

Specimen ID Material Anchor type Pre-setting load 
(kN) 

Specimen length 
(m) 

S1 #3 CFRP Rod Split wedge and 
barrel 

80 1.8 

S2 #3 CFRP Rod Split wedge and 
barrel 

80 1.8 

S3 #3 CFRP Rod Split wedge and 
barrel 

80 1.8 

S4 #3 CFRP Rod Split wedge and 
barrel 

100 1.8 

S5 #3 CFRP Rod Split wedge and 
barrel 

100 1.8 

• Threading of the barrels so a hex nut can thread onto the free end of the barrel to 
lock the jacking force being transferred to the bridge cantilever concrete specimens 
from the PT CFRP rod. 

2.4 Mechanical Anchorage Static Tests 

Mechanical anchorage static testing was conducted to evaluate the short-term perfor-
mance of the proposed CFRP anchorage system under short-term applied and 
sustained loads. The capacity and efficacy of the anchors were determined in addi-
tion to the draw-in measurements of the anchorage components as the tensile load 
increased. 

2.4.1 Test Matrix and Fabrication 

Five specimens were prepared for experimental anchorage static testing. The speci-
mens were pre-set vertically using an Instron machine. Three specimens were pre-set 
at a load of 80 kN and two specimens were pre-set at a load of 100 kN. The five 
specimens were 1.8 m in length utilizing split wedge and barrel anchors for both the 
live and dead ends. A schematic of the fabrication of the specimens would be similar 
to the preliminary specimen, S1 in Fig. 7. Table 9 presents the test matrix for the 
anchorage static testing. 

2.4.2 Test Results and Discussion 

Table 10 presents the ultimate tensile load capacity of the CFRP anchorage system, 
the load level where slippage was observed, and the efficacy of the anchorage system.
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Table 10 CFRP anchor static test results 

Specimen Pre-setting load (kN) Load (kN) Observed slippage (kN) Efficacy (%) 

S1 80 87.4 Around 70 56.8 

S2 80 98.9 Around 70 64.3 

S3 80 105.9 Around 70 68.9 

S4 100 97.7 Around 80 63.5 

S5 100 90.3 Around 80 58.7 

Table 11 Final CFRP 
anchorage materials Anchorage component Material 

Barrel Stainless Steel 316 

Wedges Aluminum 6061 

Spacer Disc Plastic 

Hex Nut Stainless Steel 316 

The average ultimate capacity of the anchorage system was 97.6 kN yielding a 
system efficacy of 63.4% against a guaranteed CFRP tensile strength of 154 kN. 

2.5 Final CFRP Anchorage Design 

Based on the results of the preliminary proof of concept and the anchorage static 
tests that were conducted, the proposed split wedge and barrel CFRP mechanical 
anchorage system will be utilized for the strengthening of half-scale post-tensioned 
concrete bridge cantilever wing specimens exhibiting deterioration in the steel PT. 
Table 11 presents the materials for the finalized CFRP anchorage design. 

The final proposed CFRP anchorage system features the following items: 

• 316 Stainless Steel Barrel. 
• Three Split 6061 Aluminum Wedges. 
• No sleeves or adhesives, pure frictional resistance. 
• A longitudinal circular profile with a circular radius of 1650 mm was used for the 

inner conical hole of the barrel and the outer aluminum wedge core. 
• Radial Plastic Spacer Disc. 
• Fine Barrel Threading with 25 mm Thick 316 Stainless Steel Hex Nut at the 

loading end of the barrel. 
• Pre-set live and dead end anchors. 

Figure 10 presents the final CFRP anchorage system. The system is comprised 
of live and dead anchors bearing on steel bearing plates that would bear on the PT 
bridge cantilever concrete specimen.
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Fig. 10 CFRP anchorage strengthening system 

3 Conclusions 

The results of the anchorage static tests showcased that the proposed CFRP anchorage 
system is promising for implementation to strengthen post-tensioned concrete bridge 
cantilever specimens up to a specified jacking force. Experimental tests yielded a safe 
effective post-tensioning force of 50 kN. Although it would be highly advantageous 
and competitive for a mechanical anchorage system to not undergo pre-setting, slip-
page is prone to occur and was confirmed experimentally. The anchorage system in 
its loose stage where no pre-setting load is applied resulted in slippage at a very early 
tensile load. It was observed that no slippage occurred up to 70 kN when pre-setting 
the anchor to a load level of 80 kN. When pre-setting to a load level of 100 kN, no 
slippage occurred up to 80 kN. More testing is required to optimize the longitudinal 
circular profile and the anchorage dimension to be more competitive with steel. 
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Ultimate Drift Capacity 
of Flexure-Dominant Reinforced 
Concrete Masonry Shear Wall 

Yu-Cheng Hsu, Miaoyuan Dou, T. Y. Yang, and Svetlana Brzev 

Abstract Reinforced masonry (RM) has been practised in Canada for more than 
50 years, mostly for construction of low- to mid-rise buildings. The National Building 
Code of Canada 2015 [NBCC (2015) National building code of Canada 20 National 
Research Council, Ottawa, ON, Canada] permits the use of ductile shear wall class 
for tall masonry buildings with the height limit of 60 m at sites with moderate seismic 
hazard and 40 m for high seismic hazard sites, but the application of ductile shear wall 
in tall (more than 40 m high) RM buildings is still very limited in Canada. There is 
a very limited research evidence related to seismic response of these structures. One 
of the most important properties for seismic design of ductile RM shear walls is the 
ultimate drift capacity, which varies significantly depending on failure mechanism(s). 
This paper reviews past experimental research studies on the subject and presents a 
database of 66 flexure-dominant RM shear walls. A statistical analysis of the data 
contained in the database has been performed to determine the governing parameters 
which are expected to influence the ultimate drift capacity of flexure-dominant RM 
shear walls. Moreover, this paper also proposes an approach for predicting ultimate 
drift capacity of RM shear walls, based on the governing parameters determined 
through experimental studies. 

Keywords Bridge structures · Brittle fracture · Reliability index · Probabilistic 
analysis 

1 Introduction 

Reinforced masonry (RM) has been used for construction of low- and mid-rise build-
ings in Canada for more than 50 years. A few tall reinforced masonry (TRM) buildings 
were constructed at sites with low to moderate seismic hazard in central and eastern 
Canada. For example, a 24-storey RM apartment building in Winnipeg, Manitoba,
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was built in the 1970s, and a few 21-storey RM apartment buildings were built 
in Hamilton, Ontario [11]. There are also a few TRM applications in high seismic 
hazard areas of Canada. For example, three 16-storey unreinforced masonry buildings 
in Vancouver, British Columbia, were constructed in 1960s. Besides Canada, there 
are a few reported TRM building applications in the USA. For example, a 28-storey 
Excalibur Hotel in Las Vegas, Nevada, was constructed in 1989 [14]. A few TMR 
buildings have also been reported in other countries, e.g. several 20-storey buildings 
in Brazil [9] and a 28-storey office building in Heilongjiang Province, China [24]. 
It is evident that the application of TRM construction in moderate-to-high seismic 
hazard areas is limited, which can be attributed to limited compressive strength of 
commercially available concrete blocks and lack of research studies related to seismic 
behaviour of TRM buildings [13]. 

Ductile detailing provisions for RM shear walls contained in the Canadian 
masonry design standard CSA S304 were last updated in 2014 (CSA S304-14). 
Provisions related to Moderately Ductile Shear Wall (MDSW) class with ductility 
force modification factor Rd = 2.0 were revised, and a new class Ductile Shear Walls 
(DSW, Rd = 3.0) was introduced. MDSW class is most common for seismic design 
applications in Canada and is mandatory for all post-disaster buildings according to 
the National Building Code of Canada 2015 [15] and CSA S304-14. Partially grouted 
MDSWs can be used at sites with low seismic hazard level, where wall aspect ratio 
(hw/lw) is not larger than 2.0, and also at sites with higher seismic hazard with axial 
pre-compression stress less than 0.1 f 'm, where f 'm denotes the masonry compressive 
strength. Fully grouted MDSWs are required at sites with high seismic hazard. The 
CSA S304-14 seismic design provisions for RM shear walls are explained and illus-
trated through design examples by [8]. NBCC [15] permits the use of MDSW and 
DSW classes for RM buildings, but the height limit was set to 60 m (approximately 20 
storeys) at sites characterized by moderate seismic hazard, and 40 m (approximately 
13 storeys) for high seismic hazard sites. 

Asides from the restriction of axial pre-compression stress (0.1 f 'm) and height 
limit, CSA S304-14 Cl.16.8.8 prescribes provisions for ductility verification of 
RMSWs, which depends on the inelastic rotational capacity (θic) of the RMSWs 
to be larger than the inelastic rotational demand (θid). The code states that: 

θic = 
εmulw 
2c 

− 0.002 ≤ 0.025, (1) 

where εmu denotes as the ultimate compressive masonry strain, which can be taken 
as 0.0025, c denotes as the depth of neutral axis, and 0.002 is the estimation of elastic 
rotation of RMSWs. 

The θid can be calculated as: 

θid = 
Δu − Δ f 1γw 

hw − lw 2 
, (2)
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where Δu denotes the ultimate roof displacement, which can be taken as Δ f 1 Rd Ro, 
Δ f 1 denotes the elastic roof displacement, γw denotes the overstrength factor, and 
there is a minimum value of θid 0.003 for MDSWs (corresponding to c/ lw ≤ 0.25) 
and 0.004 for DSWs (corresponding to c/ lw ≤ 0.208) to ensure that in the case of 
applying the minimum θid, , the corresponding minimum ductility (μ) of walls will 
be 2.5 and 3 for walls in each category, respectively. 

This paper focuses on compiling of an experimental database of 66 flexure-
dominant RMSW specimens. Database was used to identify the influence of different 
key design parameters on the structural behaviour, including identifying the key 
design parameters that have the highest influence on ultimate lateral drift capacity 
(δu) and the ductility of RMSWs (μ). Lastly, linear regression was applied to develop 
empirical equation to quantify the ultimate lateral drift capacity δu. 

2 Failure Mechanisms for RMSW Systems 

Robazza et al. [18] classified failure mechanisms for RM shear walls (RMSWs) as 
ductile failure (DF), diagonal shear failure (S), shear-flexure failure (SF), sliding 
failure (SL), toe-crushing or web-crushing failure (TC), bar-buckling (BB) and bar-
fracture failure (BF), rocking (RO), and lateral instability (LI). The type of failure 
mechanism affects the seismic behaviour of RMSWs in terms of the lateral strength, 
ductility, ultimate drift capacity, and strength degradation rate. In this paper, failure 
mechanisms corresponding to two distinct stages, namely the maximum strength 
and failure, defined as 80% of the maximum strength, are defined as primary failure 
mechanism (PF) and secondary failure mechanism (SF), respectively. The sequence 
of development of failure mechanisms in RMSWs is complex, and it is common that 
more than two failure mechanisms occur before the collapse takes place. For instance, 
both specimens shown in Fig. 1 experienced ductile failure after reaching the peak 
lateral strength; also, more failure mechanisms (e.g. LI, SL, RO, BF) were observed 
in specimen W6 than W1. According to [18], the primary failure mechanism governs 
the strength of a RMSW, while the secondary failure mechanism characterizes failure 
after the primary failure mechanism has been initiated, as illustrated in Fig. 1.

3 Review of Experimental Research on Slender RMSWs 

3.1 Summary of Database 

Important parameters influencing the behaviour of TRM shear walls have been iden-
tified by performing a review of past experimental research studies. In total, 66 wall 
specimens from 12 experimental studies [2–6, 12, 16, 17, 19–21, 23] were selected 
based on the following criteria: (i) shear span ratio (M/Vlw) higher than 1.5, (ii)
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Fig. 1 Hysteresis loops and failure sequence of RMSWs [18]

ductile failure mode (DF) as the primary failure mechanism, and (iii) reversed cyclic 
testing until the failure (drift ratio corresponding to 80% maximum lateral strength). 
Out of the selected specimens, 40 specimens do not have boundary elements (BEs) 
and 26 have boundary elements. Detailed information related to these specimens is 
summarized in Appendices 1 and 2. Only six specimens tested by Aly and Galal [3, 
4] had applied additional bending moment at the top. Specimen W10 has a shear 
span ratio of 3.5, while specimens W7, 8, 9, 11, and 12 have a shear span ratio of 7.0. 
The remaining specimens were tested with cantilever boundary conditions; hence, 
the aspect ratios were equal to the shear span ratios. Note that the dimensions are 
shown in Fig. 2. b denotes as the width of compression zone, which is equal to tw for 
rectangular cross-sections and tBE for cross-sections with BEs. ρBE represents the 
ratio of flexural reinforcement area and the gross cross-sectional area of a BE (ρBE 

= As,BE /ABE). The analytical parameter, depth of the neutral axis, c, is calculated by 
Eq. 3a for rectangular sections without BEs, and Eq. 3b for sections having BEs [8]. 

c 

lw 
= ω + α 

2ω + 0.68 
, 

where ω = 
φs fy 
φm f 

' 
m 

ρv; α = P 

φm f 
' 
m Ag 

(3a) 

c 

lw 
= a 

β1lw 

a = 
P + φs fyv Ad 

tBE0.85φm f 
' 
m 

for c ≤ lBE; 

a = 
( 
P + φs fy Ad 

0.85φm f 
' 
m 

− ABE 

)
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Fig. 2 Dimensions of a rectangular cross-section, b wall cross-section with BE, and c strain 
distribution 

× 
1 

tw 
+ lBE for c > lBE, (3b) 

where β1 is taken as 0.8; φs and φm are taken as 1.0; lBE is the length of boundary 
elements; Ad is the total area of distributed vertical wall reinforcement; ABE is the 
gross cross-sectional area of a BE. 

Figure 3 shows histograms of design parameters for selected specimens. Limited 
field applications of TRM buildings in Canada can be partially attributed to scarcity 
of past experimental research studies on ductile RMSW specimens with dominant 
flexural behaviour, and aspect ratio higher than 2.0. Majority of Canadian experi-
mental research studies were performed on ductile RMSWs with a rectangular cross-
section [12, 17, 19, 20, 21, 23]. Figure 3d shows that most research studies related to 
seismic behaviour of RMSWs were focused on testing fully grouted (FG) specimens. 
Research evidence on partially grouted (PG) RMSWs is very limited [23]. Only 3 
slender RMSW specimens are reported in this paper. Figure 3f indicates that most 
research were focused on the low axial stress level which is not representative of 
TRM buildings. It can be observed by comparing Fig. 3f, g that adding boundary 
element to RMSWs will significantly reduce c/lw, because the level of axial stress 
level in walls with or without BEs is similar, while RMSWs with BEs significantly 
lower c/lw values than walls without BEs.
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Fig. 3 Histograms of selected test specimens presented in Appendix 1 and 2 

3.2 Key Design Parameters Effecting the Lateral Drift 
Capacity of RMSWs 

Key design parameters, as shown in Table 1, have been selected based on the review 
of Canadian code (CSA S304-14) and previous research [1, 18, 20, 21] to examine 
the influence on the lateral drift capacity of RMSWs. The correlation coefficient of 
these parameters with respect to both the ultimate lateral drift capacity (δu) and the 
ductility of RMSWs (μ) for specimen with and without BEs is shown in Table 1.

Based on the correlation coefficients presented in Table 1, the following key 
parameters are expected to affect the lateral drift capacity of RMSWs with rectan-
gular cross-sections more significantly: (i) the aspect ratio AR, (ii) depth of neutral 
axis to width of the compression zone ratio c/b, and (iii) wall length to width of 
the compression zone ratio lw/b. It was observed that the depth of neutral axis to 
wall length ratio c/lw is not correlated to the drift capacity, but it is positively corre-
lated to the wall ductility. However, for RMSWs with BEs, none of the investigated 
parameters appeared to have significant impact on the wall’s lateral drift capacity 
and ductility. The limited test results of RMSWs with BEs of varying sizes, shapes 
(flanged or barbell shaped), and detailing make the seismic behaviour more compli-
cated, causing difficulty to identify and quantify the impact of various design param-
eters. For RMSWs with BEs, there is no correlation between lateral drift capacity



Ultimate Drift Capacity of Flexure-Dominant Reinforced Concrete … 157

Ta
bl
e 
1 

C
or
re
la
tio

n 
co
ef
fic
ie
nt
s,
 R
, f
or
 d
es
ig
n 
pa
ra
m
et
er
s,
 δ

μ
 a
nd
 μ

 

C
or
re
la
tio

n 
co
ef
fic

ie
nt

h
w
 

l w
 

h
u t w
 

c b 
l w

 
b 

V
pe
ak
 

A
g
√

f ' m
 

P
 

A
g 
f ' m

 
ρ
v

ρ
h 

c l w
 

l w
c 

b2
δ u

μ
 

R
M
SW

s 
w
/o
 B
E
s

R
δ u

0.
65
 

− 
0.
59
 

− 
0.
64
 

− 
0.
73
 

− 
0.
46

0.
24

− 
0.
36
 

− 
0.
30
 

− 
0.
13
 

− 
0.
54

1.
00

0.
37
 

R
μ

0.
07
 

− 
0.
03
 

− 
0.
48
 

− 
0.
19
 

− 
0.
57
 

− 
0.
09
 

− 
0.
54
 

− 
0.
17
 

− 
0.
67
 

− 
0.
43

0.
37

1.
00
 

R
M
SW

s 
w
ith

 B
E
s

R
δ u

− 
0.
42

0.
32

0.
21

0.
15

− 
0.
17

0.
15

− 
0.
25
 

− 
0.
44

0.
20

− 
0.
41

1.
00

0.
38
 

R
μ

− 
0.
42

0.
00

0.
03

0.
34

− 
0.
22

0.
13

− 
0.
47
 

− 
0.
37
 

− 
0.
11

0.
05

0.
38

1.
00



158 Y.-C. Hsu et al.

and wall ductility, but these walls have higher ductility in the experimental database 
as shown in Fig. 5a. 

Figure 4 shows the key parameters affecting the lateral drift capacity of TRM 
walls. The definition of lateral drift capacity δu is the drift corresponding to the 80% 
maximum capacity of walls. Figure 4a shows that the aspect ratio (hw/lw) is positively 
correlated with the drift capacity. The behaviour of RMSWs with higher aspect ratios 
is not governed by the diagonal shear failure and shear-flexure failure; hence, the drift 
capacity is larger. On the other hand, Fig. 4b, d shows a negative correlation between 
length to width of the compression zone ratio (lw/b), unsupported height to thickness 
ratio (hu/tw), and drift capacity. Robazza et al. [17] indicated that RMSWs with higher 
lw/tw and hu/tw ratios may experience lateral instability (LI) failure at relatively small 
drift levels. As discussed before, depth of neutral axis to width of the compression 
zone ratio c/b was shown to be negatively correlated with the drift capacity, and a 
clear trend can be seen in Fig. 4c. 

Figure 4e shows the correlation between axial stress (P/Ag f 'm) and drift capacity. 
Based on the results shown, the trend for the axial stress and drift capacity is not clear. 
However, if all other parameters are kept the same, in this case the test data from [2, 
16, 17], Banting and El-Dakhakhni (2019) are selected and presented in Fig. 4f. The 
result shows that a clear reduction in the drift capacity as the axial stress increases. 
It can be seen by comparing Fig. 4c, e that the influence of axial stress can be better 
evaluated using the parameter, c/b, because that parameter c/b implicitly accounts for 
a complicated interaction between the axial stress, material strength and stiffness,

Fig. 4 Effect of various design parameters on the ultimate drift capacity of RMSWs
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Fig. 5 Effect of boundary elements on the ultimate drift capacity of RMSWs with and without BEs

and reinforcement layout. It should be note that it is expected that the RMSW in 
TRM buildings will have high axial stress due to the presence of the gravity load. 
On the other hand, the experimental data for RMSW with axial stress (higher than 
0.1 f 'm) is limited. Hence, more research of RMSW with high axial stress is needed 
for TRM building research. 

It can be seen from Fig. 4g that the level of wall shear stress is another important 
parameter affecting the drift capacity of RMSWs. Furthermore, it can be observed 
that among the specimens subjected to similar shear stress level, drift capacities 
are higher for specimens with BEs. The higher the shear stress, the lower the drift 
capacity. Figure 4h, i presents a slightly negative correlation between the vertical 
reinforcement ratio ρv, the horizontal reinforcement ratio ρh, and the drift capacity. 
Higher ρv prevents RMSWs from sliding failure and results in higher flexural strength 
of RMSWs but may cause brittle compression-controlled flexural failure mechanism, 
reducing the wall drift capacity. It is critical to control longitudinal reinforcement to 
achieve desired high drift capacity in RMSWs. 

3.3 Impact of Design Parameters on the Drift Capacity 
of RMSWs with Boundary Elements 

Figure 5a indicates that specimens with BEs generally have higher ductility, roughly 
higher than 6, except two specimens tested by El-Azizy [12]. The two specimens 
were designed with lower ρv and ρh values, had flanged section and barbell-shaped 
section, respectively. Concentrated damage was observed at two corners at the wall 
end zones, resulting in strength degradation at an early stage. Table 2 summarizes 
correlation coefficients of other parameters related to RMSW with BEs. Note that 
none of these parameters have shown significant influence on the drift capacity and 
ductility. Figure 5b, c shows that the longitudinal reinforcement ratio in the boundary 
elements ρBE is negatively correlated, and the area ratio of boundary elements ABE/ 
Ag is positively correlated with the drift capacity. It is expected that, different shapes, 
detailing, confinement level, and layout of BEs affect the drift capacity [5] and 
Banting and El-Dakhakhni (2014), but the impact of these parameters cannot be 
easily quantified, as shown in Fig. 4e, f.
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Table 2 Correlation coefficients, R, for BE related design parameters, δμ and μ 

RMSWs with BEs ρBE 
ρBE  
ρv 

tBE 
tw 

ABE 
Ag 

Correlation coefficient, Rδu − 0.30 0.38 − 0.41 0.57 

Correlation coefficient,Rμ − 0.39 − 0.76 0.05 0.49 

4 Prediction of Ultimate Drift Capacity of RMSW Without 
Boundary Elements 

Aspect ratio and combined slenderness parameter show the best correlation to the 
ultimate drift capacity. In this study, these two key parameters were used to construct 
an empirical equation to predict the lateral drift capacity of RMSWs without boundary 
elements. Equation 4 shows the results obtained from linear regression analyses using 
the database provided on Appendix 1. 

δu(%) = 1.16 + 0.48 
hw 
lw 

− 0.012 
lwc 

b2 
. (4) 

The left-hand side of Eq. 4 represents the ultimate lateral drift capacity of the 
RMSWs, which is defined as the drift at 80% of the lateral load capacity. The right-
hand side of Eq. 4 consists of term related to the aspect ratio (hw/lw) and the combined 
slenderness parameter (lwc/b2). The first term represents the influence of wall geom-
etry, and the second term represents the influence of axial load, geometry of the 
cross-section and the amount of longitudinal wall reinforcement on the ultimate drift 
capacity. 

Equation 4 firstly implies that an increase in the aspect ratio may result in an 
increase in the ultimate drift capacity. Secondly, the equation indicates that the drift 
capacity δu has a negative correlation with the combined slenderness parameter (lwc/ 
b2). The combined slenderness parameter can be reduced by: (i) reducing the axial 
load, which will make c smaller, (ii) increasing the compressive masonry strength 
f 'm, which will reduce c as well, (iii) increasing the block thickness, which will 
reduce c and increase the b at the same time. An additional benefit from reducing 
compression zone depth c is to avoid the brittle compression-controlled flexural 
failure mechanism, thereby resulting in a higher wall ductility. 

Figure 6 shows the experimental versus the predicted drift capacities. The result 
shows that the predicted result matches the experimental data very well with mean 
and the coefficient of variation (COV) are 1.02 and 0.32, respectively.
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Fig. 6 Effect of boundary 
elements on the ultimate drift 
capacity of RMSWs without 
boundary element 

5 Conclusion 

A review of experimental research studies on RMSWs with flexure-dominant 
behaviour is presented in the paper. The results of previous experimental studies 
indicate that the axial aspect ratio (hw/lw), depth of neutral axis to width of the 
compression zone ratio (c/b), and wall length to width of compression zone ratio (lw/ 
b) are important parameters affecting the behaviour and drift capacity of RMSWs. 
None of the parameters are found to significantly affect drift capacity of RMSWs with 
boundary elements. However, provisions of boundary elements in RMSWs increases 
their ductility and enhance overall seismic performance. The test results showed that 
the ductility of 6 or higher can be seen in RMSWs with BEs. An empirical equa-
tion is proposed to predict the ultimate drift capacity of RMSWs without boundary 
elements using aspect ratio and a combined slenderness parameter. The result shows 
the equation can effectively predict the ultimate drift capacity of RMSWs without 
boundary elements. 

Acknowledgements The authors would like to acknowledge the support from NSERC Alliance 
Grant and industry partners Canada Masonry Design Centre (CMDC) and Canadian Concrete 
Masonry Producers Association (CCMPA). 

Notations 

Vr = shear capacity of GFRP RC beam 
Vc = shear strength provided by concrete 
Vs = shear strength provided by FRP shear reinforcement 
f 

' 
c = concrete compressive strength
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fcr = concrete cracking strength 
∈x = mid-depth strain 
M f = factored moment at critical shear section 
V f = factored shear at the critical shear section 
d = effective depth of beam cross-section 
dv = effective shear depth 
bw = beam width 
h = beam overall depth 
E f = elastic modulus of longitudinal FRP straight bar reinforcement 
A f = area of longitudinal FRP reinforcement 
A f v = area of FRP shear reinforcement 
f f v = usable stress for the FRP stirrups 
f f u  = ultimate strength of FRP straight bars 
θ = Angle of compression 
s = spacing of stirrups 
sxe  = crack spacing 
r = bend radius 
ρ f = reinforcement ratio 
n f = modular ratio 
k = ratio of depth of neutral axis to effective depth 

Appendix 1: Experimental Database of RMSW Specimens 
Without Boundary Elements
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Appendix 2: Experimental Database of RMSW Specimens 
with Boundary Elements
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Stress–Strain Behaviour of Boundary 
Elements in Reinforced Block Masonry 
Shear Walls Under Uniaxial Compression 

Miaoyuan Dou, Yu-Cheng Hsu, Svetlana Brzev, and T. Y. Yang 

Abstract Reinforced masonry shear walls (RMSWs) constructed using hollow 
concrete blocks are commonly used in medium-rise and high-rise reinforced masonry 
buildings. Past research has shown that RMSWs can be used as an effective seismic 
force resisting system (SFRS) as they can dissipate stable energy through ductile 
inelastic deformations. The seismic performance of RMSWs can be enhanced by 
special boundary elements, which are either barbell sections connected to the wall 
or integrated within the wall ends. The knowledge of stress–strain behaviour of 
boundary elements subjected to uniaxial compression is needed to accurately esti-
mate the inelastic behaviour of RMSWs. This paper presents a detailed review of 
previous studies on boundary elements in RMSWs. The paper also presents an 
ongoing experimental programme performed by the authors, which includes testing 
of 4-course grouted reinforced block masonry prism specimens. The purpose of the 
testing programme is to study the effect of confinement on uniaxial strength and 
deformations in boundary elements. The influence of various parameters, including 
tie spacing, hook details, and grout strength on compressive strength and ultimate 
compressive strain of the prism specimens is investigated in the study. 

Keywords Stress–strain relationship · Confinement · Reinforced masonry 
concrete blocks · Boundary elements 

1 Introduction 

Masonry is one of the oldest construction technologies, which has evolved from 
early applications of unreinforced stone and clay brickwork (i.e. the Parliament of 
Canada) to modern Reinforced Masonry (RM) construction. Masonry construction 
has several advantages: it is durable, requires minimal maintenance, and has superior 
fire and blast resistance compared to other construction materials and technologies.
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Moreover, masonry buildings are sustainable due to the low carbon emission asso-
ciated with the masonry materials and excellent thermal performance of masonry 
walls. Compared to Reinforced Concrete (RC) shear walls, RM structural systems 
have lower costs, require less steel and concrete, and have less carbon emission 
[31, 37, 41]. 

In recent decades, the number of RM buildings in Canada has increased dramat-
ically. However, only a few Tall Reinforced Masonry (TRM) buildings have been 
constructed. This includes a 24-storey TRM apartment building in Winnipeg, MB 
and a few 21-storey TRM apartment buildings in Hamilton, ON [10]. These appli-
cations are located in low to moderate seismicity. The only reported tall masonry 
application at a high seismic hazard site in Canada consists of three 16-storey unre-
inforced masonry buildings located in Vancouver, BC, which were constructed in the 
1960s. Outside Canada, there are a few TRM buildings in countries such as the USA 
[13], Brazil [5], and China [41]. Currently, the [24] restricts the maximum height of 
masonry buildings with reinforced masonry shear walls (RMSWs) to 40 and 60 m at 
sites with high and moderate seismicity, respectively. The design is performed based 
on the provisions of Canadian masonry design standard CSA S304-14. 

One of the solutions to enhance the seismic performance of RMSWs, in terms of 
strength and ductility, is by providing boundary elements that are commonly used 
in the seismic design of reinforced concrete shear walls (RCSWs). The effect of 
confinement in the RC members has been studied extensively [2, 23, 30]. CSA 
A23.3 contains provisions related to reinforcement within the compression end 
zones in ductile RC shear walls which details the end zones like confined concrete 
columns. The lateral reinforcement (ties) increase both the peak compressive concrete 
strength ( f

'
c) and ultimate compressive concrete strain (εcu) of the confined RC 

cores. Moreover, confinement can also improve the performance and resilience of 
RC members subjected to large seismic demand. Lateral confinement around vertical 
reinforcement also prevents vertical reinforcement from buckling under compressive 
loads. 

Confinement can be achieved in RMSWs by adding boundary elements at wall 
ends. Reinforced masonry boundary elements (RMBEs) are provided to improve the 
ductility and strength of RMSWs. This reduces the depth of compression zone and 
enhanced the curvature capacity of RMSWs. The maximum masonry compressive 
strain (εmu), which is set at 0.0025 in CSA S304-14 could be increased if the boundary 
elements are detailed according to CSA S304-14 requirements. Proper confinement 
and design of the RMBEs are necessary to improve the overall seismic performance of 
the RMSWs. However, there are no specifications in the codes regarding the testing. 
In addition, there is only limited research evidence on the increased compression 
strain capacity with the addition of the boundary elements [1, 28]. Therefore, there 
is an urgent need to investigate, experimentally and analytically, the behaviour of 
RMBEs.
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2 Maximum Applied Axial Compression Stress Ratio 
of RMSWs 

2.1 CSA S304-14 

The maximum axial compressive stress for Moderately Ductile RMSWs and Ductile 
RMSWs is not explicitly addressed by the CSA S304-14. Instead, the limit is repre-
sented in terms of the limitation of the ratio of the depth of neutral axis depth to the 
length of the wall (c/ lw) to ensure the enough rotational capacity within the plastic 
hinge region of RMSWs. The corresponding ductility verification in CSA S304-14 
Cl.16.8.8 requires the inelastic rotation capacity (θic) to be greater than the inelastic 
rotational demand (θid). Since the minimum inelastic rotational demand is defined 
as 0.003 for Moderately Ductile RMSWs and as 0.004 for Ductile RMSWs, the 
limitation of c/ lw can be derived as Eqs. 1 and 2, respectively. 

c 

lw 
≤ 

εmu 

0.01 
(for Moderate Ductile RMSW) (1) 

c 

lw 
≤ εmu 

0.012 
(for Ductile RMSW) (2) 

where εmu should be taken as 0.0025 and the maximum c/ lw ratio for Moderately 
Ductile RMSWs and Ductile RMSWs are 0.25 and 0.208, respectively. The relation-
ship between maximum axial stress ratio (P/ f '

m Ag) and c/ lw ratio can be further 
derived according to [3]. Considering the case of steel yield stress fy = 400 MPa 
(Steel Grade 400), the maximum axial stress levels for different values of vertical 
reinforcement ratio ρv, c/ lw ratio, and maximum masonry compressive strength f

'
m 

are shown in Fig. 1. It can be observed that the permitted compressive stress ratio 
increases when εmu and f

'
m increases. For the εmu of 0.0025, CSA S304-14 explicitly 

implies that there are 8% and 10% limitations of axial compressive stress level for 
Ductile RMSWs and Moderately Ductile RMSWs, respectively. This limitation is 
set to ensure enough inelastic rotational capacity (i.e. ductility) of RMSWs. In addi-
tion, the higher εmu can be achieved through confinement in the compression zone 
if boundary elements are used.

2.2 TMS 402/602-16 

The limitation of axial compressive stress for RMSWs is implicitly defined in terms 
of the maximum vertical reinforcement ratio, ρmax. For example, TMS 402/602-16 
(9.3.3.2) prescribes ρmax for fully grouted RMSWs with only concentrated tension 
reinforcement as follows:
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Fig. 1 Maximum axial compression stress level for different c/ lw values, longitudinal rein-
forcement ratio ρv, and masonry compressive strength f

'
m: a f

'
m = 15 MPa and b f

'
m = 

20 MPa

ρmax ≤ 
0.64 f

'
m

(
εmu 

εmu+αεy

)
− P 

Ag 

fy 
(3) 

where α is the strain factor, which can be taken as 4 for specially reinforced walls; 
εy is the yield strain of steel; P is the axial compressive force; Ag is the gross area 
of the wall section, and fy is the yield stress of steel. 

The above equation implies that axial compressive stress (P/ f '
m Ag) limit 

decreases when vertical reinforcement ratio (ρmax) increases. The relationships for 
different εmu and f

'
m values for fy = 400 MPa are plotted in Fig. 2. It can be 

observed that the maximum axial compressive stress level increases significantly 
with higher εmu, and f

'
m also provides positive influence on the maximum applicable 

axial compressive stress of sections with a certain longitudinal reinforcement ratio. 
For the minimum ρv of 0.07% prescribed in TMS 402/602-16, the corresponding 
maximum compressive stress limit can be found as 14% for the sections with masonry 
compressive strength f

'
m = 15 MPa.

2.3 Discussion 

CSA S304-14 and TMS 402/602 implicitly propose the limitation of axial stress 
for RMSWs. The limitations are 8% and 10% for two different RMSWs defined in 
S304-14, and 14% for special RMSWs defined in TMS 402/602. However, TRM 
buildings require RMSWs to resist higher axial stress due to the higher gravity load 
and earthquake lateral forces. To reduce the stress in the RMSW, additional boundary 
elements have been proposed for RMSWs. Boundary elements enable confinement of 
the grouted masonry core, resulting in higher maximum compressive strain (εmu) and
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Fig. 2 Maximum axial compressive stress versus longitudinal reinforcement ratio for different 
values of f

'
m and maximum masonry compressive strain εmu (TMS 402/602-16): a f

'
m = 15 MPa 

and b f
'
m = 20 MPa

higher compressive strength ( f
'
m), which will increase the inelastic rotational capacity 

of RMSWs from the perspective of code design provisions. However, compressive 
stress–strain relationship of confined concrete masonry in boundary elements needs 
to be studied to serve as the basis for seismic analysis and design of RMSWs with 
boundary elements. 

3 Review of Experimental Research on Reinforced 
Masonry Boundary Elements 

3.1 Steel Plates 

One of the first confinement schemes for end zones of RMSWs was in the form 
of steel plates embedded in bed joints of boundary elements [21, 22, 33]. The tests 
showed that the plates were effective in preventing splitting and spalling associated 
with the compressive failure at the toe of the wall, leading to improvement in the 
inelastic behaviour by making the most use of the longitudinal reinforcement. Further 
investigations show that confining plates could modify the failure mechanism and 
improve the ductility of the RMSWs. Average stress–strain curves obtained from 
the test programme agreed well with a modified form of the Kent-Park curve for 
confined reinforced concrete prisms. However, the peak strength was almost not 
influenced by the confining plates [32]. Provision of confining plates is permitted by 
the New Zealand masonry design code (NZS 4230:2004) with the masonry ultimate 
compression strain (εmu) of 0.008 to assess the ductility of RMSWs.



176 M. Dou et al.

An experimental study including 114 RM prisms evaluated seven different 
confining methods, including lateral ties placed in cells around a single longitu-
dinal bar used in the centre, steel confining plates placed in the bed joints, steel 
confining combs placed in the bed joints, steel mesh in the bed joints, and various 
circular or spiral ties around four longitudinal bars. The confining techniques had no 
significant influence on the peak strength or the corresponding strain of the masonry 
elements but could elongate the post-peak progress thus increasing the ultimate strain 
and ductility capacity [14, 15, 35]. 

Another proprietary method, named self-reinforced concrete block, proposes rein-
forcement cages around the cells to provide lateral confinement to the enclosed 
volume of block and grout material. Due to the presence of the confining elements 
within the block, the plasticity of the member improved significantly [18]. Welded 
wire mesh, polymer fibres, steel confinement plates, and seismic reinforcement 
combs are also effective techniques to increase the masonry compressive strain 
capacity and, thereby, improve ductility [8, 17, 39]. 

Although these techniques could efficiently increase the masonry compressive 
strain and ductility capacity, none of them has been adopted in North American 
masonry practice. These provisions were not able to provide lateral support to vertical 
bars. As a result, the longitudinal reinforcing bars would buckle easily and could not 
sustain high compressive stresses. 

3.2 Reinforced Masonry Boundary Elements 

An alternative approach that mimics boundary elements of RC shear walls was devel-
oped to overcome these limitations. Masonry boundary elements are sufficiently 
large to accommodate two layers of reinforcement (similar to pilasters). At least four 
longitudinal reinforcing bars with lateral ties are provided at each end of the RMSWs 
[38]. 

Ductile RMSWs with column-like boundary elements have been introduced in 
North American masonry design standards to enhance the ductility of walls. CSA 
S304-14 states that testing and analysis are required to prove that the proposed 
confining method can satisfy the necessary requirements for the strain and ductility 
requirement of the wall when the maximum masonry compressive strain is greater 
than the maximum strain prescribed by the code. Current American masonry design 
code TMS 402/602-16 requires that testing be done to verify that the detailing 
provided is capable of developing a strain capacity in the boundary element that 
would be in excess of the maximum strain set by the standard. Extensive tests need 
to be conducted to develop prescriptive detailing requirements for specially confined 
boundary elements of RMSWs. 

There is a need to assess the performance and ductility capacity of confined 
boundary elements by experiments and analysis. There are many factors that will 
influence the behaviour of boundary elements, including grout strength, various 
confinement configurations.
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3.2.1 Influence of Grout 

Since grouting of the block cores increases their cross-sectional area significantly, the 
load-bearing capacity of masonry members is expected to increase substantially due 
to grouting. However, a considerable amount of research has shown that increasing 
the grout strength does not result in increase in the masonry prism compressive 
strength significantly [9, 27, 43]. Zorainy et al. [43] found that tripling the grout core 
compressive strength from 15 to 45 MPa, increased the BE’s compressive strength 
by 50%. Similar test results performed by [27] showed that the BE’s compressive 
strength increased by approximately 27% and 49% as the grout strength increased 
from 15 to 45 MPa for BE having a longitudinal reinforcement ratio of 0.8 and 1.4%, 
respectively. 

The compressive strength of grouted masonry could be smaller than ungrouted 
masonry [9, 12, 19]. Although the compressive strength of prisms increased 
uniformly with the increase of grouting concrete strength, the grouted prisms have 
lower strength compared to the hollow ones (unless very high-strength grout is used), 
as shown in Fig. 3. 

The superposition strength for masonry units (SH-0-5) and grout (GC-N-5-A) 
fails to capture the actual strength and post-peak behaviour of the prism (BE-N-5), 
as shown in Fig. 4 [43]. This could be attributed to five main reasons: (1) material 
incompatibility; (2) effects of block geometry; (3) bond pattern geometry; (4) initial 
plastic shrinkage; (5) flaws of grout and drying shrinkage. Material incompatibility 
means that the stress–strain behaviour of masonry units, grout and mortar is different. 
The grout acts as a wedge inside the masonry, weakening the masonry strength. In the 
case of running-bond pattern, the webs of blocks do not align vertically which leads

Fig. 3 Grouted prism strength versus grout strength [19] 
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Fig. 4 Comparison of the load–displacement relationships of hollow masonry prisms, grouted 
prisms, and their superposition [43] 

to sudden changes in the centroids of the grout. Discontinuities and irregularities 
in the grout could reduce the compressive strength of masonry members. Another 
reason is the voids in the grouted masonry specimens. When fluid grout is poured into 
the cells, water is gradually absorbed by blocks, resulting in shrinkage of grout and 
separation between grout and masonry units. These flaws can be observed at the bed 
joint location where nonaligned webs cause obstruction to the uniform flow of grout 
during consolidation. As concrete with high water content shrinks, internal stresses 
between grout and masonry blocks could introduce negative effects on strength super-
position [9, 10, 12, 16, 20, 27, 34, 43]. Several researchers suggested that the highest 
compressive strength could be attained when the deformation characteristics (such 
as stiffness and Poisson’s ratio) of block and grout were similar [9, 19, 36], however 
[19] reported that higher strength could be attained when the grout strength (based 
on testing of cube specimens) was by 45–50% higher than that of the concrete block. 

The effect of fine or coarse grout on the compressive strength of grouted concrete 
block masonry was investigated by [40]. Fine and coarse grout with different strengths 
were used. Test results show that coarse grout is more effective than fine grout in 
increasing the compressive capacity of grouted masonry. 

3.2.2 Influence of Confinement Detailing 

Various studies have been carried out to assess the influence of confinement detailing 
on the behaviour and compressive strength of BEs.
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El Ezz et al. [11] conducted axial compression tests on 17 full-scale unconfined 
and confined masonry BE columns with different bar sizes (10 and 20 M) and tie 
spacing (100 and 200 mm), resulting in various confinement reinforcement ratios. 
The influence of the confinement ratio variation (0.008–0.038%) on the compressive 
behaviour and the strain capacity of BEs was investigated. The results showed that the 
confining effect on the compressive strength and ductility capacity was significant. 
The compressive strength of the confined BEs was 1.6–2.4 times higher than that 
of the unconfined ones, whereas the strain of the confined boundary elements at 
50% strength degradation showed an increase, ranging from 2.2 to 7 times compared 
to that of the unconfined BEs. With the increasing confinement ratio, higher strain 
ductility was achieved with softening of the post-peak branch of the stress–strain 
curve. 

According to the specimens designed by [11], spacing of standard stretcher blocks 
only allowed placing the confinement ties at the mortar joints, thus limiting the 
confinement configuration. Obaidat et al. [26] used innovative C-shaped masonry 
blocks to satisfy the requirement of different hoop spacings in BEs. Several 
researchers [1, 11, 26–28] concluded that increasing the confinement ratio had a 
significant effect on enhancing the axial strength and softening the post-peak branch 
of the stress–strain curve. It was also found that the confinement ratio had a more 
noticeable effect on the post-peak branch of the stress–strain curve than on the 
ascending part [27]. 

3.2.3 Influence of Other Factors 

Obaidat et al. [28], Zorainy et al. [43] investigated the effect of the height to thickness 
ratio on the peak stress, strain corresponding to peak, and post-peak behaviour of 
MBEs. The result indicated that the compressive strength and ductility capacity of 
MBEs increased as the aspect ratio decreased. 

Moreover, the effect of block geometry was investigated by different researchers 
[1, 40]. Steadman et al. [40] concluded that prisms made of blocks without flared 
webs and face shells had higher capacity due to continuous grout. RMBEs with 
rectangular cross-sections had comparable peak strength, a smaller drop after the 
spalling of the face shell, and better strain ductility compared to square RMBEs [1]. 

Abdelrahman and Galal [1] investigated the influence of stack pattern and running-
bond, and pre-wetting of dry masonry shell before grouting. It was found that 
the running-bond pattern had a negative influence on the compressive stress–strain 
behaviour of dry RMBEs compared to the stack pattern, while wet RMBEs were not 
affected much by the bond pattern. Pre-wetting of dry masonry units before grouting 
was found to greatly enhance the peak compressive stress of masonry prisms but 
caused a decrease in strain values. Dry RMBEs had a more softening post-peak 
branch than wet ones.
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3.3 Discussion 

A comprehensive literature review indicates that considerable research has been 
conducted on the stress–strain behaviour of confined concrete masonry elements 
subjected to axial compression. However, there is limited research evidence related 
to the compressive behaviour of RMBEs under various confining details, e.g. hook 
details. There is an urgent need to investigate the compressive strength and ductility 
capacity of RMBEs by considering various design parameters, including hook 
details, tie spacing, and grout strength. Improving the peak stress and strain capacity 
of RMBEs can lead to the higher inelastic rotational capacity of RMSWs, thus 
enhancing the ductility and seismic performance of RMSWs. Further experimental 
investigations are required to increase masonry ultimate compressive strains stipu-
lated by the current CSA S304-14 and TMS 402/602 standards. This will help to 
ensure that adequate inelastic deformation and energy dissipation levels of RMBEs 
can meet the ductility demands, thus promoting the RMSWs as SFRS used in 
medium-rise or high-rise buildings in seismic zones. 

4 Experimental Programme at the UBC 

4.1 Test Matrix 

The research project which is currently at the initial stage at the University of British 
Columbia (UBC) intends to examine the compressive stress–strain behaviour of 
reinforced masonry prisms, which represent the embedded boundary elements in 
RMSWs, as shown in Fig. 5. In total, 108 concrete block masonry prisms will 
be constructed and tested under uniaxial compressive loading. The test matrix is 
designed to complement the literature gap and comprehensively investigate the effect 
of design parameters on the stress–strain behaviour of masonry BEs under uniaxial 
compressive loading. The influence of tie spacing, hook details, grout strength, 
block strength, and different configurations of ties on the compressive stress–strain 
response of grouted masonry prisms will be investigated. Tie spacing is set at 100 
or 200 mm. Two different grout strengths are considered: regular strength grout 
with compressive strength of 15 MPa, and high-strength grout with compressive 
strength of 30 MPa. Basalt fibre cement will be also considered to replace the conven-
tional grout in order to provide higher tensile capacity for the cores for another set 
of specimens. Conventional 90° and 135° hooks will be tested. The proposed tie 
configurations include closed ties, lap splices, and S-shaped ties. The details of the 
combination of test parameters are presented in Table 1. Note that the first letter (U) 
represents “Unreinforced prism” while R denotes “Reinforced prism”. The middle 
number (15 and 20) refers to the compressive strength of concrete blocks in MPa. 
The last two letters (RG, HG, and FG) refer to the type of grout, “regular strength 
grout”, “high-strength grout”, and “basalt fibre grout”, respectively. Masonry prisms
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Fig. 5 Cross-section of a fully grouted RMSW with embedded boundary elements 

Table 1 Test matrix 

No 
ties 

10 M@100 
90º hook 
Closed tie 

10 M@100 
135º hook 
Closed tie 

10 M@200 
90º hook 
Closed tie 

10 M@200 
90º hook 
Lap splice 

10 M@200 
135º hook 
Closed tie 

10 M@200 
135º hook 
S-shaped 
ties 

U15 5 – – – – – – 

U15RG 5 – – – – – – 

R15RG – 5 5 5 5 5 5 

U15HG 5 – – – – – – 

R15HG – – – 3 – 3 3 

U20 5 – – – – – – 

U20HG 5 – – – – – – 

R20HG – 5 5 5 5 5 5 

U20FG 5 – – – – – – 

R20FG – – – 3 - 3 3 

are divided into several sets to investigate the effect of relevant design parameters 
and each set includes 5 identical specimens to satisfy the CSA S304 requirements for 
the minimum number of tested prisms. All the prisms will be fully grouted, except 
for two sets which will be hollow to quantify the compressive strength of hollow 
concrete blocks as the control sets. 

4.2 Design of Test Specimens 

According to CSA S304-14, masonry prisms built with hollow concrete block units 
are required to have more than 3 courses and the height to thickness ratio should be 
larger than 2. Consequently, all prism specimens were designed to be four-course 
high with a rectangular section of 390 mm × 240 mm in the stacked bond pattern with 
10 mm mortar joints. Type S mortar is used for all specimens. Four 20 M longitudinal 
reinforcing bars will be installed at the four corners of the masonry blocks confined 
with 10 M lateral ties. The middle web of the masonry units will be fully removed. 
Thus, ties can be placed anywhere inside the masonry blocks.
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Fig. 6 Dimensions and confining configurations of tested RMBEs 

The ties are 120 mm wide and 280 mm long. The details of dimensions and 
confining configurations of tested RMBEs are shown in Fig. 6. Configuration ➀ is 
for specimens that are reinforced but unconfined. For configuration ➁ and ➂, CSA  
A23.3-14 Cl.6.6.2.4 stipulates that the bend diameter measured on the inside of the 
bar shall be at least 4 times the bar diameter, i.e. 45 mm. Either a 90° or 135° bend 
plus an extension of 60 mm is required. Configuration ➃ is the lap slicing tie. Two 
legs are designed to overlap with each other for 80 mm to maximize the effect of 
anchorage. For configuration ➄, S-shaped ties are designed to bend at 135° with a 
bending diameter of 45 mm and extension of 60 mm. The ties are expected to serve as 
lateral support and delay the buckling of vertical reinforcement, but will not provide 
confinement to the grouted cores. 

4.3 Material Properties 

Material properties to be used in experimental programme are tabulated in Table 2. 
Two different unit strengths and two different grout strengths will be tested.
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Table 2 Summary of material properties 

Concrete unit Higher compressive strength 20 MPa 

Lower compressive strength 15 MPa 

Thickness 250 mm 

Mortar Type S 

Grout Regular strength 15 MPa 

High strength 30 MPa 

Vertical reinforcement (20 M) and horizontal ties 
(10 M) 

Yield strength 400 MPa 

4.4 Construction of the Test Specimens 

The construction process (Fig. 7) will start with making the capping plate by 
moulding high-strength gypsum cement in the wooden form. The first block will be 
put concentrically and vertically on the capping plate. Four longitudinal reinforcing 
bars will be placed at the corners, extending from the bottom to the top. Longi-
tudinal reinforcing bars will be laterally supported by horizontal ties with various 
configurations. As the middle webs in each block will be removed, the ties spaced at 
100 mm will not be obstructed by the middle webs. The steel cage will then be placed 
on the capping plate. Subsequently, 10 mm mortar will be placed at the bed joints. 
Afterwards, the next three masonry blocks and mortar joints will be constructed. The 
grout will be mixed and poured into the prisms. A mechanical vibrator shall be used 
to ensure the grout’s consistency and flowability and prevent honeycombing along 
the specimen’s height. Finally, wooden forms will be used to cast the top gypsum 
capping.

4.5 Test Setup and Measurements 

A servo-controlled 400 kips (2000 kN) Baldwin universal testing machine attached to 
the rigid steel testing frame will be utilized to apply the uniaxial compressive load in 
a displacement-controlled loading protocol. The displacement-control system allows 
for capturing the post-peak response of the tested prisms. The increasing compressive 
displacement will be applied monotonically to the specimens until failure. A highly 
precise load cell attached to the hydraulic actuator and connected to a data acquisition 
system will ensure the precision and accuracy of the real-time reading of the axial 
loading and displacements. Before attaching the upper and lower rigid spherical steel 
bearing plates to the specimens’ ends, high-strength gypsum cement capping plates 
will be placed at the top and bottom to eliminate the roughness of the surface and 
uniformly distribute the applied uniaxial load on the specimens. The bearing plates, 
the capping plates and the specimens will be aligned vertically and concentrically
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Fig. 7 Construction process for prism specimens

along with the hydraulic actuator. The incremental monotonic uniaxial loading will be 
applied at a slow displacement rate of 0.003 mm/s up to the failure of the specimens. 
This is to ensure that the complete compressive stress–strain curve including the 
post-peak branch of the RMBEs will be recorded. The whole compression response 
of the RMBEs will be an important reference for designing the RMBEs and RMSWs. 

Four draw-wire displacement transducers (i.e. potentiometers) with an error of 
0.0005 of the full strokes will be utilized to monitor axial displacements of the 
specimens. The potentiometers will be attached to the centre of the four sides of the 
specimens using epoxy adhesive. The complex stress pattern may lead to crushing of 
the mortar joints and spalling of sections of the face shells adjacent to the joints [29]. 
Thus, the measuring devices will be attached at the top and bottom of the specimen, 
away from the mortar joints. The gauge length will be selected as the full height of 
the specimens. 

It is noteworthy that the compressive strain of masonry boundary elements, 
including the masonry and the reinforcement, should be considered to ensure strain 
compatibility and zero slippage between the grout core and longitudinal rein-
forcement. Therefore, strain gauges will be attached to the longitudinal reinforce-
ment to measure the compression strains. The measured reinforcement strains will 
be compared to the strains measured on the masonry face shells to validate the 
compatibility of the strains between the longitudinal reinforcement and the grouted 
core.
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5 Conclusions 

RMSWs with boundary elements are an effective SFRS for medium- and high-rise 
buildings. To understand the seismic response of RMSWs with boundary elements, it 
is necessary to investigate the compressive stress–strain behaviour of RMBEs. North 
American masonry standards require testing to prove higher masonry compressive 
strain to be used. Previous research efforts were focused on limited test parameters, 
such as grout compressive strength and the reinforcement confinement ratio. There 
are other relevant typical design parameters affecting the compressive stress–strain 
behaviour of RMBEs to be investigated, such as tie spacing, hook details, and grout 
strength. This paper presents a detailed literature review of past research on the 
study of boundary masonry elements. In addition, an experimental programme that 
is focused on investigating the influence of different parameters on the compressive 
stress–strain response of RMBEs is presented. Quantifying the influence of those 
parameters on the compressive strength and strain capacity of RMBEs conducted in 
this study will contribute to the prediction of the seismic response of RMSWs with 
boundary elements. 
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Experimental Testing of Partially 
Grouted Masonry Shear Walls 
with Different Horizontal Reinforcement 
Types 

Amr Ba Rahim, Carlos ‘Lobo’ Cruz Noguez, and Clayton Pettit 

Abstract Partially grouted (PG) masonry shear walls are widely used as lateral 
force-resisting systems in North America due to their economic value and practi-
cality. Unlike fully grouted (FG) shear walls, only cells containing reinforcing steel 
are grouted in PG walls leaving the remaining cells hollow. With the wall assemblage 
consisting of materials such as masonry block, mortar, grout, and reinforcing steel, 
the overall behaviour is complex. To understand better the in-plane response of PG 
walls, experimental testing has been used as a viable tool. However, few experimental 
studies have been carried out to investigate PG walls compared with FG walls. More-
over, if available, some studies lacked full-scale test specimen size, compliance to the 
actual masonry construction, and well-documented reports. As a result, North Amer-
ican code equations have been obtained based on FG walls data leading to uneco-
nomical designs while being unconservative in some cases. This paper describes the 
preliminary experimental results of four full-scale partially grouted masonry shear 
walls. These walls were designed and built to reflect the conventional construction 
practice, including wall geometry, reinforcement distribution, boundary conditions, 
and loading scenario. All the walls were subjected to constant vertical load, and 
reverse in-plane lateral cyclic load incrementally increased. The variable design 
parameters investigated in this study were: aspect ratio and horizontal reinforcement 
type (bond beams or bed-Joint reinforcement). These walls’ response was evaluated 
in terms of damage progression, in-plane hysteresis curves of lateral load against 
drift ratio, and energy dissipation. The experimental results revealed that lateral load 
capacity attained by walls with similar aspect ratios had no significant difference 
regardless of the reinforcement type. On the other hand, the aspect ratio had a signif-
icant effect. Moreover, the effect of bed-joint reinforcement was more visible in 
controlling the damage progression by distributing new cracks throughout the wall 
panel instead of widening the existing cracks.
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1 Introduction 

The partially grouted (PG) masonry shear walls are considered one of the common 
lateral force-resisting systems in masonry constructions. PG masonry walls are 
grouted just when reinforcing bars are inserted, such as vertically aligned cells with 
vertical flexural reinforcement or horizontal bond beams with shear reinforcement, 
unlike fully grouted (FG) masonry walls. As a result of the lower material and labour 
costs, they provide a cost advantage over FG walls [10, 22]. In North America, PG 
walls can be found in commercial and school buildings, college dorms, motels, and 
residential buildings [5]. However, the shear response of PG walls under in-plane 
lateral loading is not yet well understood, unlike that of FG walls, for which there 
are more experimental data and mechanics-based capacity equations [2, 3]. To attain 
safety levels comparable with FG walls, North American code expressions for PG 
wall lateral capacity are based on those produced for FG walls with an arbitrary 
reduction factor [11]. Consequently, the current design expressions are of limited 
accuracy, and in some cases, non-conservative [4, 10, 16, 17, 20, 22]. 

There are two horizontal reinforcement types commonly used in masonry walls: 
bond beam and bed-joint reinforcement. Bond beam reinforcement consists of hori-
zontal steel bars placed at the centre of the masonry courses, supported on knocked-
out webs and then filled these courses with grout. Bed-joint reinforcement consists of 
a ladder-type steel reinforcement that is placed at the top of the masonry joints before 
applying mortar. Yancey and Scribner [34], Schultz [27], Schultz et al. [28], Baen-
ziger and Porter [1], Hoque [19], Bolhassani et al. [5], Stathis et al. [30], Schultz and 
Johnson [29], Calderon et al. [6] studied the effect of horizontal reinforcement types 
on the shear strength of PG walls. Hidalgo and Luders [18], Hoque [19], Wierzbicki 
[33] noted that bed-joint reinforcement was less effective than bond beam rein-
forcement as horizontal seismic reinforcement because it can readily fracture when 
subjected to several loading and unloading cycles. As a result, walls reinforced with 
a bond beam can carry higher lateral capacities than those reinforced with bed-joint 
reinforcement. Schultz et al. [28], Baenziger and Porter [1], Ramírez et al. [25], 
Sandoval et al. [26], Stathis et al. [30] observed the role of bed-joint reinforcing in 
controlling the cracking distribution and improving the post-peak behaviour and wall 
ductility when compared with the bond beam reinforcement. This is attributed to the 
ability of bed-joint reinforcement to limit the propagation of existing cracks, forcing 
the creation of new cracks throughout the wall panel after reaching the peak lateral 
load. Bolhassani et al. [5] observed that the peak lateral load attained by all walls was 
not significantly different regardless of the horizontal reinforcement type, which was 
confirmed recently by [6, 29]. Calderon et al. [6] observed that the grout limited the
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development of cracks near the bond beams, resulting in a few wide cracks crossing 
horizontal reinforcement in bond beams. In contrast, they noticed that the cracks 
were better distributed throughout the wall panel and the residual deformations were 
controlled by bed-joint reinforcement. Finally, [6] suggested studying whether the 
effect of the horizontal reinforcement type on the shear behaviour of PG walls can 
be similar with different aspect ratios, horizontal reinforcement ratios, and axial 
stresses. 

To expand our comprehension of the in-plane response of PG walls, this paper 
presents the preliminary experimental results of four full-scale walls made of concrete 
masonry units (CMUs), which replicate the realistic details of conventional masonry 
construction, including wall geometry, reinforcement detailing, boundary conditions, 
and loading settings. These walls were subjected to a combination of constant axial 
load and reverse cyclic in-plane lateral loads. The aspect ratio and horizontal rein-
forcement types (bond beams and bed-joint reinforcement) were the variable design 
parameters in this research. The response of these walls and the role of the vari-
able design parameters were studied in terms of damage development, hysteretic 
response, and energy dissipation. 

2 Experimental Programme 

2.1 Description of Test Specimens 

A total of four partially grouted walls were designed and built as a cantilever wall 
according to CSA S304-14 [8]. This study used two aspect ratios: 1.86 (slender) and 
1.00 (squat) by varying the wall length and keeping the wall height constant, which 
equals 2.6 m. This study implemented two horizontal reinforcement types: bond beam 
(BB) and bed-joint reinforcement (BJ). All the horizontal reinforcement ratios were 
approximately equal, except BB slender wall was higher because it complies with the 
reinforcement regulations according to CSA S304-14 [8]. All the test specimens had 
the same vertical reinforcement distribution where vertically reinforced of 15 M rebar 
with 1200 mm spacing. The axial stress applied on all the test specimens was around 
1.9 MPa. This applied axial stress is approximately identical to the load coming 
from mid-rise masonry building [2]. The geometrical dimensions and reinforcement 
details are summarized and illustrated in Fig. 1 and Table 1.

All the tested walls were constructed by professional masons using hollow 
concrete masonry units CMUs, following the running bond approach. The construc-
tion process of the test specimens consisted of three stages; (1) construction of 
reinforced concrete base, (2) construction of wall panels on the base using CMUs 
with nominal dimensions (400 × 200 × 200) mm, and (3) construction and placing 
of capping beam on the top of wall panels. Twenty cm standard, half standard, and 
knock-out lintel blocks were used to build the walls, where knock-out lintel was 
used throughout the wall height to allow the bond beam reinforcement placement
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Fig. 1 Reinforcement details of the wall specimens
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Fig. 2 a Walls during construction, b Walls after construction 

and the grout continuity. Head and bed-joint thickness of approximately 10 mm 
was implemented where Type S Portland Lime and Sand premixed mortar, which is 
commonly used in the masonry construction, was used throughout the joints. Core 
Fill Grout-Coarse was used to fill the vertical cells where vertical reinforcement was 
placed and the bond beams along the whole length. The bond beam reinforcement 
consisted of a single 10 M rebar, placed continuously throughout the wall length 
where it hooked using a 90º hook around the edge of vertical rebars, according to 
CSA S304-14 [8]. The bed-joint reinforcement consisted of a Standard (9 Gauge) 
Ladder of 3.7 mm diameter, which is commonly used to horizontally reinforce the 
bed joints of the masonry structures, placed embedded at the bed joints of the wall 
panels. The vertical reinforcement was continuously placed along the test specimen 
height without a lab splice. The RC base was designed specifically to replicate the 
intended boundary conditions and connect the specimens to the strong floor of the 
laboratory to securely fix the specimen at the set-up during the test. In addition, 
the RC capping beam was designed to impose and transfer the vertical and lateral 
loads to the top of the wall panel. Finally, all the test specimens were cured under 
laboratory environment control. Figure 2 shows the construction process of the test 
specimens. 

2.2 Material Properties 

Five samples of hollow concrete masonry units (CMUs) were tested to obtain the 
uniaxial compressive strength. The average compressive strength was 19 MPa with a 
coefficient of variation, CV of 6.8%. Seven 50 mm mortar cubes were sampled from 
the same batch used to build the wall panels. The average compressive strength was 
14.8 MPa with CV of 16.7%. Seven samples of the grout used to fill the vertical cells 
where vertical bars were placed and to fill the bond beams were tested. The average 
compressive strength was 30.6 MPa with CV of 8.1%. Grade 400 steel bars of 10 M
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(11.3 mm) and 15 M (16.2 mm) were used to reinforce the wall panels horizontally 
and vertically, respectively. The average yield strength of three 10 M and three 15 M 
bars were 521 MPa and 455 MPa with CV of 0.9% and 0.4%, respectively. Standard 
9 gauge bed-joint reinforcement with 3.7 mm diameter was tested to obtain the yield 
strength of 617 MPa with CV 2.6%. To determine the compressive strength of the 
masonry material, six 5-course prisms (three of them were ungrouted and three were 
grouted) were tested under uniaxial compression force. The average ungrouted and 
grouted compressive strengths were 22.0 MPa and 16.4 MPa, with CV of 15.8% and 
16.1%, respectively. 

2.3 Test Set-up and Instrumentation 

The test set-up is depicted in Fig. 3. This set-up was mainly comprised of base 
system, lateral load assembly, vertical load assembly, and out-of-plane restraining 
system. The base system was made of reinforced concrete base, which connected to 
the strong floor of the laboratory through post-tensioned high-strength rods of 38 mm 
diameter. This connection induced the cantilever boundary condition by considering 
the bottom side of the specimen as a fixed point. The lateral load assembly was made 
up of double-acting hydraulic jacks of 800 kN capacity (push–pull). These jacks 
were connected at one end to a strong steel shear wall while connected at another 
end to two C-channels that were attached to both sides of the capping beam through 
high-strength rods of 19 mm diameter. This connection allowed even distribution of 
lateral load transfer to the wall panel. Vertical loads were applied to the test specimen 
employing four gravity load simulators (GLS) of 350 kN capacity of each one, two 
at each side of the wall specimen that simultaneously worked through the same 
oil pump. These GLSs were connected to the cruciform shape beam at the top of 
the wall panel by means of tension tie rods. This assembly had the advantage of 
maintaining the vertical loads throughout the lateral movement of the wall panel [9, 
23, 24]. Finally, four rectangular steel frames were used to prevent any out-of-plane 
displacement, two at each side of the specimen. These frames were connected at one 
end to the capping beam and at another end to the steel frame.

Instrumentation layout of all test specimens is illustrated in Fig. 4. There were 16 
channels in order to capture and measure the loads and displacements that resulted 
during the test—these channels comprised of load cells, cable transducers, and linear 
variable differential transformers (LVDTs). Vertical and lateral loads were registered 
via channels 0 and 1, respectively. Lateral displacement at the mid-capping beam, top 
wall panel, and mid-wall panel were measured via channels 2, 3, and 4, respectively. 
The slip of the wall base and RC base were recorded using channels 5 and 6, respec-
tively. Channel pairs of 7 and 8, 9 and 10, and 11 and 12 were used to measure the 
vertical displacement at two-course height, four-course height, and between base and 
capping beam. Channels 13 and 14 were used to measure the diagonal displacement 
within the whole wall panel. Out-of-plane displacement at the mid-wall panel was 
registered using channel 15. In addition, several strain gauges were installed at the
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Fig. 3 Test set-up

vertical and horizontal bars before construction, in order to measure the strain of the 
steel bars during the cyclic test. These gauges were positioned at various locations of 
steel bars so that they could capture the cyclic response of the reinforcement. Finally, 
digital image correlation (DIC) system was implemented to measure the strains of 
the test specimens. This innovative system enhanced the ability to capture the strains 
at different directions, which enabled comprehending the cyclic performance of the 
wall panels.

2.4 Testing Procedure 

Test specimens were subjected first to vertical loads up to a certain limit, and then they 
were kept constant during the test using force control load. The total applied vertical 
loads on the top of the test specimens were 516 kN and 973 kN for wall panels with
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Fig. 4 Instrumentation layout

an aspect ratio of 1.86 and an aspect ratio of 1.00, respectively. Lateral loads were 
then applied in a reversal mode (push then pull at each displacement level) using a 
displacement control load. Each displacement level was repeated twice to capture 
the stiffness degradation clearly [12]. It should be noticed that the lateral loading 
depended on the ratio of the top central displacement to the height of the wall panel, 
which is called a drift ratio. Loading rate was 6 mm/min at the first displacement 
levels and then increased to 12 mm/min at latter levels. The protocol of cyclic lateral 
loading is depicted in Fig. 5. Finally, the test was stopped when the lateral loads 
reached 80% of the peak lateral load that resulted during the test, which is defined 
as the test specimen’s failure point. 

Fig. 5 Loading protocol
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3 Test Results 

3.1 Cracks and Failure Modes 

The instruments and digital image correlation (DIC) were used to monitor and record 
the progression of the wall cracks. All of the recorded data has been processed to 
show how the tested walls behaved during the cyclic test and how they responded to 
the applied loads. At the completion of the test, Fig. 6 depicts the cracking patterns 
of all tested specimens. These patterns, it should be noted, are dependent on the 
unique characteristics of each wall. The failure mode was diagonal cracking in both 
directions, diagonally propagated from the upper corner to the toe for squat walls. 
On the other hand, BJ slender wall showed mixed shear-flexure failure, while BB 
slender wall experienced flexure failure due to the higher horizontal reinforcement 
ratio compared with BJ slender wall. Two common types of diagonal cracks were 
observed throughout wall panels. The first type was stair-stepped type, where the 
shear stresses coming from the applied loads exceeded bond strength between the 
blocks and the mortar. The second one was diagonal cracking through blocks and 
mortar, where the principal stresses coming from the applied loads surpassed the 
tensile strength of the masonry. 

In addition, the vertical reinforcement has been yielded in the slender wall rein-
forced with bond beam due to the higher horizontal reinforcement ratio, which 
induced the flexural failure despite diagonal cracks occurring throughout the wall

Push Pull Pull 

Push Pull 

Push 

Pull Push 

Pull Push 

Pull Push PullPush 

PullPush 

BJ Slender 
East Face 

BJ Slender 
West Face 

BB Slender 
East Face 

BB Slender 
West Face 

BB Squat 
East Face 

BB Squat 
West Face 

BJ Squat 
West Face 

BJ Squat 
East Face 

Fig. 6 Cracking patterns of tested walls at the final stage 
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Fig. 7 Typical damage observed during the cyclic test: a Stair-stepped and diagonal cracking, 
b Upper end and toe penetration cracking, c Vertical grout cracking, and d Spalling of face-shell 

surface. On the other hand, horizontal reinforcement has been yielded in the squat 
walls due to the lower aspect ratio, which promoted the shear failure for such walls. 
This failure caused damage to the tested wall in terms of stair-stepped and diag-
onal cracking, upper end and toe penetration cracking, vertical grout cracking, and 
spalling of face-shell, as demonstrated in Fig. 7. 

3.2 Lateral Load-Drift Ratio Response 

The relationship between the lateral load and both lateral displacement and drift 
ratio is depicted in Fig. 8, including all the plots of the tested walls. These plots 
demonstrate milestones that all walls went through during the test. These millstones 
are initial cracking, strut formation, and peak load. The initial cracking is identified 
as the first slope change on the in-plane hysteresis curve. Following initial cracking, 
the next noticeable slope change in the in-plane hysteresis curve corresponds to the 
strut formation. The maximum load in the lateral load–drift ratio diagram is called 
the peak load. Data pertaining to these plots, such as lateral load associated with 
these milestones and their associated displacements and drifts in both push and pull 
directions, are summarized in Table 2.

According to Fig. 8, it can be observed that all walls experienced a linear-elastic 
behaviour up to the occurrence of the first crack. This behaviour was characterized 
by narrow cycles and approximately symmetric response with low dissipated energy. 
After the first crack, nonlinear behaviour started, but the energy dissipation was still 
low. When the first diagonal crack occurred, all walls started to have wider cycles
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Fig. 8 Load–displacement hysteresis loop diagram of tested walls

indicating that more energy was dissipated due to the occurrence of more cracks. 
This was more visible in squat walls than in slender ones. 

With regard to slender walls, it was observed that BB slender wall did not show 
any signs of strength deterioration after reaching the peak lateral load for three cycles, 
until suddenly it showed rapid degradation of strength (37% drop) with visible wide 
and major cracks concentrated at the bottom half, particularly in the area between 
the bond beams. This is attributed to the large difference in stiffness (23% differ-
ence) between the grouted and ungrouted zones around the bond beams [6]. On 
the other hand, BJ slender wall showed a better distribution of cracks throughout 
the wall height. The gradual degradation of strength confirmed this observation after 
reaching the peak lateral load. The reason for this is due to the distribution of the bed-
joint reinforcement every two courses, which contributes largely to controlling the 
damage by allowing the cracks to distribute evenly throughout the wall surface and 
preventing the cracks to concentrate in specific regions. In addition, it was observed 
that both walls attained nearly equal peak lateral load regardless of the horizontal 
reinforcement types in both loading directions with a maximum of 8% difference. 
This finding was also observed by [32]. 

In the case of squat walls, the deterioration was gradual in both walls after reaching 
the peak lateral load, but the wall reinforced with a bond beam showed a sudden drop 
in the lateral load by 63% of the peak load at the subsequent cycle. In comparison,
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the wall reinforced with bed-joint reinforcement showed gradual degradation in the 
peak lateral load by 12% at the next cycle. This may be attributed to the improved 
post-peak behaviour of walls reinforced with bed-joint reinforcement [1, 6, 30]. 
This is indicated that the wall reinforced with bed-joint reinforcement continued to 
sustain damage in terms of new cracks throughout the wall panel, in contrast to the 
wall reinforced with bond beam where the grout limited the development of new 
cracking around the bond beam but promoted widening of the existing cracks [6]. In 
addition, both walls attained nearly similar peak lateral load (2% difference). This 
corresponded well with the observations by [5, 6, 29]. 

3.3 Comparison Between Predicted and Measured Strength 

The predicted capacity of the tested walls, calculated based on the measured materials 
properties, is given in Table 3. It is seen that the predicted mode of failure for the 
squat walls was in-plane shear, as the flexural capacity or STM developed by [7] was  
greater than the predicted in-plane shear strength. For slender walls, the predicted 
mode of failure was flexural, however, the in-plane shear and flexural capacities were 
very close (8%) difference and thus, the failure mode could be defined as mixed 
shear-flexural [13, 15].

From the comparison between the predicted and the experimental diagonal shear 
strength for squat walls, the CSA equation [8] was more conservative than the TMS 
equation [21] by 22%. 

3.4 Energy Dissipation 

This parameter indicates how much the system withstands the applied loads without 
significant damage. The dissipated energy is the area enclosed by the hysteric loop 
in a one complete cycle, as shown in Fig. 9. Therefore, this energy was evaluated as a 
summation of the two repetitive cycles for each displacement level until reaching the 
peak lateral load because some walls experienced sudden deterioration of strength, 
leading to brittle failure after reaching the peak load.

Figure 10 shows the development of the dissipated energy with respect to the drift 
ratio and how the variation of the aspect ratio and horizontal reinforcement types 
affect this parameter. Generally, walls with a lower aspect ratio show a higher amount 
of energy than those with a higher aspect ratio. This finding was agreed with [25], 
implying that walls with lower aspect ratio experienced a wide range of damage 
even during the first imposed displacement levels. Basically, walls reinforced with 
horizontal reinforcement attain higher resistance and dissipated energy than the un-
reinforced ones [14, 31]. Slender walls either reinforced by bond beam or bed-joint 
reinforcement presented similar levels of dissipated energy. On the other hand, BJ 
squat wall showed higher dissipation of energy than BB squat wall by 45%. Finally,



Experimental Testing of Partially Grouted Masonry Shear Walls … 203

Ta
bl

e 
3 

Te
st
 s
pe
ci
m
en
s 
ca
pa
ci
ty
 c
al
cu
la
tio

n 
ba
se
d 
on
 m

ea
su
re
d 
m
at
er
ia
ls
 p
ro
pe
rt
ie
s 

Sp
ec
im

en
 I
D

St
ru
t-
an
d-
tie
 m

od
el
 (
ST

M
) 

(k
N
) 

Fl
ex
ur
al
 (
kN

)
D
ia
go
na
l s
he
ar
 

(k
N
) 

V
r,
m
ax
 (
kN

)
Sl
id
in
g 
sh
ea
r 
(k
N
)

E
xp
. p

ea
k 
st
re
ng
th
 

(a
ve
ra
ge
 

pu
sh
–p
ul
l, 
kN

)
[7
]

C
om

pa
tib

ili
ty
 a
na
ly
si
s

C
SA

T
M
S

C
SA

T
M
S

C
SA

T
M
S 

B
B
 s
le
nd

er
16
0

16
6

20
0

23
0

19
2

15
5

48
9

66
0

16
2 

B
J 
sl
en
de
r

16
0

16
6

17
8

21
3

19
2

15
5

48
9

66
0

15
2 

B
B
 s
qu

at
44
8

54
4*

31
2

37
8

35
0

27
1

87
2

13
17

40
6 

B
J 
sq
ua
t

44
8

55
4*

32
7

38
9

35
0

27
1

87
2

13
17

41
6 

* 
St
ra
in
 c
om

pa
tib

ili
ty
 a
na
ly
si
s 
is
 n
ot
 c
om

pl
et
el
y 
ap
pl
ic
ab
le
 to

 d
ee
p 
m
em

be
rs



204 A. B. Rahim et al.

L
at

er
al

 L
oa

d 
(k

N
) 

Lateral Displacement (mm) 

Dissipated Energy 

Fig. 9 Computation of dissipated energy in one completed cycle

it is noted that, walls with a lower aspect ratio started showing higher increments 
of dissipated energy from an approximately drift ratio of 0.15%. At this drift ratio, 
either visible cracks were observed or a significant change in the stiffness occurred. 
This implies that the horizontal reinforcement started contributing to the wall system. 
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4 Conclusions 

Preliminary experimental results of four full-scale PG masonry shear walls subjected 
to a combination of reversal cyclic lateral load and constant vertical load were 
described. The actual practice and conventional masonry buildings construction were 
reflected in the design and construction of the tested specimens. Damage progression, 
hysteretic response, and energy dissipation were utilized to investigate the effect of 
the variable design parameters considered in this study (aspect ratio and horizontal 
reinforcement type) on the performance of PG walls during cyclic loading. From all 
of the above, the following conclusions can be drawn: 

• Diagonal shear was the dominant failure mode for the squat walls. On the other 
hand, slender walls exhibited a mixed flexure-shear failure mode. 

• Walls with similar aspect ratios attained approximately equal peak lateral loads 
regardless of the horizontal reinforcement types. 

• Bed-joint reinforcement proved to be a superior reinforcement in controlling 
cracks, specifically after reaching the peak load. On the other hand, the pres-
ence of grout in bond beams limited the development of cracks, and hence not 
allowing the cracks to distribute evenly throughout the wall surface in contrast to 
the bed-joint reinforcement. 

• CSA equation is more conservative in predicting the diagonal shear strength than 
the TMS equation when compared with the experimental peak load of squat walls 
by 22%. 

• Squat wall reinforced with bed-joint reinforcement showed higher dissipation of 
energy than squat wall reinforced with bond beam by 45%. On the other hand, 
slender walls reinforced either by bond beam or bed-joint reinforcement presented 
similar levels of dissipated energy. 
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A New Methodology to Predict 
Cumulative Plastic Ductility Capacity 
of Steel Buckling-Restrained Braces 

Ali Sadrara, Siamak Epackachi, and Ali Imanpour 

Abstract This paper presents a database of buckling-restrained brace (BRB) cyclic 
tests and predicts the cumulative plastic ductility (CPD) capacity of BRBs by using 
a regression-based machine learning (ML) model trained using the collected data. A 
summary of the past cyclic tests performed on BRBs is first presented. The hysteretic 
responses obtained from the test data along with influential, constitutional, and 
geometrical properties of tested BRBs are leveraged to develop the predictive model 
for the CPD capacity. The CPD capacity of prototype BRBs predicted using the 
predictive model proposed here agrees well with the test data, confirming the accu-
racy and efficiency of the ML-based technique employed here. Such a predictive 
model can be used in practice to size BRB cores in the preliminary design stage. 

Keywords Buckling-restrained brace · Cumulative plastic ductility · Machine 
learning · Support vector regression 

1 Introduction 

Steel buckling-restrained braced frames (BRBF) are extensively used as the lateral 
load-resisting system of multi-story building structures, in particular, in high seismic 
zones. Unlike braces in concentrically braced frames (CBFs), buckling resisting 
braces (BRBs) are expected to yield in tension and compression under seismic loads 
offering a significant energy dissipation and high ductility capacities, while providing 
robust inelastic cyclic behavior [7, 22, 29, 30]. However, owing to the limited yielding
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length of BRBs compared with the full BRB length, e.g., 0.6, significant plastic 
strains are developed in the BRB core while the brace undergoes large tension and 
compression cycles. The resulted accumulated plastic strains may however become 
problematic and compromise the load-carrying and inelastic deformation capacities 
of the BRB due to low cycle fatigue fracture [15]. The prediction and verification of 
the plastic strain or ductility capacity of BRBs are, therefore, considered as a critical 
design consideration by BRB manufacturers and designers. 

Cumulative plastic ductility (CPD) capacity is defined as the cumulative plastic 
deformation sustained before fracture initiation in the member under extreme loading 
conditions. This parameter plays a key role in the design of steel BRBs and the 
evaluation of the seismic behavior of BRBFs. Despite significant advancement in 
the understanding of BRB seismic behavior and design of BRBs, predicting their 
CPD capacity, which is a key design parameter when sizing the BRB core, remained 
a crucial and yet challenging problem. Several predictive models have been proposed 
in the past, in particular over the past decade, however, a comprehensive method to 
predict the BRB CPD that can be used as a design tool in sizing BRBs has not been 
developed systematically yet. 

2 Existing Predictive Models 

Several methods have been developed by the research community to predict the CPD 
in steel BRBs manufactured in North America. These methods can be grouped into 
four families: 

Finite element-based models: The first approach to predict the CPD of steel BRBS 
exploits an appropriate damage model [16, 27] incorporated into a high-fidelity finite 
element model (FEM). The accuracy and applicability of this method have been 
verified in past studies [27]. However, modeling difficulties and high computational 
cost limit the applicability of such models, particularly when large-scale structural 
components or systems are to be evaluated under a seismic ground motion. 

Phenomenological models: This regression-based method predicts the CPD using 
past BRB test data [1]. However, the inclusiveness of the databases used to develop 
such models remains the key challenge [27]. 

Strain-based models: This approach aims to determine the relationship between the 
number of cycles to failure and the core strain amplitudes, e.g., Coffin- Manson 
relationship, which is typically obtained by curve-fitting to past test data and represent 
the fatigue life of the BRB core under cyclic loading [9, 28, 33, 34]. Miner’s model 
is an example of this approach, which can be used to predict fracture of BRBs under 
random loading. 

Semi-analytical models: These models determine the relationship between local and 
global strains [11]. The accumulation of local strains, so-called the actual local strain,
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leads to fracture initiation. Global strain is the normalized end displacement of the 
brace. The predicted history of the local strain is used to estimate the damage. 

Given that emerging machine learning-based (ML) methods are increasingly 
used in various disciplines to solve problems involving uncertainties such as solid 
mechanics, structural dynamics, structural health monitoring, computational fluid 
dynamics, electromagnetism, biomechanics, heat transfer, and even finance [6, 20– 
22, 24, 26, 35], there is an ample opportunity to leverage the power of advanced 
statistical tools to achieve a more accurate and efficient predictive model for CPD of 
steel BRBs. The current study attempts to propose a new methodology to tackle this 
complex problem involving a large number of uncertainties. 

3 Database Development 

A database of available BRB test data was collected. The database contains 99 large-
scale BRB specimens that experienced fracture at the end of the test. It should be noted 
that of 99 specimens, 14 specimens lack sufficient test information and therefore the 
data associated with the remaining 85 specimens were used here to develop the 
model. The key test results are summarized in Table 1. Five parameters deemed to 
heavily influence CPD in BRBs were defined that include the normalized length 
of the yielding zone, area of the core, normalized core yield stress, and maximum 
BRB ductility in tension and compression. These parameters are represented by Ac, 
Ly, normalized Fy, Mut, and Muc, respectively. The maximum brace ductility in 
tension and compression are defined as the ratio of maximum deformation in tension 
and compression to the yield deformation, respectively. The normalized yield stress 
equals yield stress of the core divided by 290 MPa, which corresponds to ASTM 
A36 steel typically used to manufacture steel BRBs in North America.

Figure 1 shows four examples of the BRB specimens listed in Table 1.
The distributions of the input parameters are shown in Fig. 2. There exists a number 

of data gaps in the database for the normalized Fy, Ac, Ly, Mut input parameters, 
namely in the following ranges: (0.5, 0.67], (13,300, 16500], (5020,5930], and (4.5, 
6.26], for normalized Fy, Ac, Ly, Mut, respectively. Furthermore, data gaps can be 
observed within (4.1, 5.1] and (6.1, 8.1] for Muc parameter.

The cumulative plastic ductility in this study is defined as [9] 

CPD = 
∑ 

i 

[ 
2 
(||εmax 

i 

|| + 
||εmin 

i 

||) 

εy 
− 4 

] 

(1) 

in which the εi max and εi min are the maximum and minimum of global strain during 
i-th loading cycle, respectively. The CPD capacities calculated for the BRB database 
are presented in Fig. 3a–e against the selected influential parameters including the 
length of the yielding zone, the area of the core, the normalized yield strength of the
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Table 1 Summary of BRB test data 

Study Specimen ID Ly (mm) Ac (mm2) Normalized Fy Mut Muc CPD 

[23] No. 2 1291.00 2860.00 0.94 7.20 NR 1420.00 

[17] 100 − 150 960.00 2500.00 0.33 0.80 0.80 17,504.00 

100 − 016 960.00 2500.00 0.33 0.10 0.10 27,208.00 

100 − 040 960.00 2500.00 0.33 0.20 0.20 98,085.00 

100 + 150 1180.00 4400.00 0.33 0.70 0.80 10,734.00 

400 − 200 960.00 2500.00 0.89 1.00 1.00 3894.00 

400 − 150 960.00 2500.00 0.89 0.80 0.80 4186.00 

235 + 150 470.00 2900.00 0.82 2.10 2.30 1261.00 

235 − 150 470.00 2800.00 0.77 2.20 2.40 2621.00 

[2] 99 − 2 2990.00 3876.00 1.09 1.50 1.50 879.00 

00 − 11 3410.00 7125.00 1.02 2.30 2.30 1045.00 

[12] 1.00 4470.40 2451.00 1.00 2.25 2.25 900.00 

2.00 4556.76 3845.00 1.00 2.25 2.25 600.00 

[19] B-1 2907.00 11,648.00 1.03 3.40 3.40 864.00 

B-2 6178.00 11,648.00 1.03 2.20 2.20 599.00 

[18] 3G 3670.30 17,419.00 0.89 3.19 3.13 631.00 

[5] BRB60-North 1625.60 838.00 1.09 2.90 3.50 389.00 

BRB60-South 1625.60 838.00 1.09 3.30 2.90 453.00 

BRB80-North 1651.00 1122.00 1.09 2.60 3.60 439.00 

BRB80-South 1651.00 1122.00 1.09 3.90 2.40 444.00 

BRB100-North 1981.20 1399.00 1.09 3.40 2.40 372.00 

[31, 32] 2UBN 2628.00 2512.00 1.18 0.80 1.70 255.00 

2UBS 2628.00 2512.00 1.18 1.80 0.80 245.00 

1BRBN 2605.00 2592.00 1.38 1.60 1.60 260.00 

1BRBS 2605.00 2592.00 1.38 2.00 1.40 290.00 

2BRBN 2658.00 2160.00 1.38 1.70 1.70 290.00 

2BRBS 2658.00 2160.00 1.38 1.80 1.60 285.00 

3BRBN 2660.00 1296.00 1.37 1.20 1.40 340.00 

3BRBS 2660.00 1296.00 1.37 1.50 1.20 350.00 

[36] C500WI 2000.00 500.00 0.94 2.26 2.25 1403.00 

C500WII 2000.00 500.00 0.94 2.13 2.32 562.00 

C800WI 2000.00 800.00 0.97 2.04 2.03 2727.00 

C800WII 2000.00 800.00 0.97 2.14 2.22 2802.00 

C600B 1802.00 600.00 0.89 2.24 2.22 1875.00 

C825B 2198.00 825.00 0.89 1.88 1.82 2412.00 

WC150B 3879.00 2375.00 1.04 2.28 2.29 477.00

(continued)
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Table 1 (continued)

Study Specimen ID Ly (mm) Ac (mm2) Normalized Fy Mut Muc CPD

WC150C 3879.00 2375.00 1.04 3.15 3.14 868.00 

WC250B 3421.00 3650.00 0.95 2.91 2.86 804.00 

WC250C 3421.00 3650.00 0.95 2.90 2.89 822.00 

[36] WC500B 3421.00 7446.00 0.95 1.46 1.52 206.00 

WC500C 3421.00 7446.00 0.95 1.90 1.81 319.00 

PC160 4470.00 2451.00 1.00 2.40 2.34 1185.00 

PC250 4557.00 3845.00 1.00 2.46 2.40 750.00 

PC350 4656.00 5380.00 1.00 1.81 1.71 1239.00 

PC500 4702.00 8167.00 0.94 2.32 2.36 1564.00 

PC750A 4679.00 11,516.00 1.00 2.52 2.43 1639.00 

PC750B 4557.00 11,529.00 1.00 2.33 2.27 1085.00 

PC1200A 4704.00 16,664.00 1.00 1.69 1.69 1211.00 

PC1200B 4605.00 18,464.00 1.00 1.69 1.64 1305.00 

[8, 10] 3.00 3800.00 5200.00 0.79 3.70 5.50 1221.00 

6.00 3800.00 5200.00 0.97 3.70 5.40 733.00 

W15G2-74-IN 1677.00 1110.00 1.31 4.00 4.00 391.00 

W18G2-90-IN 1677.00 1620.00 1.24 4.00 4.00 491.00 

W20G2-90-IN 2000.00 1800.00 1.04 3.50 3.50 669.00 

W20G2-110-IN 2000.00 2200.00 1.04 3.50 3.50 661.00 

R40G2-200-IN 1860.00 8000.00 1.37 3.50 3.50 583.00 

R25G1-250-IN 1860.00 6250.00 1.36 3.50 3.50 767.00 

W16G2-85-IH 1520.00 1360.00 1.35 3.50 3.50 486.00 

W16G2-95-IH 1520.00 1520.00 1.34 3.50 3.50 491.00 

W16G2-85-CN 2000.00 1360.00 0.93 3.00 3.00 1922.00 

[4] 2.00 3000.00 2874.50 1.33 3.00 3.00 672.00 

3.00 3000.00 2862.45 1.33 3.00 3.00 965.00 

4.00 3000.00 2876.41 1.33 3.00 3.00 1228.00 

5.00 3000.00 2852.15 1.33 3.00 3.00 765.00 

7.00 3000.00 2843.30 1.33 1.50 2.20 1657.00 

9.00 3000.00 2840.27 1.33 3.00 3.00 859.00 

10.00 3000.00 2827.20 1.33 3.00 3.00 795.00 

[27] UBB-1 NR NR NR 3.30 3.30 805.00 

UBB-1 NR NR NR 3.00 3.00 1103.00 

UBB-2M NR NR NR 3.29 3.29 752.00 

UBB-3M NR NR NR 3.30 3.30 882.00 

UBB-4M NR NR NR 3.45 3.45 550.00

(continued)
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Table 1 (continued)

Study Specimen ID Ly (mm) Ac (mm2) Normalized Fy Mut Muc CPD

UBB-5M NR NR NR 3.28 3.28 526.00 

UBB-P1 NR NR NR 3.50 3.50 1096.00 

UBB-P2 NR NR NR 3.50 3.50 734.00 

UBB-P3 NR NR NR 3.00 3.00 373.00 

UBB-P4 NR NR NR 3.00 3.00 373.00 

WPSC1 3530.60 1300.35 0.99 3.50 3.50 1383.00 

WPSC2 3530.60 1935.48 0.99 3.50 3.50 2043.00 

WPSC3 3276.60 5846.76 0.98 2.25 2.25 1810.00 

PN1 771.53 1451.61 1.01 6.80 8.80 720.00 

WPSC4 3028.95 8588.50 1.04 3.50 3.50 591.00 

WPSC3A 3006.00 3749.80 1.03 3.50 3.50 815.00 

WPSC5 NR NR NR 3.50 3.50 1708.00 

WPSC6 NR NR NR 3.50 3.50 1261.00 

WPSC7 NR NR NR 3.50 3.50 547.00 

[9] A1 3777.00 3600.00 1.04 0.28 0.30 5573.00 

B1 3048.00 7258.00 1.06 0.30 0.31 6780.00 

C1 2883.00 11,044.00 1.03 0.37 0.32 6719.00 

A2 3777.00 3600.00 1.04 0.78 0.88 3346.00 

B2 3048.00 7258.00 1.06 0.91 0.89 2867.00 

C2 2883.00 11,044.00 1.03 0.87 0.80 3957.00 

A3 3777.00 3600.00 1.04 2.15 2.09 808.00 

B3 3048.00 7258.00 1.06 2.18 2.13 1126.00 

C3 2883.00 11,044.00 1.03 2.06 2.14 1542.00 

B6 3048.00 7258.00 1.06 2.65 2.60 694.00 

B7 3048.00 7258.00 1.06 3.66 1.59 875.00 

B8 3048.00 7258.00 1.06 1.57 3.64 624.00 

B5 3048.00 7258.00 1.06 3.22 3.05 687.00 

* NR not reported

core, the maximum brace ductility in tension, and the maximum brace ductility in 
compression, respectively.

The range of input parameters and CPD capacities are given in a tabular format in 
Table 2 along with their minimum, maximum, average, and coefficient of variation 
values. The coefficient of variation of input parameters falls within the range of [20, 
86.7%]. It can be seen that the yield stress has the least coefficient of variation. This 
is due to the fact that most of the specimens in the database are made of ASTM 
A36 steel. Besides, the coefficient of variation of the CPD parameter equals 191.8% 
which indicates the high variability of CPD within the database.
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Fig. 1 Test setup and BRB specimen: a [9], b [4], c [27], and d [36]

The correlation parameters are of most importance in machine learning problems. 
Figure 4 shows the correlation among the input CPD parameters. In this figure, each 
cell represents the Pearson correlation coefficient between two input parameters [3]. 
The correlation coefficient between two sets of data such as {(x1, y1), …, (xn, yn)} 
is calculated as follows: 

rxy  = 

n∑ 
i=1 

(xi − x)(yi − y) 
/

∑n 
i=1 (xi − x)2 

/∑n 
i=1 (yi − y)2 

(2) 

x = 
1 

n 

n∑ 

i=1 

xi , y = 
1 

n 

n∑ 

i=1 

yi (3)

As shown in Fig. 4, the correlation coefficients range from − 1 to  + 1. The 
values of linear correlation near + 1 and − 1 show a higher correlation between 
the two input parameters. The input parameters with a high correlation coefficient
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Fig. 2 Distribution of input parameters: a Normalized yield stress, b Core area, c Length of the 
yielding zone, d Maximum brace ductility in tension, and e Maximum brace ductility in compression

can be eliminated to reduce the dimensionality of the inputs. As shown in Fig. 4, 
there are low correlation coefficient parameters between input parameters, but a high 
correlation coefficient is observed for Mut and Muc, which stems from the fact that 
most of the specimens in the database are subjected to the AISC 341–16—Chapter 
K loading protocol.
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Fig. 3 Distribution of CPD capacity against input parameters: a Normalized yield stress, b Core 
area, c Length of the yielding zone, d Maximum brace ductility in tension, and e Maximum brace 
ductility in compression
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Table 2 Statistics of input and output parameters 

Parameters Minimum Maximum Mean Coefficient of 
variation (%) 

Input parameters Normalized Fy 0.33 1.38 1.06 20.0 

Ac (mm2) 500 18,464 4556.4 86.7 

Ly (mm) 470 6178 2825.3 39.9 

Mut 0.1 6.8 2.4 45.7 

Muc 0.1 8.8 2.4 52.1 

Output parameter CPD 206.0 27,208 1915.6 191.8

Fig. 4 Pearson correlation coefficients for the CPD input parameters

4 Support Vector Regression-Based CPD Model 

Rooted in the support vector machine, support vector regression (SVR) is a machine 
learning-based method that enjoys the maximal margin classifier. In this method, the 
linear regression is conducted on the mapped input parameters. The output of SVR 
is defined as: 

f (x) = φ(x)T w + b (4) 

where b is the bias of the model, Φ(x) is a function that maps the input data into a 
higher dimension. The minimum value of w is found by minimizing:
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min 

[ 
1 

2 
wT w + C 

n∑ 

i=1 

( 
ςi + ς ∗ 

i 

) 
] 

(5) 

in which ς i and ς i * are slack variables, C is the penalty parameter which is imposed 
to predict beyond the acceptable error margin. The predicted function based on SVR 
is defined as: 

f 
( 
x, αi , α

∗ 
i 

) = 
N∑ 

j=1 

( 
α j − α∗ 

j 

) 
K 

( 
x j , x 

) + b (6) 

where αi and α∗ 
i are Lagrange multipliers, K(xi, x) is the kernel function. The SVR 

in Eq. 6 can be adjusted using the different kernel functions. In this study, three 
kernel functions including radial basis function (RBF), linear function (linear), and 
polynomial function (poly) were used. To develop the ML-based model for predicting 
CPD, the input and output parameters were normalized. The data were then randomly 
broken down into training and testing data categories. Accordingly, 85% and 15% of 
data were considered as training and testing data, respectively. The training data were 
used to train the ML models and the accuracy of the proposed model was assessed 
using the test data. To examine the error, the mean absolute error (MAE) parameter 
was used: 

MAE = 
1 

n 

n∑ 

i=1 

|yi − f (xi )| (7) 

in which f (xi) and yi are the predicted and experimental values of CPD. In ML models, 
the hyperparameters parameters control the learning process. These parameters 
should be chosen carefully to improve the accuracy of the model. 

The ranges of hyperparameters in this study were chosen as suggested by [25]. 
The ranges of hyperparameters were then evaluated for each kernel function and 
the hyperparameters that led to the least error were finally shortlisted. There are 
three hyperparameters in radial basis kernel function including C, U, and ε for which 
the ranges [0.1, 1000], [0.0001, 5], and [0.0001, 5] were evaluated, respectively. The 
polynomial kernel function’s hyperparameters include C, U, ε, Coeff0, and the degree 
of the polynomial. The ranges consisting of [0.1, 100], [0.005, 1], and [0.01, 0.1] 
were interrogated for C, U, and ε, respectively. The degree of the polynomial and 
Coeff 0 were taken as 4 and 1, respectively. 

In Table 3, the optimum values of hyperparameters and their corresponding MAE 
are presented for each kernel function. Referring to Table 3, the MAE of polynomial 
and radial basis kernel functions equal 0.02 and these kernel functions yield the results 
with an acceptable error range. The MAE of the linear kernel function is equal to 
0.05, which is higher than that of two other kernel functions, yet this function offers 
a simpler solution.
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Table 3 Selected optimum hyperparameters and respective errors 

Kernel function Hyperparameters MAE 

Linear C = 1, U = 0.0001 0.05 

Radial basis C = 1000, U = 0.005, ε = 0.001 0.02 

Polynomial C = 1, U = 0.1, ε = 0.01, Coeff0 = 1 and degree = 4 0.02 

Fig. 5 Predicted CPD versus training data

In Figs. 5 and 6, the CPD calculated by three different kernel functions are 
compared with the training and testing data, respectively. Overall, all proposed 
models can predict the CPD with acceptable accuracy. Referring to Figs. 5 and 
6, the polynomial and radial basis kernel functions result in the CPD prediction with 
the most accuracy when compared with the testing data, i.e., experimental test data. 
As shown in Fig. 5, the proposed models are not overfitted to the training data. This 
suggests the generalization capability of the proposed models in predicting testing 
data. 

5 Conclusions 

This study presents a machine learning-based methodology for predicting the cumu-
lative plastic ductility (CPD) of buckling-restrained braces (BRB) by leveraging 
experimental test data. A large number of available experimental test data involving 
steel BRBs were first collected. The data associated with 85 test specimens having
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Fig. 6 Predicted CPD versus experimental test data

sufficient input and output parameters (features) were used to develop the ML-
based models. Five influential parameters including the normalized yield stress, 
core area, yielding zone length, and maximum ductility in tension and compres-
sion were found as effective input parameters. The support vector regression-based 
models were proposed to predict CPD using three different kernel functions including 
linear, polynomial, and radial basis functions through tuning hyperparameters of the 
SVR-based models to minimize the error parameter. The preliminary results of the 
proposed methodology confirm the proposed data-driven models can well predict 
the CPD capacity of steel BRBs. The proposed models should be improved in future 
studies by incorporating physics-based techniques, with the objective of achieving 
an easy-to-use tool for the design and evaluation of steel BRBs. 
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Reliability Based Optimal Design 
of Magnetic Negative Stiffness Damper 
Based Inerter for Efficient Energy 
Harvesting 

Sourav Das and Solomon Tesfamariam 

Abstract This study proposes a magnetic negative stiffness damper-based inerter 
(MNSDI) for mitigating wind-induced vibration of tall structures and energy 
harvesting. The proposed control system has a nonlinear magnetic negative stiff-
ness damper which does not add any additional stiffness into the combined system 
by which the adjoining members of the proposed control system do not experience 
any additional force demand. Due to the movement of the magnets inside a conduc-
tive pipe, MNSDI introduces eddy current damping into the structural system. An 
electromagnetic transducer is attached to MNSDI to convert vibrational energy to 
electrical energy. As the proposed system is a passive damper, the design parameters 
related to the damper are needed to estimate before installation. In this context, a 
reliability-based design optimization (RBDO) is used to estimate the design param-
eters of MNSDI, so that maximum energy harvesting can be achieved. As the RBDO 
framework is computationally expensive, Kriging is used as a surrogate model. For 
the numerical demonstration, a 76-storys high-rise benchmark building is consid-
ered. The stationary wind loads are used where fluctuating components of wind 
loads are simulated from the Davenport spectrum. The numerical results show the 
effectiveness of the proposed control system to reduce the structural vibration as well 
as enhance its energy harvesting capability simultaneously. 
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1 Introduction 

Due to the development of technology, civil engineering structures have become 
slenderer and are more prone to excessive vibration due to dynamic loads, which 
leads to occupant discomfort and structural instability. To mitigate the excessive 
vibration in tall structures, tuned mass dampers (TMD), one of the oldest vibration 
absorbers are used. They consist of a lumped mass connected to the structure by a 
spring and a viscous damper [4]. The TMD is designed in such a way that the natural 
frequency of the TMD coincides with the natural frequency of the superstructure, 
which results in resonance and hence energy due to external loads is dissipated. 
It is noticed that the performance of TMD relies on the mass of the TMD, i.e., a 
higher mass provides better energy dissipation. However, the larger mass may have 
an adverse effect on high-rise buildings. Also, the length of the viscous damper 
should be at least four times the stroke length. 

In the recent past, inerters have gained popularity among researchers as an alter-
native to TMD, where the inertance of an inerter is significantly larger than its actual 
weight [18]. It consists of flywheels that transform the linear displacement into rota-
tional motion, by which the effective mass of the system is increased. Many variants 
of inerter have been proposed by researchers. Lazar et al. [8] proposed a tuned inerter 
damper which is connected to the structure by a spring and damper in series. A combi-
nation of inerter and TMD was proposed by [11] and showed the enhancement of 
energy dissipation under seismic events compared with the traditional TMD. Wen 
et al. [20] showed the effectiveness of multiple tuned inerter-based dampers using H2 

control theory. A rotational inertia double-tuned mass damper, which is an improved 
version of the tuned viscous mass damper, was proposed by [5]. Xie et al. [21] devel-
oped a cable-braced inerter system that is composed of a pair of bracing cables, a 
flywheel, and a shaft. When the structure experiences displacement, one of the cables 
is shortened by which shaft starts to rotate, and results the translational motion is 
transformed into rotational motion. 

Despite the advantages of a tuned inerter damper (TID), few modifications are 
needed, such as the configuration of the TID. The TID consists of a spring, so 
that additional stiffness is added into the system, and hence the force demand on the 
member which is connected with the TID increases. In this view, a magnetic negative 
stiffness damper (MNSD) has been proposed in this study. The main advantage of 
this damper is that the additional stiffness is not added to the system. A few literatures 
are available on MNSD. Shi and Zhu [14] proposed MNSD and the effectiveness of 
the damper was investigated by experimental simulation. Furthermore, they studied 
the design optimization of MNSD through parametric studies [15]. Liu and Lui 
[10] proposed the mathematical expression for the nonlinear force–displacement 
hysteresis of MNSD, which was evaluated in the deterministic framework. 

Energy harvesting has gained popularity in this decade where mechanical vibra-
tion energy of the controller can be transformed into electrical energy using an 
electromagnetic transducer. For energy harvesting, tuned inertial mass with an elec-
tromagnetic transducer was proposed by [1]. Marian and Giaralis [12] investigated the
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potential of energy harvesting using a tuned mass damper-inerter system for harmon-
ically excited structures. Petrini [13] proposed a tuned mass inerter damper with an 
electromagnetic transducer for wind-excited tall buildings. A back-driven ball screw 
mechanism combined with a rotary transducer was proposed by [2]. Gonzalez-Buelga 
[6] developed a combined system consisting of a tuned mass damper and an elec-
tromagnetic motor for mitigation of a structure’s vibration and energy harvesting 
simultaneously. Tai and Zuo [19] studied the optimal performance of the energy 
harvester for base-excited structures. Das et al. [3] investigated the optimal perfor-
mance of a shape memory alloy-based inerter system for simultaneous mitigation of 
wind-induced vibration of tall structures and energy harvesting. 

The literature presented above mainly focuses on the different advancements of 
inerter systems for the reduction of structural vibration, due to earthquakes or winds 
and the potential for energy harvesting. This work investigated the performance of a 
modified inerter system, which enables to reduce vibrational energy of the structure 
and converts it into electrical energy. With this in view, the following objectives are 
set for the present study-

• Develop an inerter system which combines a magnetic negative stiffness damper 
(MNSD) and an electromagnetic transducer. The purpose of using MNSD is that 
additional stiffness is not added into the system and also the nonlinear load-
deformation hysteresis can absorb the vibrational energy. 

• To produce the maximum electrical energy, a surrogate-assisted optimization has 
been carried out to reduce the computational burden. Kriging is used as a surrogate 
model. 

• To establish the potential of the proposed control system for simultaneous vibra-
tion control and energy harvesting, a 76-story building is being considered for 
numerical demonstration purposes. 

2 Coupled Dynamics of Structure, Inerter, and Energy 
Harvesting System 

In this section, a high-rise benchmark building is used to demonstrate the proposed 
control system to mitigate the wind-induced vibration. The governing equations of 
motion and modeling details of the magnetic negative stiffness damper are elaborated 
in detail in the following subsections. 

2.1 Governing Equations of Motion for Coupled System 

Figure 1 illustrates the layout of the proposed control system, where an inerter is 
installed on the top floor of the building and the ineter is coupled with a magnetic 
negative stiffness damper (MNSD) for energy dissipation and an electromagnetic
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Fig. 1 Architecture of the proposed control system; a Layout of 76-story benchmark building, 
b Modeling of a DC motor connected with a resistor in series and c Configuration of inerter 

transducer for energy harvesting. In this proposed control system, the MNSD and 
the transducer are connected in parallel, whereas the entire system is connected with 
the inerter in series. The configuration of the inerter is shown in Fig. 1c, which 
consists of a rack, pinions, gears, and flywheels. The force induced by the inerter is 
expressed as 

Fin = 
Jin 
r2 in 

(
ẍi − ẍ j 

) = Min ẍin (1) 

where J in is the moment of inertia of the flywheel, rin is the radius of the gear, xin 
denotes the displacement of the inerter which is the relative displacement of two 
terminals, (i.e., T1 and T2 in Fig. 1a) of the inerter, i.e., xin = (xi − xj). Also, the 
over-dot in Eq. (1) shows the differentiation with respect to time. Therefore, the 
inertance of the inerter (M in) equals to 

( 
Jin 

/ 
r2 in 

) 
. 

The governing equations of motion of the coupled system subjected to wind loads 
(Fwind) can be written as 

M ẍ + C ẋ + Kx  − FMNSD + K f I = Fwind (2) 

Min ẍin + FMNSD − K f I = 0 (3)  

Kv( ̇xin − ẋN ) + RI  + Lgen İ = 0 (4)
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where M, C, and K are the mass, damping, and stiffness matrices of the primary 
structure, respectively. x is a vector of floor displacement, i.e., x = [x1, x2, …,  xN ]T, 
where N is the total number of floors in the primary structure. FMNSD in Eq. (2) repre-
sents the force induced by the magnetic negative stiffness damper, whose details are 
provided in the following subsection. Also, in Eq. (3), R denotes the resistance of the 
electromagnetic transducer, which is equivalent to R = (Rgen + Rload), where Rgen and 
Rload are the resistance of the generator and the external resistance, respectively. The 
inductance of the generator is denoted by Lgen. According to Faraday’s law of electro-
magnetic induction, when the generator is attached to a rotating mechanical system, 
the electromotive force (EMF) induced in the generator, i.e., egen is proportional to 
the relative angular velocity of the mechanical system 

( ̇
θgen 

) 
,which is expressed as 

egen(t) = Kv θ̇gen(t) (5) 

where Kv is the motor’s back-EMF constant. Also, from Lorentz’s force law, the 
torque produced in the mechanical system depends on the electric current (I) induced 
in the coil of the generator, which is given by 

τgen(t) = K f I (t) (6) 

where Kf is the motor torque constant. From Eqs. (5) and (6), the relation between 
torque and the angular velocity of the generator can be expressed as [9]. 

τgen(t) = Kv K f 
Rgen + Rload 

θ̇gen(t) (7) 

The power generated by the electromagnetic transducer is expressed as 

Pg(t) = I 2 (t)Rload (8) 

2.2 Modeling Details of Magnetic Negative Stiffness Damper 

In this study, a magnetic negative stiffness damper (MNSD) is used as a passive 
vibration absorber, as proposed by [14]. As shown in Fig. 2, the MNSD consists 
of three magnets placed in a non-ferromagnetic (e.g., copper) conductive pipe. One 
of these is movable. Two magnets are stationary at opposite ends of the conductive 
pipe. When the structure experiences displacement due to external dynamic loads, 
the movable magnet is displaced from the equilibrium position. To maintain the 
equilibrium position of the movable magnets, an opposite force is exerted by one 
of the stationary magnets, which is opposite to the motion of the movable magnet. 
Thus, negative stiffness is experienced. Also, as the conductive pipe is made of non-
ferromagnetic material, an eddy current is induced due to the change in magnetic flux
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Fig. 2 Architecture of the 
proposed control system 

when the magnet is moving, thus damping is induced in the system. There are different 
phenomenological models available to define the load–deformation hysteresis of the 
MNSD. In this study, [10] is used to represent the nonlinear hysteresis of the MNSD, 
which is derived within the deterministic framework. The force exerted by the MNSD 
is expressed as 

FMNSD = CMNSD ẋin (9) 

where the damping coefficient, CMNSD is written as 

CMNSD = M2 
0 μ

2 
0 R

3 σε  

[ 
a 

1 + 
( 

ε 
b 

)c 

] 

(10) 

where M0 is the magnetization, μ0 is the magnetic constant, and σ is the conductivity 
of the pipe. In the above equation, R denotes the magnetic radius and ε = (R2 – R1)/ 
R1, where R1 and R2 are the inner and outer radii of the conductive pipe. The constants 
a, b, and c are expressed as follows 

a = −θ1ζ 2 + θ2ζ + θ3 (11) 

b = −θ4ζ 2 + θ5ζ + θ6 (12) 

c = −θ7ζ 2 − θ8ζ + θ9 (13)
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where ζ is the aspect ratio of the magnet. In the above equations, the constants θ 1, 
…, θ 9 depend on the manufacturing process, which helps the designer to tune the 
MNSD against the stochastic loads. 

3 Simulation of Stochastic Wind Loads 

In this study, the wind loads are simulated for the along-direction of the building 
floors, which are assumed to be quasi-steady. It has two components, i.e., mean and 
fluctuating components. The wind force acting on the i-th floor is expressed as 

Wi = 
1 

2 
ρCD Ai 

[ 
Um,i (t) + U f,i (t) 

]2 
λD( f ) ≈ ρCD AiUm,i (t)U f,i (t) (14) 

In the above equation, ρ is the air density, CD is the drag coefficient, which depends 
on the shape of the building, and Ai is the projected frontal area of the building 
perpendicular to the wind flow. The mean and fluctuating components of the wind 
velocity at the i-th floor of the building are represented by Um,i and Uf ,i. In Eq.  (14), 
λD is the aerodynamic admittance for drag, which depends on the frequency ( f ) and 
equals 1.0 for quasi-static conditions. The mean component of the wind velocity, 
Um,i(t), at the i-th floor of the building is expressed using the logarithmic law [17], 
given by 

Um,i (z) = Um(z10) 
ln(z/z0) 
ln(10/z0) 

(15) 

where z is the height measured from ground level, Um(z10) is the mean wind velocity at 
z = 10 m, and z0 is the terrain roughness length. In Eq. (14), the fluctuating component 
of the wind velocity, Uf ,i is estimated using the spectral method, proposed by [16]. 
The power spectral density matrix for the stochastic wind field of a N-storys building 
is written as 

S(ω) = 

⎡ 

⎢ 
⎣ 

S11(ω) · · ·  S1N (ω) 
... 

. . . 
... 

SN1(ω) · · ·  SNN  (ω) 

⎤ 

⎥ 
⎦ (16) 

where ω is the frequency in rad/s. The elements of S(ω) in Eq.  (16), i.e., Sij(ω) is  
expressed as 

Si j  (ω) = 

{ 
Si (ω), if i = j √

Si (ω)Sj (ω)ψi j  (ω), if i /= j 
(17)
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where Si(ω) denotes the power spectral density function (PSDF) and ψ ij(ω) is the  
coherence function between the turbulence between the i-th floor and the j-th floor, 
corresponding to zi and zj heights, respectively. The coherence function, ψ ij(ω) is  
given by 

ψi j  (ω) = exp 

[ 

− 
ω 
2π 

Cz 

| 
|zi − z j 

| 
| 

0.5 
( 
Um,i + Um, j 

) 
] 

(18) 

where Cz is the correlation coefficient. The power spectral density function, S(ω) in  
Eq. (16) is decomposed using Cholesky decomposition and is expressed as 

S(ω) = L(ω)LT ∗(ω) (19) 

In the above equation, L(ω) is the lower triangular matrix for every ω whose 
complex conjugate is denoted by L*(ω). The matrix L(ω) is expressed as follows 

L(ω) = 

⎡ 

⎢ 
⎣ 

L11(ω) · · · 0 
... 

. . . 
... 

L N1(ω) · · ·  L N N  (ω) 

⎤ 

⎥ 
⎦ (20) 

In this study, fluctuating component of the wind velocity are modeled as a 
stationary process, where the standard deviation of the fluctuating wind velocity 
is independent of time. The Davenport spectrum is used to simulate the stationary 
fluctuating wind speed, which is expressed as 

Si (ω) = 
[ 
σ S(z) 

]2 

6 

2π 
ω 

4P2 

( 
1 + P2 

)4/3 = 
1 

2 

u2∗ 
ω 

4P2 

( 
1 + P2 

)4/3 (21) 

where P = 1200ω 
2πUm (z10) and the wind shear (u*) in the above equation is written in the 

following form 

u∗ = 
k0Um,i (z) 
ln(z/z0) 

(22) 

where k0 is the von-Karman constant, which is assumed to be 0.4 in this study. Once 
the PSDF for the stationary process is defined, the fluctuating wind velocity time 
history Uf ,i at the i-th floor of the building is simulated by using the superposition 
of trigonometric functions with random phase angles, which is expressed as 

U S f,i (t) = 2 
N∑ 

m=1 

Nω∑ 

l=1 

|L im(ωml)|
√

Δω cos[ωmlt − θml(ωml) + ϕml] (23)
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where Lim is the element of the matrix L(ω) defined in Eq. (20). Also, Δω is the 
frequency step, which is equal to (ωu/Nω). The cut-off frequency is denoted by 
ωu and Nω is the total number of divisions in the frequency scale which is equal 
to ωml = lΔω − 

(
m−l 
m 

) 
Δω. In Eq.  (23), ϕml is the random phase angle which 

is uniformly distributed between 0 and 2π. Also,  θml(ωml) = tan−1 
{ 
Im[L im(ωml)] 
Re[L im(ωml)] 

} 
, 

where Im[.] and Re[.] are the imaginary and real components, respectively. 

4 Reliability-Based Optimal Tuning of Proposed Control 
System 

The nonlinear model of the combined structural system coupled with the magnetic 
negative stiffness damper-based inerter system is elaborated in the previous section, 
which is exposed to stochastic wind loads. The purpose of the proposed control 
system is to maximize energy harvesting. Thus, the optimization of the proposed 
control system is needed to ensure the maximum power generated. Monte Carlo 
simulation is one of the oldest and most robust method for optimization. In reality, 
this method is not suitable for high-fidelity models where many samples are required 
to capture the nonlinearity of the structural system, and thus, it becomes computation-
ally expensive. To reduce the computational cost, surrogate-assisted optimization has 
gained popularity in recent decades. In this study, Kriging, a well-known surrogate 
model, is used, whose details are provided in the following subsection. 

4.1 Kriging Surrogate Model 

Kriging is a stochastic modeling technique that produces the probabilistic responses 
from data samples using an interpolation scheme by minimizing the mean squared 
error. It approximates the original response surface with the assumption that the 
output from the Kriging is evaluated by a Gaussian process whose mean and autocor-
relation are unknown and computed from the training dataset. The output response, 
which is a function of input design variables, is expressed as follows 

Y ≈ 
m∑ 

i=1 

ηi fi (X ) + ψ(X ) = f (X )T η+ψ(X ) (24) 

where X is the vector of design variables, f (X) is the vector of m numbers of known 
regression functions, and η is the regression coefficient vector. Also, in the above 
equation, ψ(X) is the error function, which is assumed to be a stationary Gaussian 
process with a zero mean, constant variance σ 2 and the auto-correlation function Q. 
The autocovariance function of ψ(X) is expressed as follows
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E 
[ 
ψ(Xi )ψ 

( 
X j 

)] = σ 2 Q 
( 
Xi , X j ; θ 

) 
(25) 

where E[.] is the expectation operator and Q(Xi, Xj; θ ) is the correlation between 
the samples X i and Xj with respect to hyperparameter θ. In this study, the Gaussian 
correlation function is used, which is written as 

Q 
( 
Xi , X j ; θ 

) = 
m∏ 

k=1 

exp 
{ 
−θk 

( 
Xi,k − X j,k 

)2 } 
(26) 

where Xi,k and Xj,k are the k-th components of Xi and Xj, respectively. The hyper-
parameter θ is estimated using a maximum likelihood estimate. Also, the regression 
coefficient η in Eq. (24) is estimated by the least-square method. The details of the 
entire procedure of Kriging are found in [3]. 

4.2 Optimization of the Proposed Control System 

In this study, Kriging is adopted for reliability-based optimization of the combined 
inerter system. The tuning parameters of the proposed control system are designed 
so that maximum power can be generated. In this case, the uncertainty is associated 
with the wind loads. The performance function for the optimization is considered as 
follows 

β = 
μPg 

σPg 
(27) 

where β is the reliability index, which is a ratio of the mean (μPg) and standard 
deviation (σ Pg) of the maximum value of power generated from an ensemble of 
wind load time histories. Within this view, the RBDO problem is formulated as 

X∗ = arg max 
X 

[β(X, κ)] 

s.t. XLL ≤ X ≤ XUL (28) 

where X = [R, ζ , R1, R2, θ 1, …,  θ 9] are the design variables which are bounded by 
lower and upper limits, XLL and XUL, respectively, R and ζ are the radius and aspect 
ratio of the magnet, R1 and R2 are the inner and outer radii of the conductive pipe, 
and θ 1, …,  θ 9 are parameters which control the hysteresis of the MNSD, as defined 
in Eqs. (11)–(13). In Eq. (28), κ is the uncertainty related to the wind loads. The 
entire framework of the optimization is shown in Fig. 3.



Reliability Based Optimal Design of Magnetic Negative Stiffness … 237

Fig. 3 Flowchart representing kriging-based RBDO 

5 Numerical Results 

In this study, a 76-storys high-rise benchmark building is taken [22] for demonstration 
purposes. The building is located in Melbourne, Australia. It was made of reinforced 
concrete, consisting of a concrete core and a concrete frame. The total height of the 
structure is 306 m, where the first story is 10 m high from ground level, the story 
heights for the second and third floors, 38th to 40th, and 74th to 76th, are 4.5 m, and 
the other story heights are 3.9 m, as shown in Fig. 1. The total mass of the structure 
is 153,000 metric tons, including heavy machinery in plant rooms. The aspect ratio



238 S. Das and S. Tesfamariam

Fig. 4 Mode shape and modal frequencies of 76-story benchmark building 

(i.e., the height to width ratio) is 7.3, which means the structure is slender and highly 
sensitive to wind-induced vibration. The core of the structure is designed to resist 
the wind loads and the gravitational loads and part of wind loads are carried by 
concrete frames. In this study, all rotational degrees of freedom are eliminated by 
using a static condensation procedure, and only translational degrees of freedom are 
considered, i.e., one for each floor. The natural frequencies of the building are found 
to be 0.16, 0.765, and 1.992 Hz. The damping ratio is 1% in all modes following 
Rayleigh’s model. Figure 4 shows the first three modal frequencies and mode shapes 
of the benchmark building. 

Once the structural properties are defined, the wind loads are estimated for 
different floors of the building using the quasi-steady model, described in Sect. 3. 
The air density (ρ) is assumed to be 1.226 kg/m3. The random wind loads have mean 
and fluctuating components, where the mean component of the wind loads at every 
floor is computed using the logarithmic power law and the stationary fluctuating part 
is simulated using the Davenport spectrum. The mean wind speed at 10 m above 
ground level is assumed to be 25 m/s. The ground roughness coefficient is assumed 
to be 0.3. Figure 5 shows the wind velocity acting on different floors of the building 
considering stationary fluctuating components. Also wind force time history for two 
cases at 70th and 76th floors are shown in Fig. 6a, b, respectively. Figure 6c depicts 
the auto power spectral density function (PSDF) at the 76th floor. Similarly, Fig. 6d 
illustrates the cross PSDF between 70th and 76th floors. It is seen that the target 
PSDF and the ensemble average of PSDF of fluctuating components of stationary 
wind loads simulated from the target PSDF match well.
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Fig. 5 Wind velocity time histories at different floors considering stationary fluctuating component

Once the wind loads are simulated, attention is focused on the reliability-based 
optimization of the proposed controller, which is achieved by the tuning of the param-
eters of the proposed controller. The wind loads are assumed to be the only source 
of the uncertainty. The mean value of design parameters are taken: μR (radius of the 
magnet) = 10 mm, aspect ratio (ζ ) of the magnet = [0.05, 2], μR1 (inner radius of 
the conductive pipe) = 11 mm, μR2 (outer radius of the conductive pipe) = 17 mm, 
the constants related to the hysteresis of the MNSD, [μθ1, …,  μθ9] = [0.39,1.213, 
0.19, 0.1375, 0.5043, 0.14, 0.033, 0.006, 1.1146]. The mean value is denoted by μ 
in the above. All the design variables are assumed to be uniformly distributed with 
coefficient of variation of 20%. As Kriging is the approximate model which predicts 
the output responses based on few observations called design of experiment (DoE). 
Therefore, attention is devoted to the accuracy of the surrogate model. Different 
sizes of DoE set, i.e., from 75 to 200 samples with an increment of 25 samples, are 
considered, which are generated using the Sobol sequence. With the DoE samples, a 
Kriging model is trained, and 50,000 prediction points of design variables are passed 
through the trained Kriging model to obtain the predicted outputs. The same predic-
tion points are used for estimating the accuracy. Figure 7 shows the convergence 
history for different sizes of the DoE set. It is seen that a minimum of 125 DoE 
samples is needed in this case. With this DoE set, the optimization is carried out. The 
optimum design parameters are obtained as: R = 9.6 mm, ζ = 1.99, R1 = 10.8 mm, 
R2 = 13.6 mm, the constants related to the hysteresis of the MNSD, [θ 1, …,  θ 9] = 
[0.51,1.06, 0.25, 0.16, 0.39, 0.11, 0.04, 0.0074, 0.898].

With the optimized design parameters, time history analysis is performed. Figure 8 
shows the top floor displacement time history without and with controller. It is seen 
that the peak displacement of the top floor is reduced by 56% while using the proposed 
controller. The rms reduction is found to be 49%. Besides the reduction of peak and
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Fig. 6 Wind force simulation; a Time history at 70th floor, b Time history at 76th floor, c Auto 
PSDF at 76th floor and c Cross PSDF between 70th and 76th floor
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Fig. 6 (continued)
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Fig. 7 Convergence history for different sizes of DoE sets

rms displacement of the top floor, the generated power time history is shown in 
Fig. 9a. It is seen that the maximum power generated is found to be 716 W. Also, the 
ensemble average of power generated using the proposed control strategy is shown 
in Fig. 9b. 

Fig. 8 Top floor displacement without and with controller for stationary winds
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Fig. 9 a Power generated for single wind load time history and b Ensemble average of power 
generated
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6 Conclusions 

The theoretical study presented in this paper is focused on the performance of the 
magnetic negative stiffness damper-based inerter system for mitigating the wind-
induced vibration of tall structures. It also investigates the potential of energy 
harvesting using the proposed control system. The major contributions of the present 
study are listed below: 

• The numerical results presented in the previous section establish the effectiveness 
of the proposed control system for mitigating the wind-induced vibration of the 
structure and energy harvesting, i.e., the conversion of vibrational energy into 
electrical energy. It shows the effectiveness of the proposed control system in 
terms of reducing the peak and rms values of the floor displacement. 

• To generate the maximum power, the parameters associated with the proposed 
control system are tuned using stochastic optimization. Kriging is used as a 
surrogate model for optimization. It is seen that the optimization technique is 
very efficient at reducing the computational cost while operating in a stochastic 
environment. 

All these aspects clearly indicate the effectiveness of the proposed control system 
for reducing the wind-induced vibration of high-rise buildings, and the dissipated 
energy is converted into power. 
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and Aerodynamic Mitigation of Low-Rise 
Building with Complex Roof Geometry 
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Abstract Climate change is the leading cause of the increasing intensity and occur-
rence frequency of wind events, inducing significant environmental, and economic 
consequences on communities and cities. A significant wind-induced load is initiated 
during a windstorm, mainly impacting the roof, leading to extensive roof damages 
or even roof total failure. Typical roof shapes (i.e., gable/hip) are generally designed 
using provision codes and standards. The wind tunnel test is required when designing 
complex roofs of low-rise buildings, as it experiences complex loading patterns 
attributed to the various possible roofing shapes and turbulent characteristics within 
the atmospheric boundary layer. This roof can be efficiently improved using compu-
tational modeling, including high-fidelity large eddy simulation (LES) to provide 
quantitative assessment for wind load in the primary stage of the design process to 
narrow down the design alternatives. The current study targets an isolated complex 
roof shape and utilizes LES and consistent discrete random flow generator (CDRFG) 
technique to simulate a model size of 1:50 to assess numerically wind load prediction 
by validating it with wind tunnel results. The current study aims to numerically (i) 
evaluate wind load on an isolated low-rise building with complex roof geometry for 
various angles of attack and (ii) mitigate the roof aerodynamically using parapets 
added corners to reduce the wind impact on the roof. The validation shows that both 
the mean and RMS pressure coefficients agree with the wind tunnel. The latter is 
evident for the effectiveness of that numerical evaluations as a precautionary method 
for the preliminary stage of the design of buildings. It was found that roof surfaces 
with solid parapets added to the corners can effectively reduce wind uplift forces on 
average by 15%. 
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1 Introduction 

Windstorms, among other factors such as aging infrastructure and the increasing 
population, have led to an increase in the damages to structures worldwide. According 
to post damage surveys, the wind is considered one of the major forces responsible 
for the catastrophic economic and life loss. In the past 40 years, windstorm-induced 
losses are estimated to represent 60% of the total insured losses due to natural catas-
trophes [18]. Barrie’s recent tornado in July 2021 is a sobering reminder of the catas-
trophic damages that wind may cause. The majority of structures built in Canada 
are categorized as low-rise buildings used mainly for residential and commercial 
purposes. In fact, according to census Canada, in 2016, the overall housing stock 
was classified as single detached houses with more than 53%. The latter building 
category is considered the most susceptible to wind damage due to the development 
of high suction regions caused by flow separations at sharp edges, where worst wind 
suctions occur at corners for oblique wind directions. In addition, low-rise building is 
located within the atmospheric boundary layers where they may endure the complex 
turbulent characteristics [3]. Although uplift forces may not impose a significant 
threat to the structural building system due to the improvements in building codes 
over the last decades, they can still inflict severe damages to the building envelope, 
especially to roofing components such as roof sheathing and roof covering [5]. 

Since buildings are bluff bodies where the roof is the first line of defense that keeps 
the building intact during a wind event, many studies have investigated modifying the 
roof edges and corners using aerodynamic modification techniques (e.g., pergolas 
and parapets). These techniques can be installed as permanent architectural features 
or used for rehabilitation purposes. The aerodynamic modifications can be located at 
the roof edge/corner aim to change the wind flow pattern on the roof, by disrupting 
the formation of corner vortices or diverting the flows in the separation zone away. 
Previous studies showed the efficiency of modifying the roof corners or edges, by 
adding varieties of aerodynamic modifications to reduce both the extreme negative 
pressures caused by conical vortices and the uplift forces on the roof, such as [3, 
8, 15, 19, 20]. It was found that the modifications techniques can effectively reduce 
the magnitude of wind load during wind events, subsequently reducing the wind-
induced risk of damages on roofs of low-rise buildings in addition to the building cost. 
Furthermore, many studies have linked the mitigation technique to an optimization 
procedure to find the optimal configuration that maximizes wind load reduction, such 
as [7, 9, 12, 13]. 

Parapets are considered a commonly employed aerodynamic modification tech-
nique that has been used as a standard architectural feature for decades, where they 
can be retrofitted to an existing building structure. They are often mounted on edge 
and corner areas, as shown in Fig. 1, where their height and orientation are crucial 
factors impacting their efficiency. Their mechanism works by lifting the separated 
wind shear layers of the roof surface and dissipating the high local corner or edge 
suctions over a larger area [4]. One of the early studies investigating the aerodynamic 
impact of solid parapets on low-rise buildings was presented by [6]. Their results
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Solid parapets Discontinues corner 
parapets 

Full-length roof-edge 
parapets 

Fig. 1 Roof aerodynamic modification techniques 

show that tall parapets reduce the high suction on roofs, while short parapets are 
found to aggravate the edge and corner suction. Furthermore, the National Building 
Code of Canada (NBCC) has also allowed reductions for suction coefficients by up 
to 27%, depending on the reference roof height and the distance to the nearest edge. 
Also, codes such as the ASCE allow the corner zone to be treated as an edge zone for 
component and cladding design if a parapet equal to, or higher than 0.9 m is present, 
effectively reducing the corner suction coefficients by 35% in that standard. 

Suaris and Irwin [19] have studied the parapet’s porosity and location impact 
on the parapet’s efficiency in reducing peak suctions. They have found that corner 
parapets with a porosity of 33% can lead to a total reduction in the peak corner 
suction of 60%. Bitsuamlak et al. [8] investigated architectural elements’ efficiency, 
including gable end, ridgeline extensions, and wall extensions to reduce roof and 
wall corner suction. The study concluded that the 200 mm height ridgeline extension 
reduced peak suction for a roof slope of 3:12 at zones close to the roof ridge by 60%, 
while the gable-end extensions reduced peak suction close to the roof’s gable-end 
zone by 65%. A similar study has been conducted by [2], where various corner, edge, 
and ridgeline modifications are applied to a gable roof sloped at 3:12. It was found 
that discontinued parapets with a height of 750 mm led to an 8% reduction of the 
uplift forces on the entire roof. 

While the impact of parapets on the uplift forces for typical roof geometry (i.e., 
gable or hip) has been the topic of numerous experimental studies, the effect of 
parapets on complex roof structures has remained largely unexamined. Therefore, 
the current study aims to (i) validate the numerical wind load estimation on complex 
roofs geometry utilizing the consistent discrete random flow generator (CDRFG) 
technique as an inflow generator for a suburban terrain using experimentally obtained 
data (i.e., wind tunnel) to validate the numerical large eddy simulation (LES) and (ii) 
examine the effectiveness of using solid corner parapets to reduce the wind impact 
on low-rise building roofs with complex roof geometry. These objectives will be 
achieved by comparing the wind-induced forces and pressure on the roof surfaces. 
A modified model was compared with a non-modified model using computational 
fluid dynamics (CFD) at different wind angles of attack. The current study is divided 
into four sections. Section 1 (this section) presents an introduction and a review of 
the literature examining the impact of adding an aerodynamic modification to the 
roof perimeter at different wind angles of attack. Section 2 presents a description of 
the study, building’s geometry, the utilized modifications techniques, the validation
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Fig. 2 Non-modified model a Dimensions, b Solid parapet locations, and c Three-dimensional 
views 

model, and the adopted CFD model used in assessing the different building shapes. 
Section 3 examines the impact of introducing the solid corner parapets on the wind-
induced forces acting on the roof. Section 4 summarizes the conclusion and the main 
findings of this study. 

2 Numerical Model Details 

2.1 Study Case 

The non-modified model has a complex roof geometry with varieties of roof slopes 
and one chimney, occupying a total footprint of 20.88 m ×21.7 m with a total height 
of 5.5 m and an eave height (H) of 2.34 m, in full scale. The overall model dimensions 
are illustrated in Fig. 2a. The study model was modified using parapets located at the 
perimeter corners of the roof with a height of 500 mm and width of 200 mm, while 
the length is 1000 mm, as shown in Fig. 2b. 

To study the impact of the eight corner parapets on the forces acting on the roof, 
the roof surfaces parallel to the wind flow were denoted as R1–R6 while the roof 
surfaces that are perpendicular to the wind flow are denoted by S1–S6, as presented 
in Fig. 3.

2.2 Numerical Simulation 

The adopted CFD model, employed Star CCM+ (15.04.008-R8), utilized the LES 
turbulence model, while using WALE sub-grid scale as previous studies found that
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Fig. 3 Roof surfaces and 
parapets monitored for this 
study

it can reduce the computational time by up to 64% [16]. The computational domain 
dimensions and boundary conditions are shown in Fig. 4. As observed from Table 1, 
the size of the computational domain satisfied the minimum values set by [14]. The 
boundary conditions at the top and side surfaces of the computational study domain 
were set as symmetry plane boundary conditions. The ground and building surfaces 
were defined as a non-slip wall boundary condition, while the outlet surface was 
defined as an outflow. The inlet wall was defined as a time-varying inlet velocity 
boundary condition using the CDRFG technique described by [1, 11]. 

Fig. 4 Computational domain dimensions and boundary conditions



252 R. Al-Chalabi et al.

Table 1 Computational domain description 

Hmax Current study Recommendations by [14] 

0.11 m Vertical extension of the CD 0.5 m 5Hmax. (0.55 m) 

The lateral extension of the CD 1.8 m 5Hmax 0.55 m) 

Distance between inflow boundary and 
building 

0.6 m 5Hmax (0.55 m) 

Distance between outflow boundary and 
building 

3.04 m 15Hmax (1.65 m) 

The computational domain was discretized to a hexahedral ranging from 10 to 
40 mm and further refined near the building to a mesh size of 4 mm to capture 
smaller scale turbulence near the building of interest, yielding a total mesh of 202 
M cells as shown in Fig. 5. Conditional transient analysis with LES is crucial to 
ensure the convergence of a numerical method for partial differential equations. This 
condition is known as the Courant-Friedrichs-Lewy (CFL) [10]. The latter aims to 
provide numerical convergence within each time-steps by maintaining the Courant-
Friedrichs-Lewy (CFL) below 1.0. CFL is calculated based on velocity, cell size, 
and the time step at each cell. Accordingly, the time step was chosen to be equal to 
0.5 ms. The numerical simulations are conducted for 16,000 time-steps and 4 inner 
iterations. 

The study’s model was tested at eight wind angles of attack ranging from 0° to 315° 
with an increment of 45°, where the north is 0° and 90° is at east. The current study 
compares all dels’ critical forces in x, y, and z directions. The data were processed 
and extracted in the sequence shown in Fig. 6. It is worth mentioning that surfaces 
generating negligible wind forces in specific directions have been eliminated from 
comparison. For instance, vertical surfaces, S1–S6, will not generate any uplift forces 
in the z-direction as they are vertical surfaces. Thus, uplift forces time histories have 
not been presented in the comparison.

Fig. 5 Mesh grid resolution utilized in the CFD simulations 
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Fig. 6 Procedure of data extraction, processed, and analysis 

2.3 Validation Simulation 

The adopted CFD model was validated by comparing the mean and RMS of pressure 
coefficients with the experimentally obtained data presented by [17]. The validation 
process aims to assess the fidelity and accuracy of the numerical technique, evaluating 
wind load for a complex roof of a low-rise building. The mean velocity profile 
obtained from the wind tunnel measurements compared well with the velocity profile 
corresponding to suburban terrain roughness, zo, of 230 mm and 1/α is 0.14, as  
given in Eq. (1) and shown in Fig. 7a. The turbulence intensity profile demonstrated 
in Fig. 7b obtained from wind tunnel measurements is also compared well with the 
turbulence profile as shown in Eq. (2). 

Uz = U 10

( z 

10

)1/α 
(1) 

Iu = cu
(
zref 
z

)bu 

(2) 

The CFD was modeled at a scale of 1:50 where the surface pressure acting on the 
roof was measured at a reference wind velocity (Vref) of 1.6 m/s (8.2 m/s in full scale) 
corresponding to a mean roof height of 0.086 m (4.3 m in full scale). The validation

Fig. 7 Comparison of CFD and target profiles at mean roof height of 4.3 m in full scale a Mean 
velocity profile and b Turbulence intensity profile 
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Fig. 8 Probes layout for 
validation 

was performed to the tested model corresponding to a wind angle of attack of 130◦, 
which was repeated 30 times where each test lasted for 360 s, with a time scale of 
1:10. 

The mean velocity and turbulence intensity profile generated to match a suburban 
terrain exposure were later adopted in the current study. Twelve pressure probes were 
located in the middle of the gable roof at the east side of the building to extract mean 
and RMS pressure coefficients, as shown in Fig. 8. The contours of both mean and 
pressure coefficients for the validation model are shown in Fig. 9. Figure 10 presents 
a comparison of the mean and RMS resulting from the current numerical simulation 
to the experimental data. The mean and RMS pressure coefficient were found to 
have an average difference of 14% and 10%, respectively. The pressure coefficient at 
the side behind the separation point is lower than the experimental values. The latter 
may be due to the insufficient power of incident flows in the relatively low-frequency 
region.

3 Results and Discussion 

It is crucial to perceive wind force characteristics as an influential climate factor in a 
formed man-made environment, specifically in residential areas, to maximize wind-
resilience designs in low-rise buildings, considering structural safety and afford-
ability. Therefore, the current study addresses the impact of employing solid corner 
parapets on stand-alone models in suburban terrain, by reducing the flow separation 
at the corners to allow for an economical design for the low-rise buildings. During 
wind events, the corner parapets aim to displace the vortex from the roof, therefore
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Fig. 9 Mean and RMS of the pressure coefficients for wind angle of attack of 130° 

(a) (b) 
WT 
CFD 

WT 
CFD 

Fig. 10 Mean and fluctuation pressure coefficient wind angle of attack of 130°

reducing the critical forces that govern the roof design. Ideally, the mitigation tech-
niques (i.e., parapets) would have minimal loads to avoid them becoming wind-borne 
debris, or bring significant uplift, lateral forces to the host building. 

The current study investigates the effectiveness of corner modification techniques 
in reducing wind load for low-rise buildings, with complex roof geometry during 
wind events. The parapets’ orientation was chosen where the wind-induced damages 
were frequently reported in the post damage assessment locations. The results are 
based on extracting the time histories for the uplift, along- and across-wind forces 
for both the non-modified and the modified model at wind angles of attack ranging 
from 0◦ to 315◦ with an increment of 45◦.
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3.1 Critical Forces Acting on the Roof 

3.1.1 Uplift Wind Forces 

Solid corner parapets offer an effective wind pressure mitigation for complex roof 
surfaces. In the current study, the corner parapets effectively reduced the critical 
uplift forces up to 21% on the roof surface R1 (i.e., east side) as shown in Fig. 11. It  
can be noted from Fig. 12: that the reduction is not only applied to the most critical 
uplift force at an of the wind loading but also reduced the peaked uplift forces for the 
entire time history and increased instance the downward acting force (i.e., stabilizing 
the roof). Similarly, uplift forces on roof surfaces R5 and R6 were reduced by 12% 
and 32%, respectively. 

On the contrary, it was noticed that part of the roof denoted by R3 experienced a 
rise in the uplift forces compared with the non-modified model. The latter is probably 
due to not modifying the middle zones of the complex roof geometry roof surfaces.
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Fig. 11 Critical full-scale uplift forces acting on roof surfaces 

Fig. 12 Uplift force time histories of non-modified and the modified models for R1 
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Fig. 13 Critical full-scale along-wind forces acting on roof surfaces 

This increase in the uplift forces can be reduced effectively by adding a ridgeline 
extension to displace the wind flow on the middle zones of the roof, as many previous 
studies concluded [2, 8]. On another note, Fig. 12 shows that parapets did not influ-
ence the uplift forces attributed to the overhang (i.e., OH) when the modified model 
compared with the non-modified model. The reason is that most incident flow of 
the wind at the building eave height depends on the wind pressure, which was not 
impacted by the presence of the parapets. 

3.1.2 Along-Wind Forces 

During wind events, structures experience wind forces, including the along-wind 
forces acting in the wind direction. In the current study, the along-wind forces are 
used as criteria for examining the effectiveness of the mitigation techniques. It can be 
noted from Fig. 13 that, the presence of the parapets did not reduce the along-wind 
forces attributed to the surface denoted by S. The along-wind forces for the surface 
perpendicular to the wind flow may be reduced by adding a gable-end extension. 
As for roof surface R4, it was found to have a 20% reduction in the along-wind 
force compared with the non-modified model. The latter reduction is achieved by 
the presence of the corner parapets at a wind angle of attack (i.e., 90° in this case). It 
can be noted from Fig. 14 that, although the minimum reduction in the along-wind 
forces for roof surface R1, however, adding parapets to the east end of the building 
led to reducing the peak of along-wind forces for the entire time history.

3.1.3 Across-Wind Forces 

The term across wind refers to the transverse wind flow, which causes wind-induced 
forces in a plane perpendicular to the wind direction. In the design of low-rise build-
ings, the across wind-wind forces are typically dominant by the along-wind response,
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Fig. 14 Along-wind force time histories of non-modified and the modified models
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Fig. 15 Critical full-scale across-wind forces acting on roof surfaces

unlike the tall buildings. The along-wind forces on the entire roof for the study 
complex roof geometry are, on average, 22 times higher than the across-wind forces. 
It can be noted from Fig. 15 that the across-wind forces impacted the multiple roof 
surfaces, where it produced a maximum reduction, for example of roof surface R1, of  
31%. The entire time histories for across forces for both non-modified and modified 
models are presented in Fig. 16. 

4 Summary and Conclusions 

The study presented in the current paper investigates the performance of an aero-
dynamic mitigation technique (i.e., corner parapets) on reducing uplift, along-wind, 
and across-wind forces produced by wind in a suburban intensity setup on a complex 
roof of low-rise buildings. Parapets were added to the corners at the roof’s perimeter 
to displace the wind shear layers away from the separation zones, where the damage 
is typically initiated due to high-pressure magnitudes. According to the comparative 
assessment between the non-modified and the modified model at a wind angle of 
attack ranging from 0◦ to 315◦ with an increment of 45◦, corner parapets were found
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Fig. 16 Across-wind force time histories of non-modified and the modified models

to reduce the uplift forces for multiple roof surfaces, where the maximum reduction 
for the critical uplift forces reached up to 32%, and on average 15% for the modified 
roof surfaces. In addition, it was noted that the total uplift forces induced by the over-
hang were not impacted by the presence of the parapets. Overall, it can be concluded 
that parapets located on a corner with a height ratio (h p/H) of 0.21 did produce a 
significant reduction in the uplift forces to multiple parts of the roof surfaces. These 
results encourage the continuation of research in this area, focusing on the mitigation 
feature’s size, shape, and location. The parapets have a simple geometry and can be 
retrofitted to an existing building; therefore, it offers a great solution for reducing 
the uplift forces on the complex roof of low-rise buildings, providing an easy and 
economical solution for wind-induced damaged. 
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of Geiger-Type 
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Abstract Cable and membrane structures are typically geometrically flexible and 
are subject to larger deflections under loads when compared to geometrically rigid 
structures. As one of the well-known types of cable roofs, the preliminary design of 
cable domes requires assigning appropriate prestress to the cables and struts taking 
into account the strength, stability, and serviceability requirements under different 
load conditions according to design codes. The ideal prestress is assigned initially 
based on the geometrical arrangements of cables and struts then magnified according 
to the load carrying capacity of the dome. The arrangement of cables and struts can 
affect the ideal prestress and, eventually, the total weight and maximum displacement 
of the dome under service loads. In this regard, this study performs a parametric 
study to investigate the sensitivity of some geometrical parameters (radial divisions 
and number of sectors) to the maximum displacement and total weight of a cable 
dome of Geiger-type. A code was developed to determine the initial prestress of 12 
domes (with configurations of 2 hoops and 10 sectors up to 4 hoops and 20 sectors) 
using singular value decomposition technique. Then, 12 domes were modeled using 
SAP2000 and subjected to service loads according to the NBCC code. The results of 
this study showed that the total weight and maximum displacement remain relatively 
constant when increasing the number of sectors. On the other hand, increasing the 
number of hoops leads to significantly less displacement and a heavier dome. Based 
on these results, it can be concluded that domes with a larger number of hoops 
perform better under external loading but resultantly are heavier and therefore more 
expensive. 

Keywords Parametric study · Geiger cable dome · Ideal prestress

H. Tulloch · E. Ahmed · A. El Damatty (B) 
The University of Western Ontario, London, Canada 
e-mail: damatty@uwo.ca 

© Canadian Society for Civil Engineering 2024 
R. Gupta et al. (eds.), Proceedings of the Canadian Society of Civil Engineering Annual 
Conference 2022, Lecture Notes in Civil Engineering 359, 
https://doi.org/10.1007/978-3-031-34027-7_17 

263

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34027-7_17&domain=pdf
mailto:damatty@uwo.ca
https://doi.org/10.1007/978-3-031-34027-7_17


264 H. Tulloch et al.

1 Introduction 

Cable structures are incorporated in the design of long-span buildings due to their 
lightweight and versatile nature and can be classified into three categories [7]. The 
first is the pure tensile structure, in which one set of cables provides support, while 
the other is for stabilization. The second is the tensegrity structure, a combination 
of both cables and struts that are self-equilibrated through prestressing and do not 
require the stiffness provided by supports. The third category of cable structures 
is the hybrid tensile structure, which is considered a tensegrity structure, but with 
perimeter support [7]. Cable domes, as a hybrid tensile structure, attain their stability 
by assigning the appropriate level of prestress. Meanwhile, the initial geometry can 
affect greatly the prestress distribution and, consequently, the static behavior of cable 
domes under external loads. This phenomenon was touched on in some past studies, 
such as Kawaguchi [3] who studied the effects of changing the length of the outermost 
post and found that increasing the length would decrease the vertical displacement 
of cable domes. Also, Quagliaroli et al. [7], Yuan and Dong [10], and Pollini [6] 
investigated effects of the member’s weight on the dome feasibility and determined 
the optimal weight for a feasible design. Castro and Levy [1] found that increasing the 
strut height ultimately minimized the cost of the Georgia Olympic Dome, and that a 
two-hoop dome was more economical than a three-hoop one. Fu [2] determined that a 
wedge-shaped cable network resulted in a lighter weight structure than a triangulated 
network as there was a smaller number of cable elements. Krishnan [4] investigated 
the effects of the number polygon sides on torsional stiffness and found that domes 
with fewer sides were prone to torsional distortion. Based on the above and due to 
the growing demand in the market on this type of lightweight roofing, more research 
is required to cover further aspects in this domain. 

The objective of the current research is to determine the optimal member arrange-
ment for the design of long-span cable dome structures to the minimum weight and 
displacement. In this regard, this paper investigates the results of twelve cable dome 
models, each with different numbers of sectors and hoop cables and is subjected to 
various load combinations. The paper is organized as follows. Section 2 includes the 
design of positive curvature cables domes by, first, determining prestresses using the 
singular value decomposition method, then, calculating the required cross-sectional 
areas under different load conditions according to the NBCC code. Twelve study 
cases are presented. Section 3 presents and discusses the results of the numerical 
model. Finally, Sect. 4 concludes the results.
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2 Design Procedure of a Cable Dome of Geiger-Type 

2.1 Calculating Prestress of Cable Domes Using Singular 
Value Decomposition 

The fundamental contributions of matrix analysis of pin-jointed tensegrities using the 
singular value decomposition (SVD) method are due to the work done by [5]. This 
method is based on calculating the connectivity matrix of the dome as illustrated in 
[8], then calculating the projected lengths of all members in the x-, y-, and z-directions 
as follows: 

l x = Cx  + C f x f (1) 

l y = Cy  + C f y (2) 

l z = Cz  + C f z f (3) 

where (x, y, z) and (xf , yf , zf ) are the nodal coordinates for the free and fixed nodes 
in x, y, z directions, respectively. C and Cf describe the connectivity of the members 
to the free and fixed nodes, respectively. The members lengths are then calculated 
using 

l =
√
lx2 + ly2 + lz2 (4) 

The equilibrium matrix A can be formed using the project lengths as defined by 

A = 
⎛ 

⎝ 
CT diag (l x ) 
CT diag (l y) 
CT diag (l z) 

⎞ 

⎠L−1 (5) 

where L is diagonal l. By applying the SVD technique on the equilibrium matrix, 
the vector of prestress of all members can be retrieved. The unilateral conditions of 
all members, i.e., struts are under compression and cables under tension, should be 
checked; otherwise, the geometry should be changed. A code was developed using 
MATLAB that reads the connectivity matrix of the dome, constructs the equilibrium 
matrix, and performs SVD technique to determine prestresses for all domes. 

The prestress of one of the elements in the inner ring of the dome is scaled to 1, then 
the prestresses of all other elements are proportionally scaled up by the same ratio. 
Those values are then magnified to 108 N which achieves the minimum displacement 
of the dome under external loads.
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Table 1 Load combinations 
from NBCC Case Principal loads Companion loads 

1 1.4D + St – 

2 (1.25D or 0.9D) + 1.5L + St 1.0S or 0.4W 

3 (1.25D or 0.9D) + 1.5S + St 1.0L or 0.4W 

4 (1.25D or 0.9D) + 1.4W + St 0.5L or 0.5S 

2.2 Load Cases 

Krishnan [4] examined the various loads and load combinations that cable domes 
are designed to withstand. These loads include prestressing forces, dead and live 
loads, snow loads, and wind loads, which are included in the design of twelve cable 
domes. Prestressing forces are necessary to ensure that all cables remain in tension, 
and that the deflections are within the designated limits. Prestressing loads depend 
on the geometry, member size, and deflection limits of the structure. The dead loads, 
live loads, snow loads, and wind loads are applied at the upper joints based on the 
tributary area each node supports. 

Loads considered: 

(1) live load L = 1.0 kN/m2 

(2) snow load S = 0.85 kN/m2 

(3) wind load W = 0.9 kN/m2 in suction 
(4) prestress load St. 

Load combinations: 

The dome models are subject to load combinations from 4.1.3.2.-A of the National 
Building Code of Canada as presented in Table 1, with the addition of the prestress 
load to each combination. The allowable stress was taken as 30% of critical tensile 
strength for cables and 60% of critical compressive strength for the struts [9]. The 
critical strength of cables and struts is σc = 1.67 × 106 kN/m2 and σs = 3.45 × 
105 kN/m2 , respectively, and the Young’s modulus for cables and struts is Ec = 
1.9 × 108 kN/m2 and Es = 2.06 × 108 kN/m2 , respectively. 

2.3 Case Studies 

Twelve cable domes are considered in the current study. The domes range from two 
hoops and ten sectors (2H10S) to four hoops and twenty sectors (4H20S), as shown in 
Fig. 1a–l. The prestresses for the domes are first determined using a code developed 
in MATLAB based on SVD method as outlined in Sect. 2.1. All domes were then 
designed using the commercial software SAP2000 according to the envelope of all 
load combinations outlined in Sect. 2.2.
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(a) 2 Hoops 10 Sectors (b) 2 Hoops 12 Sectors 

(c) 2 Hoops 14 Sectors (d) 2 Hoops 16 Sectors 

(e) 2 Hoops 18 Sectors (f) 2 Hoops 20 Sectors 

(g) 4 Hoops 10 Sectors (h) 4 Hoops 12 Sectors 

Fig. 1 3D view of twelve case studies of cable dome
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(i) 4 Hoops 14 Sectors (j) 4 Hoops 16 Sectors 

(k) 4 Hoops 18 Sectors (l) 4 Hoops 20 Sectors 

Fig. 1 (continued) 

3 Results and Discussion 

3.1 Prestress Results 

As the first step in designing cable domes, the feasible prestress of all members should 
be determined before external loads can be applied and then magnified according 
to the load carrying capacity of the domes. Tables 2 and 3 compare the prestresses 
of all groups of members in models with 2 hoops and 4 hoops, respectively. This 
comparison showed that the prestress distribution in the hoop cables does not change 
significantly when changing the number of sectors. However, the prestresses in both 
diagonal and ridge cables decrease with the increase in the number of sectors. For 
example, the prestress for the HS0 cable in two hoops and ten sectors (2H10S) 
is 1.37778, and for two hoops and twenty sectors (2H20S), the prestress is 1.375. 
Figure 2 illustrates the geometry and group members of cable domes with two and 
four hoops. Contrary to this, the number of hoops does affect the prestress distri-
bution. For example, HS0 cable in two hoops and fourteen sectors (2H14S) dome 
has a prestress of 1.37805, while the same cable in four hoops and fourteen sectors 
(4H14S) has a prestress of 0.25993.
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Table 2 Prestress modes for two hoop cases 

Member 10S 12S 14S 16S 18S 20S 

HS0P 1 1 1 1 1 1 

HS0 1.37778 1.38372 1.37805 1.38462 1.37333 1.375 

HS1 29.8111 29.7326 29.7073 29.7949 29.6267 29.5833 

JS1 0.62222 0.52326 0.45122 0.39744 0.34667 0.31944 

JS2 1.54444 1.2907 1.10976 0.97436 0.86667 0.77778 

XS1 0.85556 0.72093 0.60976 0.53846 0.48 0.43056 

XS2 18.4222 15.3953 13.2195 11.6282 10.2933 9.26389 

G0 − 0.07778 − 0.06977 − 0.06098 − 0.05128 − 0.04 − 0.04167 
G1 − 0.46667 − 0.39535 − 0.32927 − 0.29487 − 0.26667 − 0.23611 

Table 3 Prestress modes for four hoop cases 

Member 10S 12S 14S 16S 18S 20S 

HS0P 1 1 1 1 1 1 

HS0 0.26003 0.26094 0.25993 0.25976 0.26003 0.26079 

HS1 0.60193 0.6013 0.60265 0.60272 0.60209 0.60252 

HS2 1.39647 1.39546 1.39735 1.39728 1.39616 1.39748 

HS3 3.08026 3.07942 3.08278 3.08149 3.07853 3.08094 

JS1 0.61958 0.51864 0.44702 0.39219 0.34904 0.31475 

JS2 0.78973 0.66126 0.56954 0.49915 0.44328 0.39928 

JS3 1.19101 0.99676 0.85762 0.75212 0.66841 0.60252 

JS4 2.14607 1.79579 1.54636 1.35484 1.20593 1.08633 

XS1 0.16854 0.141 0.12252 0.10696 0.09424 0.08633 

XS2 0.39647 0.33063 0.28477 0.24958 0.22164 0.19964 

XS3 0.91653 0.76661 0.6606 0.57895 0.51483 0.46403 

XS4 2.04173 1.70989 1.47185 1.29032 1.1466 1.03417 

G0 − 0.05136 − 0.04214 − 0.03642 − 0.03226 − 0.02792 − 0.02518 
G1 − 0.13483 − 0.11183 − 0.09603 − 0.08489 − 0.07504 − 0.06835 
G2 − 0.30658 − 0.2577 − 0.22185 − 0.19355 − 0.17277 − 0.15468 
G3 − 0.73997 − 0.61912 − 0.53311 − 0.46689 − 0.41536 − 0.3741

3.2 Total Weight Results 

By comparing the total weight of all models, it can be seen that the weight is almost 
the same for all models with the same number of hoop cables as shown in Fig. 3a and 
shown in Table 4. This equivalency is due to the fact that increasing the number of 
sectors decreases the tributary area each node supports, and this decreases the cross-
sectional areas of the elements in each sector. As a result, the total weight of the dome



270 H. Tulloch et al.

Fig. 2 Geometry and group members of a two hoop cases and b four hoop cases

remains almost the same when increasing the number of sectors keeping the number 
of hoops unchanged. In other words, the increased number of sectors balances the 
decreased values of cross-sectional areas. For example, the total weight of the dome 
with four hoops and ten sectors (4H10S) is 11800.73 KN, meanwhile the dome with 
four hoops and twenty sectors (4H20S) weighs 12,358.71 KN. Although they differ 
significantly in the number of members, they have very similar total weights.

3.3 Total Displacement Results 

By comparing the total displacement of all domes, the number of hoop cables has 
the greatest effect on the total displacement as shown in Table 4 and Fig. 3b. As the 
number of hoops increases, the total weight increases, while the maximum displace-
ment decreases. This can be interpreted as that the dome becomes stiffer when 
increasing the number of hoops, which confines the domes. For example, the max 
displacement for the dome with two hoops and sectors (2H14S) is 0.028921 m, while 
the dome with four hoops and fourteen sectors (4H14S) undergoes a max displace-
ment of 0.005015 m. Although both domes have the same number of sectors, the 
dome with four hoops has a significantly smaller max displacement. On the other 
hand, the number of sectors does not affect greatly the max displacement. As shown 
in Table 4, four hoops and ten sectors (4H10S) dome has a maximum displacement 
of 0.005232 m, while the dome with four hoops and twenty sectors (4H20S) has a 
maximum displacement of 0.005624 m. Although the number of sectors has changed, 
the maximum displacement remained nearly constant.
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Fig. 3 a Total weight and b maximum displacement of 12 case studies 

Table 4 Model total weights and maximum displacement 

Model Weight (kN) Max. Disp. (m) Model Weight (kN) Max. Disp. (m) 

2H10S 7775.255 0.028975 4H10S 11,800.73 0.005232 

2H12S 7876.44 0.030687 4H12S 11,358.88 0.003917 

2H14S 5609.393 0.028921 4H14S 11,772.08 0.005104 

2H16S 5930.314 0.030327 4H16S 11,659.94 0.005427 

2H18S 5977.006 0.029123 4H18S 12,130.15 0.005634 

2H20S 5616.371 0.029741 4H20S 12,358.71 0.005624



272 H. Tulloch et al.

3.4 Effect of Outermost Struts’ Length 

When comparing the length of outermost struts in two hoop and four hoop domes 
shown in Fig. 2, it is obvious that the outermost struts in the domes with two hoops are 
relatively short compared to vertical elevation of supports. Therefore, the diagonal 
cables are carrying excessive stresses and have higher prestresses compared to the 
ridge cables. To illustrate further, the diagonal cable XS2 in the dome with two hoops 
and ten sectors has a prestress of 18.4222, whereas the ridge cable JS2 has a prestress 
of only 1.54444, as shown in Table 2. As a result, cable XS2 is carrying much of the 
load and, accordingly, must have a larger cross section than if the outer post dropped 
lower. On the same line, increasing the length of the outermost struts can redistribute 
the forces among the diagonal cables, ridge cables, and the outermost struts. This 
reflects the sensitivity of this type of structures to the geometry configuration, in 
general, and the length of struts, in particular. The effects of the lengths of the 
outermost struts were investigated by [3], where they illustrated that increasing the 
lengths of the outermost struts can decrease the vertical displacement by 25–35%. 

4 Conclusion 

This paper investigated the effects of the number of hoops and sectors on the total 
weight and maximum displacement of long-span cable dome structures. Twelve 
domes were designed under different load combinations and compared in terms 
of the max displacement, total weight, and prestress distribution. By analyzing the 
results, it can be concluded that changing the number of sectors has the least effect on 
the total weight and the maximum displacement of the dome, rather, increasing the 
number of hoops stiffens the structure by decreasing the total displacement, despite 
the increase in weight. Moreover, the behavior of the dome is highly affected by the 
length of struts, especially when the outermost struts are relatively short compared to 
the vertical elevation of supports, leading to excessive stresses in the diagonal cables 
compared to the ridge cables. This reflects the sensitivity of this type of structures to 
the geometry configuration, in general, and the length of struts, in particular. 
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Seismic Fragility of Using Friction 
Dampers to Retrofit Non-ductile 
Reinforced Concrete Shear Wall 
Buildings in Western Canada 

Chunxiao Ning and Yazhou Xie 

Abstract Reinforced concrete (RC) shear wall buildings designed pre-1980 in 
Canada are vulnerable to earthquake hazards due to insufficient ductility and brittle 
failure mechanism of the shear wall. Energy dissipation devices, such as friction 
dampers, bear the potential to enhance the earthquake resistance of civil engineering 
structures, while their applicability to shear wall buildings remains unclear. One 
fundamental challenge lies in the lack of a viable layout design of damper devices 
to fully engage their stroke capacity to dissipate sufficient earthquake energy. This 
challenge is aggravated in western Canada because of its elevated level of seismicity. 
To address these issues, this study relies on seismic fragility analyses to explore the 
effectiveness of using friction dampers to retrofit non-ductile RC shear wall build-
ings in western Canada. Finite element models are developed to integrate nonlinear 
behaviours of shear wall buildings, different layout designs of friction dampers, 
and their hysteretic force–displacement relationships. Site-consistent seismic hazard 
model is developed for a benchmark site in western Canada, namely the city of 
Victoria, from which a large suite of spectra-consistent ground motions is selected 
for nonlinear time history analyses. By comparing seismic demand with the shear 
wall’s capacity, different sets of seismic fragility models are developed to assess to 
what degree each proposed damper design would change the seismic fragility of 
shear wall building. 
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1 Introduction 

Western Canada is susceptible to three kinds of earthquakes—crustal, in-slab, and 
interface earthquakes. The shallow crustal earthquake is originated from the crust of 
the North American continental plate. The in-slab earthquake and interface earth-
quake are triggered by the relative convergent movement between Juan de Fuca 
Plate and the North American continental plate at the Cascadia subduction zone [9]. 
Both slab and interface seismic events feature large source-to-site distances, and 
their magnitudes are generally above Mw 8.0 [34, 51]. Historical evidence illus-
trates that destructive earthquakes repeatedly happened in this area during the last 
3500 years, hitting both Vancouver Island in Canada and Washington state in the 
United States [34, 42]. Moreover, Goldfinger et al. [19] recently found that the reoc-
currence period of the subduction earthquake is approximately 430 years, and a 
devastative earthquake is expected to hit the west coast of Canada in the near future. 

The west coast is built with a large inventory of non-ductile RC structures. These 
pre-1980s RC buildings are believed to have the following deficiencies: insufficient 
strength and lateral stiffness, structural discontinuity and irregularity, and brittle 
behaviour in key elements [38, 56]. In particular, non-ductile shear wall buildings 
constitute a major proportion of early-designed RC buildings in western Canada. 
Recent earthquake events, such as the 2021 Maule earthquake [52] and the 2011 
Christchurch earthquake [27] have witnessed extensive damage and even complete 
collapse of deficient RC shear wall buildings due to their unsatisfactory seismic 
design and non-ductile failure mechanism [56]. 

Seismic protective devices, such as dampers and isolation bearings, show promise 
in mitigating the seismic risk of infrastructures and buildings. For instance, installing 
viscous dampers and isolation bearings can effectively reduce the seismic demand of 
bridge components (e.g. columns, unseating), thereby minimizing the repair cost ratio 
of the entire bridge [53, 44]. Likewise, seismic performance of building structures can 
be significantly enhanced through retrofit actions that engage various types of energy 
dissipation devices, including fluid viscous dampers [13, 40], shape memory alloy 
dampers [20, 21, 57], friction dampers [24, 47], yielding dampers [14, 21], etc. These 
devices introduce new energy dissipation mechanisms (e.g. friction, yielding, and 
viscous dissipation) and localized seismic damage in dampers/isolators [1], which 
permits the accurate control and estimation of seismic risk. In addition to widely 
investigated seismic performance, the durability of seismic protective devices also 
deserves careful estimation before application. For example, yielding damper and 
buckling restrained braces would be replaced after a major earthquake event due to 
metallic yielding. Tuned mass dampers control the structure by attaching a mass that 
is synchronized with the structure’s natural period, and later system tuning would be 
required if the structural period changes (e.g. structural softening due to damage) [6]. 
Moreover, seismic protective devices usually require monitoring and maintenance 
during the service life, thus the associated life-cycle cost is increased. 

Despite the proven effectiveness, previous studies regarding seismic retrofits of 
buildings have mainly focussed on moment-resisting frames. Because of their overall
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brittle behaviour, non-ductile RC shear walls would experience significant seismic 
damage at small drift levels. In this respect, viable layout designs are required for 
energy dissipation devices to have sufficient displacement responses to fully engage 
their stroke capacity for dissipating earthquake energy. This added challenge renders 
the absence of literature, investigating the feasibility of using damper devices to 
retrofit non-ductile shear wall buildings. Moreover, the effectiveness of using damper 
devices is also influenced by the dynamic properties of the base structure and the 
uncertainty in seismic hazards, particularly in western Canada under different types 
of earthquakes. 

To fill these research gaps, this study investigates the soundness of installing 
friction dampers to reduce the seismic fragilities of non-ductile RC shear wall build-
ings. After an overall investigation of the shear wall building inventory in western 
Canada, two design layouts of friction devices are proposed to retrofit a three-storey 
non-ductile shear wall in the city of Victoria. Details of finite element models are 
presented to simulate the seismic behaviours of the shear wall and friction damper. A 
large suite of site-consistent ground motions is selected to excite the benchmark wall 
structure. Finally, the seismic performance of the shear wall installed with different 
damper design schemes is assessed by comparing the fragility curves with different 
damage states. 

2 Non-ductile Shear Wall Buildings and the Numerical 
Modelling 

2.1 Inventory Analysis of Non-ductile Shear Wall Buildings 
in West Canada 

Most of the RC buildings constructed prior to 1980 are shear wall buildings in western 
Canada [56], following the design code of National Building Code of Canada 1965 
[41, 39]. These early-designed buildings fell short in seismic design and detailing 
because Canada’s seismic design provisions were formally introduced in 1973 [7, 
18, 37]. In a recent study by Yathon et al. [56], more than 350 non-ductile RC shear 
wall buildings have been reviewed to feature the following common deficiencies: 
(1) poor detailing in thin walls; (2) inadequate or/and bad arrangement of walls; and 
(3) low flexural capacities for multi-storey buildings. In addition, the pre-1980 RC 
shear walls have no confined boundary elements; their use in low-rise buildings may 
also cause shear failure due to the lack of buckling prevention ties and inadequate 
transverse reinforcements [41].
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2.2 Benchmark Design of Shear Wall and Its Numerical 
Modelling 

As illustrated in Fig. 1, a three-storey non-ductile RC shear wall is benchmarked 
from the inventory analysis. The structure is 36 ft (10.97 m) in height, 8 in. (0.20 m) 
in thickness, and has an elevation aspect ratio (height over width) of 6. These values 
are determined according to the work of Yathon et al. [56], who offered geometric 
statistics of non-ductile RC shear wall buildings on the west coast. The wall’s hori-
zontal reinforcement ratio is considered 0.18%, whereas its vertical reinforcement 
ratio is assumed as 0.21% with no confined boundary element [11]. The compres-
sive strength of concrete and tensile strength of steel rebars are selected as 21 and 
280 MPa, respectively [11]. 

Shear wall structures can be simulated using different types of elements, including 
nonlinear beam-column elements (NBCE), plastic zone elements [48], multiple-
vertical-line-element-model (MVLEM) [46], and shear-flexural interaction MVLEM 
(SFI-MVLEM) [30, 32]. NBCE assumes the nonlinear behaviour of the shear wall is 
the same as that of a beam, in which the plane section assumption holds. Plastic zone 
elements assume the plastic hinge happens at the bottom of the wall and simulate it 
using concentrated nonlinear springs. MVLEM models the flexural-dominated RC 
shear wall by having multiple strips of macro-fibres connected to rigid beams at the 
top and bottom. The shear stiffness of MVLEM is described by a horizontal shear

Fig. 1 Elevation view of the benchmark shear wall with two layouts of friction damper, a layout 
1: toggle-brace system; b layout 2: chevron-brace system 
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Fig. 2 SFI-MVLEM 
element for modelling the 
shear wall 

spring located between the two beams, which are allowed to rotate and displace 
relative to the spring. As such, the MVLEM model captures the interaction between 
axial and flexural deformations. SFI-MVLEM shown in Fig. 2 is the most advanced 
one for modelling walls with moderate aspect ratios. It captures both axial-flexural 
interaction and shear-flexural interaction in the wall [31, 32]. Essentially, the SFI-
MVLEM is an extension of the MVLEM by replacing its uniaxial macro-fibres with 
panel elements subjected to membrane actions. The comparison between experi-
mental results and outcomes from the SFI-MVLEM shows its superior performance 
in simulating non-ductile shear walls under reversed cyclic loading. This study adopts 
the SFI-MVLEM to model the seismic behaviour of non-ductile shear walls, as both 
brittle shear failure and flexural failure mechanisms are possible due to the design 
of insufficient reinforcements. 

3 Retrofitting Shear Walls Using Friction Dampers 

3.1 Proposed Design Layouts of Friction Dampers 

Friction dampers have been widely used in steel frame buildings [47, 50], RC frame 
buildings [28], and wood structures [55]. The friction damper is designed with two 
frictional contact surfaces to engage relative movement under earthquake loading. 
As a result, input energy is dissipated through the friction effect of the damper 
[35]. Namely, the energy dissipated by the friction damper is proportional to its slip 
distance and slip force. A relatively large slip displacement is needed for the damper 
to dissipate sufficient earthquake energy. However, limited ductility is commonly 
expected in stiff structures such as shear walls. The protection effectiveness of friction 
dampers will be limited if they are connected to the wall using conventional layouts 
[33]. To tackle this issue, two different damper layouts are proposed to explore the
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displacement amplification effect of dampers. As shown in Fig. 1, the toggle-brace 
system bears the potential to amplify the damper displacement to 2.5–3.0 times the 
wall’s inter-storey drift, while the chevron-brace layout would share the same level of 
displacement as that of the wall [10]. Besides, the amplification effect of the toggle-
brace system depends on the angle layout of the connecting braces (i.e. α and β in 
Fig. 1a) [10]. This study considers α = 45◦ and β = 14◦. It is worth mentioning 
that the brace flexibility would also affect the damper’s displacement magnification 
effect, as a proportion of the deformation would be elastically concentrated in the 
connecting braces. Strategies to deal with this issue include designing stiffened braces 
or further optimizing damper layouts [49]. 

3.2 Numerical Modelling of Friction Dampers 

A bilinear model [5, 45] is usually used to simulate the axial behaviour of the friction 
damper assembly—its elastic stiffness is determined by the stiffness of the connecting 
braces, while its yielding strength equals the damper force at sliding. However, the 
damper assembly may undergo additional phases after the slip distance exceeds 
certain limits. Such post-sliding phases include the bearing or shear failure of the 
connecting bolts [47]. In this regard, a multilinear material model is adopted to 
simulate the seismic performance of the friction damper assembly [47]. As shown in 
Fig. 3, the multilinear model features three distinct stages—the elastic deformation 
stage, friction slipping stage, and bolt bearing stage. When the earthquake is of small 
intensity, the force in the damper assembly is below the slipping strength, and braces 
are the only components to deform elastically. In this elastic stage, the deformation 
of braces will restore completely after the earthquake excitation, and no seismic 
energy will be dissipated. By contrast, a strong earthquake will make the damper 
reach its slipping force, trigger the sliding mode, and dissipate external energy. In 
certain extreme cases, when the damper reaches its slipping limit, additional strength 
and stiffness will be provided through the bearing force of the post-tensioned bolts.

As presented in Fig. 3, modelling parameters of the damper assembly include 
slip strength (Ps), stiffness of brace (ke = Ps/uy), slip slot length (ua) and bearing 
strength ( fd ). Large ke is preferred to maximize the protection effectiveness of the 
friction damper. However, increasing ke requires designing a larger cross-section 
of the brace, thereby increasing its initial cost. Meanwhile, having enormous slip 
strength Ps is not applicable as, (1) the damper may not be able to slip under medium-
level earthquakes and (2) braces may buckle before the slip of the damper. This study 
selects HSS 508 × 508 × 22 (Fy = 350 MPa and E = 200 GPa) [8] for designing 
the brace elements. Furthermore, the slip strength (Ps) of the damper is considered to 
be smaller than the brace’s buckling strength to ensure its elastic performance [47]. 
These considerations finally lead to Ps = 180 kN in the current study. Recommended 
values for other parameters can be found in the work from Ramirez and Tirca [47], 
who suggested using ua = 24 mm and fd = 150 kN. Given these modelling 
parameters, the hardening material and elastic-perfectly plastic gap material are
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Fig. 3 Numerical model of 
friction damper

connected in parallel to simulate the friction damper using the software platform of 
OpenSees [36]. 

4 Seismic Hazard in Western Canada and Ground Motion 
Selection 

4.1 Seismic Hazard Model for the City of Victoria 

The benchmark structure represents many existing non-ductile RC shear wall build-
ings in Victoria, British Columbia [56]. In this study, results from the seismic deag-
gregation analysis are relied upon to pinpoint the relative contribution of the three 
types of earthquakes (e.g. crustal, interface, and in-slab earthquake) to the seismicity 
in Victoria [4]. Geological Survey of Canada has developed uniform hazard spectra 
(UHS) for all locations across Canada, while no associated deaggregation infor-
mation is currently available [29]. To this end, Goda et al. [17] used the updated 
seismic information to calculate the seismic hazard and UHS for western Canada, 
from which seismic deaggregation analysis is further performed for Vancouver [16]. 
Recently, Halchuk et al. generated seismic deaggregation results for Montreal and 
Vancouver. Their results are consistent with the seismic hazard model in the 2015 
National Building Code of Canada [22] and are used in the current study to develop 
the conditional mean spectra (CMS) [3, 12] quantifying proper contributions of 
different earthquake scenarios at the building site.
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4.2 Selection of Ground Motions 

As recommended by Goda and Atkinson [16], this study computes the CMS for 
different types of earthquake hazards in Victoria and selects 125 ground motions 
from the NGA-West2 strong motion database [2]. Figure 4a shows distributions of 
some physical features of the selected ground motions, including earthquake magni-
tude, duration, spectral acceleration at the first period of the structure (Sa(T1)), 
field distance (R jb), shear wave velocity (Vs (m/s)), and the associated complete 
response spectra. Besides, Fig. 4b shows the magnitude-site distance distribution 
for the selected ground motions. As shown in the figure, earthquake magnitudes for 
most ground motions are larger than 7.5, which is consistent with the region’s overall 
seismicity [9, 23, 42]. Also, a wide range of distributions can be observed for other 
features. 

For each case (i.e. as-built wall, damper layout 1 and layout 2), 125 nonlinear 
time history analyses are conducted to obtain the shear wall’s seismic demands. 
Ground motion excitations are applied to the structures in horizontal directions, and 
the Newmark integration [43] method with γ = 0.5, β  = 0.25 is used to solve 
the transient problem. Structural responses, including force and deformation of the 
damper and the shear walls, are monitored and recorded during these analyses.

Fig. 4 Distributions of the selected ground motions: a physical features; b magnitude-site distance 
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5 Seismic Fragility Analyses of As-Built Versus Retrofitted 
Shear Walls 

5.1 Deterministic Comparison of Time History Responses 
Under Given Ground Motions 

Time history responses of the as-built and retrofitted shear walls are first compared 
deterministically. Figure 5 shows the comparisons of some critical response parame-
ters, such as the force–displacement curves of the damper, base shear-drift and base 
moment–curvature relationships of the wall, and time histories of the wall’s first-
storey drift ratio. The input ground motion with a PGA of 0.36 g is also provided 
in Fig. 5e. Figure 5a indicates that damper assemblies with the toggle-brace layout 
(i.e. layout 1) and chevron-brace layout (i.e. layout 2) share similar force–displace-
ment hysteresis curves. Dampers with both design layouts can effectively dissipate 
earthquake energies. Figure 5b, c also indicate that the shear wall’s drift ratio and 
base curvature can be significantly reduced by installing friction dampers. As further 
compared in Fig. 5d, the peak drift ratios for the as-built and protected walls with 
damper layouts 1 and 2 are 1.65%, 0.81% and 0.65%, respectively. Namely, damper 
layout 1 can reduce the wall’s peak drift ratio by 50.9%, whereas layout 2 can further 
reduce the peak ratio by 60.6% under the given ground motion input.

5.2 Seismic Capacity Models of Shear Walls 

The seismic demands of shear walls in Fig. 1 are further convolved with the corre-
sponding capacity models for seismic fragility development. As listed in Table 1, 
two engineering demand parameters (EDPs) are considered to describe different 
damage states of the RC shear wall. In particular, the peak inter-storey drift ratio and 
peak floor acceleration quantify the damage potential of structural and non-structural 
components, respectively [15, 21]. The capacity limit state models and their refer-
ences for these two EDPs reaching slight, moderate, extensive, and complete damage 
states are provided in Table 1.

5.3 Comparisons of Seismic Fragility Models 

This study assesses the shear wall’s seismic fragility through the cloud analysis 
method, which convolves seismic demands with capacities using a log-normal 
distribution function [25, 26]: 

P[EDP ≥ C |Sa(T1)] = ϕ 
[ 
log(μEDP) − log(C) 

βEDP|IM 

] 
(1a)
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Fig. 5 Deterministic response comparisons of a damper hysteresis curves, b shear wall base shear-
drift hysteresis curves, c shear wall moment–curvature hysteresis curves, d time history of first-
storey drift ratios under, e given ground motion input

log(μEDP) = a + b · log(Sa(T1)) (1b) 

βEDP|IM =
[||| 1 

N − 2 

N∑ 

1 

[
log

(
edpi 

) − log(μEDP)
]2 

(1c) 

where C is the seismic capacity model in Table 1; μEDP is the mean value of the 
seismic demand assumed as a linear function of the spectral acceleration Sa(T1) in 
the logarithmic space, as given in Eq. (1b). a and b are regression coefficients, and 
βEDP|Sa (T1) is the associated logarithmic dispersion, N is the number of Sa(T1) −

Table 1 Seismic capacity models for shear wall 

EDPs Slight Moderate Extensive Complete References 

Inter-storey drift ratio (%) 0.50 1.00 2.00 5.33 [41] 

Floor acceleration (g) 0.30 0.60 1.20 2.00 [15, 21]
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EDP samples for the analysis, and edpi represents the ith seismic demand parameter 
obtained from the nonlinear time history analysis. 

Figure 6 presents the final comparisons of seismic fragilities for the as-built shear 
wall, and the wall equipped with damper design layout 1 and design layout 2. The 
solid lines in Fig. 6a–d indicate the overall seismic vulnerability of the as-built 
shear wall, as the median spectral accelerations Sa(T1) (i.e. the spectral accelera-
tion corresponding to 50% failure probability) will be 0.03, 0.10, 0.40, and 1.60 g 
for reaching slight, moderate, extensive, and complete damage states if no seismic 
retrofit is conducted. However, installing friction dampers can effectively mitigate 
the seismic fragility of the non-ductile shear wall. Designed with the toggle-brace 
layout, friction dampers can increase the median spectral accelerations Sa(T1) to be 
0.08 g, 0.25 g, 0.95 g, and 3.20 g for the slight, moderate, extensive, and complete 
damage states, respectively. This value is further increased to 0.15, 0.53, 1.80, and 
5.02 g correspondingly when the chevron-brace layout is utilized. In general, friction 
dampers show limited effectiveness in preventing the shear wall from reaching the 
slight damage state. However, damage probabilities for the wall to reach extensive 
and complete damage stages are significantly reduced through the proper installation 
of friction dampers. 

The use of damper devices is commonly associated with enlarged seismic fragili-
ties regarding damage to non-structural components through amplified floor accel-
erations [54]. However, as proved from Fig. 6e, f, this is not the case for installing 
friction dampers, as close fragility curves can be observed across the three consid-
ered case scenarios. It is noted that seismic fragilities for floor accelerations are

(a) (b) (c) 

(d) (e) (f) 

Fig. 6 Comparison of seismic fragility curves for a–d peak inter-storey drift ratio and e–f peak 
floor acceleration 
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not shown in Fig. 6 regarding the extensive and complete damage states, because 
negligible fragility values have been observed in these two damage states. 

6 Conclusions 

This study examines the effectiveness of implementing friction dampers to reduce 
the seismic fragility of non-ductile RC shear wall buildings in western Canada. By 
proposing two viable design layouts and using state-of-the-art nonlinear modelling 
schemes for the RC shear wall and friction damper, nonlinear time history analyses 
are performed for a benchmark shear wall retrofitted with friction dampers. Moreover, 
site-consistent ground motions are selected for the city of Victoria, from which 
probabilistic seismic demand models and seismic capacity models are developed for 
seismic fragility assessment. By comparing the time history responses and fragility 
curves of the as-built and retrofitted shear walls, the effectiveness of installing friction 
dampers is verified. This study concludes the following: 

(1) SFI-MVLEM and multilinear material model capture the hysteretic behaviours 
of the non-ductile RC shear wall and friction damper, respectively. 

(2) Friction dampers can effectively reduce the shear wall’s shear deformation and 
base curvature; the proposed two damper layouts are able to dissipate the input 
seismic energy and decrease the inter-storey drift of the shear wall. 

(3) Seismic fragility comparison indicates that the chevron-brace damper system 
outperforms the current toggle-brace system in mitigating the inter-storey drift 
of the shear wall. 

(4) Unlike other types of damper devices, such as the viscous damper, the friction 
damper has negligible influence on the peak floor acceleration of the shear wall. 

It is worth mentioning that this study focusses on retrofitting one benchmark 
structure using friction dampers, and their applicability to shear wall structures 
with different aspect ratios and heights deserves further investigation. Moreover, 
the damper’s effectiveness in seismic protection when subjected to different design 
parameters (e.g. brace angles) and mechanical properties (e.g. slip strength and slip 
limit) is the subject of an ongoing study. 
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Seismic Response of Single-Layer Lattice 
Domes Made from Steel and Aluminium 

Akossiwa Constance Efio-Akolly and Charles-Darwin Annan 

Abstract Lattice domes are used in the construction of stadiums and airports to 
accommodate many people. These structures fit into the high seismic importance 
category because they serve as shelters in case of seismic events. Information based 
on research regarding the seismic design of domes exists; however, the practical 
application of this information by the designer remains a daunting challenge. Essen-
tially, there are no established guidelines for the seismic design of domes. Given 
that aluminium is fast evolving as an effective alternative to steel in the construc-
tion of domes, the objective of this study is to assess the seismic performance of 
an aluminium dome in comparison with a steel dome using modal analyses, modal 
pushover analyses and nonlinear time history analyses. The selected ground motion 
for the time history analyses is the 1995 Kobe earthquake with a peak ground accel-
eration of 0.48 g. It was observed that the modal characteristics of both domes were 
similar. There was no permanent deformation in both domes under the unscaled 
ground motion. However, at higher seismic intensities, permanent deformations 
occurred, and both domes had about the same residual displacement. For all levels of 
seismic intensities considered, the aluminium dome experienced more displacements 
than the steel dome. 

Keywords Aluminium alloys · Carbon steel · Lattice dome · Seismic response ·
Seismic design 

1 Introduction 

A lattice dome is a space frame constructed by assembling profile members to form 
the approximate shape of a cut sphere. According to surveys carried out right after 
the Kobe earthquake in 1995, no complete collapse was reported for domes, and the 
recorded damages were minor. This later prompted their use as refuge shelters for
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thousands of people who lost their homes in this devastating earthquake [12]. The 
same observation was made during the Wenchuan earthquake in 2008, where among 
numerous spatial structures located in the earthquake-hit area, no major collapse 
was reported [10]. Among the partially damaged spatial structures, those with a rein-
forced concrete slab roof suffered the most damage. This was due to the additional 
self-weight of the concrete roofing material that attracted considerable seismic forces 
into the system. Experience gained from these two earthquakes shows that lattice 
domes may deliver superior seismic performance compared with other structures, 
provided that the self-weight of the roofing material is kept to a safe minimum. This 
satisfactory seismic performance is attributable to the three-dimensional load-bearing 
mechanism of domes, which allows the full participation of its constituent members. 
Lattice domes also have an inherent lightness and high stiffness, but they can also 
sustain large deformations [14]. Numerical and experimental research results on the 
seismic performance of steel domes confirmed this observation. For instance, a 40-
m medium-rise dome with a seismic mass of 200 kg/m2 subjected to the El Centro 
ground motion scaled to higher intensities failed when the peak ground acceleration 
reached 8 m/s2 [9]. Fan et al. [9] and Zhongxue and Zuyan [20] contributed signifi-
cantly to the identification of the dynamic modes of failure for single-layer domes. 
It is now well established in the literature that domes have two main failure modes, 
namely dynamic strength failure and dynamic instability failure. The dynamic insta-
bility collapse mechanism is characterized by dynamic buckling or coupled instability 
with member buckling and the overall buckling of the system. The dynamic collapse 
mechanism is revealed in a drastic increase of the nodal displacement of the system, 
which results in the sudden collapse of the system. Therefore, it is recommended in 
the literature to prevent this mode of failure by ensuring that the prevalent dynamic 
collapse mechanism of a lattice dome is the dynamic strength failure mechanism. 
For example, [9] recommended that the domes have a safety factor of 2.5 against 
elastic buckling to avoid the dynamic instability collapse mechanism. The dynamic 
strength failure mechanism mainly results from yielding and material damage accu-
mulation. This failure is evident in the rapid development of plastic regions or the 
rapid increase in the ratio of yielded members. Although much progress has been 
made through research that sets the foundation with concepts and recommendations 
for the seismic evaluation of lattice domes, there are no established guidelines for the 
seismic design of domes. Moreover, the available research-based data on the seismic 
design of domes was established based on steel dome models. 

Aluminium is becoming a very competitive material that is gradually replacing 
structural steel and stainless steel in the construction of space structures such as 
domes [16]. The preference for aluminium as a material for load-bearing and non-
load-bearing elements of domes is justified by its advantageous physical and mechan-
ical properties. In fact, aluminium alloys are very promising ecological material for 
the construction of load-bearing structural elements and compared with steel, they 
have high strength-to-weight ratio and high resistance to atmospheric corrosion, are 
durable and extrudable and have superior aesthetic appearance. Only very few results 
are present on the dynamic behaviour of aluminium domes.
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2 Research Objectives 

Since aluminium and steel have different mechanical and cyclic properties, it is 
necessary to study the influence of the material on the nonlinear dynamic response 
of domes subjected to severe earthquake ground motions. A study of the seismic 
response of aluminium domes will therefore validate or redefine the failure mech-
anisms of aluminium domes and assess the seismic performance of aluminium 
domes under cyclic loads. According to the study conducted by [19], “aluminium 
domes are more suitable to be used in zones of high seismic activity”. The study 
showed that the seismic effect on steel was always more significant than the one on 
aluminium domes because of the reduced structural self-weight due to the lightness 
of aluminium. These conclusions were obtained for earthquake acceleration between 
0.05 and 1 g. However, the hysteretic and damage behaviour of the material was not 
taken into account, so this must be investigated further. Therefore, when investi-
gating the dynamic strength failure mechanism of an aluminium or steel single layer 
dome under earthquakes, low cycle fatigue is essential to obtain accurate results and 
predictions. The objectives of the present study are to identify a suitable aluminium 
alloy with comparable hardening and fatigue properties to steel and to assess the 
seismic performance of an aluminium dome and a steel dome, designed based on the 
design recommendations available in the literature and the Canadian building code. 

3 Selection of Aluminium Alloys 

Single-layer lattice domes suffer yielding and cyclic inelastic strains leading to 
low cycle fatigue rupture under severe earthquakes. Since yielding and fracture are 
expected in single-layer domes under severe earthquakes loadings, the material model 
should capture the expected plasticity mechanism under cyclic inelastic loadings. 
This is achieved by defining the hysteretic behaviour of members under cyclic loading 
in the material model. The hysteresis of steel and aluminium is mainly controlled 
by the combined isotropic and kinematic hardening properties and the material’s 
low cycle fatigue properties. Therefore, the Chaboche model and the Coffin Mason 
model were considered to simulate the hysteresis behaviour of the material in the 
numerical analyses conducted. The calibrated model parameters of all the aluminium 
alloys for which experimental data was available were screened, and an aluminium 
alloy with comparable cyclic mechanical properties to low carbon steel was selected. 
Low carbon steel 350WT was selected as the reference material, and its mechanical 
properties were obtained from the work of [1]. 

The monotonic stress–strain curves in dashed lines and the cyclic stress–strain 
curves in solid lines of the materials are presented in Fig. 1. This graph shows that 
low carbon steel experiences significant cyclic hardening, followed by the aluminium 
alloys 5083 H111 [17] and 6082 T6 [2, 6], whereas the aluminium alloys 6061 T6 
[3, 4] and 2024 T3 [13, 18] experience cyclic softening. The aluminium alloy 6061
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Fig. 1 Monotonic and cyclic stress–strain curves of the materials

T6 was first eliminated since this alloy is very sensible to strain rate and amplitude, 
hence the large variability observed in the existing literature [3, 4, 8]. At this stage, 
the alloys with acceptable cyclic strength properties are 2024T3, 5083H111 and 
6082T6. A comparison of the low cycle fatigue properties of the aluminium alloys 
was also conducted, as shown in Fig. 2. It can be noticed that the alloy 5083 H111 
has the least fatigue strength, whereas the alloy 2024 T3 has a good fatigue resistance 
similar to that of low carbon steel. However, the alloy 2024T3 has the least corrosion 
resistance among the aluminium alloys screened [5]. Since corrosion resistance is 
one great advantage of interest when aluminium replaces steel in the construction 
industry, the alloy 2024T3 was eliminated. Therefore the alloy 6082T6 was selected 
for its acceptable cyclic hardening and low cycle fatigue strength, in addition to a 
good corrosion resistance. 

4 Numerical Model Definition 

The pilot dome considered in this study is a single-layer lattice diamatic dome, as 
shown in Fig. 3. The dome is a 40-m medium-rise single-layer diamatic dome with 
a rise-to-span ratio of 1/3. The average member length was determined to prevent 
buckling of the aluminium members under the factored load. Since aluminium is 
more prone to buckling than steel, selecting an adequate member length was made 
based on the critical buckling strength of the selected aluminium alloy, 6082T6. As a 
result, the average member length was 2.38 m. The pilot dome is assumed to connect 
directly to a firm foundation. The boundary conditions of the dome are modelled as 
three-way pinned supports. Connections between members are assumed to be rigid. 
Both aluminium and steel domes were designed according to the Canadian standards
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Fig. 2 Low cycle fatigue curves of the materials

for a dead load of 0.5kN/m2, a snow load of 1.82 kN/m2 and a roof load of 1 kN/ 
m2. The nominal dead load includes the weight of the various accessories (cladding, 
lighting, heat and ventilation equipment) and the self-weight of the structural frame. 
The nominal live load and snow loads were determined based on the specifications 
in the Canadian building code [7]. The seismic mass was estimated as 100% the dead 
load plus 25% of the snow load and 25% the live load. The sizing of the members was 
performed to prevent collapse by instability and sufficient strength at the ultimate 
limit states. Moreover, a nonlinear buckling analysis was conducted to ensure that 
the ratio of the buckling load to the design load is greater than 2.5, as recommended 
in the literature [9, 11]. At the end of the design process, the selected tubular profiles 
were 4.00'' OD × 0.125'' WALL, with an outside diameter of 101.6 mm and a wall 
thickness of 3.2 mm for the aluminium dome members, and HSS73 × 3.2 with 
an outside diameter of 73 mm and a wall thickness of 3.2 mm for the steel dome 
members.

The designed domes were modelled in OpenSees, considering geometrical and 
material imperfections. To do so, each structural member of the dome was discretized 
into four displacement-based beam-column elements and arranged in the shape of the 
first member buckling mode shape of the member scaled to 1/300 of the span of the 
dome. This beam element model uses the fibre-based frame elements approach, which 
divides the cross section of the element into fibres to capture local axial stresses and 
strains. The uniaxial cyclic stress–strain behaviour assigned to each fibre included 
the calibrated material properties of the Chaboche combined hardening model and 
the Coffin Manson low cycle fatigue model. The calibrated material model properties 
input in the uniaxial material objects for the 6082T6 alloy and the low carbon steel 
350WT were obtained from Borrego et al. [6], Arslan et al. [2], Annan and Beaumont 
[1]. The strength properties and Coffin Manson low cycle fatigue model parameters
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Fig. 3 Pilot dome model

of 6082T6 alloy and low carbon steel 350WT are given in Table 1. In addition, a P-
Delta coordinate transformation object was assigned to the dome model to consider 
the second-order effects. For the dynamic analyses, damping was applied in the 
model using the Rayleigh damping formulation with a damping ratio of 2%. 

Modal analyses, nonlinear time history analyses and modal pushover analyses 
were carried out. For the modal analyses, it was assumed that the first 200 modes 
cover all the modes that are likely to be excited by any ground motions. Therefore, 
the first 200 modes were requested. For the nonlinear time history analyses, three 
engineering demand parameters were requested: the maximum nodal displacement, 
the normalized yield element ratio, and the fractured member ratio. Although the 
maximum nodal displacement varies from one node to the other during the anal-
ysis, the maximum values of this quantity recorded among all nodes would be more 
representative than that recorded at a particular node. For the modal pushover anal-
yses, the gravity load was first applied. Subsequently, the lateral loads were gradually 
applied at each joint in a pattern proportional to a selected mode shape. The first three 
modes having the most significant mass participation ratio in the horizontal direction 
were considered to determine the lateral load in each modal pushover analysis. The 
recorded demand measure was the maximum nodal displacement of the dome. The 
total response was obtained by combining the individual response of each of the three

Table 1 Low cycle fatigue properties of 350WT and 6082T6 

Material 
name 

Modulus of 
elasticity, E 
(MPa) 

Yield 
strength Fy 
(MPa) 

Ultimate 
strength Fu 
(MPa) 

Coffin Mason fatigue 
ductility coefficient, εf 

Coffin Mason 
fatigue 
ductility 
exponent, c 

350 WT 211,180 364 503 0.33 − 0.54 
6082T6 66,500 307 330 0.209 − 0.593 
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modal pushover analyses using the complete quadratic combination (CQC) method. 
The CQC method was preferred to the square root sum of square method (SRSS) 
since the frequencies of the domes were closely spaced. 

5 Seismic Performance of Domes 

This section presents the results of the modal analyses, the modal pushover analyses, 
and the nonlinear time history analyses. For ease of reference, the aluminium dome 
and the steel dome are referred to as AD40f3 and SD40f3, respectively. 

5.1 Dynamic Characteristics of the Domes 

Modal analyses were conducted on AD40f3 and SD40f3 to compare the dynamic 
characteristics of both domes. For each dome, the vibration mode numbers and 
their corresponding frequencies are shown in Fig. 4. This figure shows that the 
frequency distribution curves of both domes are very close and similar in shape. 
Since both domes have the same geometrical particulars and support conditions but 
different materials, it can be inferred that the material does not influence the frequency 
distribution of the dome. It can also be noticed that the frequencies in each frequency 
distribution curve are closely spaced. This corroborates the existing literature [11, 
15]. The shape of each frequency distribution curve can be divided into two segments, 
the first one having a nearly flat slope with frequencies lesser than 10 Hz and the 
next one having a steep slope with frequencies greater than 10 Hz. The frequencies 
greater than 10 Hz were associated with localized vibration modes. On the other 
hand, frequencies less than 10 Hz were associated with global vibration modes. The 
latter has more influence on the dynamic characteristics of the dome. The influence 
of these global vibration modes is seen in the horizontal and vertical cumulative mass 
participation ratio distribution shown in Fig. 5. This figure shows that 90% of the 
total mass participation ratio is achieved by considering the first three modes with the 
highest mass participation ratio. The fundamental mode contributes to nearly 68%. 
The first two modes are symmetrical and are obtained by rotating the other to 90°. 
This was expected given the complete symmetry of the dome. It is also observed 
that the first three modes having the most significant mass participation ratio in the 
horizontal direction have nearly no participation in the vertical direction. The two 
main modes in the vertical direction have a purely vertical response. Therefore, it can 
be concluded that the first three horizontal modes govern the dynamic response of 
these domes, and the vertical response would have less influence on the total seismic 
response of the domes. Figure 6 shows that the fundamental mode shapes of both 
domes are similar. However, the first mode periods of both domes are different (0.29 s 
for the steel dome and 0.38 s for the aluminium dome), suggesting here that the steel 
dome is stiffer than the aluminium dome.
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Fig. 4 Frequency distribution curves of the steel and aluminium domes 

Fig. 5 Cumulative mass participation ratio in the horizontal direction (left) and the vertical direction 
(right)

5.2 Seismic Response of the Domes 

The steel and aluminium domes were subjected to the 1995 Kobe ground motions 
scaled to higher seismic intensity levels. A first evaluation of the global behaviour of 
the domes is achieved by comparing the time history of the maximum nodal displace-
ment shown in Fig. 7. The time histories corresponding to lower seismic intensities 
are clearly at the bottom of the figure, and those corresponding to higher seismic 
intensities are at the top, as shown in the legend of the figure. It can be observed 
that the structural members of both domes remained elastic when the earthquake 
was scaled with factors lesser than 2. This is clearly evident in the figure, as the 
maximum nodal displacement values of the domes at the end of the earthquake are
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Fig. 6 Fundamental mode shapes of the steel dome (left) and the aluminium dome (right)

equal to the initial maximum nodal displacement values of the domes before the 
ground motion was applied. The nodal displacements in the aluminium dome were 
always greater than those in the steel dome. However, the permanent deformations 
of the dome were about the same in both domes. At the end of the time history, 
the joint with the maximum nodal displacement was closest to the members with 
the most plasticity. It was also observed that most of the yielded elements were in 
the first ring members and diagonal members close to the supports of the steel and 
aluminium domes. However, there were also yielded elements at various areas in 
the members, further from the base in the aluminium dome. The spread of plasticity 
and the fatigue failure of the members were also investigated. Table 2 shows that 
the steel dome and the aluminium dome remained elastic when subjected to the 
ground motion scaled with a factor of lesser or equal to 2. In both domes, when the 
ground motion is scaled with factors greater than 3, plastic regions developed, and 
the degree of plasticity in the aluminium domes was always greater than that in the 
steel domes. Increasing plastic deformations in the members, close to the base, led 
to the collapse of the domes. This failure is characteristic of the dynamic strength 
failure mechanism. Dynamic buckling was not observed in both domes subjected to 
the Kobe earthquake.

To further investigate the influence of the material on the lateral load resisting 
mechanism of the domes, the modal pushover curves of the steel dome and the 
aluminium dome are presented in Fig. 8. This figure shows that the steel dome is 
laterally stiffer than the aluminium dome. The same observation was made on the 
ground of the values of the fundamental periods of the domes presented above. 
Moreover, a gradual progression from the elastic to plastic behaviour is observed 
in the modal pushover curve of the steel dome. In contrast, the progression from 
elastic to plastic behaviour is quite abrupt in the aluminium dome. In other words, 
the post-yield stiffness of the steel dome is also greater than that of the aluminium 
dome. This can be justified because the aluminium dome was more flexible and could
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Fig. 7 Time history of the maximum nodal displacement in the steel dome (left) and the aluminium 
dome (right) 

Table 2 Variation of the normalized yield element and fractured element ratios for both domes 

Scale factor Normalized yield element ratio Fractured member ratio 

1.0 2.0 3.0 4.0 5.0 1.0 2.0 3.0 4.0 5.0 

Steel dome (%) 0 0 0 0.06 1.4 0 0 0 0 0.6 

Aluminium dome (%) 0 0 0.9 7.21 18.98 0 0 1.07 8.1 19.65

undergo plastic deformation quickly. Therefore, the aluminium dome could deform 
more globally and accept greater lateral forces, as shown in Fig. 9. The combined 
influence of the material properties and the system configuration is responsible for 
this observed behaviour. 

Fig. 8 Modal pushover curve for the steel dome (left) and the aluminium dome (right)
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Fig. 9 Final deformed shape of the steel dome (left) and the aluminium dome (right) at the end of 
the first mode modal pushover analysis 

6 Conclusion 

The seismic design of domes poses a challenge in the absence of codified seismic 
design methods, because latticed domes exhibit a nonlinear dynamic behaviour 
highly influenced by the geometrical configuration and the geometrical and mate-
rial nonlinearities. Although research-based information is available for the seismic 
design of domes, these recommendations were made based on research on steel 
latticed domes. Given that aluminium has become an alternative material to steel in 
the construction of domes, this paper evaluates the seismic response of an aluminium 
dome and a steel dome designed for the same gravity loadings and design consid-
erations. The results obtained from modal analyses, modal pushover analyses and 
the nonlinear time history analyses shed light on the dynamic characteristics and 
the seismic performance of the domes. The modal characteristics of the steel dome 
and the aluminium dome were similar. Therefore the material does not influence 
the modal characteristics of the dome. Moreover, the steel dome and the aluminium 
dome exhibited a good performance when subjected to the Kobe earthquake. This 
good seismic performance is attributable to the fact that the domes were initially 
designed to avoid dynamic instability by ensuring a safety factor of 2.5. However, 
this safety factor applied to aluminium domes is insufficient to ensure a seismic 
performance comparable with the steel dome. Therefore, it is recommended to use a 
displacement-based or a performance-based design approach for aluminium domes 
in earthquake-prone areas. Finally, the ductility of aluminium domes allows load 
redistributions in the members and more uniform distribution of plasticity in the 
members close to the base, which can be considered an advantage of the material. 
As a result, the aluminium dome could deform more globally and accept greater 
monotonic lateral forces. This observed behaviour is due to the combined influ-
ence of the material properties and the system configuration. However, under cyclic 
inelastic strains, the low cycle fatigue resistance of the material reduces this structural 
performance.
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13. Karakaş, & Szusta, J. (2016) Monotonic and low cycle fatigue behaviour of 2024–T3 aluminium 
alloy between room temperature and 300 °c for designing VAWT components. Fatigue Fract 
Eng Mater Struct 39(1):95–109. https://doi.org/10.1111/ffe.12336 

14. Lan T (2005) Space frame structures, 2nd edn. In: Handbook of structural engineering.https:// 
doi.org/10.1201/9781420039931.ch24 

15. Li YG, Fan F, Hong HP (2017) Reliability of lattice dome with and without the effect of using 
small number of ground motion records in seismic design. Eng Struct 151:381–390. https:// 
doi.org/10.1016/j.engstruct.2017.07.038 

16. Mazzolani FM (2006) New challenges for aluminium structures: an introduction structural 
applications of aluminium in civil engineering fields of application. Struct Eng Int 4:1–4 
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Multi-Dimensional Seismic Vulnerability 
Assessment of CLT Coupled Wall System 

Biniam Tekle Teweldebrhan and Solomon Tesfamariam 

Abstract In this paper, multi-dimensional seismic vulnerability assessment is 
performed for a cross-laminated timber (CLT) coupled wall (CLT-CW) system. The 
CLT-CW structural system uses multiple balloon type CLT shear walls connected, at 
every story, with replaceable coupling beams. For the seismicity of Vancouver, British 
Columbia–Canada, five 10-story CLT-CW buildings with coupling ratio (CR) values 
10–50%, are examined. Two-dimensional numerical model of the system is devel-
oped in OpenSees, and incremental dynamic analysis (IDA) is performed using 30 
(bi-directional) ground motion records. Bi-dimensional damage demands, maximum 
inter-storey drift ratio, and residual drift ratio are used to compute the corresponding 
fragility curves at three different limit state capacities, namely immediate occupancy 
(IO), life safety (LS), and collapse prevention (CP). From the analyses, it is shown 
that CLT-CW systems with higher CR values are less vulnerable when compared 
with those of lower CR values. Moreover, this study has investigated the effect of 
different combinations of the limit state functions on the resulting fragility curves 
and seismic vulnerability of the systems. 
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1 Introduction 

With the increasing interest in tall structures, the provision of seismic resistance 
becomes a critical design factor [1]. Design decisions, such as selection of an appro-
priate structural material and provision of an innovative lateral load resisting system 
(LLRS) are vital to achieve a resilience structural system [40]. Traditionally, non-
combustible materials, such as steel and concrete were the front-runners as the mate-
rial of choice for high-rise structures [28]. However, due to the ecological trend, a 
wide range of economic factors, and rapid development of high-performance engi-
neered wood products, timber-based constructions have had a resurgence in popu-
larity over the past years [15, 29]. Specifically, cross-laminated timber (CLT) has 
been playing a radical impact on the construction of tall buildings in recent years 
[4, 6]. In literature, innovative CLT-based LLRS is proposed (e.g., [21, 24, 34, 39]). 
One novel contribution to the state-of-the-art knowledge in CLT construction is the 
recently proposed CLT coupled wall (CLT-CW) system [32, 33]. 

Coupled wall system is a LLRS that comprises multiple structural walls connected 
at all storys with coupling beams [11]. The coupling system enables the building to 
respond in-elastically when subjected to design seismic loads, where the coupling 
beams yield first and incur the largest portion of ductility and energy dissipation 
demand of the system [11, 27]. This ductile response of the coupling beam in return 
reduces the seismic demand of the structural system [11]. CW systems have been 
widely used in conventional coupled wall (e.g., [27]), hybrid coupled wall (e.g., [11]), 
replaceable coupled wall (e.g., [13]), and post-tensioned coupled wall (e.g., [26]) 
systems. Tesfamariam et al. [32] recently extended the CW system to timber build-
ings by using CLT shear-walls. Prior to this study, Pei et al. [23] and Tesfamariam 
et al. [31] have studied CLT-CW system considering CLT floors and reinforced 
concrete coupling beam as coupling elements, respectively. To improve the earth-
quake resilience of CLT-CW system, Tesfamariam et al. [32] used steel coupling 
beams (SCBs) with reparable or replaceable shear-links. Moreover, for tall build-
ings, platform construction is not preferable due to the large perpendicular to grain 
compressive loads that are transferred to the CLT floor panels at the lower story 
levels [7]. Accordingly, the system examined by Tesfamariam et al. [30] uses a  
balloon type of CLT shear-walls with buckling-restrained brace (BRB) hold-downs. 
In this article, a multi-dimensional probabilistic seismic vulnerability assessment 
is carried out on a 10-story CLT-CW system with five coupling ratio (CR) values 
10–50%. Two-dimensional (2D) numerical model of the system is developed in 
OpenSees, and incremental dynamic analyses (IDA) are performed using suitable 
set of 30 ground motion records that reflects the seismicity of Vancouver, British 
Columbia (BC)—Canada. Engineering demand parameters, maximum inter-story 
drift ratio (MaxISDR), and residual inter-story drift ratio (ResISDR) are selected as 
seismic damage measuring parameters. Three limit state surfaces (linear, circular, 
and square) are considered to compute the fragility curves at three different non-
collapse limit state capacities, namely immediate occupancy (IO), life safety (LS), 
and collapse prevention (CP). Moreover, collapse fragility curves are computed, and
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the performance of the 10 story CLT-CW system is investigated under the considered 
CR values. 

The rest of this document is organized in six sections. Section 2 presents the system 
details and design considerations followed by Sect. 3, that defines the methodology of 
the study. Section 4 discusses the finite element model and ground motion selection 
method, and Sect. 5 presents the result and discussion of the study. Finally, Sect. 6 
provides some concluding remarks. 

2 Building Details and Design Consideration 

2.1 System Design and Details 

The 2D view of the considered 10-story CLT-CW system is shown in Fig. 1. The  
structural model comprises glulam beams and columns, CLT floor panels, CLT core 
shear-walls, and SCBs with replaceable shear-links. The glulam beams and columns 
are designed to support the vertical gravity load of the system, while the balloon CLT 
shear-walls and coupling beams resist the lateral loads. The complete 3D view and 
structural components of the system are provided in Tesfamariam et al. [32]. The first 
story height of the building is taken as 3.8 m, and height of all other stories are 3.0 m. 
The length of the two symmetrical 7-ply Grade E1 CLT balloon shear-walls and 
coupling beams are 4 m and 1 m, respectively. The building is designed with a live 
load of 2.4 kPa and a superimposed load of 2.8 kPa. The snow and seismic loads are 
determined based on the provisions of NBC [20] considering class C soil condition. 
The CLT floor panels are designed as a one-way slab using a 5-ply CLT Grade E1 
per CSA 086-14 standard [6]. The force parameters for the gravity load design were 
determined using ETABS, and system’s glulam frame members (columns and beams) 
are designed following the CSA 086-14 [5] standard. The summary for the gravity 
load design and details of the system is presented in [30].

2.2 Coupling Ratio 

CR is the parameter that governs the behavior of the CW system, and its value 
indicates the part of the total base moment converted into wall axial forces by means 
of the shear forces developed in the coupling beams (Fig. 2). The CR has a significant 
impact on the structural performance of CW systems, and analytically, for a two-wall 
system, the value of CR is defined as: 

CR = 
TLw 

Mmax 
= TLw 

TLw + 
∑ 

Mwall 
= Lw 

∑ 
Vz,i 

TLw + 
∑ 

Mwall 
(1)
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Fig. 1 CLT-CW system: a Coupling system, b Coupling beam, and c Hold-down

where Mmax = M1 + M2 = total overturning moment due to lateral forces, T = C = 
axial load induced by the shear forces of the coupling beams, Lw = distance between 
the centroid of the two walls, Mwall = reduced base moment of the individual walls 
(M1 = M2 for symmetrical walls), and 

∑ 
Vz,i = accumulation of coupling beam 

shears acting at the edge of all piers. 

Fig. 2 CW system force distributions
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The behavior of CW is classified as low, intermediate, and high based on the values 
of CR. Among the three classes, the intermediate coupling (CR value 30–45%) is 
the most optimal. For ordinary CW systems, CR values of 30–80% were used under 
different design conditions. Unlike the reinforced concrete and hybrid structures, the 
behavior of coupling action in mass timber structures with CLT wall pier is a new 
area of research. Owing the relatively lower axial strength of CLT walls (compared 
with RC walls), smaller values of CR are expected to work for CLT-CW system. 
Accordingly, CR values of 10–50% are selected in this paper. 

2.3 Seismic Design 

The seismic design of the CLT-CW system is carried out using continuous medium 
method (CMM). The method is a simplified elastic method that can be used to analyze 
and design the preliminary geometries of CW systems for a uniform or quasi-uniform 
structures [27]. The method reduces the statically indeterminate CW system into a 
problem modeled as single fourth-order differential equation [27]. Smith and Coull 
[27] provide closed form solutions that depend on the type of lateral loads. The 
design, using the closed form solutions, provide a good approximation for prelimi-
nary designs of regular CW systems and should be accompanied by a more accurate 
nonlinear analysis method to evaluate the system’s performance. Accordingly, in this 
paper, the CMM and FEM are used to design the LLRS parameters and study the 
nonlinear responses of the structure under the action of different GMs, respectively. 
The complete design procedure, along with a numerical example, is provided in 
Tesfamariam et al. [32, 33]. 

3 Multi-Dimensional Seismic Vulnerability Assessment 

3.1 Damage Measuring Parameters 

In this study, two engineering demand parameters are used, MaxISDR and ResISDR, 
to access the performance of the CLT-CW system. MaxISDR is a direct measure 
of building’s performance, and it denotes the maximum (absolute) difference in 
lateral displacement between two consecutive floors divided by the story height 
[22]. ResISDR, on the other hand, represents the maximum story drift ratio recorded 
at the end of the GM time history [22]. For decision-making and an appropriate 
understanding on the performance of the system, the relationship between demand 
and capacity of the system should be explored [25]. Accordingly, in this study, 
demand-to-capacity ratio (Y = D/C) is used to indicate the relative performance 
of the CLT-CW system under the action of seismic excitation. The demand and 
capacity values represent the outcomes of the structural analyses and the threshold
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Table 1 Limit state 
capacities for MaxISDR and 
ResISDR [10, 12] 

Performance limit state MaxISDR (%) ResISDR (%) 

IO 0.5 0.2 

LS 1.5 0.5 

CP 2.5 1 

of the performance of limit states considered, respectively. As stated earlier, three 
limit states (IO, LS, and CP) are considered in this study, and the performance limit 
state capacity values are summarized in Table 1. 

3.2 Limit State Functions 

To perform a multi-dimensional seismic vulnerability assessment of a system, multi-
dimensional limit state functions (MLSFs) should be defined [8, 35]. These functions 
can combine two or more demand-to-capacity ratios in terms of nonlinear combina-
tion of the ratios or as union or intersection of MLSFs [8, 19]. The generic expression 
that demonstrates the stated relationships is given as [8]: 

G(Y, IM) = 
N∑ 

i=1 

( 
ai · Y b i − 1 

) 
with ai = 1 or 0 (2)  

G(Y, IM) = 
N∏ 

j=1 

(G j ≤ 0) · G(Y, IM) = 
N∩ 

j=1 

(G j ≤ 0) (3) 

where G(Y, IM) = the multi-dimensional limit state function, IM = intensity 
measure, b = power term that defines the shapes of the limit state function, and 
N = number or dimensions of the damage measures (Yi values). 

In this study, three limit state surfaces are defined and used. Equations (2) and (3) 
can be simplified to the forms shown in Eqs. (4), (5), and (6), to represent the chosen 
limit state surfaces linear, circular, and square, respectively [8]. The 3D and 2D view 
of the limit state surfaces are demonstrated in Fig. 3. 

G(Y) = Y1 + Y2 − 1 (4)  

G(Y) = Y 2 
1 

+ Y 2 
2 

− 1 (5)  

G(Y) = G1(Y) ∩ G2(Y) = (Y1 − 1) ∩ (Y2 − 1) (6)
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Fig. 3 Limit state functions, adapted from De Risi et al. [8] 

4 Numerical Model and Ground Motion Selection 

A finite element (FE) model for a 2D CW frame of the buildings was developed 
using Open System for Earthquake Engineering Simulation [18]. In this FE frame-
work, the global system is formed by assembling the model components: CLT shear-
wall elements, hold-downs, and coupling beams (Fig. 4). The CLT wall panels are 
modeled using ElasticIsotropic material and quad elements [9]. The two ends and 
central “fuse” of the coupling beams are modeled using OpenSees elasticBeam-
Column elements as rigid offsets and Steel01 UniaxialMaterial with zeroLength 
nonlinear vertical springs, respectively [16]. To satisfy the high axial demand, BRB 
hold-down [31] is modeled using OpenSees Steel01 uniaxialMaterial. The contact 
between the CLT wall and the base is modeled using OpenSees uniaxial elastic 
notension (ENT) material and a large elastic stiffness value is assigned to the ENT 
spring under compression. Besides, to take account the effect of P-delta, a leaning 
column is introduced and modeled as elasticBeamColumn element. Elastic Uniax-
ialMaterial and truss elements are used to link the CLT shear-walls and leaning 
column and transfer the P-delta effect. A load (equivalent to the gravity load carried 
by the gravity columns) is applied in the provided lean column at each story level. 
The detail modeling parameters can be obtained in Tesfamariam et al. [32].

Modal analysis was performed, and the first three fundamental periods are summa-
rized in Table 2. To develop the seismic fragility curves of the systems, GM selection 
is carried out by matching the response spectra of the selected records to a target
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Fig. 4 Details of the numerical model

response spectrum of Vancouver, BC—Canada. Using multiple CMS-based record 
selection method [2, 14], a set of 30 GM records (bi-directional) is selected at the 
anchor period of 1.0 s, considering the 2% probability of exceedance (PE) in 50-year 
design level earthquake. Vibration periods of 0.1 and 2.0 s are considered as the 
lower and upper limits for the GM selection, and the match is satisfied within these 
lower and upper limits vibration period ranges. 

Table 2 Natural periods of 
the CLT-CW system under 
different CR values 

CR (%) Fundamental periods (s) 

T1 T2 T3 

10 1.21 0.27 0.11 

20 1.10 0.26 0.11 

30 1.04 0.24 0.11 

40 1.00 0.23 0.10 

50 0.98 0.23 0.10
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5 Result and Discussion 

5.1 Incremental Dynamic Analysis 

IDA is a series of dynamic analyses performed by repeatedly scaling a GM record 
until a specific damage on the structure is attained [37]. The resulting curve (IDA 
curve) relates the scaled IM values with one or more structural demand parameters 
EDPs or alternatively damage measures. In this study, the 5% spectral acceleration at 
the fundamental period of the system (Sa(T 1)) is considered as the IM, and two EDPs, 
MaxISDR and ResISDR are considered as the damage measuring parameters. The 
typical 3D IDA curves for the CLT-CW systems (with CR= 10%) are shown in Fig. 5. 
As seen in the figure, the systems first behave elastically and then, the slope falls 
as the Sa(T 1) level raises, indicating that the systems have suffered significant drift 
damage before reaching the collapse points. Moreover, it can be noticed that though 
the systems are subjected to significantly higher MaxISDR, the ResISDR remains 
well below 1%, a threshold value to protect excessive post-earthquake deformations 
[22]. Besides, the figure demonstrates the performance points and the Sa(T 1) values 
corresponding to the onset of a specific limit state capacities. It is worth noting that 
the distributions of the limit state capacity points are almost the same for the LS and 
CP limit states (Fig. 5b, c). On the other hand, a significant difference can be seen 
between the IO and the other two limit state capacities. Note that Fig. 5 shows the 
case for CLT-CW system with CR = 10%. Similar observations can be made for the 
other CR cases as well. 

The bi-dimensional representation of the same IDAs, in terms of Y ’s, is shown in 
Fig. 6. The vertical and horizontal axes of the figure represent the normalized, the 
ratio between the demand and corresponding capacity, of MaxISDR and ResISDR, 
respectively. From the figure, it can be shown that as the IDA passes from IO to CP, 
there is a larger part of the limit state surface intersected by the IDA curves, leading 
to a larger dispersion of the response. Moreover, for the case of the square limit state

Fig. 5 3D IDA curves for CLT-CW system with CR = 10% considering: a Linear, b Circular, and 
c Square limit state functions 
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Fig. 6 Bi-dimensional IDA curves 

functions the proposed procedure is almost coincident with the classic procedure 
adopted for the case of scalar damage measure. 

5.2 Fragility Curves 

In literature, different parametric and nonparametric fitting models exist to develop 
seismic fragility curves. Considering its simplicity, good representation, and conve-
nient characteristics, the lognormal cumulative distribution function (CDF) has often 
been used [17]. Accordingly, in this study the lognormal CDF is used, and the method 
of moments is applied to obtain the parameters of the distribution function at the 
damage threshold of interest (e.g., IO). These parameters (the mean and standard 
deviation) are then used to develop the fragility curves at the specific limit state 
condition. Analytically, for a single scalar damage measuring index, the resulting 
fragility curve is described by the following equation [3, 8]:
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P(D > C/IM = IMi ) = P(G(Y ) ≤ 0/IM = IMi ) 

= ϕ 
( 
ln(IMi ) − μ 

β 

) 
(6) 

where IMi = IM for the ith GM at the damage threshold of interest (i ranges from 1 
to N, the number of GM records), ϕ = the standard cumulative normal distribution 
function, μ and β are the sample mean and standard deviation, respectively, which 
are calculated as: 

μ = 
1 

N 

N∑ 

1 

ln(IMi ) (7) 

β = 
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|
|
|
|
|
|
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⎝ 

N∑ 
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(ln(IMi ) − ln(μ))2 

N − 1 

⎞ 

⎟ 
⎟ 
⎟ 
⎠ 

(8) 

In this study, however, the fragility methodology is applied based on the bi-
dimensional damage indices. For the case of a multi-dimensional limit state surface, 
the calculation of IM values corresponding to the onset of a specific limit state is not 
straightforward [8]. It is necessary to obtain the performance point (G = 0) by inter-
polating the closest points that are a little smaller and bigger than the performance 
point. When the IM is obtained by interpolation, the same procedure (i.e., the method 
of moments) is applied to predict the fragility curve parameters of the lognormal CDF. 
The detail formulation and implementation of the performed calculation on to get 
the performance point are provided in [8]. 

5.2.1 Non-collapse Fragility Curves 

As discussed in the previous sections, the seismic vulnerability of the designed CLT-
CW systems is examined under the three non-collapse limit states: IO, LS, and CP. 
The performance points are first estimated considering the three limit state functions. 
Once the Sa(T 1) at the damage threshold of interest (e.g., IO) is obtained for all the 
GMs and the limit state functions, the logarithmic moments of the distribution of Sa 
are easily computed. The resulting non-collapse fragility curve is shown in Fig. 7 for 
the case CR = 10%. Two important points can be noticed. First, the resulting fragility 
curve shows that the circular and square limit state function yields the same result, 
and as expected, the linear limit state function gives a critical fragility curve. Second, 
the fragility curves in Fig. 7b, c have bigger standard deviation, and this corresponds 
to the fact that the damage data are largely dispersed in the nonlinear response zone of 
the system. However, in the case of IO, where there is a moderate earthquake intensity 
and system’s response is almost linear, the fragility curve has a smaller standard
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Fig. 7 Non-collapse fragility curves for CR = 10% considering a IO, b LS, and c CP 

deviation. Overall, the MaxISDR damage index is found to govern the fragility 
curves with a marginal impact from the ResISDR. As all the performance points are 
intercepted by the MaxISDR (Fig. 6), the fragility curve obtained from the square 
limit state function overlaps with the one developed considering the MaxISDR only 
(i.e., the 2D fragility curve model obtained from the 2D IDA curves). Nonetheless, 
the use of the 3D model yields a critical fragility curve (especially for the LS and 
CP limit states) since ResISDR has a contribution on the overall vulnerability of 
the system at the linear limit state function (Fig. 7). Because timber structures are 
prone to residual deformations due to the slip in connections and may contribute to 
the global performance of the system, bi-dimensional damage demands can give a 
better result. Note that though Fig. 7 shows the result for the case with CR = 10%, 
the same observations are noted to the other four cases (CR = 20–50%). 

REF _Ref97209191 \h \* MERGEFORMAT Figure 8 demonstrates the non-
collapse fragility curves for the case CR =10, 30, and 50%. Each curve in REF 
_Ref97209191 \h \* MERGEFORMAT Fig. 8 represents the combined equivalent 
fragility curve which is the median curve of the fragility curves of the three consid-
ered limit state functions [8]. As expected, CLT-CW systems with higher CR value 
exhibit better seismic performance with lower PE under a given hazard level, than 
those with lower CR values. This contributes to the fact that systems with higher CR 
values have greater coupling beam strength, higher reduction in the seismic demand 
of the individual walls, and hence are stronger. The relative difference in the seismic 
performance of the systems is more pronounced for the LS and CP limit states, where 
the systems exhibit nonlinearity.

5.2.2 Collapse Fragility Curves 

To extend the vulnerability assessment of the considered system with respect to the 
probability of collapse, collapse fragility curves are developed from the IDA results 
(considering only the MaxISDR). For this system, collapse is considered to occur at a 
MaxISDR = 5% [38]. Figure 9 shows the IDA curve based on the MaxISDR damage
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Fig. 8 Equivalent non-collapse fragility curves: a IO, b LS, and c CP

indices. As can be seen from the figure, collapse is achieved at higher Sa(T 1) value 
for systems with higher CR values. Accordingly, the collapse fragility curves for the 
case with CR values 10, 30, and 50% are developed (Fig. 10). As can be seen from 
the figure, CLT-CW systems with higher CR values are less vulnerable compared 
with those of lower CR values. It can also be noticed that the dispersion of the 
spectral acceleration at collapse state (MaxISDR = 5%) is greater than the spectral 
acceleration values at the other limit state capacities (e.g., IO). The discussion also 
holds true for systems with CR = 20% and 40%, in which their non-collapse and 
collapse fragility curves lie between the corresponding systems, 10% and 30%, and 
30% and 50%, respectively [33, 36]. 

a) b) c) 

Fig. 9 IDA curves for CR = a 10%, b 30%, and c 50%
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Fig. 10 Collapse fragility 
curves 

6 Conclusion 

As buildings are built taller and slender, the provision of seismic and wind resistance 
becomes a critical design consideration. Design consideration such as selection of an 
appropriate structural material and provision of an innovative lateral load resisting 
system are important to achieve a resilience structural system. Currently, the desire 
for a sustainable material has reignited the interest in timber-based construction. 
Even though this timber-based construction is becoming common for residential and 
low-rise apartment buildings, new innovative building system may offer better oppor-
tunities as code revisions allow for increasing heights in timber construction. One 
possible innovative and readily available structural system, proposed by Tesfamariam 
et al. [32], is cross-laminated timber coupled-wall (CLT-CW) systems. The proposed 
system comprises CLT balloon shear-walls, BRB hold-downs, and coupling beams. 
As an extension to the study, in this paper, a multi-dimensional probabilistic seismic 
vulnerability assessment is carried out on a 10-story CLT-CW system, consid-
ering five coupling ratio (CR) values 10% to 50%. Incremental dynamic analyses 
(IDA) are performed in OpenSees using suitable set of 30 (bi-directional) ground 
motion records that reflect the seismicity of Vancouver, BC—Canada. Two damage 
indices (MaxISDR and ResISDR) and three limit state surfaces (linear, circular, and 
square) are considered to compute the fragility curves at three different performance 
limit state levels, namely: immediate occupancy (IO), life safety (LS), and collapse 
prevention (CP). From this study, the following conclusions can be drawn: 

• For the given system, the non-collapse fragility curves showed that the circular 
and square limit state function yields the same result and as expected, the linear 
limit state function gives a critical fragility curve. The MaxISDR damage index 
is found to govern the fragility curve with a marginal impact from the ResISDR. 
Consequently, the square limit state function coincides with the fragility curve 
developed considering the MaxISDR only. Nonetheless, the use of the 3D model
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yields a critical fragility curve (especially for the LS and CP limit states) due 
to the fact that ResISDR has a contribution on the overall vulnerability of the 
system at the linear limit state function. Because timber structures are prone to 
residual deformations due to the slip in connections and may contribute to the 
global performance of the system, 3D model can give a better result. 

• As the IDA passes from IO to CP, there is a larger part of the limit state surface 
intersected by the IDA curves, leading to a larger dispersion of the response in 
the nonlinear response zone of the system. Consequently, LS and CP fragility 
curves exhibit larger standard deviation. However, in the case of IO, where there 
is a moderate earthquake intensity and system’s response is almost linear, the 
fragility curve has a smaller standard deviation. 

• The equivalent fragility curve, the median curve of the fragility curves of the three 
considered limit state functions, showed that CLT-CW systems with higher CR 
value exhibit better seismic performance, with lower PE under a given hazard 
level, than those with lower CR values. This contributes to the fact that systems 
with higher CR values have greater coupling beam strength and higher reduction in 
the seismic demand of the individual walls. The relative difference in the seismic 
performance of the systems is more pronounced for the LS and CP limit states, 
where the systems exhibit nonlinearity. 

• The vulnerability assessment of the system is extended to the collapse limit state. 
From the analyses, it is shown that CLT-CW systems with higher CR values are 
less vulnerable compared with those of lower CR values. Moreover, it is found 
that the dispersion of the spectral acceleration at collapse state is greater than the 
spectral acceleration values at the other limit state capacities. 

In summary, it can be concluded that the structural behavior of the CLT-CW 
system is enhanced by providing coupling beams with higher shear strengths. This 
study, however, has some limitations. The CLT to hold-down and CLT to coupling 
beams connections are modeled as rigid connections. Moreover, the CLT shear-walls 
are modeled as single walls. The stated limitation warrants further investigation and 
potentially, the analyses can also be extended for three wall systems and different 
coupling beam shear force profiles. 
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Structural Layout Optimization of Tall 
Buildings Against Wind Load 

Magdy Alanani and Ahmed Elshaer 

Abstract Nowadays, tall buildings are playing an important role in fulfilling the 
increasing demand for housing in urban cities. The design process of tall buildings 
is quite complex, and it requires continuous collaboration between different engi-
neering fields and architects to satisfy the target functionality at a suitable cost. Since 
tall buildings are sensitive to lateral loads, a change in their layout, size, or shape 
will affect their cost and behaviour. In this paper, a case study for topology optimiza-
tion is presented to find the optimal lateral resisting system layout against dynamic 
wind load for tall buildings, by altering the configuration of shear wall segments. 
First, an automated finite element (FE) model is adopted to assess the structural 
performance against static wind loads provided by the National Building Code of 
Canada. These models are integrated with a genetic algorithm, in order to identify 
the optimal configuration of the structural system. A comparison is held between 
dynamic time history wind loads and equivalent static wind loads to investigate 
the effect of including dynamic loads within the optimization framework. This study 
demonstrates the potential capability of topology optimization in tall buildings, which 
can increase the wind performance of the tall building, while reducing the overall 
cost of the structure within predefined architectural and structural constraints. 

Keywords Structural optimization · Topology optimization · Tall buildings ·
Wind load · Genetic algorithm · Neural networks · CFD · Shear walls 

1 Introduction 

The number of climate-related natural disasters increased in the last three decades, 
especially extreme wind events resulting from climate change [15]. These changes 
require an increase in the wind resilience of residential buildings, which increases the
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cost of construction and leads to further increases in the cost of housing. Tall build-
ings, with number of storeys more than 10 [14], can be considered a vital component 
in modern urban cities. This type of buildings is sensitive to dynamic loads like wind 
events. The design of those buildings relies on their lateral load resisting system 
(LLRS) that supports the building and composes its stiffness. This design process 
starts with an initial proposal for the location and orientation of the main LLRS. 
Then, it goes through numerous iterations to reduce the cost of these systems and 
increase their efficiency. However, it never guarantees that the final product of this 
process is the optimal solution. With these current design practices, the construc-
tion industry becomes responsible for almost 40% of global energy-related carbon 
emissions [17]. Consequently, structural optimization becomes a crucial objective 
for futuristic buildings. Structural topology optimization (STO) is one of the aspects 
addressing the problem of structural optimization. STO can be defined as finding the 
best distribution of material within a design domain [4]. In the last few decades, STO 
has been introduced to tall building designs, especially in the conceptual phase of 
the design process [3]. For tall buildings, STO is assessing mostly the LLRS system 
layout. Most of the previous research focused on tackling the vertical layout of the 
structure. For instance, [16] adopted a continuous approach in using an experimented 
pattern gradation with topology optimization, and it achieved a good balance between 
aesthetics and structural requirements as shown in Fig. 1, while the discrete approach 
using modified pattern search was used by [2] to find optimal bracing system design 
for tall buildings. Some research work was concerned about the LLRS horizontal 
layout optimization by altering the location and orientation of LLRS elements in the 
plan layout. For example, a computational method was developed by [18] to find the 
optimal shear wall location within an architectural layout with more flexible shape 
formations. The aforementioned research simplified the lateral load behaviour into 
equivalent static loads. However, lateral loads have stochastic dynamic behaviours 
that affect the structural vibrational modes. Thus, some researches started to consider 
the dynamic nature of lateral loads. For instance, [5] used Monte Carlo simulations 
to develop a performance-based topology optimization framework for tall buildings. 
This framework relies on an approximate static sub problem for the 2D vertical layout 
of the bracing system. [11] developed this framework to consider 3D performance-
based topology optimization problems using dynamic wind loads extracted from 
boundary layer wind tunnel tests. [9] used the equation of motion within the topology 
optimization algorithm against dynamic wind loads correlated to known stationary 
wind power spectral densities. Most of this research focussed on the vertical layout 
of the LLRS. However, a limited contribution was found to consider the dynamic 
wind load for the horizontal layout of the LLRS.

Accordingly, this work aims to tackle the topology optimization of the horizontal 
layout of LLRS of tall buildings. An optimization framework is developed for LLRS 
layout within tall buildings against gravity and wind loads based on [13]. A surrogate 
model is built using artificial neural networks (ANN), which is able to estimate the 
structural response of structures after being trained by results generated by the finite 
element analysis. This model is coupled with a genetic algorithm to identify the 
optimum layout of shear walls within predefined architectural constraints. Finally,
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Fig. 1 Topology 
optimization continuous 
approach for tall buildings 
[16]

the response of a tall building was assessed using both the equivalent static method 
and time history method to highlight the accuracy achieved through the latter method. 

2 Structural Optimization Framework 

The main purpose of the structural optimization framework (SOF) proposed in this 
study is to increase the efficiency of the LLRS used, within our predefined layout 
to enhance the structure wind performance without changing the amount of mate-
rials used. As shown in Fig. 2, a flowchart represents the procedure of structural 
optimization. The procedure starts with defining the optimization problem objective 
function, which is minimizing the maximum interstorey drift in both X and Y direc-
tions against wind and gravity loads for tall buildings. The finite element method 
(FEM) is used for modelling and analyzing the structure under the selected load 
cases using ETABS [7]. In this study, the optimization problem was tackled through 
a stochastic approach which is a genetic algorithm (GA). GA relies on numerous eval-
uations of the objective function through altering design variables till an optimum 
value is reached. In this case study, the design variables are identified as a discrete 
binary value for all possible locations of shear walls based on a predefined domain. 
The execution of the evaluation function through FEM is computationally costly. 
Consequently, a surrogate model will be used to estimate the structural response of 
tall buildings after being trained with a database of building alternatives with their
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Fig. 2 Structural optimization framework flowchart 

corresponding performances. The surrogate model used in the SOF is an artificial 
neural network (ANN). In order to build this surrogate model, a group of random 
training models was prepared using FEM in order to train the ANN for interstorey 
drift evaluation. 

3 Case Study 

In this study, a multistorey residential building of 20 floors, with a storey height of 
3.5 m, is adopted, which follows the structure described in [1]. A single symmetric 
layout of rectangular-shaped flat slabs with dimensions of 24.75 m × 18.75 m is 
used. A superimposed dead load of 5 kN/m2 and a live load of 1.9 kN/m2 are applied 
to all slabs. The layout is designed according to the Canadian Standards Association 
(CSA) 23.3-14 [6] using concrete of f

'
c = 35 MPa and steel reinforcement ASTM992



Structural Layout Optimization of Tall Buildings Against Wind Load 327

of grade 50. The ultimate limit state and serviceability limit load combinations are 
used for designing structural elements. The selected building is designed to resist a 
mean-hourly wind velocity pressure, q, of 0.39 kPa, importance factor, Iw, of 1.0, and 
topographic factor, Ct of 1.0. The terrain is considered open terrain with no topology 
effect. An architectural layout is proposed for two flats per storey, as shown in Fig. 3a. 
Based on the proposed architectural layout, possible locations for shear walls are 
identified to fulfil architectural objectives as illustrated in Fig. 3b. A preprocessing 
stage is implemented to prepare the optimization problem that will be described in 
detail in the following sections. The blue lines in the below figure are considered 
the domain for shear walls. To identify the length and the shape of shear walls, a 
discretization of this domain is performed based on a rectangular mesh of predefined 
base size which is 1.0 m. As a result of this process, the domain will be divided into 
170 segments of shear walls, each of 1.0 m. In this study, 45 shear wall segments 
will be selected for the optimization problem. For each model, different locations 
of columns will be identified to avoid overlapping between shear wall segments and 
columns. Each shear wall segment is of 1000 mm length and 300 mm thickness, 
as illustrated in Fig. 4b. Each floor is supported by a certain number of columns of 
750 × 750 mm cross-section dimensions and 2.5% steel reinforcement, as shown 
in Fig. 4c. In order to assess the effect of shear walls’ location alteration around 
the plan, all scenarios will have the same quantity of materials by maintaining the 
predefined reinforced concrete dimensions and steel reinforcement ratios. Also, the 
same number of columns, shear walls, reinforcement bars, and slabs are maintained. 

Fig. 3 a Architectural plan view, b Possible shear wall locations
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Fig. 4 a Benchmark plan layout, concrete dimensions, and reinforcement detailing for cross-
sections of b Shear wall segment and c Column 

4 Validation 

Since this study will be a first step in considering dynamic wind load and correlating it 
to the NBCC through optimization framework, previous studies should be considered 
for validating the computational fluid dynamic (CFD) model and the FEM model. 

4.1 Computational Fluid Dynamics Model 

Regarding the CFD model, a well-established standard tall building is adopted in the 
validation process, known as the Commonwealth Advisory Aeronautical Research 
Council (CAARC) building [12]. Various boundary layer wind tunnel (BLWT) tests 
and CFD simulations studied that building. In order to validate our model, the mean 
pressure coefficient (Cp mean) and root mean square of the pressure coefficient 
(RMS Cp) will be compared with two main BLWT tests on the CAARC building 
held in Monash University and the National Physics Laboratory (NPL). Large eddy 
simulation (LES) is conducted for a scaled model of the CAARC building similar 
to the BLWT. Based on [8] study, the time scale and length scale are 1:100 and 
1:400, respectively. The building and computational domain full-scale dimensions 
are provided in Table 1. As shown in Fig. 5, three zones are used for grid discretiza-
tion with different base mesh sizes: zone 1, zone 2, and zone 3 grid sizes are H/5, H/ 
10 and H/25, respectively, producing a total number of ~ 1,730,000 cells, as shown 
in Fig. 6. In addition, 10 prism layers are used around wall regions with a stretching 
factor of 1.30. In order to generate a turbulent inflow, the consistent discrete random
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flow generation (CDRFG) technique is utilized with a mean wind speed of 10 m/s at 
the building’s height. Turbulent intensity, turbulence length scale, and velocity profile 
regression coefficients are used as per [8]. For representing the wind power spec-
tral density (PSD), a range of frequencies is utilized from 1.0 to 3500 Hz. Velocity 
streamlines in Fig. 7 show a very reasonable behaviour with velocity magnitude 
similar to what is conducted by [8] study. As shown in Fig. 8, Cp mean and Cp RMS 

are compared with Monash University and NPL results, and they showed a good 
agreement with a maximum variation of less than 6% in both parameters. 

Based on the previous results, this computational domain with wind flow prop-
erties proved the validity to be used in future investigations of tall buildings. In a 
further publication, in this case study tall building will be inserted into this compu-
tational domain to extract wind load time histories on each floor. Afterwards, those

Table 1 Building and computational domain dimensions 

Length (X-direction) Width (Y-direction) Height (Z-diection) 

Building 30.5 45.7 182.5 

Zone 1 20 H Wind tunnel width (2.1 m) Wind tunnel height (2.6 m) 

Zone 2 15 H 2.4 H 2.25 H 

Zone 3 12 H 0.8 H 1.75 H 

Fig. 5 Computational domain details and boundary conditions
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Fig. 6 Grid resolution for CFD computational domain 

Fig. 7 Mean velocity magnitude with flow streamlines and corresponding grid resolution

time histories will be applied to the FEM model to evaluate the wind performance 
of the structure.
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Fig. 8 a Cp mean, b RMS Cp distribution over the horizontal section of the building at 2/3 H 
against BLWT tests’ results

4.2 Finite Element Method Model 

In order to validate the FEM adopted in this study, CAARC building was used as 
a benchmark to apply the structure topology optimization on this case study tall 
building. Building geometry consists of plan dimensions of 30 m × 45 m with an 
overall height of 180 m. The building consisted of 45 storeys and was made up 
of 10 bays × 15 bays steel frame with a storey height of 4 m and a bay width 
of 3 m as shown in Fig. 9. The initial member sizes considered for this building 
are summarized in Table 2 as adopted in [10]. The ground supports are considered 
fixed-end support, giving the structure a rigid floor connection. The structure’s natural 
frequency is 0.15 Hz, with a damping ratio of 2%. Steel has a density of 7850 kg/m3 , 
Young’s Modulus of 200,000 MPa, and Poison’s ratio of 0.25. As shown in Fig. 10, 
a comparison between the validation model and the [10] model in both deflection 
and interstorey drift shows a significant agreement between both models.
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Fig. 9 Framework of the 45 
storey CAARC structure 

Table 2 Initial member sizes 
for the CAARC building 
framework 

Floor zone Colum Beam 

1–9 W14 × 550 W30 × 357 
10–18 W14 × 500 W30 × 326 
19–27 W14 × 370 W30 × 292 
28–36 W14 × 257 W30 × 261 
37–45 W14 × 159 W30 × 211

5 Surrogate Model 

A surrogate model can be defined as an estimation model for computationally compli-
cated and costly simulations. In this study, FEM analysis through ETABS could take 
between a couple of minutes to 30 min. In order to evaluate the objective function 
through real-time simulation, this will be very time-consuming. ANN is used in this 
study as a surrogate model. ANN is a regression model that consists of inputs, hidden 
layers, and outputs. The quality of the neural network outputs (objective function)
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Fig. 10 a Maximum top deflection and b Maximum interstorey drift in the along-wind direction

relies on the training process effectiveness, through various training sample models 
that can cover most of the search space required in the optimization problem. 

In this study, a feedforward neural network is used to determine the interstorey 
drift in Y-direction as an output based on an input of shear wall locations. The input 
layer is one layer of size equal to 170 nodes that accepts binary values (i.e., 0 or 
1). These nodes represent possible locations of shear wall segments. This ANN also 
consists of two hidden layers, one of 170 nodes and the other one of 20 nodes. It is 
recommended to use the first hidden layer size similar to or greater than the input 
layer size. Regarding the second hidden layer, the number of nodes is chosen based 
on the number of storeys within the tall structure. Both layers have a hyperbolic 
tangent sigmoid transfer function (Tansig) that transfers inputs into values belonging 
to [− 1 1]. The output layer size is 20 nodes, which equals the interstorey drift of 
each floor. This surrogate model represents the scenario of having 45 shear wall 
segments out of 170 possible locations. A total of 100 random configurations of 
the 45 shear wall segments out of the possible 170 segments are prepared using 
MATLAB code that automates the process of building models and extracting results 
on ETABS through the open application programming interface (OAPI). This code 
also generates columns’ locations based on the predefined locations and avoids any 
overriding or intersections with the generated shear walls. After using 70% of the 
samples in training and 30% in testing and validation, the correlation coefficient 
between the FEM database and the ANN model is 92.66%, as shown in Fig. 11. As  
shown in Fig.  12, 95% of the samples produced an error of less than 4%, while 5% of 
the samples exceeded this ratio. All of the previously mentioned percentages support 
the adequacy of the ANN surrogate model in mapping complex relations between 
inputs and outputs.
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Fig. 11 Regression plots for training and validation samples 

Fig. 12 Error histogram for training and validation
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6 Optimization Problem and Results 

Two optimization problems are conducted in this study, which are the interstorey 
drift in X-direction and Y-direction. The following section will only describe the 
Y-direction as the X-direction will be similar but with different output and objective 
functions. The optimization problem can be mathematically modelled as shown in 
Eq. (1), where S represents the shear wall segment’s location, δi x  represents the 
maximum interstorey drift in X-direction and, δiy  represents the maximum interstorey 
drift in Y-direction. Both values should not exceed 0.2% based on the [13], T is the 
total number of shear wall segments used which is 45, and N is the total number of 
possible shear wall segments locations which is 170 locations in this study. 

Find S = (S1, S2, . . . ,  SN ) 
Minimize: δiy  
Subjected to Sum S = T , δi x  & δiy  ≤ 0.2% 

Where Si {0, 1}, i = (1, 2, . . . ,  N ) (1) 

The genetic algorithm code is adopted where four different sizes of the initial 
population are chosen to check the adequate population sample. As shown in Fig. 13, 
a random configuration is selected for each population sample. The fitness curve is 
plotted in Fig. 14, and it can be concluded that a population size of 40 will be enough 
to converge to the most optimal configuration of shear wall segments to get the least 
interstorey drift in X-direction and Y-direction, which were found to be 0.27% and 
0.32%, respectively. This framework managed to reduce the interstorey drift in both 
directions by ~ 30% compared with the initial configuration.

The GA code starts by generating a population of size 40; each sample consists 
of a random configuration of 45 shear wall segments within 170 possible locations. 
This is represented in the form of binary values for 170 variables for the optimization 
function. The optimization function used is the ANN model of interstorey drift in X-
direction. Through generations and after evaluation of each objective value, mutations 
and crossover operators are applied based on the GA parameters mentioned in Table 3. 
The mutation is generated from a single parent by switching the order of identified 
variables, while crossover is done between two parents through exchanging parts 
of the configuration. The optimization procedure is repeated several times to avoid 
getting trapped in local minima. Two different layouts resulted from this optimization 
procedure, which are corresponding to the optimization of the interstorey drift in 
X-direction and Y-direction, as shown in Fig. 15.

In order to assure wind performance improvement through this framework, a 3D 
FEM analysis is conducted using the resulted optimal layout, as shown in Fig. 16. In  
this step, a comparison is held between the interstorey drift of the tall building due to 
dynamic loads and static loads. Dynamic loads are time histories of forces extracted 
from the CFD model for each floor using derived surfaces with monitors that record 
forces with respect to time, as illustrated in Fig. 17b. These forces are applied to
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Fig. 13 Different initial population for 45 shear walls segments: a 40 population samples, b 70 
population samples, c 100 population samples, d 120 population samples

the FEM model as time history functions, as shown in Fig. 17, while equivalent 
static loads are applied based on [13]. To assure correlation between dynamic loads 
FEM model and static loads model, the mean-hourly wind velocity pressure, q. value 
is maintained at 0.74 kPa, based on the wind speed at the building’s height in the 
CFD model, which is 33.98 m/s. Interstorey drift and displacement for both FEM 
models are presented in Fig. 18. It is noticed that the dynamic loads model shows 
lower responses with a difference of 42% in both parameters compared with the 
static loads model. Consequently, embedding dynamic loads within the optimization 
framework, instead of equivalent static loads, can provide a better representation of 
tall buildings’ behaviour against wind loads.
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Fig. 14 Fitness curve for interstorey drift in X-direction

Table 3 Genetic algorithm parameters 

Number of 
variables 

Population size Number of 
generations 

Number of times to 
apply mutation 

Number of times to 
apply simple 
crossover 

170 40 1000 4 10 

Fig. 15 Optimal shear wall 
layout configuration
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Fig. 16 3D FEM of resulted optimal layout in Y-direction 

Fig. 17 a Longitudinal and across-wind forces time history at 10th floor, b Highlighted derived 
surface for the 10th floor
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Fig. 18 Comparison between dynamic and static wind loads a Interstorey drifts, b Lateral deflection 

7 Conclusion 

In this study, a structural optimization framework (SOF) is developed to enhance the 
wind performance of tall buildings by altering the location of shear wall segments. 
SOF is considered a combination of finite element method (FEM) analysis, artificial 
neural networks (ANN), genetic algorithm (GA), and computational fluid dynamics 
(CFD). The SOF relies on a training dataset prepared using the FEM analysis auto-
mated by an OAPI MATLAB code. This training dataset is used to build and train the 
surrogate model for the objective function, which is in the form of ANN in this study. 
In the current framework, the objective function is to minimize the interstorey drift 
without changing the number or the dimensions of the LLRS. A typical tall building 
is adopted as a case study to apply the STO and check its validity. By choosing 45 
shear wall segments out of 170 possible shear wall segments, STO showed a notice-
able capability to reduce the interstorey drift by 30% in both X and Y directions. 
It is also noted that this ANN model showed efficiency in capturing the complex 
behaviour of the tall building subjected to wind loads by a correlation coefficient 
of ~ 92%. The final output of the STO is validated by a FEM model to check the 
improvement of the wind performance. In addition, the FEM model subjected to 
dynamic wind loads resulting from CFD shows a significant reduction in interstorey 
drift and lateral deflection by almost 42%, which highlights the ability to improve 
the accuracy in evaluating the structural performance based on dynamic loads.
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Structural Fatigue Crack Localization 
Based on EMD and Sample Entropy 

Shihao Cui, Pooneh Maghoul, and Nan Wu 

Abstract During structural vibration, fatigue cracks, especially at their initial stage, 
introduce a repetitive crack open-close breathing-like phenomenon. Breathing cracks 
cause irregularities, bi-linearity, or perturbations in the vibration response of a struc-
tural system. Entropy can be used to quantify the irregularity or bi-linearity in those 
responses, and the crack position can be determined since on the two sides of the 
breathing crack, there is an apparent variation of entropy values. Here, we present 
a new breathing crack localization method based on a spatially distributed entropy 
approach coupled with the empirical mode decomposition (EMD). EMD is used as 
a pre-processing tool to extract the characteristics caused by breathing phenomenon 
in the vibration signal, and the reconstructed signal is used for entropy calculation. 
The location of the crack can be estimated by entropy values at different positions 
of the test structure. To verify the accuracy of the proposed method in localizing the 
breathing crack, the results were compared with a series of laboratory experiments 
in a beam. It is concluded that the proposed approach can be effectively used for 
breathing crack localization in a structural system. 

Keywords Fatigue cracks · Entropy · Emprical mode decomposition · Breathing 
phenomenon 

1 Introduction 

Fatigue crack detection plays an important role in the field of structural health moni-
toring (SHM). The crack at its initial stage is closed and can undergo the open-
to-close and close-to-open statuses alternatively during vibration. The breathing
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crack can introduce irregularities, perturbations, disorder or bi-linearity into vibration 
responses. 

There are different methods that have been used for crack identification. Some 
methods achieve crack identification by key features such as natural frequencies, 
modal shapes, modal curvatures, and so on [1–3]. However, those features are hard to 
be measured in real systems. Some signal processing methods are also used for crack 
identification. For example, wavelet transform (WT), empirical mode decomposition 
(EMD), and entropy have been used in SHM [4–7]. Recently, big data technology has 
also become popular in this regard. However, it is still hard to gain a large volume 
of data in some specific problems, and the application of artificial intelligence in 
practice is still limited [8, 9]. 

By quantifying the disorder or perturbations in a system, entropy can be used for 
crack identification. Yang et al. [10] firstly used entropy for open crack detection. 
Wimarshana et al. [7, 11–13] used entropy to detect the depth of breathing crack. In 
their work, WT is used to amplify the characteristics in the vibration signal caused 
by the breathing phenomenon before entropy calculation. Cui et al. [14, 15] used  
WT and entropy for crack localization. In this research, the entropy distribution on 
the structure is shown, and on the two sides of the crack, there is a clear variation 
in the entropy value. However, there are two disadvantages of WT as a signal pre-
processing tool. The basis function should be determined, and the scale parameter 
of WT needs to be tuned ahead. It causes difficulties for the usage of WT in practice. 
There are different kinds of entropy methods, such as Shannon entropy, approximate 
entropy, sample entropy (SampEn), and fuzzy entropy [16–19]. In this work, SampEn 
is used for crack localization owing to its robustness in data length and noised data 
[13]. 

EMD can decompose a given signal into a series of waveforms defined as intrinsic 
mode functions (IMFs). As a signal processing method, EMD and its variants have 
been widely used for SHM. For example, Alejandro et al. [5] applied EMD and 
entropy to detect the corrosion severity in a truss structure. Rezaei and Taheri [20] 
used EMD to identify damages using only one sensor. The research using EMD 
and its variants in the field of SHM has been reviewed by Barbosh et al. [21]. As 
a signal processing or pre-processing tool, especially compared with WT, EMD 
has advantages: No basis function is needed, it is a self-adaptive method, and no 
parameters are needed to be selected ahead. 

In light of the above, this research proposes a crack localization method based on 
spatially distributed entropy combined with EMD. EMD is used to decompose the 
vibration signal into different components. In order to extract characteristics caused 
by breathing crack, the IMF with the characteristics caused by the crack and the 
rest components are used to reconstruct the signal for post entropy calculation. The 
proposed method is validated on a cantilever beam with a pre-defined crack.
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2 Methodology 

The flowchart of the proposed method based on EMD and entropy is illustrated in 
Fig. 1. This method encompasses three steps. The first step is data acquisition. As 
Fig. 1a is shown, sensors or signal receivers are placed on different positions of 
the test structure. The second step is signal pre-processing based on EMD. During 
vibration, the breathing phenomenon, in which the crack experiences close-to-open 
and open-to-close states repeatedly, can result in irregularities or perturbations into 
the vibration signals. The EMD-based signal pre-processing method is used to extract 
the characteristics caused by the breathing phenomenon. Because breathing crack can 
induce super-harmonics into vibration signals. The crack’s feature may be contained 
in the component of those super-harmonics. Here, we use the spectral center of gravity 
(FC) to select the IMFs containing the characteristics in the vibration signal. Those 
chosen IMFs are used to reconstruct the signal for entropy value calculation. As 
Fig. 1b shows, in this step, the signal collected at each position of the test structure is 
pre-processed by the EMD based method. The third step is entropy value calculation 
using the sample entropy. Each slice signal at a specific acquisition position is used 
for entropy calculation, and then, a curve of entropy values at different positions can 
be obtained. As Fig. 1c shows, by comparing the entropy value at different positions, 
on the two sides of the crack, there is a variation, so the location of the crack can be 
estimated. In Fig. 1c, there is a schematic diagram of the entropy value curve, where 
L∗
c refers to the estimated location of the crack. The details of the theory of EMD-

based signal pre-processing, SampEn, and the experimental setup are explained in 
the following sections.

2.1 EMD-Based Pre-processing Method 

EMD is an approach that can decompose non-linear or non-stationary signals into 
several intrinsic mode functions IMFs without the requirement of any prior basis. IMF 
is defined as the function that satisfies the two criteria [22]. For a given time-series 
signal composed of N samples, it is denoted by x(n) = {x(1), x(2), . . . ,  x(N )}. The  
algorithm process of EMD is elaborated as follows: 

1. All the local maxima and minima of the input original signal x(n) can be marked. 
2. The upper envelope Emax(n) and the lower envelope Emin(n) can be established 

by the local maxima and local minima. 
3. The local mean based on upper and lower envelopes can be obtained as m(n) = 

(Emax(n) + Emin(n))/2. 
4. The difference d(n) between x(n) and m(n) is d(n) = x(n) − m(n). 
5. Judging if d(n) satisfies the definition of IMF. If not, d(n) is set as the input 

signal, and the algorithm returns to Step 1. 
6. If d(n) meets the convergence condition, d(n) is recorded as an IMF, denoted by 

imfi (n), in which i refers to the ith IMF.
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Fig. 1 Flowchart of the proposed method. a Data acquisition. b EMD-based pre-processing. 
c entropy calculation for crack localization

7. The residue res(n) = x(n) − imfi (n). Judging whether res(n) is a constant or 
monotonic function. If so, all the IMFs of the original signal x(n), denoted by{
imf1 , imf2 , imf3 , . . . ,  imfL

}
, and the final residue resL , where L refers to the 

number of IMFs, are output, and the algorithm is ended. If not, res(n) is set as 
the input signal, and the algorithm returns to Step 1. 

Therefore, for a given signal x(n), the result of EMD can be 
expressed as Eq. (1). Among the decomposition result imf(n) ={
imf1 (n), imf2 (n), imf3 (n), . . . ,  imfL (n)

}
, where 1 ≤ i ≤ L , the frequency of 

imfi (n) decreases with regards to the mode number i. That means the first IMF 
imf1 (n) of the result of EMD has the highest frequency among all the decomposition 
components. 

x(n) = 
L∑

i=1 

imfi (n) + resL . (1) 

More details of EMD can be found in Barbosh et al. [21]. The result of the 
pre-processing x̂(n) is
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x̂(n) =
∑

FC(imfk )>F0 

(imfk ). (2) 

Here, imfk is the k-th IMF, and F0 is the excitation frequency (Hz). 

2.2 SampEn 

SampEn can be used as a tool to measure the disorder or irregularities in a time series. 
For a given time-series signal S(n) including N number of data points, it is denoted 
by S(n) = {S(1), S(2), . . . ,  S(N )}. Its SampEn value can be calculated as follows. 
First, template vectors of length m are denoted by 

S(1) = {S(1), S(2), . . . ,  S(m)}, S(2) = {S(2), S(3), . . . ,  S(m + 1)}, . . . ,  
S(N − m + 1) = {S(N − m + 1), S(N − m + 2), . . . ,  S(N )}. 

Then, the statistics is made leading to 

Bm 
i (r ) = 

The number of j such that d[Sm(i ), Sm( j )] ≤ r 
N − m − 1 

, (3) 

Bm (r ) =
∑N−m 

i=1 Bm 
i (r) 

N − m 
, (4) 

where 1 ≤ j ≤ N −m, j /= i and d[Sm(i ), Sm( j)] is the Chebyshev distance; r is the 
pre-defined tolerance value; r = k ∗ SD(S), and SD means the standard deviation. 
Then, similar to the second step, we can have 

Am+1 
i (r ) = 

The number of j such that d
[
Sm+1(i ), Sm+1( j )

] ≤ r 
N − m − 1 

, (5) 

Am+1 (r ) =
∑N−m 

i=1 Am+1 
i (r ) 

N − m 
. (6) 

Finally, SampEn(m, r, N ) = −  ln
[
Am+1(r ) 
Bm (r )

]
. 

The details of SampEn calculation can be found in the work [7]. According to 
the previous research, in SHM, the parameters of SampEn can be set as: m = 2 and 
r = 0.2.
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2.3 Experimental Setup 

In this work, a cantilever beam with a pre-defined crack is used to validate the 
proposed method for crack localization. The test beam is made by joining two iden-
tical aluminum 6063-T6 steel beam using the J-B weld glue. The schematic diagram 
of the cantilever beam is shown in Fig. 2. The relative crack location RLc is defined 
as the ratio of the crack location Lc to the total length of the beam L. 19 accelerom-
eters are evenly distributed along the beam length and the location of a sensor, 
denoted by RLs defined as the ratio of the sensor location, Ls, to  L. The  RLs of the 
accelerometers used in this case is from 5 to 95 with a spacing of 5. The excitation 
is F(x0, t) = f0 sin(ω0t), where f0 is the amplitude; ω0 is the excitation frequency; 
t is time; x0 is the position where the load applies, and here, the base motion is used 
for excitation. In this paper, two beams are tested; the depth of the crack is both 
Rhc = 50%, and the location of the crack RLc is 40% and 50%, respectively. The 
basic property parameters are shown in Table 1. 

The experimental setup is shown in Fig. 3. The test beam is excited by a shaker 
(2100E11, Modal shop). The signal generator (33210A Waveform) is used to generate 
the sinusoidal excitation signal, and then, the excitation signal is magnified by the 
2050E05 linear power amplifier. The accelerometer (352A24, PCB Piezotronics)

Fig. 2 Schematic diagram of the cantilever beam 

Table 1 Basic parameters of 
the test beam Parameters (Unit) Value 

Length, L (m) 0.5 

Width, b (m) 0.0254 

Thickness, h (m) 0.00635 

Young’s modulus, E (GPA) 68.3 

Density, ρ (kg/m3) 2690 

The first natural frequency, NF1 (Hz) 21 
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Fig. 3 Experimental setup 

is placed on the top surface for acceleration data collection. The LMS SCADAS 
mobile system (SCM05) is used to record the collected data acquisition. The exci-
tation frequency can be selected from the values close to the first natural frequency 
which leads to a monotonic and non-symmetric deflection curve. Therefore, here, 
the excitation frequency is 15 Hz. 

3 Result and Discussion 

Figure 4 shows the result of EMD for a signal collected on a test beam, where the 
result of EMD, including IMFs and the residue, is transformed into the spetral dmoain 
using fast Fourier transform (FFT). From the spectra, it can be observed that the FC of 
the component of the first IMF is higher than the excitation frequency (15 Hz here), 
so it can be regarded as the component which contains the characteristics caused 
by the breathing crack. The components selected by the FC are used for the signal 
reconstruction.

Figure 5 compares entropy values at different RLs of the pre-processed signals, 
the removed components, and the original signals, in which pre-processed signals 
indicate signals processed by the EMD based pre-processing method, signals of the 
removed components indicate the components removed from the signal, and the 
original signal is the signal without processing. The entropy value NmEnt(%) is 
defined as follows:



348 S. Cui et al.

Fig. 4 Result of EMD in time and frequency domains

NmEnt(%) = 
Ent − Entmin 

Entmax − Entmin 
∗ 100, (7)

where Ent represents the entropy values at a certain position, and Entmax and Entmin, 
respectively, represent the minimum and maximum value among all positions in the 
test beam. From Fig. 4, we can see that the entropy value of the removed components 
and the original signal cannot be used for crack localization, while the entropy value 
of the pre-processed signal works for crack localization. It shows the EMD-based 
pre-processing can be used to extract characteristics caused by the breathing crack. 
Figure 6 shows the result of crack localization on the beams with RLc = 40% and 
RLc = 50%, respectively. In this figure, we can see that the proposed method can 
achieve crack localization, which illustrates the effectiveness of the proposed method.



Structural Fatigue Crack Localization Based on EMD and Sample Entropy 349

Fig. 5 Entropy values of the pre-processed signal, the removed component, and the original signal

Fig. 6 Result of crack localization for the beams: RLc = 40% and RLc = 50%
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4 Conclusion 

A new crack localization method based on EMD and entropy is proposed in this paper. 
An EMD-based signal pre-processing method is proposed to extract characteristics 
caused by the breathing phenomenon. This method is self-adaptive, and no additional 
parameters are needed ahead of time. The entropy value calculated by SampEn at 
different acquisition positions is used to determine the breathing crack location. The 
proposed method is validated by the cantilever beam structure. Future work should 
be focused on microcrack identification and parameter optimization for the selected 
entropy methods. The proposed method can also be extended to other structures with 
more complex loading conditions. 
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A Time-Dependent Probabilistic 
Approach for Safety Assessment 
of Brittle Elements in Bridge Structures 

Mohammad J. Tolou Kian, Michelle Y. X. Chien, and Scott Walbridge 

Abstract As bridge structures age, their metallic members deteriorate due to corro-
sion and cyclic stress. Over time, this deterioration can lead to failure of various 
bridge members, either due to yielding, buckling, or brittle fracture, which can 
potentially cause the collapse of the bridge structure. For this reason, routine assess-
ment and maintenance procedures, including finding, monitoring, and retrofitting 
defects in early stages, are essential to the safety of bridge structures. However, there 
are elements in bridge structures that are either hardly accessible or inaccessible, 
rendering visual inspection hard or impossible. Pins in pinned connections of truss 
bridges are examples of such members. This situation can be even more problematic 
when brittle fracture, which can occur with little warning, is a potential failure mode. 
In the case where inspections cannot be efficiently conducted, numerical approaches 
such as probabilistic fracture mechanics methods can be effectively employed to 
assess the safety of such bridge elements and provide useful information on such 
things as the critical defect size. This information can be useful for assessing the 
suitability of more drastic non-destructive evaluation (NDE) measures or making 
decisions regarding retrofitting. In this regard, a probabilistic approach based on the 
Eurocode EN1993-1-10 fracture mechanics method is used in this paper to assess 
the probability of failure of a typical pin used in large steel truss bridges. With this 
information, this paper presents a comprehensive methodology for assessing critical 
crack sizes for the pins of the bridge example, which considers the probability of 
brittle fracture. 
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1 Introduction 

Maintenance is essential to guarantee the safety of existing bridge structures, espe-
cially for old bridges built in the early twentieth century, which can be more suscep-
tible to damage as they were not designed for today’s traffic load and fatigue consid-
erations. Fatigue damage and brittle fracture are significant concerns in bridges and 
threaten public safety [8]. For instance, in 1967, the collapse of the Silver Bridge 
after 40 years of service tolled 46 lives. The catastrophic event was triggered by 
the failure of a single eye-bar member of the bridge, causing instability in a joint 
and the whole bridge superstructure as it lacked an appropriate level of redundancy 
[4, 15, 24]. 

The fatigue lifetime of structural members can be estimated using stress-based 
methods or strain-based approaches. The stress-based or S–N method relates the 
applied stress range with the number of cycles applied that cause failure in a bridge 
member, while in strain-based approaches, strain–life curves are obtained, and for 
that, the cyclic stress–strain curve of the material is required [9, 14, 25]. An alternative 
method to estimate the fatigue life of bridge members is fracture mechanics with a 
crack initiation procedure or assuming an initial crack on the member [7, 10]. In 
this method, finite element (FE) analysis can assess the member fracture mechanics 
parameters, such as the elastic stress concentration and associated stress intensity 
factors. Then, the calculated parameters can predict fatigue crack initiation and the 
number of cycles to propagate the crack through failure in the bridge member using 
strain-related approaches, according to relations discussed in [2, 5, 16]. 

Furthermore, the strength and loading parameters of structural members have a 
probabilistic nature. For this reason, the fracture and fatigue calculations of bridge 
members can be performed in a probabilistic fashion, in which the reliability index 
or the probability of failure of members is calculated using probabilistic loading and 
strength data [13, 21]. In addition, the analysis can be performed in a time-dependent 
fashion as the coldest hour and the highest live load of the year do not necessarily 
coincide. 

In this regard, a time-dependent probabilistic approach based on the Eurocode 
EN1993-1-10 [6] fracture mechanics method is used in this paper to assess the 
probability of failure of pins commonly used in large steel truss bridges. This paper 
presents a methodology for assessing critical crack sizes in bridge pins considering 
an appropriate reliability index for the pins. 

2 Methodology 

According to CSA S6-19 [3], the demand–capacity ratio of pins in bridge structures 
is calculated according to Eq. 1, in which Mr and Vr are bending moment and shear 
force resistance of the pin, and Mf and Vf are factored bending moment and shear 
force of the pin under a factored load of Pf . The factored load is calculated based on
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Fig. 1 Schematic of a simple pinned connection 

Eq. 2, where D1, D2, and D3 represent the self-weight, the weight of non-structural 
elements, and the weight of surface wearing, while L is the live load. 

M f 
Mr 

+ 
[ 
V f 
Vr 

]3 

≤ 1.0, (1) 

Pf = 1.1D1 + 1.2D2 + 1.5D3 + 1.7L . (2) 

The most straightforward symmetrical pinned connection commonly used in truss 
bridge structures has four elements that exert force on the pin, as shown in Fig. 1. In  
this type of connection, the critical cross-section of the pin generally occurs at the 
middle part of the pin, where the bending moment is at its maximum, and the shear 
force is zero. 

In this study, it is assumed that the demand–capacity ratio of the pin is equal to 
0.9, and the unfactored live load applied on the pin is 20% of its unfactored dead 
load. Also, it was assumed that D1, D2, and D3 correspond to 80%, 10%, and 10% 
of the dead load, respectively. As a result, now, the dead load and live load bending 
moments and stresses at the mid-length of the pin can be derived as displayed in 
Eqs. 3–6. 

M f = 0.9Mr → M f = 0.9σy/S, (3) 

M f /MD = 1.1 × 0.8 + 1.2 × 0.1 + 1.5 × 0.1 + 1.7 × 0.2 = 1.5, (4) 

MD = 0.67M f = 0.67 × 0.9 × σy/S → σD = 0.67 × 0.9 × σy = 0.54σy, (5) 

ML = 0.2MD = 0.13M f → σD = 0.13 × 0.9 × σy = 0.12σy . (6)
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2.1 Fracture Analysis 

2.1.1 Ture Toughness 

It was shown by [23] that a unique empirical relationship, termed the master curve, 
can be derived between the fracture toughness and temperature for most ferric steels. 
The master curve is calibrated at a fracture toughness of 100 MPa·m0.5, corresponding 
to a temperature of T 100 °C. Equation 7 shows the master curve relationship. 

K Jc(median) = 30 + 70 exp(0.019 · (T − T100)). (7) 

In the next step, the parameter T 100 is defined according to the modified Sanz 
correlation [17, 19], as shown in Eq. 8. In modified Sanz correlation, T 100 is defined 
based on T 27J, the temperature at which the Charpy test has 27 J impact energy. 

T100 = T27J − 18. (8) 

Eurocode has a more sophisticated approach toward fracture toughness than other 
codes, with Eurocode EN1993-1-10 employing the above relationships to determine 
the fracture toughness of steel, as shown in Eq. 9. 

Kmat = 20 + 
[ 
70 

{ 
exp 

) 
TEd − [T27J − 18 ◦C] + ΔTR 

52 

_} 
+ 10 

] 
. 
) 
25 

beff 

_0.25 

. (9) 

In Eq. 9, TEd is a reference temperature calculated using Eq. 11, ΔTR is a safety 
allowance, and beff is a measure of the effective crack front length incorporated in the 
formulation to address the effect of the crack front on the probability of failure. In 
Eq. 10, Tmd is the lowest air temperature with a suitable return period of 50 years for 
Waterloo, Ontario. ΔTr is the temperature change due to radiation loss, ΔTσ is the 
temperature change due to applied stresses, ΔT˙ε is the temperature adjustment due to 
strain rate, and ΔT cf is the temperature adjustment due to cold-forming. Parameters 
ΔTr , ΔTσ , ΔT˙ε, and ΔT cf were input − 5, 0, 0, and 0. 

TEd = Tmd + ΔTr + ΔTσ + ΔTε̇ + ΔTcf. (10) 

2.1.2 Stress Intensity 

Classically, the applied stress intensity factor is calculated using Eq. 11, in which 
K is the stress intensity factor, S is the stress normal to the crack plane, and a is 
the crack width. Since the stress distribution and, consequently, the stress intensity 
vary by the shape, crack size, and crack location of a member, a geometry correction 
factor, Y, is defined as displayed in Eq. 11. This correction factor can be calculated
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as the normalized stress intensity, Y = K /
(
S 
√

π a
)
. 

K = Y S  
√

π a. (11) 

Raju and Newman [18] calculated the normalized stress intensity for the geometry 
of rods with different cracks shapes and widths using advanced FE models. This 
paper is used in the fracture toughness calculations of pins. This study used elliptical 
curves to define the crack front, as shown in Fig. 2. Then, the study offered geometry 
modification factors for stress intensity on rods with different crack width to diameter, 
a/D, and different crack shapes defined with a/c, crack width over half of the crack 
length (Fig. 2). 

Table 1 summarizes the normalized stress intensity factors, which is another 
way of describing the geometry modification factor. The normalized stress inten-
sity factors were calculated for rods with different a/c and a/D values under bending 
stresses. 

In fracture mechanics, the stress intensity in elastic materials is calculated using 
Eq. 11. Therefore, the calculated stress intensity factor is corrected using a factor of 
KR6 – ρ from the CEB6-R6 Failure Assessment Diagram (FAD), as shown in Eq. 12.

Fig. 2 Surface crack 
geometrical properties of a 
typical rod based on [18] 

Table 1 Normalized stress intensity factor for surface cracks in rods subjected to bending loads, 
based on [18] 

a/D Bending loads 

a/c = 1.0 a/c = 0.8 a/c = 0.6 
A B A B A B 

005 0.938 1.129 0.984 1.029 1.035 0.907 

0.125 0.836 1.114 0.901 1.019 0.987 0.903 

0.20 0.749 1.112 0.830 1.028 0.985 0.909 

0.275 0.683 1.109 0.795 1.040 1.041 0.924 

0.35 0.629 1.106 0.782 1.039 1.056 0.876 

A = maximum depth point 
B = free surface point 
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K ∗ 
appld = 

Kappld 

kR6 − ρ 
. (12) 

In Eq. 12, KR6 is the plasticity correction factor from the R6-Failure Assessment 
Diagram, and ρ is the correction factor for residual stresses produced due to welding. 
KR6 ranges between 0.816 and 1.0 and is calculated using Eq. 13, where Lr is σ p/ 
σ gy ≤ 1.0. In the calculation of Lr , σ p is the stress applied to the gross section from 
applied loads, and σ gy is the stress required to obtain yielding in the net section. 

kR6 = 1 √
1 + 0.5L2 

r 

. (13) 

2.2 Probabilistic Fracture Analysis 

Since the strength and loading parameters of structural members have a probabilistic 
nature, a Monte Carlo simulation (MCS) with 10,000 analyses was used to calculate 
the fracture probability for the pin as shown in Fig. 1. For this reason, a distribution 
was defined for each parameter used in fracture calculations. For each probabilistic 
parameter, the value, the bias factor mean and coefficient of variation, the type of 
distribution, and the appropriate reference are summarized in Table 2. 

Table 2 Parameters used in probabilistic fracture analysis 

Parameter Unit Value μBias COVBias Distribution References 

Fy MPa 358.0 1.10 0.091 Lognormal [11] 

t mm 330.2 1.02 0.012 Lognormal [12] 

Tmd °C − 33.0 1 3.244 Normal [1] 

a m 0.022 1 0.198 Lognormal [22] 

σ DL MPa 193.3 1.03 0.080 Lognormal [1] 

σ LL MPa 42.96 1.52 0.030 Lognormal [1] 

Δ∗
1 – 1.0 1 0.250 Normal [20] 

Δ∗∗
2 – 0.0 0 13 Normal [20] 

Δ∗
1Factor to account for uncertainties in the brittle fracture master curve formula 

Δ∗∗
2 Factor to account for uncertainties in the CVN to facture toughness conversion formula
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Fig. 3 Procedure for sampling temperature a normal distribution fitted to recorded temperatures 
PDF at a random time step, b CDF of temperature distribution at a random time step, c sampled 
hourly temperature in a year 

2.3 Time-Dependent Probabilistic Fracture Analysis 

The probabilistic fracture mechanics analysis can be more accurate if performed in 
a time-dependent fashion as the yearly coldest hour and the highest live load do 
not necessarily coincide. In the time-dependent probabilistic approach presented in 
this paper, a one-hour time step was used to incorporate time-varying parameters, 
consisting of the temperature and live load stress, into the analysis. 

The hourly temperature inputs were calculated by employing a random number 
X1 and sampling from a normal distribution fitted to recorded temperatures between 
2003 and 2021 at every specific hour, as shown in Fig. 3. 

Regarding the live load stress, it was assumed that the average daily truck traffic 
(ADTT) of the bridge is 4000, according to [1]. Then, a Gumbel distribution per [1] 
was used to calculate an extreme hourly force effect by employing a random number, 
X2, as illustrated in Fig. 4.

The time-dependent probabilistic analysis is performed as follows: 

1. Kmat—CDF curves for various temperatures—and K ∗appld—CDF curves for 
various live load stresses—are calculated using the probabilistic fracture analysis 
method. 

2. For each hourly time step in a one-year analysis, the Kmat is calculated based 
on the temperature of the time step and appropriate Kmat—CDF curves. First, 
a random number, X3, is employed to select a trial resistance value. Then, the 
Kmat of the step is determined by interpolating the two curves with the closest 
temperatures to the step temperature value at X3 (Fig. 5). 

3. For each hourly time step in a one-year analysis, the K ∗appld is calculated based on 
the live load stress of the time step and appropriate K ∗appld—CDF curves. First, a 
random number, X4, is employed to select a trial demand value. Then, the Kappld 
of the step is determined by interpolating the two curves with the closest live 
load stresses to the step stress value at X4 (Fig. 5).
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Fig. 4 Procedure for sampling live load stress a live load stress Gumbel distribution at every time 
step, b CDF of live load stress distribution at every time step, c sampled hourly live load stress in a 
year

Fig. 5 Procedure for calculating a fracture toughness, b stress intensity at each time step 

4. The fracture occurs in a year if, at any time steps of the year, K ∗appld surpasses 
Kmat. Then, in a Monte Carlo simulation, this one-year time-dependent proba-
bilistic fracture analysis is repeated many times to accurately reflect the annual 
probability of brittle fracture failure in the member.
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3 Results 

This section shows the results of the time-dependent probabilistic approach based 
on the Eurocode EN1993-1-10 (2005) fracture mechanics method for different crack 
sizes in a pin of a bridge located in Waterloo, Ontario. First, the probability and 
cumulative distribution functions for Kmat and K ∗appld for the fracture mechanics 
parameters are summarized in Table 2, and different crack widths were calculated, 
as shown in Fig. 6. 

Next, the probability of failure was calculated using the time-dependent proba-
bilistic approach discussed above for different crack widths over 100 one-year anal-
yses. The calculated probabilities of failure showed notable convergence after 50 
iterations, and the converged annual probability of failure was directly related to the 
crack width of the pin, as shown in Fig. 7. 

Fig. 6 Calculated a Kmat—PDF distributions—and Kmat—CDF curves for various temperatures, 
b K ∗appld—PDF distributions—and K ∗appld—CDF curves for various live load stresses, and 6 mm 
crack width 

Fig. 7 Annual probability of 
failure versus the number of 
iterations for different crack 
widths
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Fig. 8 Reliability index for 
different crack widths
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Figure 8 displays the reliability index versus the crack width of the pin. The 
reliability index corresponding to each crack width was determined as the negative 
of the inverse of the standard normal cumulative distribution function, evaluated at 
the calculated failure probability. 

4 Conclusions 

The developed time-dependent analysis method calculates a more realistic failure 
probability and reliability index than methods that use time-independent approaches. 
Time-independent approaches yield more conservative failure probability and relia-
bility index values since these methods use the minimum temperature and maximum 
stress in every time step. 

Larger crack widths are associated with higher stress intensity factors, resulting 
in higher failure probabilities and lower reliability indices. As shown in Fig. 8, a  
critical crack width that conforms with the selected reliability index of the bridge 
structure can be calculated. Then, an inspection routine can be established to detect 
and monitor cracks with a smaller width than the calculated critical crack width, as 
larger crack widths compromise the bridge’s safety, while smaller crack widths can 
be tolerated and scheduled for retrofitting. 

The calculated probability of failure of each crack width converged to a number 
as the number of iterations increased. As shown in Fig. 7, 100 iterations are enough 
for cracks with larger widths, 10 mm or greater. However, for smaller crack widths, 
5 and 3 mm, more iterations are needed to have accurate failure probabilities since 
the calculated values are relatively small. 
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Condition-Based Maintenance 
of Highway Bridges Using Q-learning 
and Considering Component 
Dependency 

Gaowei Xu and Fae Azhari 

Abstract A bridge comprises many structural components, most of which are crit-
ical to its safety and must be maintained periodically. Finding the optimal mainte-
nance policy for a bridge is challenging as each component has a unique deteriora-
tion process, and component failures interdepend. Moreover, the components have 
specific repair schemes with different effects. Maintenance work may involve various 
combinations of these repair schemes. In this study, we develop a bridge manage-
ment approach that recommends repair schemes based on routine inspection results. 
The proposed method uses Q-learning to determine optimal maintenance decisions. 
The objective is to minimize the total maintenance and user costs in a given plan-
ning horizon. Deterioration models for the structural components are obtained using 
routine inspection data. Q-learning intelligently discovers available repair schemes 
while repeatedly simulating possible trajectories of bridge states throughout the plan-
ning horizon, and eventually summarizes the optimal repair schemes for a given 
bridge state. This approach eliminates the need for elaborate modeling of struc-
tural degradations and repair effects. The proposed decision-making framework is 
illustrated using an example steel girder bridge. 

Keywords Bridge deterioration · Condition-based maintenance · Q-learning ·
Markov chain · Life-cycle cost 

1 Introduction 

Bridge management systems (BMS) are designed for maintenance scheduling and 
budget allocation for bridge networks. In the U.S., for example, bridge managers 
use AASHTO BrM (previously called Pontis) for decision-making and select pre-
determined repair schemes with minimum long-term costs based on inspection results
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[3, 7, 12]. BMS adopts a bottom-up management approach: given bridge health 
conditions, the optimal repair scheme of each bridge is determined and maintenance 
budgets are then allocated to the bridges in order of priority [13]. Bridge health condi-
tions are represented by condition ratings (CR) obtained through routine inspections. 
The CR of a bridge will have a decreasing trend over time unless the bridge is repaired 
[2, 9]. For single-bridge maintenance optimization, the AASHTO BrM uses Markov 
chains to model the temporal CR drops and uses Markov decision processes (MDP) 
to find optimal repair schemes [13]. 

A bridge can be regarded as a system comprising various structural compo-
nents such as the deck, superstructure, and substructure (Fig. 1). However, existing 
BMS fail to consider the failure interdependencies among bridge components. Here, 
component failure is defined as a severe loss of function such that performing repairs 
are no longer economical. Superstructure failures lead to the replacement of both the 
deck and the superstructure, and substructure failures can result in the reconstruction 
of the entire bridge. Moreover, multiple types of repair schemes can simultaneously 
occur on the same bridge, and the repair schemes may affect each other, which 
leads to cost interdependency. If all the three components only require repairs (i.e., 
not replacement), then the repairs may not affect each other and existing BMS can 
provide optimal repair schemes for each component. Yet, by neglecting failure and 
cost dependencies, the maintenance policies would not be realistic. 

From a reliability engineering viewpoint, a bridge may be categorized as a three-
component coherent series system [8], where the failure of any component will result 
in the dysfunction of the entire bridge, causing traffic detours [17]. MDP-based 
maintenance optimization methods rely on bridge reliability analyses [11]. While 
the reliability calculations for a three-component series system is not complex, the 
repair scheme combinations for the components complicate the decision-making 
process. The primary reason is that the MDP transition probabilities are difficult to 
obtain [1]; thus, conventional methods (e.g., dynamic programming) cannot handle 
the problem [18]. In recent years, reinforcement learning algorithms have been 
applied to infrastructure maintenance management; specifically, model-free learning 
approaches, such as Q-learning and its variants [10, 15, 18]. This paper develops a 
condition-based BMS using Q-learning that accounts for component dependency. 
For demonstration purposes, we use steel bridges with concrete decks to describe

Fig. 1 Typical highway 
bridge comprises three main 
components: substructure, 
superstructure, and deck 
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the optimization process. In addition, we use the CR scheme specified by the U.S. 
National Bridge Inventory (NBI) database [6]—where CRs are integers ranging from 
0 (failed) to 9 (excellent)—as an example CR system. Note that other bridge types 
and CR schemes can easily fit within the same framework. 

2 Representation of Bridge Health Condition 

The health condition of a bridge is associated with the health conditions of the 
deck, superstructure, and substructure components. Therefore, we use their combined 
condition rating to represent the bridge health condition. Moreover, as aging struc-
tures tend to have higher failure probabilities, we also include time as a variable 
in bridge health conditions. In a given planning horizon N, the set of bridge health 
conditions in year t is represented by: 

S = {(
t, CRdeck, CRsup, CRsub, IA

)|t ∈ {0, 1, . . . ,  N }, 
CRdeck, CRsup, CRsub ∈ {9, 8, . . . ,  3, F}, I A  ∈ Z ≥ 0

}
(1) 

where CRdeck, CRsup, and CRsub are condition ratings of the deck, superstructure, 
and substructure in year t; the notation F denotes “failure” or CR ≤ 2 [5]; deck initial 
age, IA, is the deck age at the beginning of the planning horizon and accounts for 
history effects; and if the deck has just been replaced, IA would be zero, and IA is 
not considered for superstructures and substructures as the effects of history can be 
neglected for those components [16]. 

3 Bridge Reliability Analyses 

This section associates bridge state s ∈ S and the probability of bridge malfunction. 
First, we calculate the failure probability of each in-service component [16]: 

F(t, CR, IA) = 1 − exp
(

−
ʃ t 

0 
h(τ, CR, IA)dτ

)
(CR > 2) (2) 

where h(t, CR, IA) is the failure rate of the component given its CR and IA in year 
t, obtained by the Weibull-baseline proportional hazard model (WPHM): 

h(t, CR, I A) = 
β 
η

(
t 

η

)β−1 

exp(γ1CR  + γ2 I A) (3) 

where β is the shape parameter, η is the scale parameter; γ 1 and γ 2 are the weights 
of CR and IA, respectively. “In-service” refers to CR > 2.
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Next, we must calculate a conditional failure probability as Eq. (1) does not 
indicate how long the component has survived before the year t. In other words, 
given the component CR and years of in-service history, n, the failure probability of 
the component in the next year is: 

Fcomponent = F(r |n, CR) = κ(n, CR)(I − R)17N×1 (3) 

R = 

⎛ 

⎜⎜⎜⎜⎜ 
⎝ 

0 Ʌ(0) 0 . . . 0 
0 0 Ʌ(1) .  .  . 0 
... 

... 
... 

. . . 
... 

0 0 0 . . . Ʌ(N − 2) 
0 0 0 . . . Ʌ(N − 1) 

⎞ 

⎟⎟⎟⎟⎟ 
⎠ 

(4) 

κ(n, CR) is a special row vector of length 7 × N, where only the (7n + (10-CR))th 
element is nonzero and equals one. Λ(n) is a 7  × 7 matrix, the elements of which 
are the annual transition probabilities from the nth year with CR = i to the (n + 1)th 
year with CR = j:

Ʌi j  (n) = pi j  · exp
(

−
ʃ n+1 

n 
h(t, i )dt

)
(i, j ∈ {9, 8 . . . ,  3}; n = 0, 1, . . . ,  N − 1) 

(5) 

Finally, having calculated the component failure probabilities, Fdeck, Fsup, and 
Fsub, we can obtain the probability of the bridge malfunction [8]: 

Fbridge = 1 − (1 − Fdeck)(1 − Fsup)(1 − Fsub) (6) 

4 Q-learning Concept 

This section describes the maintenance optimization framework. As a typical 
model-free reinforcement learning algorithm, Q-learning is different from dynamic 
programming [14]. Q-learning creates a virtual agent that repetitively takes actions 
to explore and receive rewards from its environment (Fig. 2). In bridge management, 
the “agent” refers to a decision-maker, the “actions” refer to repair schemes, the 
“rewards” refer to inspection or maintenance costs, and the “environment” refers 
to bridge health degradations. While exploring, the agent is constantly looking 
for the optimal action given each possible environmental condition. Therefore, Q-
learning can discover possible degradation trajectories in the planning horizon and 
prepare corresponding optimal maintenance policies. This process is similar to the
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Fig. 2 Concept of 
Q-learning 

Monte Carlo simulation in that it avoids the elaborate calculations of the transi-
tion probabilities between bridge states (defined in Sect. 2) required in dynamic 
programming. 

5 Illustrative Example 

The following demonstrates the use of Q-learning for maintenance management of 
an example bridge in New York. The selected bridge (#000000001058920), built in 
1961, has steel girders and a concrete deck (Fig. 3). The deck is 20.1 m long and 
11.3 m wide. The average daily traffic (ADT) on the bridge is 15,496 veh/d with 3% 
of trucks [6]. If the bridge fails, its traffic will detour 3 km for one year. According to 
the latest routine inspection [6], the deck, superstructure, and substructure condition 
ratings are CRdeck = 6, CRsup = 6, and CRsub = 6, respectively, indicating the current 
bridge condition rating is 6. 

Fig. 3 Photograph of the example bridge (retrieved from https://www.google.ca/maps)

https://www.google.ca/maps
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Table 1 Available actions for 
the example bridge Action code Deck Superstructure Substructure 

0 NA NA NA 

1 GE NA NA 

2 ES NA NA 

3 RE NA NA 

4 NA PR NA 

5 GE PR NA 

6 ES PR NA 

7 RE PR NA 

8 NA NA PR 

9 GE NA PR 

10 ES NA PR 

11 RE NA PR 

12 NA PR PR 

13 GE PR PR 

14 ES PR PR 

15 RE PR PR 

16 RE RE NA 

17 RE RE PR 

18 RE RE RE 

5.1 Defining Actions (Repair Schemes) 

To simplify the problem, we define five repair schemes—no action (NA), preven-
tive repair (PR), general repair (GE), essential repair (ES), and replacement (RE). 
GE and ES are specific to the deck, and PR is specific to the superstructure and 
substructure [16, 17]. The possible actions for the bridge are combinations of these 
component-level repair schemes. Due to component dependency, some combina-
tions are impossible (for instance, deck NA + superstructure RE). We first list all 
permutations of the repair schemes and then exclude impossible ones [18]. Hence, 
the state space of possible bridge actions has 19 elements (presented in Table 1): A 
= {0, 1, …, 18}.  

5.2 Defining Rewards (Costs) 

We assumed that each routine inspection costs CI = $7,000. The costs of PR, GE, and 
ES, listed in Table 2, depend on component CRs [16, 17]. Using the same analysis 
approach, we also obtained the replacement costs of the three components: CRE, deck 

= 4500 $/m2, CRE, sup = 5500 $/m2, and CRE, sub = 5500 $/m2.
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Table 2 Summary of unit repair costs ($/m2) 

Prior CR, i General repair 
CGE, deck 

Essential repair 
CES, deck 

Preventive repair 
CPR, superstructure 

Preventive repair 
CPR, substructure 

7 1190 3560 2700 2100 

6 1080 3530 2700 2540 

5 1190 3780 2400 2850 

4 1300 3710 2300 2900 

3 1140 3500 2400 2900 

The detour cost was determined by: 

CDT = ADT × 365 × (αcFCcFPc + αtFCtFPt ) × DL (7) 

where αc and αt represent the percentage of cars and trucks, respectively; FCc and 
FCt are the average fuel consumption of a car (assumed to be 0.1 L/km) and a 
truck (assumed to be 0.4 L/km), respectively; FPc and FPt are the fuel prices of cars 
(assumed to be 1.02 $/L) and trucks (assumed to be 1.04 $/L), respectively; and DL 
is the detour length in km. 

As component failures lead to traffic detours, the corresponding failure costs 
include both replacement and detour costs: 

Deck failure: CF, deck = CRE, deck + CDT 

Superstructure failure: CF, sup = CRE, deck + CRE, sup + CDT 

Substructure failure: CF, sub = CRE, deck + CRE, sup + CRE, sub + CDT. 

Component failure probabilities, defined in Sect. 3, were used to calculate the 
expected cost of NA given a component failure as the product of the component 
failure cost and its failure probability: E(CNA,F) = CF,component × Fcomponent. 

5.3 Defining the Environment (Deterioration Model) 

Table 3 presents estimated CR transition probabilities, pij, obtained through 
maximum likelihood estimation in a previous study [16, 17] that explored the use 
of the Weibull-based proportional hazard model (WPHM) for maintenance manage-
ment of similar bridges in New York. The WPHM parameters (β, η, and γ ) were  
estimated to be:

Deck: βdeck = 1.55, ηdeck = 0.61, γ 1, deck = −  2.81, γ 2, deck = −  0.03 
Superstructure: βsup = 1.36, ηsup = 0.42, γ sup = −  1.89 
Substructure: βsub = 1.22, ηsub = 4.31, γ sub = −  1.17 

We must also consider the improvements in CR due to repairs. rij denotes the 
probability of component health condition improvement from CR = i to CR = j



374 G. Xu and F. Azhari

Table 3 Transition probability matrix of substructure condition ratings—pij,sub 

j 

i 9 8 7 6 5 4 3 

9 0.875 0.097 0.024 0.003 0.001 

8 0.891 0.088 0.017 0.004 

7 0.917 0.068 0.013 0.001 0.001 

6 0.934 0.06 0.005 0.002 

5 0.954 0.041 0.005 

4 0.978 0.022 

3 1

Table 4 Probability of deck CR improving from i to j following a general repair, rij, GE, Deck 

j 

i 9 8 7 6 5 4 

8 1 

7 0.2 0.8 

6 0.12 0.88 

5 0.12 0.17 0.71 

4 0.04 0.14 0.82 

3 0.01 0.02 0.13 0.83 

Table 5 Probability of deck 
CR improving from i to 
j following an essential repair, 
rij, ES, Deck 

j 

i 9 8 

5–8 1 

4 0.72 0.28 

3 0.84 0.16 

[16, 17]. As an example, Tables 4 and 5 present how general and essential repairs, 
respectively, improve the deck CR. A replacement will restore the component CR to 
9. 

5.4 Implementing the Q-learning Algorithm 

We first set a planning horizon of N = 20 years. As the first year of the horizon is 
2021, the deck initiation age, IA, is 2021–1961 = 60 years. A lookup table, called 
Q-table, stores maintenance policies for the next 20 years. The Q-table rows are 
bridge states, and the columns are actions. Each element of the Q-table is a Q value,
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Fig. 4 Convergence of Q 
values 
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denoted by Q(s, a), indicating the total future cumulative rewards when taking action 
a ∈ A given the environment state s ∈ S. For the example bridge we investigated, the 
Q-table has 21,504 rows and 19 columns. Each Q value refers to the total cumulative 
costs by implementing a specific repair scheme given a certain bridge state. The goal 
of Q-learning is to obtain the Q-table via the following pseudocodes: 

Tuning the hyperparameters, we obtained the optimal values: ε = 0.3, γ = 0.9, and 
α = 1/m0.3 where m is the number of iterations [4]. The programming was completed 
using Python. Figure 4 shows the convergence of Q values for the example bridge 
during the learning process. The Q values approximately converged after 10,000,000 
iterations. 

5.5 Planning Future Maintenance 

Using the Q-table, we can predict future bridge health conditions and recommend 
repair schemes every year. Table 6 shows a simulated trajectory of bridge states for
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the example bridge in the 20-year planning horizon. The first four columns indicate 
the bridge states, the fifth column lists the optimal actions corresponding to each year, 
and the following columns present the details of repair schemes for each component. 
In 2021, no repair was required. Two repairs occur in 2026 and 2040. Only the 
superstructure repair would occur in 2026, whereas all components must be repaired 
in 2040. Moreover, the criterion of performing substructure repair (when CRsub ≤ 5) 
is harsher than that of superstructure (when CRsub ≤ 3) and deck (when CRsub ≤ 4), 
because the substructure has a higher failure cost than other components. Though 
CF, deck is the lowest among all failure costs, the 60-year initiation age apparently 
increases the need for performing deck repairs. The CRsub remains at five between 
2031 and 2040, but it is not recommended to repair it until 2040, which means the 
substructure hazard rises as the bridge ages, and the hazard in 2040 is high enough 
to trigger the PR. 

Table 6 Simulated maintenance recommendations between 2021 and 2041 

(1) (2) (3) (4) (5) (6) (7) (8) 

Year CRdeck CRsup CRsub Recommended 
action a 

Deck repair Superstructure 
repair 

Substructure 
repair 

2021 6 6 6 0 NA NA NA 

2022 6 5 6 0 NA NA NA 

2023 6 5 6 0 NA NA NA 

2024 6 5 6 0 NA NA NA 

2025 6 5 6 0 NA NA NA 

2026 6 3 6 4 NA PR NA 

2027 6 4 6 0 NA NA NA 

2028 6 4 6 0 NA NA NA 

2029 6 4 6 0 NA NA NA 

2030 6 4 6 0 NA NA NA 

2031 6 4 5 0 NA NA NA 

2032 5 4 5 0 NA NA NA 

2033 5 4 5 0 NA NA NA 

2034 5 4 5 0 NA NA NA 

2035 5 4 5 0 NA NA NA 

2036 5 4 5 0 NA NA NA 

2037 5 4 5 0 NA NA NA 

2038 5 4 5 0 NA NA NA 

2039 5 4 5 0 NA NA NA 

2040 4 3 5 13 GE PR PR 

2041 6 4 8 0 NA NA NA
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6 Conclusions 

A condition-based maintenance algorithm was proposed to improve existing bridge 
management systems. A bridge was considered as an engineering system comprising 
three components—deck, superstructure, and substructure. Bridge health conditions 
were represented by a five-dimensional variable that included time, condition ratings 
of the three components, and the deck initiation age. Unlike existing bridge manage-
ment approaches, the proposed method accounts for the interdependency among 
component failures and deals with the complexity in finding the optimal mainte-
nance policy using Q-learning. Q-learning avoids the need for intricate modeling of 
temporal degradations of bridge health conditions. The proposed condition-based 
maintenance optimization framework was demonstrated using an example highway 
bridge with steel girders and a concrete deck. The practical use of the framework was 
described through a simulated trajectory of bridge deteriorations and recommended 
repair schemes during a 20-year planning horizon. 
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Long-Term Durability of Shear Critical 
GFRP RC Beams 

Jahanzaib and Shamim A. Sheikh 

Abstract An extensive experimental and analytical research programme underway 
at the University of Toronto includes 12 GFRP-reinforced beams (10 flexural critical 
and 2 shear critical) with 3000 mm span length. Due to the space limitation, only the 
detailed results of shear critical beams are discussed in this paper. Both the beams 
were completely reinforced with GFRP straight and bent bars. One beam was tested 
at room temperature and the second beam was subjected to accelerated thermal condi-
tioning to simulate long-term behaviour of GFRP RC beams considering the recent 
climate challenges leading to increasing temperatures across the world. Conditioning 
of the beam was carried out at 50 °C for four months under 60% relative humidity 
while subjected to sustained load throughout the conditioning period. No significant 
reduction in the capacity was observed because of the conditioning. 

Keywords Durability · GFRP · Shear · Temperature · Beams 

1 Introduction 

Recently, there has been a significant research focus towards understanding the 
behaviour of fibre-reinforced polymer (FRP) bars in reinforced concrete members. 
Several design codes and standards have now allowed the use of glass fibre-reinforced 
polymer (GFRP) bars for flexural, compression and shear resistance. ACI 440.1R-15 
[1] allows the use of GFRP straight bars in flexural members and bent bars in shear 
members; however, it ignores the strength of GFRP bars in compression. Likewise, 
CSA S806-12 [4] provides design guidelines to use FRP bars in members subjected 
to flexure and shear and ignores the strength of FRP bars in compression. CSA S6, 
by contrast, recently allowed the use of FRP bars in compression in columns (CSA 
S6-19).
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Although most design codes and guides have allowed the use of bent bars as 
transverse reinforcement, strength at the bend location has been a persistent design 
concern. Bending of fibres in GFRP bent bars causes a significant reduction in the 
bend strength in comparison with the straight portion strength [7, 12]. Most of the 
researchers conducted the laboratory testing on bare stirrups to evaluate the perfor-
mance of bent bars. Earlier research found that the bend strength was between 30 and 
80% of the straight portion strength [9]. Jeremic and Sheikh [6] tested 24 stirrups in 
the standardized testing procedure (CSA S806-12 Annex D) and found that the bend 
strength of GFRP stirrups varied from 35 to 55% of the straight portion strength. 

Due to the uncertainty in the bend strength, design guidelines put a limit on the 
usable strain of GFRP stirrups. ACI 440.1R and CSA S6 limit the strain to 0.004 mm/ 
mm, and CSA S806 standard increases this limit to 0.005 mm/mm. To design the shear 
members, CSA A23.3-19 [3] provides a general design model of shear behaviour for 
steel-reinforced concrete members. The model was developed based on the modified 
compression field theory (MCFT) [11] and considers the member size and strain 
effect on the shear strength. In previous years, different modifications have been 
made into these steel-based design provisions to predict the shear strength of GFRP 
RC members [2, 4, 5, 8]. A comprehensive investigation is needed to evaluate the 
accuracy of existing models in predicting the shear strength of the RC members 
reinforced with GFRP stirrups. 

Another important aspect of GFRP bent bars that requires further investigation 
is their long-term durability under increased surface temperatures resulting from the 
recent climate changes. Park et al. [10] studied the long-term flexural behaviour of 
GFRP RC beams by conditioning them inside a chamber at an average temperature of 
47 °C and an average relative humidity of 80% for 300 days. A maximum reduction 
of about 9% was observed in the moment capacity. However, no such test results 
are available in literature that investigated the long-term durability of shear critical 
beams reinforced with GFRP stirrups. ACI 440.1R-15 highlights that the effects of 
elevated temperature exposure on the shear capacity of FRP-reinforced members are 
not well known, and the additional research is warranted in this area. 

2 Research Significance 

The work presented in this paper investigates the shear behaviour of reinforced 
concrete beams completely reinforced with GFRP bars. Experimentally determined 
rupture strains of the stirrups due to shear failure of the beam are discussed. The 
work presented herein further provides an insight into the shear behaviour of beam 
after accelerated laboratory conditioning for four months at 50 °C and 60% relative 
humidity while subjected to sustained load. The conditioned beam was tested at the 
specified temperature.
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3 Experimental Programme 

Experimental programme of the current study consisted of several concrete beams, 
bond specimens and material specimens. Results from two shear critical beams (320 
× 740 × 3000 mm) reinforced with GFRP straight and bent bars are reported in this 
paper. GFRP stirrups were anchored into the concrete core with 135° hooks at the 
corner. Reinforcement details and the geometry of the specimens are shown in Fig. 1 
and Table 1. 

3.1 Material Properties 

3.1.1 Concrete 

Concrete was provided by a local supplier. The two beams were cast in same batch, 
along with several 100 × 200 mm cylinders. Strength at the time of testing of beams 
is listed in Table 2. Values in the table represent the average of at least three-cylinder 
specimens. Group-AS in Table 2 represents the test results of the cylinders cured 
beside the control beam at ambient temperature, and group-CS cylinders were cured 
under the studied thermal exposure beside the conditioned beams and were tested at 
50 °C.

The development of the concrete compressive strength with time under two expo-
sures—ambient conditions and 50 °C thermal exposure—from the results of 24-
cylinders tested under compression is plotted in Fig. 2. It was found that the concrete 
cured under ambient conditions gained slightly higher strength over time than the 
concrete cured at higher temperature of 50 °C.

Fig. 1 Design of two deep beams
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Table 2 Concrete cylinders test result at the time of testing 

Group name Test age f 
' 
c (MPa) Ec(MPa) ∈

' 
c(mm/mm) 

AS 163 46.72 30,518 0.00215 

CS 163 42.20 23,645 0.00229
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Fig. 2 Development of concrete compressive strength for Batch 3 concrete 

3.1.2 GFRP Mechanical Properties 

Mechanical properties of all GFRP bars are listed in Table 3. Tensile properties 
of GFRP straight bars were determined through lab testing in accordance with the 
test procedure in ASTM D7205 as recommended in CSA S807-19. Actual cross-
sectional areas were used for the calculation of mechanical properties of straight 
bars. Properties of GFRP stirrups were determined in a parallel study conducted at 
the University of Toronto [6] and are also provided in Table 3.

3.2 Instrumentation 

Overall instrumentation plan consisted of both internal and external measurement 
tools. Internally, several electrical resistance strain gauges of 5 mm gauge length 
were installed on both the longitudinal and transverse reinforcing bars. Locations of 
strain gauges mounted on the straight bars and stirrups are shown in Fig. 3.

Externally, vertical displacements along the length of the beams were measured 
using linear variable displacement transformers (LVDTs). In total, five LVDTs were 
used during the testing in each beam. Two of them were located at the supports 
(one on each end of the beam) to measure support movements. In addition to the 
above-mentioned instrumentation, a three-dimensional LED targeting system was
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Table 3 Mechanical 
properties of GFRP bars Material properties 15 M 20 M 15 M stirrup  

Nominal core diameter, mm 16 19 16 

Nominal area, mm2 199 285 199 

Actual area, mm2 214 314 202 

Ultimate tensile strength, MPa 1338 1336 1153 

Modulus of elasticity, GPa 57.7 55.7 53.1 

Elongation at failure, % 2.32 2.40 2.17 

Bend radius, mm – – 56** 

Bend strength, MPa – – 14,700 μ∈ 
Glass transition temperature, C* 114 125 109 

Fibre content by weight, % 82.2 82.9 71.0 

*Properties specified by the manufacturer 
**Properties reported by Jeremic and Sheikh [6]

Fig. 3 Internal instrumentation of the two shear critical beams

used to measure the surface strains. LED targets were affixed to the surface, creating 
a grid with intervals of 225 mm x 225 mm. Complete external instrumentation is 
summarized in Fig. 4. It is to be noted that one additional LED target was mounted 
on the left support to measure the support settlement.
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Fig. 4 External instrumentation for shear critical control beam 

Fig. 5 Three-point bending test of the deep beams 

3.3 Test Set-up 

3.3.1 Test Set-up for Control Beam 

Control shear beam was tested under three-point bending test. Testing was conducted 
in a monotonic displacement-controlled manner with the loading rate varying from 
0.008 to 0.025 mm/s. The loading mechanism is shown in Fig. 5. 

3.3.2 Test Set-up for Conditioned Beam 

Conditioned beam was exposed to a temperature of 50 °C for four months under 60% 
relative humidity. In addition to the temperature exposure, beam was also subjected 
to the sustained load throughout the conditioning duration to replicate service loads. 
Load level applied to this shear critical beam was 190 kN (19% of ultimate failure
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Fig. 6 Power-blankets wrapped on a shear beam for heating before start of test 

load), and the maximum average stain recorded in bottom layer of the longitudinal 
reinforcement was 1500 μ∈. 

After conditioning, the beam was tested at 50 °C. To ensure the temperature of 
GFRP bars embedded in concrete at the time of testing to be equal to that in the 
conditioning chamber, beam was installed in the machine 24 h prior to testing and 
was wrapped with heating blankets as shown in Fig. 6. On the day of the test, the 
blankets were removed just before commencing the load. 

3.4 Test Results and Discussion 

As expected, both the beams failed in pure shear failure due to the rupture of GFRP 
stirrups. Beams were internally instrumented with several strain gauges, and assigned 
a particular name based on their location as shown in Fig. 7.

The location of strain gauges attached on the stirrups is defined according to the 
following convention: SXY; S stands for stirrup; X refers to the stirrup’s number 
which varies from 1 to 7 and represents the location of the stirrup along the length of 
the beam; and the letter Y denotes the location of strain gauge on the stirrup (T for top, 
M for mid-height, B for bottom corner, and B' for the location where transitioning 
of the stirrup from the straight portion to the bent portion occurs).
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Fig. 7 Locations and nomenclatures of the strain gauges

3.4.1 Test Results of Control Beam 

Control beam failed in shear with a shear crack running diagonally from the loading 
plate towards the left span crossing three instrumented stirrups. Ultimate failure 
occurred on the instrumented side and hence, recorded stirrups’ strains from strain 
gauges provided a clear picture of the actual failure. Cracking at the tension face of 
the beam was first noticed at 187.6 kN followed by a slight drop in the load and a 
noticeable reduction in the stiffness. Further increase in the load resulted into the 
formation of shear cracks in both of the shear spans. At higher load levels, width of 
the major shear crack started increasing significantly, and the failure occurred at a 
load of 958.7 kN with 28.92 mm midspan deflection. Failure happened due to the 
rupture of stirrup located at 450 mm (strain gauge location: S4B') from the midspan. 
It was noticed after the test that the stirrup ruptured at the transitioning point from 
the straight portion to the bent portion starts. 

Load deflection behaviour of the beam is shown in Fig. 8, and the failure crack is 
shown in Fig. 9. Beam failure and the rupture of the stirrup are shown in Fig. 10. 

Fig. 8 Load deflection curve 
of the control beam (beam 1)

0 

200 

400 

600 

800 

1000 

1200 

0  10 20 30 40  

L
oa

d 
(k

N
) 

Deflection (mm) 



388 Jahanzaib and S. A. Sheikh

Fig. 9 Failure crack of beam 1 (east side of the beam failed which was instrumented) 

Fig. 10 Control beam failure and stirrup rupture (north face of the beam) 

Recorded Strains in the Stirrups 

Most of the strain gauges functioned adequately during the test. Only a few of them 
failed before the peak load due to either saturation or crack passing through the gauge 
causing the damage. As shown in Fig. 9, failure crack crossed the stirrup number 
3 and the stirrup number 4 below the mid-depth. Therefore, recorded strains with 
the increasing load for the gauges S3T, S3M, S3B, S3B', S4T, S4M, S4B, and S4B' 
are shown in Fig. 11. Close to the failure point, strain values at the transitioning 
point (B’) in two of the stirrups (S3B' and S4B') were found to be the highest with 
maximum recorded strains of 14,410 μ∈ and 12,830 μ∈, respectively.

It is important to note that the strains at the beginning of the bend increased at 
a faster rate with increasing load than the strains at the bent location (corner), and 
the stirrup ruptured at the beginning of the bend instead of critical corner location. 
Therefore, the rupture stirrup strain in this beam test was defined as the maximum 
strain recorded at the beginning of bends before failure as shown in Fig. 11, and
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Fig. 11 Recorded strains in the stirrups (control beam)

were found to be 14,410 μ∈ and 12,830 μ∈ for stirrup number 3 and 4, respectively, 
with an average value of 13,620 μ∈. Material tests on the same stirrups conducted 
in a parallel study by [6] reported average rupture strain of 14,700 μ∈ which was 
considered to be reasonably close to the experimentally determined strain of 13,620 
μ∈ from the current beam test. It should be noted that the actual strain may likely be 
higher than recorded. 

The reason behind the rupture of the stirrup at the transitioning point (B') instead 
of the bottom corner (B, precisely where the weak point is located due to the bending 
of fibres) can perhaps be attributed to the presence of multiple layers of longitudinal 
bars. Bentz et al. [2] found that with only one layer of longitudinal bars, the highest 
shear stress demand is predicted near the bottom of the stirrup (weak corner location); 
however, with multiple layers of longitudinal bars, the shear stress demand reduces 
in a more gradual fashion at the bottom. Therefore, stirrup rupture in the beam with 
multiple layers did not occur at the critical corner location. To experimentally deter-
mine this gradual reduction, strain gauges were attached at both of the locations (B: 
bottom corner; and B': above longitudinal layers) in the current study. As expected, 
strain gauge values showed a decrease in the recorded strains going from beginning 
of bend location to corner location as shown in Fig. 12. This interesting finding can 
be helpful to protect weaker corner location in GFRP stirrups and allow the stirrup 
failure to happen away from the bend by providing multiple layers of longitudinal 
bars.

3.4.2 Test Results of Conditioned Beam (Beam 2) 

As detailed above, beam 2 was conditioned for four months at 50 °C and tested at 
50 °C. Load–deflection behaviour of the beam 2 is shown in the Fig. 13. Beam failed 
in pure shear with the peak load of 936.2 kN and midspan deflection of 27 mm. 
Failure at the peak load initiated because of the rupture of GFRP stirrup on the top
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Fig. 12 Maximum recorded strains in stirrups S3 and S4 at the bottom (beam 1)
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Fig. 13 Load versus midspan deflection curve of conditioned beam (beam 2)

bend location just beside the loading plate (marked as location 1 on Fig. 14). Peak 
load was accompanied by a significant drop in the load, but the beam did not fail. This 
drop in the load was followed by a significant increase in the midspan deflection, and 
the opening of the major shear crack. Finally, ultimate failure occurred because of 
the rupture of GFRP stirrups at the bottom corners (marked as location 2 on Figs. 13 
and 14). Failure pictures from the beam 2 test are shown in Fig. 15. This beam failed 
in un-instrumented shear span and therefore, exact strain information for the failed 
span could not be determined. 

3.4.3 Effect of Thermal Conditioning on Shear Behaviour 

Comparison between load deflection curves of the control and the conditioned shear 
critical beams (beam 1 and beam 2) is shown in Fig. 16. A slight reduction in the 
peak load was observed in the thermally conditioned beam. Beam 1 failed at 958.7
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Fig. 14 Failure crack of conditioned beam (beam 2) (north face of the beam) 

Stirrup rupture at 
top corner 

Stirrups’ rupture at 
bottom corner 

Fig. 15 Failure of beam 2 (shear critical conditioned beam) south face of the beam

kN, and the beam 2 at 936.2 kN, showing only 1% reduction in the peak load. This 
can be due to the normal scatter in the experimental data. It can be concluded that 
the beam shear behaviour was not affected much because of the long-term thermal 
conditioning. Failure modes of the stirrups were different in the two beams. Stirrups 
in control beam failed due to rupture at beginning of the bend (B’ location). However, 
stirrups in the conditioned beam failed at the corner locations of the stirrups. This 
variation in the failure mode may be attributed to the fact that thermal conditioning 
induced relatively more damage to the bent locations (corners) of the stirrups than 
the straight portion, and consequently, stirrups prematurely failed showing a drop in 
the peak load.
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Fig. 16 Load deflection of shear critical control and conditioned beams (beam 1 and beam 2) 

4 Conclusions 

Based on the results of this experimental and analytical investigation, the following 
concluding remarks can be made: 

1. Conditioned shear critical beam observed only 1% reduction in the ultimate shear 
capacity that can be considered to be within the normal scatter in the experimental 
data. It can be stated that long-term thermal exposure to elevated temperatures 
in the range of 50 °C would not induce any significant deterioration in the shear 
behaviour. 

2. Strain values recorded around the bent location showed that the presence of 
multiple layers of longitudinal bar appears to protect the weak corner location of 
the bend due to the gradual reduction in the strain values. 
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Simplified Analysis of RC Beams 
Exposed to Fire 

Lochlan R. Medeiros, M. A. Youssef, and S. F. El-Fitiany 

Abstract With performance-based design becoming more prevalent in today’s stan-
dards, practical and simplified methods are needed to model and analyze reinforced 
concrete (RC) structures. These methods must meet the time and cost constraints 
for the practitioners, while maintaining a high degree of accuracy. Fire incidents 
are initiated by the ignition of combustible materials and can spread vertically and 
horizontally based on the specific compartment boundary conditions. RC elements, 
which are exposed to fire, develop a time-dependent three-dimensional tempera-
ture gradient. The developed temperatures cause the element’s stiffness to degrade 
and result in thermal induced deformations. This research introduces two simplified 
numerical methods to analyze continuous RC beams during fire exposure. The first 
method divides the beam into predefined segments and uses iterations to define the 
stiffness for each segment. An automated program was developed to conduct the 
iterations and redistribute the moments until convergence is achieved. The second 
approach assigns nonlinear plastic hinges to the predefined segments. The moment– 
curvature diagrams for these hinges account for the effect of fire exposure. Predictions 
of both methods were validated using published research by others. 

Keywords Reinforced concrete · Elevated temperature · Fire · Sectional 
analysis · Flexural stiffness · Moment–curvature relationship · Moment 
redistribution · Nonlinear plastic hinge 

1 Introduction 

Figure 1 shows an example for fire damage in the Newhall tunnel in Santa Clarita, 
California. The fire was so severe, that it led to visible damage in the concrete and 
jeopardized the tunnel safety [1]. Prescriptive methods, which are widely used to
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design structures for fire safety, are out of date, un-realistic, and based on tests 
conducted on individual elements, which ignored significant parameters including 
fire scenarios, failure criteria, boundary conditions, load cases, and system behavior 
[2–5]. North American design standards, including ASCE 7 [6], allowed the switch 
from the prescriptive approach to the performance-based approach, which requires 
simulation and analysis of a structure under realistic fire loading [5]. The benefits of 
this switch include establishing specific safety goals, permitting structural engineers 
to use innovative design solutions that meet specific performance criteria, allowing 
cost-effectiveness and flexibility in design, improving the harmonization between 
international regulations/codes, providing better knowledge of the implied structural 
safety level, and adopting to changes in construction technology [7, 8]. 

Steel bars and concrete experience mechanical and chemical changes at elevated 
temperatures. Throughout a fire incident, the concrete mechanical properties, 
including concrete compressive strength ( f '

cT), tensile strength, and modulus of elas-
ticity, continuously degrade [4]. On the other hand, concrete strains increase during 
fire exposure [4]. Similarly, for steel, it has been proven through experimental tests 
that elevated temperatures reduce its yield strength ( fyT) [9]. The yield strength for 
steel at ambient temperature ( fy) usually corresponds to a strain of 0.20%, whereas, 
at elevated temperatures the steel tends to yield at 1.00–2.00% strain [10]. 

Current techniques for the analysis of RC beams during fire exposure can only be 
conducted at the research level [11]. Finite element modeling (FEM) is proven to be 
a powerful method to analyze and predict the response of RC structures during fire 
incidents [5]. Drawbacks of this method include the requirement of a thermal-stress 
analysis and expertise in the subject area itself. Ellingwood and Lin [5] and Huang 
and Platten [12] developed finite element modeling software for RC sections exposed 
to fire. Lie and Celikkod [13] simplified this software for RC columns at elevated 
temperatures. The developed software is very general and assumes simplified models 
for material degradation, which make it only valid for a limited number of cases. El-
Fitiany and Youssef [3] developed a simplified approach that can efficiently predict

(a) Fire Event (b) Post-Fire Condition 

Fig. 1 Newhall pass tunnel fire event [1] 
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the moment curvature of RC sections at elevated temperatures, while accurately 
accounting for the degradation of material properties and the fire-induced strains. 

Complexities, associated with analysis of structures during fire exposure, high-
lighted the need for simplified methods of analysis to satisfy safety. Prescriptive 
methods meet this need by specifying minimum cross-sectional dimensions and 
minimum concrete clear cover [5, 12, 13]. This research aims at introducing two 
structural analysis methods, which facilitate the use of performance-based design of 
RC beams exposed to fire. 

2 Analysis of RC Sections at Elevated Temperatures 

The sectional analysis approach proposed by El-Fitiany and Youssef [14, 15] is  
utilized in this paper. Figure 2a shows a section exposed to fire from three faces: 
left, bottom, and right. Thermal analysis is conducted first. It involves specifying the 
temperature–time curve for the fire. The temperature distribution within the RC cross 
section is predicted using the finite difference method [4]. The RC cross section is 
then divided into horizontal layers. Two average temperatures are defined for each 
layer: “Tth”, which is the algebraic average of all element’s temperatures within the 
layer and is used for thermal and transient strain calculations [3, 11], and “Tσ ”, which 
is the temperature that produces the same average concrete compressive strength for 
each layer and is used for strength calculations [11]. “Tth” is then utilized to evaluate 
the nonlinear thermal strain, Fig. 2f. To maintain the concept “plane sections remain 
plane”, self-induced stresses, which are in self-equilibrium, are developed. The corre-
sponding self-induced strains are shown in Fig. 2e, and the final unrestrained thermal 
strain (εth) is shown in Fig. 2f. Mechanical analysis is then conducted. The degrada-
tion of the properties of steel and concrete with respect to temperature is calculated 
using the stress–strain relationships recommended by Youssef and Moftah [4]. For 
each curvature value, the corresponding moment can be calculated by considering 
equilibrium of stresses, which allows for the evaluation of the Moment–Curvature 
(M--ψ) diagram.

Figure 3a illustrates the typical (M--ψ) relationship for an RC section exposed 
to fire for a specific duration [11, 15, 16]. The curvature ψ at any point is composed 
of a thermal curvature ψi and a load-induced curvature ψcT. The nominal moment 
capacity (Mn) represents the flexural capacity for the RC section [4, 11]. At moment 
Mapp, the secant stiffness (EIeff) can be evaluated from the M--ψ diagram [11]. The 
initial flexural stiffness, Ec Io, defines the initial slope of the M--ψ diagram. Figure 3b 
illustrates a simplified version of the M--ψ relationship, which is defined based on 
three points: cracking (ψcr, Mcr), yielding (ψy, My), and ultimate (ψu, Mu).
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Fig. 2 Sectional analysis for RC sections exposed to fire on three faces [11]

+ 

(a) Actual  (b) Simplified 

Fig. 3 RC Sectional moment curvature at elevated temperatures
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3 Proposed Methodologies for RC Beams at Elevated 
Temperature 

The following sub-sections provide details about the two proposed approaches. The 
following assumptions were made for the two approaches: 

1. Effects of shear, concrete spalling, and slippage between the reinforcing bars and 
the concrete are not considered. 

2. Concrete tensile strength is neglected. 
3. Strain hardening of steel bars is ignored. 
4. Heat transfer along the longitudinal axis of the beam is neglected [11]. 
5. Concrete cracking is assumed to have no effect on heat transfer calculations [11]. 
6. Plane sections are assumed to remain plane [11]. 
7. The concrete stress–strain curve proposed by Youssef and Moftah [4] is utilized. 
8. Terro’s model [17] is used to calculate the transient strains. 

3.1 Secant Stiffness Method 

The beam sections behave elastically with an un-cracked flexural stiffness of (Ec Io) 
up to a moment value of Mcr, which corresponds to a curvature of ψcr. The flexural 
stiffness of the beam elements will then start to reduce, which will lead to moment 
redistribution if the beam is indeterminant. Iterations will be needed to define the 
flexural stiffness corresponding to the final moment diagram. These iterations were 
conducted by utilizing the OAPI programming function in SAP2000 combined with 
Excel VAB code. The developed program beings by assigning the initial stiffness Ec Io 
to all elements. The moment diagram resulting from the applied loads is evaluated 
using SAP2000. The flexural stiffness for each segment is then evaluated using its 
average moment value and the moment curvature relationship. This process then 
continues until the change in the EI value for each of the segments is lower than a 
predefined tolerance. The following steps can summarize the first proposed approach. 

1. Develop trilinear moment–curvature relationships for all sections of the beam at 
different fire durations. 

2. Divide each span of the beam into segments that are 2.50–5.00% of the span and 
model each segment in SAP2000 as a linear frame element. 

3. Assign a flexural stiffness value for these segments equal to (EcIo), see Fig. 3. 
4. The equivalent linear thermal strain is applied to the model by applying a temper-

ature gradient, which corresponds to the initial axial strain (εi,axial) and initial 
curvature (ψi) for the considered fire duration. 

5. SAP2000 model is unlocked, and the loads are incrementally applied to the 
structure in parallel with the Excel VBA program.
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3.2 Plastic Hinge Method 

The second proposed method starts by using step 1 to step 4 of the first method, the 
remaining steps are: 

1. Define plastic hinges for all segments and assign them the M--ψ diagram, which 
corresponds to the beam section and considered fire duration. 

2. The plastic hinge length is set equal to the element length. The plastic hinges 
can be assigned at: (a) the middle of every segment or (b) at the ends of each 
segment. Both approaches were examined and found to lead to similar results. 

3. An incremental “Force Controlled” load case is defined and applied to the beam. 

4 Case Study—Simply Supported Beam Exposed to Fire 

The selected beam for this case study is a simply supported beam (B-124), which 
was tested by Lin et al. [18]. Figure 4 shows the details of this beam. The yield 
strength for the #19 longitudinal reinforcing bars is 435.80 MPa. The concrete is 
fabricated with carbonate aggregate with a maximum concrete compressive strength 
at ambient temperature of 30 MPa. The initial modulus of elasticity for the concrete 
was assumed to be 30,000 MPa. 

Fig. 4 Experimental setup for B-124
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Fig. 5 B-124 temperature versus time curves 

The beam was exposed to fire from three faces: left, bottom, and right. During 
experimentation, the furnace temperature was programmed to follow the ASTM-
E119 [19] temperature–time relationship. Figure 5 shows the maximum and 
minimum average temperatures obtained during the tests [18], illustrating a nearly 
exact match with the ASTM-E119 temperature vs. time relationship standard [19]. 

The moment curvature plots at ambient and elevated temperatures for beam B-124 
were evaluated and are shown in Fig. 6. The three points, (ψcr, Mcr), (ψy, My) and 
(ψu, Mu), defining each diagram were identified and used to develop a trilinear M--ψ 
diagrams, which are shown as red lines in Fig. 6. Values of εi and ψi used to determine 
the equivalent thermal strains are shown in Table 1 considering different fire dura-
tions. The corresponding uniform and varying temperatures, which need to be applied 
to the SAP2000 model to induce these strains, are also shown. They were calculated 
based on a concrete thermal expansion coefficient (αconcrete) of 0.000010 °C/m.

A SAP2000 model was constructed for each time increment. The SAP2000 models 
consisted of a “pin restraint” at the left support and a “roller restraint” at the right 
support. Beam B-124 was divided into 246 frame segments, and each was assigned 
its corresponding flexural stiffness (Ec Io). The temperatures corresponding to the 
thermal strains are then applied to the model. For example, at 2.00 h. of ASTM-
E119 fire, a uniform temperature distribution (∆TU) of 685.64 °C was assigned as 
“Type – Temperature”. Also, the linear temperature distribution (∆TL) of 389.72 °C/ 
m was assigned as: “Type – Temperature Gradient 3-3”. 

Regarding the secant stiffness approach, Table 2 shows the developed Excel 
spreadsheet, which includes the VBA macro, for 2.00 h ASTM-E119 fire expo-
sure. For each segment, the table shows the values of the EI modifier (I33), the EI 
initial at the considered temperature, and the average moment for the segment. For 
the first iteration, I33 is set equal to 1. The average moments for each segment are 
then read from SAP2000 analysis and used to find the EI values using the moment 
curvature diagram. Iterations then continued until the changes in EI values are below
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Fig. 6 B-124 moment—curvature at ambient and elevated temperatures 

Table 1 Thermal strains modeling for B-124 

ASTM-E119 fire 
duration [h] 

Initial axial strain[mm 
mm

]

εi 

Initial curvature[ 1 
m

]

ψi 

Uniform 
temperature 
distribution [°C]
∆TU 

Linear 
temperature 
distribution [°C/ 
m]
∆TL 

0.0 0.0000000 0.0000000 0.0000 0.0000 

0.5 0.0024666 0.0072725 246.66 258.17 

1.0 0.0046374 0.0093892 463.75 333.32 

1.5 0.0059372 0.0103790 593.72 368.45 

2.0 0.0068564 0.0109780 685.64 389.72 

2.5 0.0075941 0.0111640 759.41 396.32 

3.0 0.0082222 0.0112380 822.22 398.95 

3.5 0.0087883 0.0113600 878.83 403.28

the specified tolerance. As the beam is simply supported, the program converged after 
two iterations. The applied moment, Mapp = 73.12 kN m at t = 2.00 h, is slightly 
higher than the moment at cracking, Mcr = 73.10 kN m. Therefore, the EI values 
for the middle segments were the only values affected, as shown by the yellow high-
lighted cells in Table 2. The maximum mid-span deflection at this fire duration was 
83.40 mm. This value is having + 16.89% error at as compared to the experimental 
results by Lin et al. [18].

For the plastic hinge approach, hinges were assigned at the middle of each frame 
segment. The plastic hinge length was taken equal to the element length. A nonlinear
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Table 2 B-124 Secant stiffness spreadsheet [fire duration = 2.00 h] 
Iteration (1) Iteration (2) 

Element 
No. 

Sec. 
Mod 
(I33) 

EI – T = 
2.00 h 

M − Avg EI-eff Sec. 
Mod 
(I33) 

M − Avg EI-eff 

(0.025/ 
0.0125 m 
each) 

(SAP2000) 
(kN/m2) 

(kN m) (M–C) (kN/  
m2) 

(kN m) (M–C) 
(kN/m2) 

108 1 2613.492063 72.92497 2613.49206 1.00000 Converged Converged 

109 1 2613.492063 72.94889 2613.49206 1.00000 Converged Converged 

110 1 2613.492063 72.97122 2613.49206 1.00000 Converged Converged 

111 1 2613.492063 72.99195 2613.49206 1.00000 Converged Converged 

112 1 2613.492063 73.01108 2613.49206 1.00000 Converged Converged 

113 1 2613.492063 73.02862 2613.49206 1.00000 Converged Converged 

114 1 2613.492063 73.04457 2613.49206 1.00000 Converged Converged 

115 1 2613.492063 73.05892 2613.49206 1.00000 Converged Converged 

116 1 2613.492063 73.07167 2613.49206 1.00000 Converged Converged 

117 1 2613.492063 73.08284 2613.49206 1.00000 Converged Converged 

118 1 2613.492063 73.09240 2613.49206 1.00000 Converged Converged 

119 1 2613.492063 73.10038 2605.75978 0.99704 Converged Converged 

120 1 2613.492063 73.10675 2598.45840 0.99425 Converged Converged 

121 1 2613.492063 73.11154 2580.75869 0.98748 Converged Converged 

122 1 2613.492063 73.11473 2575.35295 0.98541 Converged Converged 

123 
(mid-span) 

1 2613.492063 73.11632 2568.58459 0.98282 Converged Converged 

124 
(mid-span) 

1 2613.492063 73.11632 2568.58459 0.98282 Converged Converged 

125 1 2613.492063 73.11473 2575.35295 0.98541 Converged Converged 

126 1 2613.492063 73.11154 2580.75869 0.98748 Converged Converged 

127 1 2613.492063 73.10675 2598.45840 0.99425 Converged Converged 

128 1 2613.492063 73.10038 2605.75978 0.99704 Converged Converged 

129 1 2613.492063 73.09240 2613.49206 1.00000 Converged Converged 

130 1 2613.492063 73.08284 2613.49206 1.00000 Converged Converged 

131 1 2613.492063 73.07167 2613.49206 1.00000 Converged Converged 

132 1 2613.492063 73.05892 2613.49206 1.00000 Converged Converged 

133 1 2613.492063 73.04457 2613.49206 1.00000 Converged Converged 

134 1 2613.492063 73.02862 2613.49206 1.00000 Converged Converged 

135 1 2613.492063 73.01108 2613.49206 1.00000 Converged Converged 

136 1 2613.492063 72.99195 2613.49206 1.00000 Converged Converged 

137 1 2613.492063 72.97122 2613.49206 1.00000 Converged Converged 

138 1 2613.492063 72.94889 2613.49206 1.00000 Converged Converged

(continued)
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Table 2 (continued)

Iteration (1) Iteration (2)

Element
No.

Sec.
Mod
(I33)

EI – T =
2.00 h

M − Avg EI-eff Sec.
Mod
(I33)

M − Avg EI-eff

(0.025/
0.0125 m
each)

(SAP2000)
(kN/m2)

(kN m) (M–C) (kN/
m2)

(kN m) (M–C)
(kN/m2)

139 1 2613.492063 72.92497 2613.49206 1.00000 Converged Converged

static load case was then applied with 0.50 kN load increments. The maximum mid-
span deflection was found to be 83.40 mm. This deflection has and error of + 4.84% 
as compared to the experimental results by Lin et al. [18]. 

Predictions of the secant stiffness approach and the plastic hinge approach were 
then compared with the experimental results by Lin et al. [18], as shown in Fig. 7. 
In general, predictions of both methods agree well with the experimental results. 

Fig. 7 Fire duration versus deflection of case study beam
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5 Summary and Conclusions 

To enable the use of performance-based design in structural fire engineering, this 
paper proposes two simplified methods to analyze RC beams exposed to fire. The 
secant stiffness and plastic hinge methodologies can be valuable tools for the flexural 
analysis of RC beams at both ambient and elevated temperatures. The application 
of both methodologies is explained in view of a simply supported beam exposed to 
fire. The two methods incorporate the effects of material degradation and thermal 
strains. They start by applying initial temperatures to the structural model to simulate 
the effects of the thermal strains. Material degradation is accounted for using the 
effective flexural strength (EIeff). The secant stiffness method then utilizes iterations 
to evaluate the final EIeff values. On the other hand, the plastic hinge approach models 
the nonlinearity by utilizing plastic hinges along the beam length. Both methods have 
shown to provide results with good accuracy as compared to experimental results 
by others. Future work is required to further validate both methods at ambient and 
elevated temperatures for beams with varying reinforcement details as well as for 
framed structures. 
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Creek Bridge on Highway 7 
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Abstract Kanaka Creek Bridge carries Highway 7 over Kanaka Creek in Maple 
Ridge, British Columbia. This paper presents the seismic evaluation and retrofit 
design adopted for the Kanaka Creek Bridge. Response spectrum analysis was 
performed under three seismic hazard levels to evaluate seismic performance of the 
bridge structure. Capacity over demand ratios were employed as main indicators for 
seismic assessment of critical bridge structural components and connection elements 
in the seismic load path. Pushover analysis was performed at the abutments to under-
stand the structural performance of the steel pipe piles after yielding. Given the poten-
tial of abutment soil liquefaction during seismic events, soil lateral spreading effects 
and vertical downdrag effects on steel pipe piles were evaluated. After identifying the 
potential structural failure mechanism, the designers proposed performance-based 
seismic retrofitting solutions with additional drilled-in steel dowel at bridge abut-
ments and link slabs at bridge deck over piers. This seismic retrofitting scheme 
provides deck continuity, improves the longitudinal load path and strengthens the 
connections between superstructure and substructure. The project was completed on 
time and within the approved budget. 
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ottiderCpaMelgooGottiderC BC MoTI 

Fig. 1 Bird eye view of Kanaka Creek Bridge (left); substructure and steel pipe piles (right) 

1 Introduction 

1.1 Bridge Information 

Kanaka Creek Bridge carries Highway 7 over Kanaka Creek in Maple Ridge, B.C, 
with two northbound lanes to Maple Ridge and three southbound lanes to Albion, as 
shown in Fig. 1 (left photo). Built in 1984, the bridge consists of three 13.8 m long 
simply-supported spans for a total bridge length of about 42 m. The superstructure 
consists of twenty-four 600 mm deep BC Ministry of Transportation and Infras-
tructure (MoTI) prestressed twin cell box stringers joined side-by-side with grouted 
shear keys. Each pier consists of a conventional concrete pier cap with one row of 
305 mm diameter vertical steel pipe piles. There are sixteen and twenty-two steel 
pipe pile for each abutment and pier respectively, see Fig. 1 (right photo). The steel 
pipe piles are filled with concrete all the way from the bottom of cap beams down to 
the riverbed 7 at the piers and only partially for 1.2 m long below the cap beams at 
the abutments. The rest of the piles below are filled with sand. The bridge structure 
is in good condition except a few localized concrete delamination in pier caps. Deck 
expansion joint sealers were pushed out and frayed within the traffic lanes over the 
piers, and stains on the pier caps indicate water can leak from the deck expansion 
joint. 

1.2 Seismic Performance Criteria 

The bridge is designated as a Major Route structure as defined in CAN/CSA S6-14 
[1] and forms part of the BC MoTI critical route in response to a disaster. The goal of 
seismic retrofitting for Kanaka Creek bridge is to enhance its seismic performance 
to meet current design code criteria. Nonetheless, the BC MoTI recognizes this goal 
may be beyond current funding available. Since the bridge has been in service for 
more than 35 years, a full retrofit might not provide the best value to the BC MoTI.
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Table 1 Seismic performance criteria options 

Option Seismic hazard level Service Damage Description of 
options 

1 975 years Service disruption Extensive 
damage 

Baseline option 

2a 975 years Life-safety Probable 
replacement 

Comparison with 
option 1 

2b 475 years Life-safety Probable 
replacement 

Comparison with 
option 1 

3 2475 years Life-safety Probable 
replacement 

Comparison with 
option 1 

• Service disruption: The bridge shall be usable for restricted emergency traffic after inspection. 
The bridge shall be repairable. Repairs to restore the bridge to full service might require bridge 
closure 

• Life-safety: The structure shall not collapse, and it shall be possible to evacuate the bridge safely 

The four seismic performance criteria options are listed in Table 1. The damage 
performance criteria are primarily based on S6-14 [1] and BC Supplement to S6-14 
[2], with modifications to address applicable bridge components of the Kanaka Creek 
Bridge. 

2 Retrofitting Challenges and Constraints 

2.1 Existing Bridge Seismic Load Path 

The bridge superstructures are simply supported for gravity loads with an expansion 
joint over the two piers. The steel pipe piles at the abutments are fully embedded into 
the ground, whereas the pipe piles at the piers have unsupported free length of about 
6 m above the riverbed (shown in Fig. 2 Top), which makes the piers relatively flexible 
and attract less seismic loads. The twin cell box stringers are dowelled to the pier cap 
at each end with 25 mm diameter rebars as shown Fig. 2 (bottom). These dowels act 
as horizontal shear connectors between the box stringers and the substructure cap 
beams, providing the continuous horizontal load transferring mechanism from the 
deck to the abutments and piers.

In the longitudinal direction, the seismic inertia force on the superstructure is 
transferred through steel dowels over the piers from one span to the adjacent span, 
and resisted by the abutments and approach embankment. The condition is analogous 
to an integral abutment where the girder end diaphragm can push against the approach 
fill and engage the soil passive resistance. Similarly, in the transverse direction, both 
abutments and piers would resist lateral loads. The seismic inertia force is transferred 
by the steel dowels onto the abutments and piers. Wingwalls on abutments will also 
provide lateral resistance to the superstructure if the steel dowels fail.
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 #8 (25M) 

Abutment                                              Pier 

Free Length 

Fig. 2 Bridge elevation view (top) and dowels connecting girders to abutments and piers (bottom)

2.2 Soil Liquefaction 

According to the geotechnical investigation report, liquefaction is anticipated at the 
bridge site for 475-, 975- and 2475-year return period earthquakes. The ground 
settlement associated with the liquefaction will add downdrag forces in the piles, 
while the embankment lateral spreading at the two abutments will push against and 
may damage the piles. The structural integrities of the piles need to be evaluated for 
both the vertical downdrag and lateral spreading. 

2.3 Environmental Sensitivity 

The bridge is located within identified critical habitat for painted turtle (Chrysemys 
picta), a species listed in the federal Species at Risk Act (SARA). Fourteen fish 
species are known to be present in Kanaka Creek. Several bat species, all of which 
are protected under the provincial Wildlife Act and some of which are listed in 
SARA, may roost in the crevices of the bridge. Nearby, Kanaka Creek Regional 
Park provides habitat for wildlife and trails for a variety of outdoor experiences. The 
retrofit design must balance the environmental sensitivities of the site and the potential 
environmental permits required for retrofit construction and mitigation required.
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3 Seismic Evaluation Approach 

3.1 Elastic Dynamic Responses Spectral Analysis 

Elastic dynamic response spectral analysis was performed to evaluate the demand 
and capacity ratio of the structural components located in the critical load path. A 3D 
finite element analysis model was set-up for the purpose of elastic dynamic analysis 
(see Fig. 3 left). The superstructure was modelled using shell elements to represent 
the deck overlay and beam elements to represent box stringers jointed side-by-side 
with grouted share keys. The superstructure was linked to the abutment and pier caps 
by elastic link elements. Pile foundations were supported by compliance springs 
to simulate the soil-structural interaction effects. Effects of abutment backfill on 
the structural responses was captured by near-field lateral stiffness using Carvajal’s 
equation in CSA S6 [1]. The superstructure is discontinued over the piers due to the 
existing deck expansion joint (see Fig. 3 right). 

The response spectra for earthquake return period of 475, 975 and 2475 years are 
presented in Fig. 4 based on geotechnical input for site classification.

According to the Caltrans [3] recommendation for existing bridges, the effects of 
lateral spreading and ground shaking are unlikely to occur simultaneously. Therefore, 
the results from response spectral analysis do not need to be combined with the effects 
due to liquefaction. Lateral spreading analysis on piles will be considered separately 
in the next section. 

3.1.1 Pile Foundation Evaluation from Elastic Dynamic Analysis 

At the abutments, the lateral seismic responses of the pile foundations primarily 
occur at the top part and become insignificant below 6 m from the cap beams. The 
analysis shows that the elastic seismic forces in the piles due to the 475-year and 
975-year earthquake are less than the structural capacity of the steel pipe piles in the

Fig. 3 Structural analytical model (left) and deck discontinuity over pier (right) 
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Fig. 4 Seismic design 
response spectra
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longitudinal direction. In other words, the piles remain elastic under the longitudinal 
design earthquake. However, in the transverse direction, elastic seismic forces in the 
piles, particularly at the pile-to-pile cap connection, exceed the structural capacities, 
meaning the piles will experience plastic deformation. In this case, pushover analysis 
was performed to verify the displacement capacity of the substructure and foundation 
in the transverse direction. 

At the two piers, piles are quite flexible and attract less seismic lateral loads 
compared with the abutment piles. The analysis in both longitudinal and transverse 
directions confirms that all piles remain elastic. 

3.1.2 Capacity-to-Demand Ratio for Critical Components 

According to the existing seismic load path described in Sect. 2.1, critical components 
for the lateral seismic load transferring include girder-to-cap-beam steel dowels, the 
abutment and pier cap beams and the pile-to-cap beam connections. The capacity-to-
demand ratio of the structural components is summarized in Table 2. A capacity-to-
demand ratio greater than 1.0 is considered acceptable. From the table and analysis 
results, the steel dowel is not structurally adequate because 2475-year seismic event 
would fail the steel dowel in both longitudinal and transverse directions. The pile 
cap has sufficient breakout capacity, embedment length and flexural resistance given 
the greater than 1.0 capacity-to-demand ratios. 

Table 2 Summary of capacity-to-demand ratio 

Structural component Capacity-to-demand ratio Remarks 

Steel dowel shear capacity 0.91 pier/0.75 abutment 2475-year earthquake 

Pile-to-pile cap connection 1.00 Pile head embedment 

Pile cap beam 1.85 Flexural bending
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Fig. 5 Plastic hinge status at displacement demand of 975-year earthquake 

3.2 Static Pushover Analysis 

The static pushover analysis was performed at the abutments to further demonstrate 
the predicted seismic performance after piles yield due to the displacement demand 
from the elastic dynamic analysis. It is assumed that plastic hinges may form in the 
steel pipe piles once the yield strength of the material is exceeded. Plastic hinge 
properties are assigned to the pile elements in the analysis model. 

The abutment frame is pushed slightly to the displacement demand from the 
response spectral analysis in transverse direction so that the hinge development in 
the piles can be examined. Figure 5 shows an example of plastic hinge status at the 
displacement demand of 975-year earthquake. Pushover analysis confirmed that the 
plastic rotations in the abutments are within the 0.02 radian limit for all performance 
criteria options. It should be noted that the piles are laterally supported by surrounding 
soils up to the pier caps at both abutments. Therefore, collapse of the superstructure 
is unlikely even if the in-ground plastic hinge reaches the rotation limit. 

3.3 Pile Foundation Assessment Under Soil Liquefaction 

According to the geotechnical investigation, liquefaction is anticipated at the bridge 
site for 475-, 975- and 2475-year return period earthquakes. The embankment lateral 
spreading at the two abutments will push against the piles and may damage the piles. 
Ground settlement associated with the liquefaction will impose downdrag forces 
along the piles. The structural integrities of the piles were evaluated for both lateral 
spreading and downdrag.
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3.3.1 Lateral Spreading Assessment 

Lateral soil spreading pushes against the steel pipe piles at the abutments and imposes 
lateral forces to the piles. The effects of lateral spreading on piles were evaluated 
through a single pile pushover analysis model, incorporating non-linear link elements 
connecting the pile to the ground. The ground displacement or lateral spreading 
provided by geotechnical engineer was assigned to the fixed end of the link elements. 
Plastic hinges were assigned along the length of the pile. 

According to the analysis, the piles remain elastic at both abutments at the 475-
year earthquake event. However, the bending moment demand in the steel pile exceed 
its yielding capacity at both 975-year and 2475-year earthquakes. Figure 6 shows 
multiple plastic hinges are developed along the length of the piles due to lateral 
spreading up to 0.70 m in the 2475-year earthquake. According to Caltrans Memo 
20-15 [4], the crust and liquefied soil are expected to provide lateral support and the 
damaged steel piles are still able to carry the permanent loads if the drift ratio is less 
than or equal to 0.20 for steel pipe piles. Based on this, it was found that estimated 
drift ratio in the steel piles at both level of earthquakes is within the acceptable 
limit, and the steel pipe piles are considered to have vertical capacity to support the 
superstructure without collapse.

In addition, lateral soil spreading also impose lateral force in the steel dowels 
connecting abutment cap beam and superstructure. The evaluation indicates that the 
lateral force demand in steel dowels exceed their capacity at both 975-year and 2475-
year earthquakes, requiring the steel dowels to be retrofitted/strengthen to meet the 
performance objectives. 

3.3.2 Axial Pile Capacity Assessment 

The steel piles were evaluated for the added downdrag force due to liquefaction. 
It was found that both geotechnical and structural resistance are adequate for three 
levels of earthquake events and meet the performance criteria. 

4 Seismic Retrofitting Solutions 

4.1 Retrofitting Solution Discussion 

Conceptual retrofit solutions for all four seismic performance options required by 
the BC MoTI are discussed below. Based on the seismic evaluation, several retrofit 
solutions were proposed to achieve better seismic performance with consideration 
of constructability and cost.
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Fig. 6 Lateral spreading analysis model, deformed shape with formation of plastic hinges

For a 475-year earthquake, under seismic performance criteria Option 2b Life-
safety, the expected performance objectives can all be satisfied without seismic 
retrofit work. 

For a 975-year earthquake, either Option 1, Service Disruption (baseline option), 
or Option 2a Life-safety, the performance objectives of the bridge, except foundation, 
can be met by strengthening the abutment to superstructure connections in the event 
of soil liquefaction. The proposed retrofit solutions include: 

• At abutments: Add additional dowels by drilling through the end of girders to abut-
ment cap beam; or add concrete back wall and wingwall. The goal is to increase 
lateral force transferring capacity between the abutments and superstructure. 

• At piers: Add additional dowels at the piers to connect girders with pier cap. 
The goal is to increase lateral force transferring capacity between the piers and
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superstructure. Alternatively, replace deck expansion joint by link slabs over the 
piers. The link slabs provide alternate lateral force transferring path and reduce 
the force demand in existing steel dowels. 

It is important to note that ground improvement is required to achieve seismic 
performance Option 1. This is due to the excessive horizontal ground movements 
predicted at both abutments and the required level of foundation performance to 
satisfy service disruption performance criteria. However, any ground improvement 
near this bridge is considered costly with significant environmental impact. 

For a 2475-year earthquake, under seismic performance criteria Option 3 Life-
safety, the same retrofit solutions are required to satisfy this seismic performance. 

After comprehensive review, it was concluded that Option 3 for 2475-year Life-
safety, performance is the preferred option for the seismic retrofit solution, as it 
represents the best value for budget among the four seismic performance options 
required by the BC MoTI. Option 1, with the highest level of seismic performance, 
will require expensive ground improvements. Option 3 is the second highest level of 
seismic performance and can be achieved with reasonable amount of construction 
cost focussed on the bridge deck level. Combining retrofit solutions Option 3, to add 
dowels at the abutments and to add link slabs at the piers, can provide satisfactory 
seismic performance with a best value of construction cost. In addition, replacing the 
expansion joint with concrete link slabs will improve the rideability and minimize 
water leakage into the bridge substructure below. 

4.2 Retrofit Design at Abutment—Steel Dowels 

The seismic deficiency at both abutments is inadequate shear capacity across the 
interface between the box girder superstructure and the pile cap-beam substructure, 
especially in the longitudinal direction. Additional steel dowels are introduced to 
increase the shear capacity across this interface. The 25 M stainless steel dowel 
is proposed to be installed at every second box girder as shown in Fig. 7. The  
proposed doweling position shall not conflict with the existing reinforcing steel 
and pre-stressing strands based on as-built information. Geometric review of the 
existing rebars and pre-stressing strands was conducted based on the as-built infor-
mation. Ground penetration radar is proposed to map the existing rebar and mitigate 
conflicts during dowel installation.

4.3 Retrofit Design Over Pier—Link Slab 

The new link slabs were designed for the seismic force extracted from the analysis. 
Since the new link slabs replace the existing deck expansion joint and create deck 
continuity longitudinally, the link slab will also subject to forces induced by stringer
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Fig. 7 Proposed steel dowel location at bridge abutment

Fig. 8 Proposed link slab with L-shape rebar embedded in the box stringer 

end rotation due to service live load. The reinforcement design includes straight 
rebar as well as L-shaped rebars that transfers forces between the deck spans on 
both sides of the piers (see Fig. 8). The link slab construction requires drilling rebar 
dowels into the existing stringer end diaphragm. To avoid damage to the existing 
rebar, the stringer ends need to be scanned and all existing rebars shall be identified 
prior drilling. 

4.4 Seismic Retrofit Design Achievements 

In addition to meet the seismic performance objectives, the recommended seismic 
retrofit design also has the following benefits:
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Fig. 9 Link slab rebar placement (left), finished link slab open to traffic (middle) and steel dowel 
drilling at abutment (right) 

• The recommended retrofit design scheme requires work primarily on the deck 
level and does not require work on the substructures in the creek, minimizing 
environmental impact and the risk of contaminating the creek. 

• The retrofit work is a neat solution, requiring dowels and link slabs which are 
embedded in the deck, and does not alter the existing appearance of the structure. 

• The seismic retrofit design allows construction to be done on half width of the 
bridge at a time, with proper traffic management to ensure traffic flow during the 
construction period. 

5 Seismic Retrofit Construction 

The seismic retrofit construction occurs in summer of 2021 and was completed within 
the approved budget. The success of the project is a result of excellent collaboration 
between BC MoTI, SNC Lavalin design team and the contractor. Figure 9 shows the 
photos during construction. 

6 Conclusion 

Kanaka Creek Bridge on Highway 7 over Kanaka Creek in Maple Ridge, BC, is 
designated as a Major Route structure, and forms part of the BC MoTI’s critical 
route in response to a disaster. The seismic retrofit work is required after identifying 
the structural deficiencies and potential structural failure mechanism. To overcome 
the retrofitting challenges including the weakness of the existing seismic load path, 
the potential effects of soil liquefaction and the high environmental sensitivity, SNC 
Lavalin proposed efficient seismic retrofitting solutions with additional steel dowels 
at bridge abutment and link slab at bridge deck over piers. The seismic retrofitting
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method improves the bridge’s seismic performance and provides good value for 
the BC MoTI. The project was delivered on time and within the budget, and the 
construction work was completed in the summer of 2021. 
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Time-Dependent Probabilistic Analysis 
of Steel Bridge Brittle Fracture 

Michelle Y. X. Chien, Mohammad Javad Tolou Kian, and Scott Walbridge 

Abstract Brittle fracture is a major concern to structural engineers as it has signif-
icant consequences in terms of safety and cost. Although modern day occurrences 
are rare, it is well known that they can occur without warning and may lead to the 
sudden closure of a bridge, loss of service, expensive repairs, and/or loss of property 
or life. In Canada, steel bridge fracture is a more significant concern due to the harsh 
climate, which, if the toughness properties are improperly specified, could put many 
steels on the lower shelf of the toughness-temperature curve. In the existing CSA 
standards, design against brittle fracture solely depends on the temperature of the 
location of interest, and other factors impacting fracture, such as stress level and plate 
thickness are currently neglected. A previous comparison of brittle fracture design 
provisions around the world revealed that more sophisticated approaches have been 
developed in terms of modelling and understanding brittle fracture than the ones 
currently in use in North America. One of these procedures is the fracture mechanics 
method in the European EN 1993-1-10 standard. This paper briefly describes this 
method and then shows how it can be implemented in a probabilistic framework, 
using historical temperature and truck data to determine the failure probability with 
respect to temperature and traffic loadings fluctuating on a time scale throughout the 
year. 

Keywords Steel bridge · Brittle fracture · Probabilistic analysis · Monteo carlo 
simulation 

1 Introduction 

As Europe made significant advances in the sophistication of the tools available for 
modelling and understanding brittle fracture, adaptation of similar approaches in 
North America to assess these situations may be of interest. However, it is worth
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noting that in no part of the world has a rigorous probabilistic assessment been 
performed to assess the reliability levels being achieved, using the various existing 
brittle fracture design methods. A previous study presented in CSCE 2021 [2] entailed 
varying the input parameters of the Eurocode fracture mechanics method to study 
the effects on the probability of failure and the sensitivity of these parameters. In this 
study, it was observed that the probability of failure by brittle fracture is affected by 
the crack size, load level, and plate thickness. With the simplistic model employed, 
the research only considered bias factors for the variability of the master curve and 
temperature correction on the resistance side of the limit state function. It was noted 
that more statistical variables should have been considered for a more comprehensive 
representation of the limit state function, and additionally that the treatment of traffic 
and temperature in the analysis (assuming the highest load occurs at the lowest 
temperature) was highly simplistic and overly conservative. 

This paper is a continuation of the previous research. It entails casting the problem 
as a time-dependent reliability problem, with extreme traffic and temperature loads 
fluctuating over time. In order to model this fluctuation realistically, hourly temper-
ature data was gathered from Environment Canada for a specific location (Waterloo, 
ON), and truck load data for Ontario highways gathered by the Ontario Ministry of 
Transportation (MTO) was used to model realistic load fluctuation over time. 

2 Literature Review 

2.1 Previous Work on Code Calibration and Reliability 
Analysis 

A study done by Kennedy and Gad Aly in 1980 remains among the notable for making 
recommendations to the limit states design provisions in CSA S16. Geometric and 
material properties for W shapes, including their mean and coefficient of variation 
(COV) for steel columns and beams, were calibrated based on measurements and 
coupon tests from Canadian mills [6]. The study related the tested capacity to the theo-
retical capacity to establish a professional ratio, ρ, which was then used along with 
the coefficient of variation, V in an exponential model to determine a performance 
factor, φ for steels, which captures the uncertainty in the prediction of structural 
resistance. It was found in this study that the performance factor of 0.9 previously 
established for steels in S16 was conservative except for the cases of buckling for W 
and HSS shapes, where a lower performance factor was recommended. 

Two decades later in 2002, Schmidt and Bartlett reassessed the resistance factors 
from the Kennedy and Gad Aly study. One of the key driving factors for this reassess-
ment was that the manufacturer that supplied materials for the previous study had 
ceased to produce W shapes in Canada, and it was beneficial to perform a reassess-
ment from steels manufactured in Canada and imported from the United States to 
obtain a more comprehensive dataset. Additionally, the resistance factors from CSA
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S16 needed to be reviewed, as over the decades, there had been changes in the industry 
and how steels are manufactured and undergo quality control procedures. New mate-
rial tests were performed, and data was gathered based on steel from numerous major 
steel suppliers across North America. Yield strength, ultimate strength, and modulus 
of elasticity were investigated. In this study, it was found that the ratio of actual to 
nominal dimensions had improved (i.e. a reduction in the scatter was observed), and 
the yield strength bias factor increased and COV decreased for HSS and WWF shapes 
compared with the Kennedy and Gad Aly study. However, statistical parameters were 
slightly worse for W shapes [7]. It is noteworthy that in both aforementioned studies, 
brittle fracture was not assessed as a mode of failure. 

In more recent developments, a fatigue reliability analysis was performed on steel-
concrete composite shear connectors, as it was known that welded shear studs tend 
to fail at low loads due to fatigue. Sjaarda et al. [9] performed tests on composite 
beams with welded shear studs and bolted shear connectors for static and fatigue 
performance tests. It was found that the bolted detail was superior in terms of fatigue 
resistance than the welded studs. Additionally, finite element models were produced 
to verify the results of the laboratory testing [10]. 

Based on these studies and others like them, it can be concluded that a significant 
amount of work has been done to assess reliability with respect to failure modes 
other than brittle fracture. A major motivation for the work presented in this paper 
is the need to improve the state of knowledge in this area. 

2.2 Eurocode Fracture Mechanics: Stress Intensity Factor 
Based Method 

The Eurocode EN 1993-1-10 contains two methods of assessing brittle fracture, a 
simplified method using design tables, and a fracture mechanics method. The latter 
is the method that is presented in a plane strain stress intensity factor framework, 
expressed in terms of K-values, and is the method that is modified and applied in 
the subsequent probabilistic analysis. The basis of the fracture mechanics method 
is setting a requirement such that the toughness of the material (KMat,d, which is a 
function of temperature) must be greater than the applied effects (expressed as the 
stress intensity factor, Kappl,d). This is shown in Eq. 1 [8]. 

K ∗appl,d = 
Kappl,d 

kR6 − ρ 
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[
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{
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(
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52
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]
·
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25 

beff

)1/4 
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The original master curve, which forms the basis of this method and is used to 
calculate the material resistance Kmat,d, was developed in Wallin [15]. This is shown 
on the right-hand side of the inequality, which is representative of material behaviour 
on the lower shelf of the toughness-temperature transition curve. It is noted that the 
Wallin master curve cannot be used to predict material upper shelf behaviour.
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It is well known that the fracture behaviour of steel is dependent on temperature. 
TEd, the reference temperature, is a key component in calculating Kmat,d, the material 
toughness. It is dependent on the lowest daily air temperature of the location of 
interest, plus any applicable temperature corrections for applied stresses, radiation 
losses, strain rate, and cold forming. Not all of the adjustments are required and may 
be designated as zero in some cases. It is also noted that many of these effects are 
not directly measured in units of temperature, but are converted to a temperature 
equivalent to be used in the master curve to capture their impacts on the material’s 
resistance to brittle fracture. 

The left-hand side of the inequality is calculated using Eq. 2, representing the 
applied effects acting on the component. 

K ∗ 
appl,d = 

Kappl,d 

kR6 − ρ 
= 

σEd
√

π · ad · Y · Mk 

kR6 − ρ
[
MPa

√
m

]
(2) 

It is observed in Eq. 2 that the general form equation for plane strain stress intensity 
factor, K = σ

√
(πa) is present, where K is a measure of crack driving force and is 

dependent on stress from external loads and crack size. This equation is then modified 
by several correction factors, for Y and Mk for crack shape, kR6 for plasticity, and 
ρ for local residual stresses. Similar to the right-hand side of the inequality, not all 
of these correction factors are applicable, and some may be taken as unity or zero 
depending on the case. 

A more comprehensive description of the parameters that are used in Eqs. 1 and 
2 have been described in the Eurocode background document EUR 23010 EN [8]. 
Further diagrams and tables on the determination of the correction factors are also 
detailed in this source. 

2.3 Monte Carlo Simulation 

Monte Carlo simulation (MCS) is now a common tool for scientific research, which 
uses random sampling and statistical evaluation where individual trials are indepen-
dent of each other. One of the major benefits is that it can be used for circumstances 
in which sampling would be too time-consuming or impractical. However, it also has 
downsides which include requiring a significant amount of computing energy, and 
the model used can have imperfections or the code may have bugs [3]. Thus, spending 
much effort in correctly setting up the models, input parameters, and debugging is 
crucial.
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A common use of this is random sampling from a PDF function, or alternately, 
using the inverse CDF method. The basis of the process is summarized in the 
following: 

1. Sample a value between 0 and 1 to represent a probability, which can then be 
correlated back to the value of the parameter based on the distribution type and 
its mean and COV (statistical parameters). 

2. Evaluate the model. 
3. Tally the simulation results. 
4. Re-evaluate n times. 
5. Construct histogram and determine probability of failure. 

It is noted that the larger number of trials, the more accurate the simulation is. 

3 Time-Dependent Probabilistic Analysis 

3.1 Methodology 

The original contribution presented in this paper involves a first attempt to develop 
automated code, to perform reliability analysis on a time-dependent scale with traffic 
load and temperature fluctuating hourly. MATLAB was the primary programme used 
to generate the code, and it was verified by generating an equivalent procedure in 
Excel to evaluate the accuracy of the results generated. 

The main procedure of the code is as follows: 

1. Generate Kmat cumulative distribution functions (CDFs) for different determin-
istic temperatures in Waterloo, ON (range between − 55 and + 55 °C, using 
10 °C increments). 

2. Generate Kappld CDFs for different deterministic stress levels for highway 
bridge traffic in Waterloo, ON (ranging between 1 and 400 MPa, with 50 MPa 
increments). 

3. Using historical temperature data between 2003 and 2021 for Waterloo, Ontario, 
a random number is generated to select the year. In essence, this means assuming 
temperature is stationary and can be modelled by assuming the hourly tempera-
ture history in a given year can only follow one of the annual histories between 
2003 and 2021 for which hourly temperature data is available*. (*Note: This is 
an approximation made in this paper. An alternative would be to employ a proba-
bilistic temperature model wherein the hourly temperature fluctuates realistically 
but randomly throughout the year.) 

4. For each time step (hour) in a one-year simulation: 

(a) Pick random number X1 to get trial value for resistance uncertainty associ-
ated with the bridge detail of interest. Obtain the temperature for the time 
step from the annual temperature history that was randomly selected in Step
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Fig. 1 Sample schematic of determining Kmat 

3, and determine Kmat for that time step by linearly interpolating between 
the two Kmat CDFs generated in Step 1 bounding the actual temperature at 
the time step with ordinate = X1. This is illustrated in Fig. 1. 

(b) Pick random number X2 to get trial value for the “solicitation” uncertainty 
associated with the bridge detail of interest**. (**Note: X2 accounts for the 
bridge detail parameters such as the actual weld geometry, crack size, etc., 
which affects Kappld but does not vary from one hour to the next over the 
year.) Using historical traffic data for Ontario, obtain the stress level for the 
time step*** and determine Kappld by interpolating between the two Kappld 

CDFs generated in Step 2 bounding the actual stress level at the time step 
with ordinate = X2. This is illustrated in Fig. 2. (***Note: there are several 
ways this can be done: (1) a similar approach to the one use for temperature 
can be used for a site where hourly peak stress or load levels are available 
for an entire year, or (2) peak hourly stress or load level due to traffic can be 
simulated using a truck weight or load effect histogram, fitted to a continuous 
distribution, which can then be sampled using extreme value statistics theory 
in a manner similar to the one used to calibrate the live load factors in CSA 
S6 (see Agarwal et al. [1]) and MCS sampling with an additional parameter 
(X3) which accounts for hourly fluctuation in the live load. For the current 
paper, the latter approach was employed.) 

(c) Determine whether failure occurs by checking if Kappld > Kmat for that time 
step. If yes, record failure, and if not, go to the next time step.
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Fig. 2 Sample schematic of determining Kappld 

5. This process is repeated for each time step (hour) throughout the year to determine 
if the detail will fail within the year or not for the one-year simulation or “trial”. 

Repeat for many one-year simulations to determine the annual probability of 
failure of the detail. 

3.2 Distribution Types and Statistical Parameters 

In the previous probabilistic implementation of the Eurocode fracture mechanics 
method [2], bias factors were applied to the deterministic input parameters, typically 
in the form of “multipliers”, which are defined to account for the various sources 
of uncertainty associated with each parameter. It was identified that further inves-
tigation was needed to capture the uncertainties in the other parameters embedded 
in the Eurocode fracture mechanics method, including some theoretical functions 
for parameters, such as the correction factors on the action side of the limit states 
function. 

Table 1 summarizes the updated bias factors and their distribution type, mean, 
and coefficient of variation (COV), with sources given where appropriate. The 
new parameters that are being treated probabilistically from the previous study are 
indicated by Z11 through Z15 in Table 1.

Concerning parameters in Table 1, the following additional information is 
noteworthy: 

• In this table, t is the girder flange thickness, flange stresses at the location of interest 
are denoted with a σ , and Hw and Ww are the weld height and width associated
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Table 1 Statistical variables and distribution types 

Z Modifies Z_bar VZ (σ Z ) Distribution Source 

Z1 Fy 1.101 0.0915 Lognormal [6] 

Z2 T 1.02 0.0120 Lognormal [7] 

Z3 Tmd 1 0.0574 Normal 50-year service period, 
calculated based on Agarwal 
et al. [1] 

Z4 A 1 0.2000 Lognormal Vojdani et al.  [11] 

Z5 σ D1 1.03 0.0800 Lognormal [1] 

Z6 σ LL 1.5228 0.0304 Lognormal 50-year service period, 
calculated based on Agarwal 
et al. [1] 

Z7 Hw 1 0.1600 Lognormal [5] 

Z8 Ww 1 0.1600 Lognormal [5] 

Z9 Master curve 1 0.2500 Lognormal [10] 

Z10 CVN to SIF conversion 0 (13 °C) Normal [10] 

Z11 σ s 1 0.25 Lognormal [15] 

Z12 σ Ed 0.93 0.12 Lognormal [1] 

Z13 a/c ratio (crack shape) 1 0.32 Lognormal Walbridge and Nussbaumer 
[14] 

Z14 Mk 1 0.05 Lognormal [15] 

Z15 SCF 1 0.04 Lognormal [15]

with the critical detail. The a/c ratio is the ratio between the crack depth to width, 
Mk is a weld toe correction factor, and SCF is the stress concentration factor 
relating the local stress to the far field (nominal) stress. 

• The weld parameters are used to calculate the local stress intensity factor, using 
equations not shown here for reasons of brevity. To apply these equations, a weld 
detail geometry must be assumed. In the calibration of the Eurocode simplified 
method, a longitudinal plate attachment detail was assumed, due to its relative 
severity. Thus, a similar detail is assumed in the current analysis. 

• Uncertainties in the brittle fracture resistance can be captured using bias factors 
Z9 and Z10, to consider uncertainties associated with the brittle fracture “master 
curve” formula and the notch to fracture toughness conversion, based on raw 
test data in EUR 23510 EN [10]. Steel grades S355, S460, S690, and S890 were 
tested (and are reported in this reference) and the lower shelf of the master curve 
was fitted. Since the master curve was fitted to the average of the data, Z9 is a 
multiplicative factor to model the scatter of test data for the fitting, which has 
been assigned a mean of 1.0 and standard deviation of 25%. Using this value, 
a close replication of the 50, 95, and 5% failure probability curves for the raw 
test data from Fig. 2.7 in EUR 23510 EN [10] could be produced. Note that the 
20 MPa 

√
m term is not multiplied by Z9 because K = 20 MPa 

√
m represents
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the lower bound for cleavage fracture in steels, and therefore the stress intensity 
factor cannot be lower than that value [14]. 

• Z10 is an additive factor to model the scatter in test data correlating the fracture 
mechanics transition temperature, T 100, to the Charpy test temperature, T 27 J. 
which has been assigned a mean of 0 and standard deviation of 0.13 (the transition 
temperature standard deviation is 13 °C), based on the raw data from Fig. 2.8 in 
EUR 23510 EN [10]. 

3.3 Results 

PDFs and CDFs generated for Kmat, which capture uncertainty in the toughness of 
the material (Step 1 in the procedure described in Sect. 3.1 of this paper), are shown 
in Fig. 3. The CDFs are used to for the interpolation of a value of Kmat based on the 
hourly temperature (Step 4a). 

The PDFs and CDFs for Kappld, which capture uncertainty in the stress intensity 
factor due to applied loads (Step 2 in the procedure described in Sect. 3.1 of this 
paper), are shown in Fig. 4. The CDFs are used for the interpolation of Kappld based 
on the maximum hourly live load (Step 4b).

Figure 5 shows examples of the fluctuation of the minimum hourly temperature 
(left) and maximum live stress (right) for each time step, in one-hour increments, 
over the course of one year (8760 h). The input hourly temperature was calculated by 
random sampling from a normal distribution of recorded temperatures at each hour 
between 2003 and 2021. Furthermore, the live load was sampled at each hour using 
the Gumbel distribution method discussed in Agarwal et al. [1].

Fig. 3 Probability and cumulative distributions for Kmat 
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Fig. 4 Probability and cumulative distributions for Kappld

Fig. 5 Sample temperature and live load stress fluctuations over one year 

Figure 6 shows the results of a set of MCS trials simulating 100 years of service, 
for an assumed crack size of 22 mm. In each time step, 10,000 MCS trials are run, 
repeated for 8760 h (time steps) per year, which is then repeated for 100 service years. 
It is observed that the annual probability of failure is converging on approximately 
0.45 after the first few years.
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Fig. 6 Annual probability of failure over number of iterations (100 years) 

4 Conclusions and Future Work 

This paper describes a time-dependent probabilistic analysis performed for Waterloo, 
ON, to determine the yearly probability of failure. For an assumed crack size of 
22 mm in this study, and the resulting yearly probability of failure appeared to 
plateau at around 0.45. It is noted that while this probability of failure is quite high, 
it is associated with a fairly large crack size. The development of this MATLAB 
code means that further time-dependent analyses can be done for different input 
parameters, such as different crack sizes, weld configurations, temperature data, and 
traffic data from other locations. 

An important next step of the work will be to apply the code in different scenarios 
in future studies. Effects of different factors on the probability of failure may be 
beneficial to making recommendations to future iterations of CSA S6, the Canadian 
Highway Bridge Design Code. 
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Unified Seismic Capacity Limit State 
Models of Reinforced Concrete Bridge 
Columns 

Yihan Shao and Yazhou Xie 

Abstract Highway bridges are crucial links in the transportation network. Their 
seismic damage and failure have caused casualties, economic losses, and long-term 
impacts to the affected regions. To date, extensive studies have made efforts to under-
stand the seismic behavior of bridge column, given its vulnerability in affecting 
seismic fragility/risk assessment of existing bridges and performance-based seismic 
design (PBSD) of new bridges. In both regards, seismic capacity models constitute 
an essential element indicating various limit state criteria under increasing levels 
of earthquake loading. The capacity models of reinforced concrete (RC) columns 
describe discrete observable material behaviors as damage states, which are further 
quantified into numerical limit states through various engineering demand parame-
ters (EDPs), including drift ratio, displacement ductility, curvature ductility, and local 
strains of longitudinal steel, and unconfined and confined concrete. Despite abundant 
publications, research findings by using various types of EDPs are often scattered 
and sometimes conflicting, thereby preventing a direct comparison toward a unified 
column capacity model. Also, different limit state models have been found when 
the same EDP is used. Such inconsistency motivates the current study to develop 
a unified column capacity model, where the benchmark case is considered for the 
modern-designed circular RC columns with ductile seismic behaviors. In doing so, 
a comprehensive literature review is carried out to synthesize different RC column 
capacity models used by both researchers and practitioners. Furthermore, cyclic 
pushover analyses are conducted to convert these models into those used by a shared 
EDP type—the maximum local strains of concrete and steel. As such, a unified 
set of capacity models will be developed by incorporating all sources of variations 
embedded in the literature. The developed model will be the first-of-its-kind and will 
lay a solid foundation for stakeholders to conduct more reliable seismic fragility/risk 
assessment of existing bridges and PBSD of new bridges. 
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1 Introduction 

As crucial links in the transportation network, highway bridges are essential to ensure 
traffic mobility and timely emergency response after extreme events. Bridges’ seismic 
vulnerability has been well recognized during previous earthquakes, including the 
1994 Northridge earthquake [6] and the 2010 Chile earthquake [24, 33], etc. Recon-
naissance reports for these earthquakes also reveal that the column is the most vulner-
able component in a bridge system. The bridge column has become a subject of 
significant interest for seismic fragility assessment and PBSD. 

Both fragility assessment and PBSD require a proper definition of column capacity 
models. The limit state (LS) values of column capacity are typically obtained through 
a physics-based prescriptive approach [30] or a judgment-based descriptive approach 
[20]. In particular, the prescriptive approach develops the column LS models using the 
damage data from past earthquakes and experimental studies [4]. Although several 
experimental tests have been carried out in the past, comprehensive reports presenting 
detailed measurements of columns under different levels of visual damage are scarce 
[47], and certain parameters of interest are not always accessible [49]. 

Researchers and practitioners also lack consensus on the definition of column 
damage states [1]. For example, the damage state of concrete spalling is referred 
to as the onset of spalling in some studies [8, 19, 28], but a certain spalling height 
or pattern in other studies [10, 23]. In addition, this challenge is aggravated by 
recognizing the variety of EDPs used in the literature to quantify the column LS 
values. These include component-level EDPs such as drift ratio and displacement 
ductility, section-based EDP such as curvature ductility, and strain-based EDPs that 
quantify the column behavior at the material level. Even under the same damage 
level for the same EDP, uncertainties in column specimens and loading protocols, as 
well as measurement limitations and errors, have also led to inconsistent LS models. 
For example, the concrete cover compressive strain for the damage state of concrete 
spalling shows a considerable spread from 0.002 to 0.018 in the literature [19, 28]. 

Such inconsistencies motivate the current study to develop a uniform set of 
column capacity LS models. Numerical simulations supported by high-fidelity finite-
element modeling are adopted herein. They can capture realistic seismic behaviors 
of bridge columns, interconnect different types of EDPs (e.g., drift ratio to displace-
ment ductility to material strains), and take into account all sources of uncertainties. 
As shown in Fig. 1, a multi-step workflow is utilized to develop the proposed unified 
capacity LS model. First, different capacity models are reviewed from the literature 
for modern-designed circular RC columns. These capacity LS models are found to 
be defined through displacement ductility (μΔ), curvature ductility (μϕ), drift ratio 
(Δ/H), and material strains (ε). To examine the consistency among the LS models 
defined by these EDPs, cyclic pushover analyses are conducted in OpenSees [32] 
to transform the lognormal (LN) medians of different EDPs into their equivalent 
ε values (e.g., drift ratio at moderate damage to its corresponding maximum steel 
strain). As such, all different capacity models in the literature are converted using
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Fig. 1 Schematic flowchart for developing the unified capacity LS model of column 

the same EDP, which further enables comparison and determination of the median 
(θ ) and dispersion (β) of the unified capacity model. 

2 Existing Seismic Capacity Limit State Models of Bridge 
Columns 

2.1 Definition of Column Damage States 

Investigation of seismic capacity models starts with defining the expected degree of 
observed damage under different damage states (DSs), such as slight, moderate, 
extensive, and complete [2, 15]. Such DS definitions for bridge columns are 
summarized in Table 1, where differences emerge across the literature because of 
the embedded variances in objectives and needs. For example, Ramanathan [40] 
proposed the column capacity models based on repair strategies from the California 
Department of Transportation, whereas those established by CSA S6-14 [12] consid-
ered bridge operational functionality, traffic volume restriction, and bridge collapse 
prohibition. To develop a unified capacity model, this study considers those different 
definitions given in Table 1 and proposes one set of converged DS descriptions. 
In particular, slight damage (DS1) corresponds to reinforcement yielding and minor 
concrete cracking and spalling. Moderate damage (DS2) exhibits propagated spalling, 
more significant numbers and widths of the cracks, and substantial rebar yielding. 
Extensive damage (DS3) denotes exposed reinforcement and core, and degraded
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column strength without a complete collapse. Under the complete damage state 
(DS4), column strength is significantly degraded; core concrete starts to crush due to 
severe reinforcement buckling and fracturing, and immediate column failure should 
be expected. Based on these DS definitions, the following sections provide a litera-
ture review on previous experimental results that quantify different DSs into the LS 
thresholds using different types of EDPs, including μΔ, μϕ , Δ/H, and ε. 

Table 1 Different definitions of column DS models 

Reference Slight (DS1) Moderate (DS2) Extensive (DS3) Complete (DS4) 

Dutta and 
Mander [13] 

Cracking; spalling Loss of 
anchorage 

Incipient column 
collapse 

Column collapse 

FEMA [15] Minor cracking 
and spalling at 
hinges 

Moderate 
cracking; 
spalling of 
column 

Column degrading 
without collapse 

Column collapse 

Hose and 
Seible [18] 

Cracking and 
yielding 

Initiation of 
local mechanism 

Full development of 
local mechanism 

Strength 
degradation 

Hose et al. 
[19] 

Onset of cracks Theoretical first 
yield of 
longitudinal 
rebar 

Onset of concrete 
spalling 

Crushing of core 
concrete 

Hwang et al. 
[21] 

Reinforcement 
yielding 

Concrete 
cracking 

Concrete spalling Reinforcement 
buckling 

Nielson [34] Minor spalling of 
cover concrete 

Moderate 
cracking and 
spalling of cover 
concrete 

Degradation without 
collapse 

Collapse 

Li et al. [29] Column yielding Maximum 
strength 

20% strength 
degradation 

80% strength 
degradation 

CSA S6-14 
[12] 

Bridge shall 
remain elastic 

Possible 
occurrence of 
inelastic 
behavior 

Spalling of concrete; 
core concrete shall 
not crush 

Extensive 
distortion of 
column; collapse 
not allowed 

BC MoTI [7] No concrete 
spalling; residual 
crack width not 
exceeding 1 mm 

Reinforcement 
not exceeding 
half of the 
buckling strain 
limit 

Core concrete not 
exceeding 80% 
crushing strain; no 
reinforcement 
buckling 

Core concrete 
not crushing; 
reinforcement 
not fracturing 

Ramanathan 
[40] 

Minor cracking Spalling of cover 
concrete 

Exposed core; 
confinement 
yielding 

Rebar buckling; 
large drift; core 
crushing
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(a) (b) (c) 

Fig. 2 Empirical and fitted CDFs of LS models based on a μΔ, b μϕ , and  c Δ/H 

2.2 Capacity LS Models Based on Displacement Ductility, μΔ 

Relevant studies that use μΔ as the EDP for defining capacity LS models are listed 
in Table 8 in the Appendix. The LS value from each experimental test is further 
synthesized in Fig. 2a using the cumulative distribution function (CDF), whereas its 
lognormal fit is also provided in the same figure. It is noted that Fig. 2a also includes 
the LS model results for post-1971 circular columns summarized by Mangalathu [31]. 
Despite merely considering circular bridge columns designed after 1971, Fig. 2a still 
features a wide range of CDF distributions. A closer look at all previous experimental 
studies indicates significant variances in column dimension, scaling factor, loading 
protocol, material property, design detail (e.g., reinforcement ratio), axial load ratio, 
etc. For instance, the steel yielding strength ( f y) and concrete compressive strength 
( f c ') span from 414 MPa to 607 MPa, and 29 MPa to 49 MPa, respectively, whereas 
the longitudinal reinforcement ratio (ρ l) varies from 1.7 to 5.4%. As a result, μΔ 
varies between 0.7 to 1.6, 1.0 to 5.8, 2.9 to 13.8, and 3.5 to 18.0, for DS1, DS2, DS3, 
and DS4, respectively. 

2.3 Capacity LS Models Based on Curvature Ductility, μϕ 

The μϕ-based capacity LS models documented in various studies are summarized 
in Table 9, and their CDFs, along with the lognormal fits, are illustrated in Fig. 2b. 
Note that Fig. 2b also includes datasets provided by Mangalathu [31], Nielson [34], 
Padgett [36], Ramanathan et al. [41], and Ramanathan [40]. In general, the use of 
curvature ductility as the EDP shows broader ranges of CDF distributions, which 
might attribute to the additional challenge and error of measuring the columns’ 
curvatures in plastic regions. In particular, the μϕ values span from 0.7 to 3.9, 1.6 to 
18.5, 3.2 to 20.8, and 5.2 to 38.4, for DS1, DS2, DS3, and DS4, respectively.
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2.4 Capacity LS Models Based on Drift Ratio, Δ/H 

Table 10 summarizes the values of Δ/H under each LS documented in relevant 
studies, and Fig. 2c illustrates the empirical and fitted CDFs of the data. Uncertainties 
in the Δ/H-based LS data result from different attributes in column geometry, material 
property, design detail, DS definition, etc. For example, f y and f c ' in the tested column 
specimens vary from 414 MPa to 607 MPa and 27.6 MPa to 51.8 MPa, respectively, 
while ρ l and the transverse reinforcement ratio (ρs) range from 0.75% to 2.8% 
and 0.35% to 1.2%, respectively. As mentioned, the relevant literature also exhibits 
uncertainty in defining the DSs. For instance, DS1 corresponds to a certain level of 
cracking in Calderone et al. [10], spalling initiation in Dutta and Mander [13] and 
Kim and Shinozuka [25], while rebar yielding in other studies [3, 18, 28]. As a result, 
Δ/H-based LS models differ from 0.003 to 0.16, 0.015 to 0.042, 0.022 to 0.063, and 
0.039 to 0.15, for DS1 to DS4, respectively. 

2.5 Capacity LS Models Based on Material Strains, ε 

Few studies exist to define LS models based on material strains, as extracting the 
local strains of longitudinal steel (εs), unconfined cover (εc), and confined core 
concrete (εcc) is not always feasible for a seismically damaged bridge column. Table 
2 summarizes the existing LS models defined by material strains from CSA S6-14 
[12], BC MoTI supplement [7], and Hose and Seible [18]. It is noted that CSA S6-14 
[12] and BC MoTI supplement [7] have more conservative DS descriptions, where 
the complete collapse of bridge columns is prohibited from a design perspective. As 
a result, Table 2 lists the rearranged thresholds for different material strains, being 
consistent with the converged DS descriptions.

2.6 Consistency Across Different Types of EDPs 

It remains unclear whether the LS models defined by each type of EDP are consistent 
with each other. To this end, cyclic pushover analyses are utilized to convert the 
μΔ, μϕ , and Δ/H-based LS models into the equivalent material strains (Fig. 1). In 
particular, the fitted CDF curves shown in Fig. 2 are used to extract the corresponding 
lognormal median values, being fed into the numerical models for computing the 
corresponding material strains. Model consistency is then examined by comparing 
these equivalent material strains with the mean values of strain-based LS models 
listed in Table 2. Table 3 lists the lognormal median values extracted from Fig. 2 and 
the mean values from Table 2.



Unified Seismic Capacity Limit State Models of Reinforced Concrete … 441

Table 2 Summary of capacity LS models based on ε 
Reference Material Slight (DS1) Moderate 

(DS2) 
Extensive 
(DS3) 

Complete 
(DS4) 

Hose and 
Seible [18] 

Steel 0.005 0.019 0.048 0.063 

Cover 
concrete 

− 0.0032 − 0.01 * * 

Core 
concrete 

* * − 0.027 − 0.036 

CSA S6-14 
[12] 

Steel εy 
c 0.015 0.050 NSa 

Cover 
concrete 

− 0.004 NS * * 

Core 
concrete 

* * εcu NS 

BC MoTI [7] Steel 0.010 0.025 0.050 0.075 
(0.060)d 

Cover 
concrete 

− 0.006 NS * * 

Core 
concrete 

* * 0.8εcu b εcu 

aNS: not specified; bεcu: ultimate strain of core concrete; cεy: yielding strain of reinforcing steel; 
d0.075 is for 30 M or smaller, and 0.060 is for 35 M or larger; *: not applicable

Table 3 Median and mean capacity LS models used for examining across-EDP consistency 

EDP Slight (DS1) Moderate (DS2) Extensive (DS3) Complete (DS4) 

μΔ 1.0 2.9 4.9 7.4 

μϕ 1.2 4.9 8.2 13.4 

Δ/H (%) 0.73 2.3 3.7 7.3 

ε εs 0.0058 0.020 0.049 0.069 

εc − 0.0044 − 0.010 * * 

εcc * * − 0.022 − 0.029 

*: not applicable 

3 Numerical Modeling, Cyclic Pushover Analyses, 
and Yielding Displacement 

Cyclic pushover analyses are conducted in OpenSees [32]. As illustrated in Fig. 3a 
and b, the RC column is modeled using fiber-discretized force-based elements along 
with a zero-length section element to account for the strain-penetration effect at the 
bottom of the column. Specifically, the Concrete02 material [48] is used to simu-
late both cover and core concrete. The confined concrete strength induced by the 
effective lateral confining stresses is given by Chang and Mander [11]. Moreover,
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the hysteretic material simulates the longitudinal reinforcement accounting for rein-
forcement rupture and buckling. In particular, steel’s ultimate strength to yielding 
strength ratio ( f u/f y) is taken as 1.5, per the recommendations by Bozorgzadeh et al. 
[9, 39]. The MinMax material is wrapped around the hysteretic material to simulate 
the fracture behavior of the reinforcement. This study sets the maximum fracture 
strain to be 0.2, which lies within the range of fracture strain revealed by various 
coupon test results [5, 37, 39, 43]. Additionally, the buckling behavior is incorpo-
rated in the compression side of the steel, where the model proposed by Zong et al. 
[50] is adopted. The schematic plots of the constitutive models used for both types 
of material are illustrated in Fig. 3c, d. Also, the column model takes into account 
the strain localization issue by introducing a plastic hinge region at the bottom. 

As shown in Fig. 4, this study adopts the cyclic loading protocol proposed by 
Goodnight et al. [16] for the cyclic pushover analyses. The load history begins with 
elastic cycles until the first rebar yield—f y, and is followed by nonlinear cycles that 
reach different levels of displacement ductility, μΔ. Note that the high μΔ levels (i.e., 
μΔ = 15 and 20) are used for the column to experience a complete failure.

A critical parameter in the pushover analyses lies in the column’s yielding 
displacement, Δy. The existing literature has shown different preferences in defining 
the yielding displacement. For example, some studies consider Δy to be the displace-
ment corresponding to the yielding of the first rebar or the outermost rebar [3, 22, 46].

)b()a( 

)d()c( 

Zero-length section strain 
penetration element 

Fibre-section elements 

Axial load 

Lateral load 

Plastic hinge region 

Fig. 3 Numerical modeling scheme considered in this study: a nonlinear elements; b fiber-base 
cross section; c concrete material model; d steel material model 
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Fig. 4 Loading history of 
the cyclic pushover analyses

To capture the continuous stiffness change due to progressive yielding of several steel 
rebars in the circular column, FEMA [15] treats Δy as the displacement point at signif-
icant yielding of the column, such as when half of the rebars have yielded. In other 
studies, Δy is estimated by using an equivalent bi-linear force–displacement relation-
ship [29, 38, 49]. Δy has also been estimated as the displacement when the moment 
demand equals the nominal moment capacity of the cross section [10, 16, 18, 26]. 

The locations of Δy determined through the abovementioned approaches are 
labeled in a monotonic pushover curve, shown in Fig. 5. It has been observed that, 
among the approaches that incorporate the continuous change of column stiffness, 
the bi-linear model and the moment factor, respectively, provide the highest and the 
lowest estimates on Δy, while the point where half of the rebars have yielded lies 
between them. Thus, this study refers Δy to the point where half of the rebars have 
yielded for its reasonable approximation. 

Fig. 5 Identifications of 
column’s yielding 
displacement, Δy
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4 Developing Unified Seismic Capacity Limit State Models 

This study focuses on post-1971, circular RC columns designed for California 
bridges. As listed in Table 4, these columns vary in geometric parameters and design 
details [31]. Their corresponding distributions are used to generate random numerical 
simulations in OpenSees. In addition, a few assumptions are made during the simu-
lations, including: (1) #8 longitudinal rebars and #4 spirals are used in all column 
samples; (2) a clear cover of 30 mm is applied in all columns; (3) both longitudinal 
and transverse reinforcements in a column share the same f y; and (4) the axial load 
is estimated to be 10% of the column’s capacity. 

The Latin hypercube sampling process is used to randomly generate 80 stochastic 
realizations for the cyclic pushover analyses, whereas an example of the column 
hysteretic response is presented in Fig. 6a. The cyclic response of the column is 
monitored numerically through different EDPs, including the displacements at end 
nodes, the curvature at the bottom section, and maximum material strains throughout 
the column. As such, a cross-EDP mapping is established to intercorrelate μΔ, μϕ , 
and Δ/H with the corresponding equivalent axial strains in longitudinal steel, cover 
concrete, and core concrete at every loading step. For a given median LS value defined 
through μΔ, μϕ , and Δ/H in Table 3, the pushover analyses provide stochastic distri-
butions of the equivalent material strains through 80 analysis scenarios. One example 
is shown in Fig. 6b for the equivalent strains of the longitudinal steel at μΔ equals 1.0 
(DS1), 2.9 (DS2), 4.9 (DS3), and 7.4 (DS4), respectively. The empirical CDFs shown 
in Fig. 6b are further fitted as lognormal distributions to obtain the corresponding 
median and standard deviation. It is noted that the standard deviation represents μΔ-
conditional uncertainties stemming from material properties, column dimensions,

Table 4 Input parameters 
and their distributions for the 
nonlinear pushover analyses 

Parameter Distribution (μ, 
σ )a 

Lower bound Upper bound 

D (m) Mixed LN (1.62, 
0.21)b 

1.22 2.74 

H (m) Mixed LN (7.10, 
0.15)b 

5.18 11.0 

f c' (MPa) Normal (31.4, 
3.9) 

23.6 39.1 

f y (MPa) Normal (476, 38) 400 552 

ρl (%) Uniform (2.00, 
0.33) 

1.0 3.0 

ρs (%) Uniform (0.85, 
0.070) 

0.4 1.3 

aMedian (μ) and standard deviation (σ ) are shown in the paren-
theses following each distribution 
bColumn diameter (D) and height (H) feature a mixed combination 
of different lognormal (LN) distributions 
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and design details in the numerical modeling. Conversely, the lognormal medians of 
the equivalent material strains can be synthesized across different EDPs (μΔ, μϕ , Δ/ 
H, and ε in Table 3) to check the consistency in the LS model quantification. Table 5 
lists the equivalent median strain values, where subscripts s, c, and cc denote steel, 
cover concrete, and core concrete, respectively, and Δ, ϕ, Δ/H, and ε represent that 
the strain values are conditional to the given displacement ductility (μΔ), curvature 
ductility (μϕ), drift ratio (Δ/H), and material strain (ε) in Table 3, respectively. It 
is observed that (1) the LS model defined by drift ratio gives the maximum equiv-
alent steel strains, εs,Δ/H ; (2) displacement ductility- and curvature ductility-based 
LS models provide comparable steel strains between εs,Δ and εs,ϕ ; and (3) strain-
based LS model shows a conservative estimate on the steel strain capacity, εs,ε. The  
equivalent concrete strains show a consistent trend, where the drift ratio-based model 
shows large equivalent strains (i.e., εc,Δ/H and εcc,Δ/H ) and displacement ductility- and 
curvature ductility-based LS models exhibit comparable concrete strains. However, 
the strain-based LS model tends to overestimate the concrete strains on εc,ε and εcc,ε. 

The unified capacity LS models are developed by first taking the mean values 
of the equivalent strain limits computed from different sources. These mean values 
are listed in Table 5 with a subscript of unified. Because local axial strains are in 
general difficult to measure, this study further leverages the abovementioned 80 
pushover analyses to relate them back to the equivalent μΔ, μϕ , and Δ/H values. 
Namely, CDF functions are developed for μΔ, μϕ , and Δ/H under each unified 
LS strain value given in Table 5. As shown in Fig. 7, the empirical CDF curves 
can be further fitted as lognormal functions to identify the median and standard 
deviation. It is worth mentioning that the standard deviations shown in Fig. 7 are still 
conditional to the given LS thresholds and, therefore, cannot capture all different 
sources of uncertainties. However, the associated lognormal medians (θ ) are adopted 
for constituting the final unified LS model. These median values are summarized in 
Table 6.

(a) (b) 

Fig. 6 a Hysteretic response of one column example; and b empirical and fitted CDFs of equivalent 
εs,Δ under given μΔ
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Table 5 Comparisons of equivalent material strain thresholds under different EDPs 

EDP Slight (LS1) Moderate (LS2) Extensive (LS3) Complete (LS4) 

εs,Δ 0.0074 0.039 0.065 0.10 

εs,ϕ 0.0081 0.035 0.059 0.095 

εs,Δ/H 0.0091 0.046 0.078 0.16 

εs,ε 0.0058 0.020 0.049 0.069 

εs,unified 0.0076 0.035 0.063 0.11 

εc,Δ − 0.0019 − 0.0063 * * 

εc,ϕ − 0.0020 − 0.0057 * * 

εc,Δ/H − 0.0021 − 0.0076 * * 

εc,ε − 0.0044 − 0.010 * * 

εc,unified − 0.0026 − 0.0074 * * 

εcc,Δ * * − 0.0090 − 0.016 
εcc,ϕ * * − 0.0081 − 0.014 
εcc,Δ/H * * − 0.011 − 0.023 
εcc,ε * * − 0.022 − 0.029 
εcc,unified * * − 0.013 − 0.021 

*: not applicable

(a) (b) (c) 

Fig. 7 CDFs of μΔ, μϕ , and  Δ/H under unified capacity LS models 

Table 6 Medians of the unified seismic capacity LS models based on μΔ, μϕ , Δ/H, and  ε 
DS μΔ μϕ Δ/H (%) ε 

εs εc εcc 

Slight (DS1) 1.0 1.0 0.65 0.0076 − 0.0026 * 

Moderate (DS2) 2.9 4.8 1.9 0.035 − 0.0074 * 

Extensive (DS3) 5.0 8.7 3.4 0.063 * − 0.013 
Complete (DS4) 8.0 14.6 5.2 0.11 * − 0.021 

*: not applicable
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Table 7 Lognormal standard deviations of the unified seismic capacity LS models 

DS μΔ μϕ Δ/H Nielson [34] Proposed 

Slight (DS1) 0.25 0.53 0.55 0.25 0.40 

Moderate (DS2) 0.43 0.65 0.39 0.25 0.45 

Extensive (DS3) 0.38 0.50 0.39 0.46 0.45 

Complete (DS4) 0.39 0.51 0.40 0.46 0.45 

Experimental results shown in Fig. 2 confirm that the capacity LS models of 
bridge columns can be treated as lognormal distributions, where the associated 
lognormal standard deviations (β) are extracted and summarized in Table 7. The  β 
values account for different sources of uncertainties that emerge during experimental 
testing, including geometric and material properties, design details, loading proto-
cols, measurement errors, and depictions and damage observations at each DS. Table 
7 also includes the β provided by Nielson [34], which has been employed in multiple 
studies. Finally, the proposed β values of the unified column capacity LS models are 
developed by taking the mean values and rounding them to the nearest 0.05. There-
fore, the lognormal medians in Table 6 and the proposed standard deviations in Table 
7 constitute the finally converged unified LS models. 

5 Conclusions 

A comprehensive study is carried out to develop a set of unified seismic capacity LS 
models for modern-designed circular RC bridge columns. Different descriptions of 
DSs within the literature are summarized toward converged definitions of column 
DSs. The corresponding LS models defined by four commonly-used EDPs (i.e., μΔ, 
μϕ , Δ/H, and ε) are extracted from previous experimental outcomes. Cyclic pushover 
analyses are further performed to identify the equivalent material strains under each 
given LS model defined by μΔ, μϕ , and Δ/H. Hence, these EDP-dependent LS 
models are converted to their equivalent material strains to examine model consis-
tency across different EDPs. The LS models defined by the drift ratio provide larger 
capacities than those specified by displacement ductility and curvature ductility. The 
strain-based LS models show small estimates on steel strains but large predictions 
on concrete strains. By taking the mean values of the equivalent material strains 
from all resources and mapping them back to the corresponding EDPs through the 
cyclic pushover analyses, median values of the unified seismic capacity LS models 
are identified. Moreover, lognormal standard deviations extracted from previous test 
outcomes are used to develop converged dispersion models to account for all sources 
of uncertainties. The developed unified seismic capacity LS models serve as a solid 
reference for stakeholders to conduct more consistent and reliable seismic fragility/ 
risk assessment of existing bridges and PBSD of new bridges.
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6 Appendix 

See Tables 8, 9 and 10. 

Table 8 Summary of capacity LS models based on μΔ 

Reference Slight (DS1) Moderate (DS2) Extensive (DS3) Complete (DS4) 

Stone and Cheok [45] 1.0 3.0 5.0 6.6 

1.0 4.0 6.0 10.0 

Hose et al. [17] 0.8 1.0 6.0 8.0 

0.7 1.5 3.0 4.5 

0.7 2.5 5.0 7.3 

0.8 2.0 4.0 6.0 

Sanchez et al. [42] 0.9 2.3 2.9 3.5 

Hose and Seible [18] 1.0 2.0 6.0 8.0 

Lehman and Moehle [27] 1.0 2.7 5.0 8.0 

1.0 2.5 3.0 6.0 

1.0 3.0 5.0 7.0 

1.0 2.0 3.0 5.0 

1.0 2.0 3.0 5.0 

Calderone et al. [10] 1.4 3.5 4.9 9.1 

1.6 4.7 7.8 10.2 

1.3 4.4 4.4 7.8 

1.8 5.8 6.5 9.0 

Orozco and Ashford [35] 1.0 3.4 7.0 8.3 

Esmaeily and Xiao [14] 1.3 5.1 4.2 5.6 

1.1 2.8 4.2 5.6 

Shanmugam [44] 0.8 4.5 6.0 18.0 

0.8 4.3 13.8 17.0
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Table 9 Summary of capacity LS models based on μϕ 

Reference Slight (DS1) Moderate (DS2) Extensive (DS3) Complete (DS4) 

Stone and Cheok [45] 3.9 6.7 12.5 17.1 

3.1 7.3 11.4 19.8 

Hose et al. [17] 0.8 2.8 7.0 9.3 

0.7 1.6 4.2 7.8 

0.7 3.1 5.8 9.2 

0.8 1.6 4.6 7.3 

Sanchez et al. [42] 0.9 4.5 6.0 7.6 

Lehman and Moehle [27] 1.0 5.0 10.6 17.8 

1.0 4.6 5.8 13.0 

1.0 5.9 10.6 15.4 

1.0 3.5 6.0 10.9 

1.0 3.5 6.0 10.9 

Calderone et al. [10] 2.1 7.6 11.4 22.5 

2.5 10.9 19.1 25.4 

1.9 13.0 13.0 24.6 

3.9 18.5 20.8 30.2 

Orozco and Ashford [35] 1.0 5.1 10.8 13.9 

Esmaeily and Xiao [14] 1.8 11.3 9.0 12.5 

1.3 5.5 6.0 12.5 

Nielson [34] 1.0 1.6 3.2 6.8 

Padgett [36] 1.3 2.1 3.5 5.2 

Shanmugam [44] 0.8 8.7 12.0 38.4 

0.8 5.0 16.4 20.4 

Ramanathan [40] 1.0 4.0 8.0 12.0 

Ramanathan et al. [41] 1.0 5.1 7.5 9.0
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Table 10 Summary of capacity LS models based on Δ/H 

Reference Slight (DS1) Moderate (DS2) Extensive (DS3) Complete (DS4) 

Dutta and Mander [13] 0.007 0.015 0.025 0.050 

Hose and Seible [18] 0.010 0.030 0.050 0.087 

Calderone et al. [10] 0.003 0.017 0.028 0.072 

0.003 0.017 0.039 0.072 

0.003 0.036 0.055 0.12 

0.003 0.042 0.063 0.15 

Kim and Shinozuka [25] 0.007 0.015 0.025 0.050 

Lehman et al. [28] 0.007 0.016 NSa 0.052 

0.006 0.016 NS 0.052 

0.007 0.021 NS 0.073 

0.007 0.016 NS 0.052 

0.007 0.016 NS 0.052 

0.012 0.027 NS 0.091 

0.013 0.031 NS 0.10 

0.007 0.016 NS 0.039 

0.012 0.036 NS 0.091 

0.016 0.042 NS 0.15 

Babazadeh et al. [3] 0.011 0.022 0.022 NS 

0.012 0.027 0.036 NS 

0.015 0.037 0.055 NS 

aNS: not specified 
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30. Mackie KR, Stojadinović B (2006) Post-earthquake functionality of highway overpass bridges. 
Earthquake Eng Struct Dynam 35(1):77–93 

31. Mangalathu S (2017) Performance based grouping and fragility analysis of box-girder bridges 
in california. PhD thesis, Georgia Institute of Technology 

32. McKenna F (2011) OpenSees: a framework for earthquake engineering simulation. Comput 
Sci Eng 13(4):58–66 

33. Mitchell D, Huffman S, Tremblay R, Saatcioglu M, Palermo D, Tinawi R, Lau D (2012) 
Damage to bridges due to the 27 Feb 2010 Chile earthquake 1. Can J Civ Eng 40(8):675–692 

34. Nielson BG (2005) Analytical fragility curves for highway bridges in moderate seismic zones. 
PhD thesis, Georgia Institute of Technology 

35. Orozco GL, Ashford SA (2002) Effects of large velocity pulses on reinforced concrete bridge 
columns. Pacific Earthquake Engineering Research Center 

36. Padgett JE (2007) Seismic vulnerability assessment of retrofitted bridges using probabilistic 
methods. PhD thesis, Georgia Institute of Technology 

37. Paik JK, Kim KJ, Lee JH, Jung BG, Kim SJ (2017) Test database of the mechanical properties 
of mild, high-tensile and stainless steel and aluminium alloy associated with cold temperatures 
and strain rates. Ships Offshore Struct 12(sup1):S230–S256 

38. Park R (1989) Evaluation of ductility of structures and structural assemblages from laboratory 
testing. Bull N Z Soc Earthq Eng 22(3):155–166 

39. Priestley MN, Seible F, Calvi GM (1996) Seismic design and retrofit of bridges. Wiley 
40. Ramanathan K (2012) Next generation seismic fragility curves for california bridges incor-

porating the evolution in seismic design philosophy. PhD thesis, Georgia Institute of 
Technology 

41. Ramanathan K, DesRoches R, Padgett JE (2012) A comparison of pre- and post-seismic design 
considerations in moderate seismic zones through the fragility assessment of multispan bridge 
classes. Eng Struct 45:559–573 

42. Sanchez AV, Priestley M, Seible F (1997) Seismic performance of flared bridge columns. UC 
San Diago test report 

43. Schoettler MJ, Restrepo JI, Guerrini G, Duck DE, Carrea F (2015) A full-scale, single-column 
bridge bent tested by shake-table excitation. Pacific Earthquake Engineering Research Center 

44. Shanmugam SP (2009) Seismic behavior of circular reinforced concrete bridge columns 
under combined loading including torsion. PhD thesis, Missouri University of Science and 
Technology 

45. Stone WC, Cheok GS (1989) Inelastic behavior of full-scale bridge columns subjected to cyclic 
loading. National Institute of Science and Technology 

46. Tavares DH, Suescun JR, Paultre P, Padgett JE (2013) Seismic fragility of a highway bridge in 
Quebec. J Bridg Eng 18(11):1131–1139 

47. Vosooghi A, Saiidi MS (2012) Experimental fragility curves for seismic response of reinforced 
concrete bridge columns. ACI Struct J 109(6):825–834 

48. Yassin M, Hisham M (1994) Nonlinear analysis of prestressed concrete structures under 
monotonic and cyclic loads. PhD thesis, University of California, Berkeley 

49. Zheng Q (2021) Advanced seismic risk assessment of california box-girder bridges using 
emerging modeling techniques and innovative risk models. PhD thesis, Georgia Institute of 
Technology 

50. Zong Z, Kunnath S, Monti G (2013) Material model incorporating buckling of reinforcing bars 
in RC columns. J Struct Eng 140(1):04013032



Development of Canadian Design 
Standards for Traffic Barriers for Bridge 
Applications 
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Abstract This paper summarizes the research work done in Canada on steel- and 
GFRP-reinforced concrete barriers. AASHTO LRFD Bridge Design Specifications 
specify a triangular yield line failure pattern for steel-reinforced concrete barrier 
design. However, no evidence was found in the literature to support this failure 
shape. Recent experimental tests on steel-reinforced barriers showed a trapezoidal 
crack pattern within the barrier that led to the development of new equations for 
the barrier transverse flexural capacity using the yield line theory. These equations 
along with conditions for their use were included in the 2019 Canadian Highway 
Bridge Design Code (CSA-S6.19). Also, a new punching shear equation for the 
barrier transverse capacity was developed based on the experimental findings. Due 
to the use of de-icing salt in winter times, GFRP bars have been used in Canada as a 
cost-effective alternative to corroded steel reinforcement. Recent design work on a 
GFRP-reinforced barrier was qualified by conducting three vehicle crash tests using 
different types of GFRP bars. Then, static load tests to collapse were conducted on the 
constructed barriers to study their structural behaviour. Test results showed that their 
failure mode was punching shear at the transverse load location, with trapezoidal-
shape flexural cracks appearing at the tapered faces of the barrier during loading. 
Experimental findings were incorporated in CSA-S6.19 in the form of GFRP bar 
size, and arrangement to satisfy the crash test acceptance criteria and equation for 
the punching shear capacity of GFRP-reinforced barrier subjected due to transverse 
vehicle impact loading. 
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1 Introduction 

AASHTO LRFD Bridge Design Specifications [1] specify an equation for the trans-
verse flexural capacity of steel-reinforced barrier based on a triangular yield line 
failure pattern. However, no evidence was found in the literature to support this 
failure shape. Recently, Khedrzadeh and Sennah [16, 18] conducted static load tests 
to collapse on constructed TL-5 and TL-4 steel-reinforced concrete barriers at Texas 
A&M Transportation Institute (TTI) to obtain research data on their behaviour under 
transverse loading. In contrast to the AASHTO triangular yield line pattern, the 
observed crack pattern during loading the barrier transversely was trapezoidal in 
shape as depicted in Fig. 1a, b for TL-4 barrier for example. Details of the developed 
transverse flexural capacity of the barrier based on this crack pattern using the yield 
line theory are explained in this paper. Punching shear failure could be a potential 
failure mode at the contact area between the barrier and the applied transverse loading 
simulating vehicle impact. This was observed in the tested TL-4 barrier as depicted 
in Fig. 1c, d when loaded at the end location and interior segment, respectively. More 
details of static tests on these TL-5 and TL-4 barriers can be found elsewhere [17]. 
Such failure mode was observed in actual vehicle collisions with steel-reinforced 
concrete barriers [5, 29] and experimental tests to collapse on constructed actual-
size TL-5 and TL-4 reinforced concrete bridge barriers [2]. Khederzadeh [17] devel-
oped an empirical equation for the barrier resistance to punching shear failure that 
can be used to determine the minimum thickness of the steel-reinforced concrete 
barrier subjected to vehicle impact. Figure 2a, b showed views of the punching shear 
failure shapes of the tested TL-5 GFRP-reinforced barrier at its front and back face, 
respectively. Similar to the steel-reinforced barrier, trapezoidal-shape flexural cracks 
appeared on the tapered faces of the barrier during loading. Within the portion of the 
loaded length of the barrier, a horizontal crack appeared at the barrier-deck junction 
and at different levels in the top and bottom tapered portions of the wall, extending 
diagonally outside the loaded length of the wall. This paper presents a summary of the 
recent research on the development of a GFRP-reinforced barrier at Ryerson Univer-
sity and associated vehicle crash tests and static load tests to collapse conducted at 
Texas A&M Transportation Institute. In addition, this paper provides more details 
of the methodology for the design of the barrier thickness based on the experimental 
findings.

2 Yield Line Analysis of Barrier Wall Due to Vehicle Impact 

This section applies to the calculation of flexural resistance of steel-reinforced 
concrete barrier to transverse traffic barrier load based on the trapezoidal yield line 
pattern shown in Fig. 3.
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(a) Crack pattern at end location                     (b) Crack pattern at interior segment 

(c) Punching shear crack at end location                 (d) Punching shear crack at interior segment 

Fig. 1 Crack pattern and punching shear failure of a TL-4 steel-reinforced barrier 

(a) View from the traffic side                   (b) View from the back side 

Fig. 2 Crack pattern and punching shear failure of a TL-5 GFRP-reinforced barrier

(a) For barrier load applied within a barrier segment                     (b) For barrier load applied at barrier end 

Fig. 3 Yield line analysis of steel-reinforced concrete barriers
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2.1 Factored Flexural Resistance of Steel-Reinforced 
Concrete Barrier to the Transverse Traffic Load 

The value of the factored flexural resistance, Rw, shall be the lowest value calculated 
in accordance with (a) and (b) below [15]. 

(a) For barrier loads applied within a wall segment: 

Rw = 

{
1 

2Lc − L t − n2 2.L t 

} 
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where the critical barrier length over which the yield line mechanism occurs, 
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(b) For barrier loads applied at barrier ends: 
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where the critical barrier length over which the yield line mechanism occurs, 
Lc, shall be taken as: 

Lc = 0.5L t(1 + n2 2) 
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The symbols in the above equations are defined as follows: F t is the transverse 
traffic barrier load applied as specified for barrier test level (i.e. TL-1 to TL-5); H is 
the distance from top of barrier wall to bottom of assumed yield line mechanism; Lc 

is the critical length of yield line failure pattern, mm; Lt is the longitudinal length of 
application of transverse load as specified for barrier test level, mm; Mb is the factored 
flexural resistance of horizontal beam, if any, about its vertical axis in addition to 
Mw at top of wall, N mm; Mc,base is the flexural resistance of the barrier at the bottom 
of the assumed yield line mechanism about an axis parallel to the longitudinal axis 
of the bridge, N mm/mm; Mc is the average factored flexural resistance of barrier
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over height, H, about an axis parallel to the longitudinal axis of the bridge, N mm/ 
mm; Mw is the average factored flexural resistance of the barrier over height, H, 
about its vertical axis, N mm/mm; n2 is a variable ranging from 0 to 1. The critical 
value of n2 shall be the value resulting in the lowest value of Rw in N. In Fig.  3, the  
lateral deflection of the barrier at its top surface is Δ. It should be mentioned that 
substituting n2 as zero in the below equations yields the available yield line equations 
in AASHTO LRFD Bridge Design Specifications [1]. 

2.2 Conditions of Use of the Developed Yield Line Equations 

The factored transverse flexural resistance, Rw, of a steel-reinforced concrete barrier 
resulting from the traffic barrier loads applied in accordance with test levels (TL-1 
through TL-5) may be determined using the yield line approach per Eqs. 1 through 
4 provided that the following conditions are met: 

1. Locations where the steel reinforcing bars contributing to Mw or Mb is 
discontinuous, e.g. at control joints are treated as barrier ends; 

2. The yield line mechanisms considered include a yield line mechanism extending 
from the top of the barrier to the top of the bridge deck as well as yield line 
mechanisms extending from the top of the barrier to any discontinuities in the 
barrier thickness, e.g. slope break in roadway face of safety shape barrier, or 
reinforcing, e.g. rebar cutoffs. The critical value of Rw shall be taken to be the 
lowest value of Rw determined from the yield line mechanisms; 

3. The maximum value of c/d for the vertical and horizontal barrier reinforcement, 
determined in accordance with basics in reinforced concrete section analysis, 
does not exceed 0.15 where c is the distance from extreme compression fibre 
to the neutral axis in a concrete section, mm; d is the effective depth (being the 
distance from the extreme compression fibre to the centroid of the tensile force), 
mm; 

4. Minimum barrier length with continuous horizontal reinforcement shall be taken 
as (Lc + 2Hb) to result in the yield line failure pattern, where Hb is the height 
of the barrier. For shorter lengths of barrier, a single yield line may form along 
the junction of the barrier and deck. Such a failure pattern is permissible, and the 
resistance of the barrier should be computed using an appropriate analysis; 

5. For a barrier with constant width along its height, Mc equals Mc,base, where width 
of the barrier and/or the amount of reinforcing steel vary along its height, Mc 

and Mw for wall resistance shall be taken as the average of their values along the 
height of the barrier; and 

6. The deck overhang region shall be designed to have a resistance larger than the 
actual resistance of the concrete barrier under transverse loading to ensure that 
the barrier yield line failure pattern occurs before deck failure.
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2.3 Background of the Developed Yield Line Equations 
and Conditions of Use 

This subsection covers brief background and limitations of use of the developed 
yield line equations for the factored transverse flexural resistance of steel-reinforced 
concrete bridge barrier walls due to vehicle impact. Hirsch [12] developed equations 
for the transverse flexural capacity of steel-reinforced concrete barrier due to vehicle 
impact based on triangular yield line failure patterns at interior and end segments, 
on the basis of the yield line theory. It was assumed that two diagonal yield lines 
meet at a point at the barrier-deck joint, with a vertical yield line extending from 
this point to the top of the barrier wall. Hirsch’s equations were then included in the 
AASHTO LRFD Bridge Design Specifications for steel-reinforced barrier design. 
However, no experimental basis was found in the literature to support such yield line 
patterns. Recent experimental research [13, 14, 29, 16] showed a different failure 
pattern in the form of trapezoidal shape rather than the AASHTO LRFD triangular 
crack pattern at failure. Based on this observed failure shape, it is assumed that two 
diagonal yield lines extend from the top of the barrier wall down to the deck-wall 
joint and are connected by a horizontal yield line along this joint. This is in addition 
to two vertical yield lines extending from the ends of the horizontal yield line at the 
barrier-deck joint to the top of the barrier wall, as depicted in Fig. 3. 

Khedrzadeh and Sennah [15] outlined the procedure for the development of the 
transverse flexural resistance of steel-reinforced concrete barrier wall based on the 
trapezoidal yield line failure patterns at interior and end segments. In barrier anal-
ysis, the length of horizontal yield line at the barrier-deck joint was considered equal, 
greater than, and less than the loaded length (Lt). Analysis proved that critical trans-
verse flexural resistance of the barrier based on the trapezoidal yield line pattern 
occurs when the horizontal yield line length at barrier-deck joint is less than the 
loaded length, through a parameter n2 in Eqs. 1 through 4 with a value between 0 
and 1. Figure 4 shows several conceivable alternative yield lines (failure modes) for 
steel-reinforced concrete barriers when subjected to vehicle collision. Yield lines 
YL6 and YL7 can develop in short barriers, while other yield lines can develop in 
long barriers. Yield lines YL1, YL2, and YL3 represent the triangular failure shape 
as presented in AASHTO LRFD1 to calculate the barrier transverse flexural resis-
tance. While yield lines YL2 and YL3 have a similar triangular failure shape to that 
of yield line YL1, it is assumed that yield lines develop above the points of slope 
discontinuity of the barrier height, taking into account the characteristics of the shape 
and the amount of reinforcement at each slope discontinuity. Yield lines YL4 and 
YL5, alternative yield lines, have more similarity with the test results reported by 
the author’s research team on long barriers than any of the other yield lines. It should 
be noted that yield line YL4 can also be regarded as a geometrically possible failure 
mechanism based on the difference in barrier width and amount of reinforcement in 
each of the tapered portions of the barrier wall. Considering the upper-bound theorem 
of the yield line theory, it is plausible that the yield line that provides the minimum 
strength is most likely to occur.
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(a) Cross-section                                                 (b) Barrier elevation 

Fig. 4 Alternatives for barrier yield line failure patterns 

In applying the yield line theory, steel reinforcement should be fully yielded along 
the yield lines at failure. In this case, barrier reinforcement is well below that in the 
balanced condition. Also, reinforcement response should be elastic-perfectly plastic 
with significant steel strain at failure compared with the elastic strain limit. A c/d 
ratio of 0.15 yields a 0.02 steel strain at failure, leading to a significant yield plateau 
before failure. For a barrier with constant width and vertical bars along its height, Mc 

equals Mc,base, where width of the barrier varies along its height, Mc and Mw for wall 
resistance shall be taken as the average of their values along the height of the barrier. 
In this case, Mw and Mc are approximately calculated by dividing the barrier into a 
minimum of four segments with constant thickness each, while Mc,base is calculated 
based on the barrier width and reinforcement at the level of the horizontal yield line 
in the trapezoidal yield line failure pattern. 

The analysis is based on the assumption that the positive and negative wall resisting 
moments (Mw) are equal and that the negative and positive beam resisting moments 
are equal. Unequal negative and positive moments may occur as a result of using 
different concrete cover in the front and back side of the barrier wall. In the case of 
unequal negative and positive moments, an average value can be used. Reinforcing 
steel for concrete barriers shall have sufficient embedment length into the supporting 
deck slab to develop the yield strength. To avoid an undesirable horizontal yield line, 
the barrier should be of enough length to ensure that the trapezoidal yield line failure 
occurs at the general part of the barrier. Such minimum length can be obtained by 
equation Rw for a horizontal yield line failure pattern (i.e. yield line YL7 in Fig. 4) 
at barrier-deck joint and Rw based on the trapezoidal yield line failure pattern. Jeon 
et al. [13] equated AASHTO Rw with that for the horizontal yield line failure pattern 
at barrier-deck joint, considering the transverse impact load as point load (i.e. Lt = 
0) and equal resisting moments in the vertical and horizontal directions of the barrier 
wall (i.e. Mc = Mw). This led to a minimum barrier length Lc = 4

√
2Hb. AASHTO 

LRFD Bridge Design Specifications (1) imply that barrier length should be over a 
length equal or greater than (Lc + 2Hb) to develop the triangular yield line failure 
pattern and to transfer the developed forces at the barrier-deck joint to the deck slab 
overhang. 

The yield line analysis is based on the assumption that a sufficient longitudinal 
length of the barrier exists to result in the trapezoidal yield line pattern. For short



460 K. Sennah

lengths of barrier, a single horizontal yield line may form at barrier-deck joint and 
its flexural resistance should be calculated as [Lb(Mc,base)/(Hb)] when Lb = Lt. For  
barrier length greater than Lt and shorter than (Lc + 2Hb), the applied moment at the 
barrier-deck joint depends on the dispersion angle of the applied transverse loading 
within the barrier wall. Also, horizontal reinforcement will play a greater role in 
distributing transverse loading over a barrier length greater than Lt. Therefore, the 
applied factored moments required to design barrier width, as well as the vertical 
and horizontal reinforcement, should be computed using a refined analysis such as 
the finite element method and orthotropic plate theory. In the yield line analysis, 
it is assumed that the yield line failure pattern occurs within the barrier only and 
does not extend into the deck slab. This means that the deck must have sufficient 
resistance to force the yield line failure pattern to remain within the barrier wall. 
If the failure pattern extends into the deck, the yield line equations for transverse 
flexural resistance of the barrier are not valid. 

3 Transverse Punching Shear Capacity of Steel-Reinforced 
Barrier 

The factored punching shear resistance, V c, of steel-reinforced concrete barrier 
resulting from the traffic barrier loads specified and applied in accordance with the 
defined test level (TL-1 through TL-5) shall be determined as [17]. 

Vc = (1 + 2/βc)0.15λϕc

√
f 'bo.d (5) 

where bo is the perimeter of the critical section measured at 1.5d from the loading 
patch ad depicted in Fig. 5; d is the effective slab depth measured at critical perimeter; 
f c ' is the concrete compressive strength, MPa; V c is the punching shear capacity of 
barrier wall at transverse load location, N; and βc is the ratio of the long side to the 
short side of the transverse loading patch.

          (a) For load applied within a barrier segment          (b) For load applied at barrier end 

Fig. 5 Critical perimeter of punching shear failure in concrete barrier walls
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3.1 Background of the Developed Equation and Conditions 
of Use 

Punching shear failure could be a potential failure mode at the contact area between 
the barrier and the applied transverse loading simulating vehicle impact. Such failure 
mode was observed in actual vehicle collisions with steel-reinforced concrete barriers 
[29] and experimental tests to collapse of constructed actual-size TL-5 and TL-4 
reinforced concrete bridge barriers [2, 15, 16, 18]. Khederzadeh [17] developed an 
empirical equation for the barrier resistance to punching shear failure which can be 
used to determine the minimum thickness of the steel-reinforced concrete barrier 
subjected to vehicle impact. This equation is limited to barrier wall supported over 
deck slab cantilever. The punching shear capacity of the barrier wall mounted over 
a non-deformable base compared with the deformed deck slab cantilever is as yet 
unavailable. Section 16 of CSA-S6.19 [6], specifies reinforcing bridge barriers with 
glass fibre-reinforced polymer (GFRP) bars to eliminate corrosion of reinforcing 
steel and concrete spalling as result of the use of de-icing salt in winter times. Due 
to differences in mechanical properties of GFRP bars compared with steel rein-
forcement, it was found that yield line theory is not applicable to bridge barrier 
reinforced with GFRP bars. Since GFRP are characterized by elastic behaviour to 
rupture and low stiffness, plastic moments cannot be developed in the barrier walls. 
As such, punching shear failure at the impacted area of the barrier wall may occur. 
Section 16 of CSA-S6.19 specifies an equation to determine the punching shear 
resistance of GFRP-reinforced concrete barrier based on experimental findings from 
tests to collapse of actual-size TL-5 and TL-4 GFRP-reinforced barriers which will 
be explained later. 

3.2 Conditions for Use of the Punching Shear Resistance 
and Yield Line Capacity Equations 

The following conditions shall be met when designing the barrier using the 
aforementioned methodologies as specified in CSA-S6-19. 

1. Flexural resistance shall be calculated in accordance with the applicable code for 
concrete bridges; 

2. The spacing of the vertical and horizontal bars in the barrier wall is not more 
than 300 mm; 

3. Concrete cover to bars meets the requirements of the applicable code for concrete 
bridges; and 

4. The spacing of the vertical bars and anchors on the traffic side is reduced by half 
for the following lengths of the wall on (i) each side of a joint in the wall; (ii) each 
side of a luminaire embedded in the wall; and (iii) from the free vertical edges 
of the wall: 1.2 m for barriers meeting crash test requirements for test levels 1, 2 
and 4; and 2.5 m for barriers meeting crash test requirements for test level 5.
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4 Design of GFRP-Reinforced Barrier Wall Due to Vehicle 
Impact 

Based on the crash test results referred to in this paper, CSA-S6:19 specifies that a 
barrier wall that has the details shown in Fig. 6d and whose performance has been 
established by full-scale crash test level 5 approved by the owner shall satisfy the 
following minimum conditions: 

(a) The wall has vertical GFRP bars of 15 and 13 M at 300 mm spacing in the front 
and back faces, respectively, with 15 M GFRP bars as horizontal reinforcement;

(a) TL-4 barrier wall with Grade I GFRP bars              (b) TL-5 barrier wall with Grade I GFRP bars 

(c) TL-4 barrier wall with Grade III GFRP bars             (d) TL-5 barrier wall with Grade III GFRP bars   

Fig. 6 GFRP-reinforced barrier wall details (measurements are in mm) 
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(b) GFRP bar arrangement has 1100 MPa minimum specified longitudinal tensile 
strength and 60 GPa guaranteed longitudinal modulus of elasticity. Alternative 
GFRP bars of equivalent strength, stiffness and anchorage capacity produced 
by the same manufacturer using fibre and resin types identical to those used in 
the crash-tested bars and approved by the bridge owner shall be used; 

(c) The wall is anchored to the slab by GFRP bars with headed ends, bents or 
180° hooks whose performance has been established by full-scale crash tests 
approved by the owner. Other anchorage details at the barrier-slab joint whose 
performance has been established by approved manual calculations, numerical 
modelling and/or full-size experimental testing shall be used as an alternative 
for a crash-tested anchorage. 

4.1 Punching Shear Resistance of GFRP-Reinforced 
Concrete Barrier 

For a concrete barrier wall with front and back GFRP bar assemblies, the factored 
punching shear resistance, V c, from the traffic barrier loads specified and applied in 
accordance with the associated test level (TL-1 through TL-5) and punching shear 
perimeter shown in Fig. 5 shall be determined as: 

Vc = (1 + 2/βc)0.13λϕc 

3
√

ρf.Ef. f 'c 
4
√
d 

bo,1.5d .d (6) 

where bo,1.5d is the critical perimeter length measured at 1.5d from the loading patch; 
d is the effective slab depth measured at critical perimeter; Ef is modulus of elasticity 
of GFRP bars; f c' is concrete compressive strength, MPa; V c is the punching shear 
capacity of barrier wall at transverse load location, N; βc is the ratio of long-to-short 
side of the transverse loading patch; λ is the concrete density factor; ϕc is concrete 
resistance factor; and ρf is the GFRP tensile reinforcement ratio. 

4.2 Background of the Developed Methodology 
for GFRP-Reinforced Barrier Design 

The barriers shown in Fig. 6a, b were developed, tested, and approved by the Ministère 
des Transports du Québec (MTQ). Pendulum impact tests were carried out [4, 10] on  
full-scale type TL-2 and TL-3 barriers reinforced with GFRP bars. The strength of 
the bent GFRP bars was determined in accordance with the test method in Appendix 
E of CSA-S806-02 [8]. For the design illustrated in Fig. 6a and b, the mean tensile 
strength at the bent, in accordance with the test method in Appendix E of CSA-S806-
02, should not be less than 390 MPa for 15 M bars and 300 MPa for 20 M bars. The 
mean tensile strength of the straight portion of the bent GFRP bars in accordance with
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the test method in Appendix C of CSA-S806-02 should not be less than 590 MPa for 
15 M bars and 510 MPa for 20 M bars. This leads to tensile strength ratios of bent and 
straight bar portions of 66% and 59% for the 15 M and 20 M bars, respectively. As 
a result, the number of bent low-modulus GFRP bars is increased and even doubled 
at such locations where bar bents are required. Most recently, GFRP manufacturers 
developed GFRP bars with a higher modulus of elasticity than that used to develop 
barrier details in Fig. 6a, b considering the first generation of GFRP bars which 
were of low modulus. Over the years, GFRP bars were manufactured with a variety 
of tensile strengths and modulus of elasticity. Therefore, CSA S807-10 [9] specified 
three grades of GFRP bars based on the varying productions among the manufacturers 
that are affected by the fibre content by volume and the presence of secondary fibres 
and fillers. CSA S807-10 allows an inert fibre material added to the matrix without 
significantly changing the properties of the FRP. Also, it allows an inert material 
added to the matrix to reduce the volume of polymer without significantly changing 
the properties of the FRP. So, the primary factor on deciding on the GFRP grade is the 
fibre content by volume. CSA S807-10 specifies GFRP bar Grades I, II and III with 
moduli of elasticity of 40, 50 and 60 GPa, respectively. MTO Special Provision for 
GFRP bars [20] specifies similar grades based on the modulus of elasticity but with 
added limiting tensile strength of the bars based on their nominal cross-sectional area 
as 651, 798 and 1008 MPa for Grades I, II and III, respectively, for 13 M bars. Also, 
it specifies minimum tensile strength for 15 M GFRP bars of 653, 799 and 1005 MPa 
for Grades I, II and III, respectively, based on the nominal cross-sectional areas. 
CSA S807-10 specified the nominal diameter and nominal cross-sectional areas of 
the 15 MPa and 13 M bars. 

Using Grade III GFRP bars, TL-5 barrier wall shown in Fig. 6d was developed, 
crash-tested, statically-tested to collapse and then adopted by Ontario Ministry of 
Transportation (MTO) and Ministère des Transports du Québec (MTQ) with slight 
changes. Two crash tests were conducted on constructed TL-5 barrier-deck systems 
using ribbed-surface and sand-coated bars considering bars with headed ends at the 
barrier-deck connection [25, 26]. A third crash test was conducted using GFRP bars 
with 180° hooks at the barrier-deck connection [27]. Further research was conducted 
to justify the use of 435 mm width at the barrier base in lieu of the 475 mm width 
considered in the crash-tested barrier [23]. Then, MTQ adopted this change that 
resulted in the barrier configuration shown in Fig. 6d and adopted a similar design 
using Grade III GFRP bars in the TL-4 barrier as shown in Fig. 6c with slight changes 
[21]. 

Alternative GFRP bars produced by other manufacturers should be crash-tested for 
TL-5 barrier, given the fact that a standard test method for the dynamic behaviour of 
the GFRP bars and approved by the bridge owner is yet unavailable. For an anchorage 
at the barrier-deck slab region to be considered acceptable, significant damage shall 
not occur in the anchorage or deck during crash testing. If crash testing cannot be 
conducted to qualify an anchorage design, the anchorage and deck shall be designed 
to resist the applied factored loads that can be transmitted to them by the traffic 
barrier. Clause C12.4.3.4.5 in CSA-S6-14 Commentary [7] suggests the following 
examples where changes may potentially be acceptable: (i) changes to an anchorage



Development of Canadian Design Standards for Traffic Barriers … 465

system, where the failure of the anchorage is not exhibited during crash testing and 
the strength of the replacement anchorage is determined to be equivalent to that 
of the original; and (ii) substituting materials with properties identical or superior 
to the original material as far as behaviour during crash testing is concerned. The 
longitudinal reinforcement in the concrete barrier wall must be continuous through 
the control joints. Unsupported ends of the barrier wall (including those at expansion 
joints) must, for a specific distance from the unsupported end, be provided with 
double the amount of vertical reinforcement required for the bending moment at the 
traffic side for the remainder of the wall. This is normally done by doubling up the 
number of bars at the unsupported end thereby reducing the spacing to one-half of 
the normal spacing. This is supported by Section 10.4.1 of MTO Structural Manual 
[22] and Chaps. 12 and 16 of MTQ Structural Manual [21]. The distance over which 
the number of the vertical GFRP bars at the traffic side is doubled represents the 
contact length between the vehicle wheels and the barrier wall during the collision. 
The increase in the amount of vertical bars at the traffic side may reflect the fact 
that results of crash testing of a steel- or GFRP-reinforced barrier end are as yet 
unavailable. In addition, the vertical bending moment at the barrier-deck connection 
at the barrier unsupported end is much greater than that within the internal segment 
of the barrier wall due to similar transverse loading pattern [3]. 

GFRP-reinforced barrier configurations in Fig. 6 are based on the assumption 
that sufficient longitudinal length of the barrier, with continuous horizontal rein-
forcement, exists to behave as the crash-tested barriers. For short lengths of barrier, 
a flexural failure with a single horizontal crack may form at the barrier-deck connec-
tion. As such, the barrier configurations in Fig. 6 cannot be used. The deck overhang 
region shall be designed to have a resistance larger than the actual resistance of the 
concrete barrier under transverse loading, to ensure that the barrier failure pattern 
occurs before deck failure. Static tests to collapse conducted on actual-size TL-5 
bridge barriers resulted in punching shear failure at the transverse load location 
within the barrier segment and at barrier ends [24, 28]. The punching shear equation 
mentioned earlier was developed from this research. Similar punching shear failure 
was observed elsewhere for GFRP-reinforced TL-4 barrier [11]. Barrier walls for 
test levels 1, 2, 4 and 5 with details other than those shown in Fig. 6d may be used if 
their performance has been established by full-scale tests per the MASH crash test 
requirements [19] and approved by the owner. 

5 Conclusions 

This paper presents a summary of the findings of extensive research on steel- and 
GFRP-reinforced concrete bridge barriers over the last decade. New equations for the 
transverse flexural resistance of steel-reinforced barriers were developed based on 
observed experimental crack patterns and using the yield line theory. Punching shear 
resistance equations for steel- and GFRP-reinforced concrete barriers mounted over
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deck slab cantilevers were developed based on experimental findings. Background 
and limitations of the use of the developed methodologies are presented. 
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Estimation of Permanent Ground 
Displacement Capacities for Corroded 
Pipelines 

Prajakta Jadhav and Dharma Wijewickreme 

Abstract Permanent ground displacements (PGD) occur either due to earthquake-
induced ground failures, such as lateral spreading, or due to landslides, and in 
turn, could induce significant strains in buried pipelines. When the induced strains 
exceed the strain capacity, buried pipelines could suffer potential rupture or compres-
sion/buckling failures as evidenced from past earthquake events. Research efforts, 
including rigorous experimentation and numerical analyses, have led to procedures 
for evaluating and quantifying pipe stress/strain capacities to withstand PGDs of 
intact pipelines subjected to ground movements. When pipelines that have experi-
enced corrosion are encountered, their PGD capacities would be certainly different 
from those of intact pipelines. In pipeline risk assessments, there is a need to account 
for the corrosion effects on the PGD capacity—in particular, this requires having 
relatively simpler ways to without resorting to rigorous analyses to address this 
multi-hazard problem. With this impetus, in the present study, different available 
approaches were explored to obtain the PGD capacities of corroded pipelines. As 
the response is dependent on the orientation of pipelines with respect to the ground 
movements, the PGD capacities were determined considering several cases of straight 
steel pipe sections subjected to PGDs in both longitudinal and transverse direction 
to the pipe alignment. Assuming that corrosion effects could be represented by an 
equivalent pipe wall thickness (i.e., uniform reduction in pipe wall thickness due 
to corrosion), modification factors were developed to adjust the PGD capacities of 
intact pipelines to account for different degrees of corrosion. 
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1 Introduction 

Pipelines are one of the safest ways of transporting fluids over long distances, 
and it is in everyone’s best interest to ensure integrity of pipelines to safeguard 
our health and quality life, protect communities and environment, and promote 
economic growth and value creation. Permanent ground displacements hazards, 
arising from liquefaction-induced lateral spread displacements and landslides, have 
been noted as one of the major cause of earthquake damage leading to loss of 
pressure integrity of buried energy pipelines [9]. Under seismic loading, several 
studies have reported these pipelines to have suffered damage and undergone fail-
ures. In 1971, San Fernando earthquake, 11 pipelines got damaged and 80 breaks 
have been reported. These pipes were primarily subjected to liquefaction-induced 
lateral spread displacements and landslides. Similar failure cases have been reported 
in the literature, wherein the pipelines have undergone failures essentially due to 
permanent ground displacements [2, 6–8]. Typically, under seismic loading, induced 
ground displacements can manifest in the form of (a) transient ground displace-
ments (TGD) wherein the ground undergoes transient shaking as a result of (during) 
seismic wave propagation and (b) permanent ground displacements (PGDs) where 
the ground deforms irreversibly. Damage due to TGDs has been noted to be insignif-
icant compared to PGDs as the TGD-induced strains can be usually accommodated 
by the good ductility of welded steel pipes (PRCI 2009). Another factor that is of 
concern is the degradation of pipe strain capacity due to corrosion. As documented in 
the BCOGC [1] report, except for those cases involving human intervention, occur-
rence of pipeline failures in Canada can be mainly attributed to those due to corrosion 
and geotechnical hazard. The performance of the pipeline under geotechnical hazard 
depends upon the pipeline condition; hence, it is of importance to recognize that 
corroded pipes can undergo significant damage even underground displacements of 
relatively lesser magnitude—i.e., reduced pipe stress/strain capacities to withstand 
PGDs. The capacity of buried pipelines to withstand permanent ground displace-
ments would depend on several factors such as geometrical (cross-sectional) and 
material properties of pipe and orientation of pipeline with respect to the ground 
displacements. There is a need to account for the corrosion effects on the PGD 
capacity, particularly, in pipeline risk assessments through relatively simpler ways 
without resorting to rigorous analyses to address this multi-hazard problem. 

In the present study, different available approaches were explored to obtain the 
strain/PGD capacities of corroded pipelines. Studies performed in all the three 
research domains, viz. experimental, numerical and statistical, were explored. It 
was realized that there is a need of a simplistic methodology to adjust approximately 
the PGD capacities of intact pipelines to account for the reduction in thickness due 
to corrosion. The ability to arrive at potential modification factors to the intact-
pipe PGD capacities in order to account for the corrosion effects was examined; in 
essence, the idea to develop/suggest modification factors to account for the changes 
in PGD capacity of intact pipelines under different degrees of corrosion—established
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via an equivalent pipe wall thickness accounting for corrosion, in turn, resulting in 
equivalent pipeline cross-sectional area (A) and second moment of area (I). 

2 Liquefaction-Induced Lateral Spread Displacements 
Loading 

The term lateral spreading is used to describe permanent finite lateral displacements 
that a gently sloping ground experiences as a result of earthquake-induced liquefac-
tion. The strains induced in buried pipelines would differ based on the direction of 
ground movement with respect to the orientation of pipeline (see Fig. 1). Accord-
ingly, two types of PGD capacities can be obtainable: longitudinal PGD capacity and 
transverse PGD capacity. These ground displacements can be characterized by the 
dimensions of the lateral spread zone and magnitude of the ground displacements. 

Buried pipelines will have different components, viz. straight pipe segments, T-
section, elbows, etc. In this study, the focus is on straight pipe segments only. Further, 
the pipelines are susceptible to different types of pitting corrosion patterns; single pit, 
multiple non-interacting pit clusters, and multiple interacting pit clusters are some 
examples in this regard. However, typically available models estimate corrosion rates 
reflecting uniform reduction of pipe wall thickness. Accordingly, in the present study, 
it was considered reasonable to assess PGD capacities only assuming an equivalent 
reduced pipe wall thickness. As the response is dependent on the orientation of 
pipelines with respect to the ground movements, the PGD capacities were determined 
considering several cases of straight steel pipe sections subjected to PGDs in both 
longitudinal and transverse direction to the pipe alignment.

(a) (b) 

δ δ 

Fig. 1 Pipeline subjected to: a transverse ground movement and b longitudinal ground movement 
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3 Estimation of Longitudinal PGD Capacities 

When a buried pipeline is subjected to longitudinal ground displacements, the 
pipeline experiences tension on one end of the lateral spread zone, and compres-
sion at the other end of this zone, as shown in Fig. 2. The buried pipeline would offer 
resistance to these longitudinal (axial) ground displacements as a result of the fric-
tional forces developed along the length of the pipeline to accommodate the ground 
displacements. 

Although this length of the pipeline would depend upon the pipeline alignment, 
it is important to ensure that the length of the pipeline is sufficient enough to accom-
modate the ground displacements as well as provide the required anchorage outside 
the zone of ground movement. This equivalent anchor length of the pipe (LEA) can be 
obtained by equating the axial forces due to the axial soil restraint force acting along 
LEA with the axial force corresponding to the axial stress of 110% of the minimum 
specified yield strength (Terasen 2010). See Fig. 2 for the definition of LEA. 

LEA = 
1.1π Dtσy 

Tu 
(1) 

Here, 

D = outer diameter of pipe 
t = pipe wall thickness 
Tu = maximum axial soil restraint 
σ y = minimum specified yield strength. 

In other words, the equivalent length, LEA is the length required for the soil restraint 
force, Tu, to induce axial yield in the pipeline. Based on the length of PGD zone, 
relative to this LEA, following cases are possible: 

Case A: length of lateral spread zone < 2 LEA. In this case, the probability of failure 
due to axial PGD is considered 0%. 

Case B: length of lateral spread zone > 2 LEA. This condition signifies that the soil 
restraint forces, Tu, acting along the length, LEA, would result in yielding and that 
the pipe would have negligible additional capacity. Under such circumstances, the

LEALEA LEA LEA 

Fig. 2 Load distribution on pipeline subjected to axial ground movement 
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probability of failure would depend upon the likelihood that the length of PGD zone 
is actually greater than 2 LEA and that the axial displacements induced are greater 
than the maximum displacements induced due to tension and compression at the ends 
of the PGD zone. Further, for yield strain of 0.5% assuming triangular distribution 
for axial soil restraint forces, the axial pipe displacement capacities, DAmax, have  
been estimated using Eq. (2) (Terasen 2010). 

DA max = 0.005L E A (2) 

The steps/procedure mentioned above for intact pipelines was adopted for 
corroded pipelines. The LEA and the corresponding DAmax were calculated for 
assuming Grade X60 steel pipeline for different pipe sections: viz. NPS 4, 8, 12, 
24, 30, and 42. One soil type with the following soil parameters were assumed for 
the estimation of the soil restraint forces (Tu) using  Eq. (3) as per (2009) are unit 
weight (γ ) = 18 kN/m3, internal friction angle (φ) = 32°, coefficient of lateral earth 
pressure (K) = 0.6 and burial depth of 1 m. 

Tu = π.D.h.γ '.
(
1 + K 

2

)
. tan δ (3) 

The longitudinal PGD capacities for intact pipelines as well as those for the cases 
corresponding to 10–30% reduction in pipe wall thickness due to corrosion are given 
in Table 1. It can be observed that the anchor length (LEA) required for resisting the 
PGDs increases with the decreasing pipe wall thickness due to corrosion. As such, 
there is increase in the probability of exceeding the LEA (in other words, reducing 
longitudinal PGD capacity) a result of increasing degree of corrosion.

4 Estimation of Transverse PGD Capacities 

A buried pipeline when subjected to transverse PGD would stretch and bend to 
accommodate the transverse ground displacements. Under this scenario, the failure 
mode will be governed by the relative amount of axial tension and flexural/bending 
strain. The pipeline would rupture due to the combined effects of the axial tension and 
flexure, if axial strains in pipe are considerable; whereas, if the axial strains are low, 
alternatively, the pipeline may buckle in compression due to excessive bending. Based 
on the observations made from the past earthquakes, the PGD patterns/profiles (in 
plan view) can manifest primarily in the form of the following categories: gradually 
varying PGD profile and abrupt PGD profile, as shown in Fig. 3. It was decided to 
explore and examine existing analytical methodologies for estimating the transverse 
PGD capacities of buried pipelines under both the ground displacement profiles and 
assess how these can be extended for estimating those capacities for the cases of 
corroded pipelines. Based on the employment of these analytical models, the idea
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Table 1 Longitudinal PGD capacities of buried pipelines of different NPS sizes 

NPS % corrosion D (in) D (m) t (m) LEA (m) Dmax ~ 0.5% 
yield strain 

4 0 4.5 0.114 0.0054 532 2.7 

4 10 4.5 0.114 0.00486 479 2.4 

4 20 4.5 0.114 0.00432 426 2.1 

4 30 4.5 0.114 0.00378 373 1.9 

8 0 8.625 0.219 0.0055 542 2.7 

8 10 8.625 0.219 0.00495 488 2.4 

8 20 8.625 0.219 0.0044 434 2.2 

8 30 8.625 0.219 0.00385 380 1.9 

12 0 12.75 0.324 0.0064 631 3.2 

12 10 12.75 0.324 0.00576 568 2.8 

12 20 12.75 0.324 0.00512 505 2.5 

12 30 12.75 0.324 0.00448 442 2.2 

24 0 24 0.610 0.0071 700 3.5 

24 10 24 0.610 0.00639 630 3.2 

24 20 24 0.610 0.00568 560 2.8 

24 30 24 0.610 0.00497 490 2.5 

30 0 30 0.762 0.0105 1035 5.2 

30 10 30 0.762 0.00945 932 4.7 

30 20 30 0.762 0.0084 828 4.1 

30 30 30 0.762 0.00735 725 3.6 

42 0 42 1.067 0.0091 897 4.5 

42 10 42 1.067 0.00819 808 4.0 

42 20 42 1.067 0.00728 718 3.6 

42 30 42 1.067 0.00637 628 3.1

was to develop corrosion modification factors which can be directly applied to the 
PGD capacities of the intact pipelines.

4.1 Transverse PGD Capacity for Buried Pipelines Subjected 
to Gradual PGD Profile 

Liu and O’ Rourke [5] have proposed analytical expressions for estimating strains 
in the pipe corresponding to different values of PGDs. According to their model, 
the pipe is modeled as elastic and subjected to a PGD profile extending as a cosine 
wave function (in plan) over the lateral spread zone. According to Liu and O’ Rourke 
[5] as shown in Fig. 4, during PGD, the pipe displaces by the same magnitude as
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(a) (b) 

-40 -20 0 20 40 
Width of PGD zone (m)

-40 -20 0 20 40 
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Fig. 3 Lateral PGD (plan view) profiles considered in the analyses: a gradually varying PGD 
profile and b abrupt PGD profile

that of ground up to certain magnitude of PGD, denoted as critical displacement 
(δcr); beyond this point, with increasing PGD, the strains induced in the pipe stay 
nearly constant and with essentially no change in the pipe displacements. Based on 
this theory, Liu and O’ Rourke [5] proposed the expressions to estimate δcr while 
accounting for the flexural (beam) as well as axial (cable) effects. In the present 
study, these equations were embedded in a computer code to obtain longitudinal 
strain versus ground displacements for all the NPS sizes. 

For the present exercise, the width of PGD zone as shown in Fig. 3 in this study 
was assumed 100 m represent cross-sectional properties of the corresponding NPS 
pipe section, viz. the chosen pipe sizes [diameter (D) and thickness (t)] are given in 
Table 2. The cross-sectional area (A) and second moment of area (I) were computed 
accordingly. Young’s modulus of steel pipe (E) was considered as 210 GPA. The 
soil restraint forces, axial soil restraint (Tu), and lateral soil restraint (Pu) were  
calculated using the equations given in PRCI (2009) guidelines; the soil parameters

Fig. 4 Maximum pipe strains and maximum pipe displacements versus ground displacements curve 
(after Liu and O’ Rourke [5]) 
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were identical to those used for the estimation of longitudinal PGD capacities: γ = 
18 kN/m3; φ = 32°. A pipe burial depth of 1 m was used.

Typical variation of longitudinal strains with permanent ground displacements, 
computed for NPS 12 pipe for different levels of corrosion using the analytical model, 
shown in Fig. 5. In this study, these curves were obtained for reduced equivalent pipe 
wall thickness of the pipe for each NPS size, to different levels of corrosion, viz. 10, 
20, and 30%. The magnitude of displacements resulting in same magnitude of strain 
can be observed to decrease with increase in the degree of corrosion. As the curve 
follows linear trend up to the δcr value, the modification factors were calculated as 
the ratio of displacement capacity for the corroded pipe to that of an intact pipe for 
a particular strain value. The computed modification factors for different levels of 
corrosion are given in Table 2.

4.2 Transverse PGD Capacity for Buried Pipelines Subjected 
to Abrupt PGD Profile 

Unlike for the case of gradually changing PGD profile (Fig. 3), analytical studies 
reporting the expressions for estimating strains in buried pipeline due to abrupt 
PGD profile are limited. Instead, through numerical modeling (typically using finite 
element method), the strains induced in a buried pipeline as a result of abrupt ground 
displacement profile can be computed, and in turn, the PGD capacities for intact 
pipelines can be estimated. In order to simplistically estimate the PGD capacities for 
a corroded pipe using the PGD capacities for intact pipelines, in the present study, it 
was explored whether the modification factors obtained for the gradual PGD profile 
(discussed in the previous section) could be adopted for abrupt PGD profile as well. 

In view of this, a three-dimensional numerical model of pipe was developed 
using ABAQUS software [10], wherein the soil was modeled using springs in all the 
three directions, viz. horizontal, lateral/transverse, and vertical. The lateral spread 
zone width of 100 m was considered for the model. The pipe has been modeled 
using deformation plasticity model in ABAQUS with Ramberg–Osgood parameters 
[11]. The far ends were modeled as fixed. The numerical analyses were performed 
considering the cases of 0, 20, and 40% reduction in equivalent pipe wall thickness 
due to corrosion. Figure 6 shows the variation of computed longitudinal strains versus 
permanent lateral ground displacements for NPS 12 pipe for the three different levels 
of corrosion considered in the analyses. The modification factors were obtained using 
the above-mentioned exercise. Slight deviation in the factors was observed owing 
to the different set of boundary conditions than those considered in the analytical 
model. Liu and O’ Rourke [5] considered gradually applied transverse displacements 
following cosine wave pattern which would result in different magnitude of strains 
than with abrupt displacements. As a result, the PGD capacity for the case of abrupt 
PGD profile got reduced further as the pipeline would have reduced capability to 
accommodate abrupt displacements. Based on this examination, it was deduced that
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Fig. 5 Variation of 
longitudinal strains with 
permanent lateral ground 
displacements for NPS 12 
pipe for different levels of 
corrosion using analytical 
model
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Fig. 6 Variation of 
longitudinal strains with 
permanent lateral ground 
displacements for NPS 12 
pipe for different levels of 
corrosion using FE model 
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the modification factor in the event of abrupt displacements is ~ 0.86 times the factor 
obtained based on analytical model that considers gradual cosine wave displacement 
pattern. Further, it is to be noted that the modification factors proposed herein should 
be only used for prorating the linear part of the curve (as shown on Fig. 6) only, 
as prorating for higher displacements is beyond the scope as it will involves high 
nonlinearity. 

5 Conclusion 

There is a need to account for the corrosion effects on the PGD capacity. In this study, 
relatively simple way to account for the complex problem of corroded pipelines 
subject to ground movements, without rigorous analyses, is proposed. Since the 
failure mode in buried pipelines would differ based on the direction of orientation of 
pipeline with respect to the ground movement, PGD capacities have been computed
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for PGD longitudinal and transverse to the buried pipelines for pipes experiencing 
equivalent wall thickness reductions from 0 to 30% due to corrosion. Accordingly, 
some of the key outcomes are as follows: 

1. For pipes experiencing longitudinal ground movement, the equivalent anchor 
length (LEA), and hence, the PGD capacity reduces with increase in corrosion. 

2. For pipes subjected to gradually varying transverse ground movement, modifica-
tion factors corresponding to different levels of corrosion were calculated based 
on available analytical model for different pipe sizes. The computed PGD capac-
ities of intact pipelines can be multiplied by the modification factors to obtain 
the PGD capacities of corroded pipelines. 

3. When estimating PGD capacities of corroded pipelines under abrupt transverse 
ground movements, the modification factors obtained for gradually varying trans-
verse ground movements should be further reduced by about 0.86 (obtained based 
on FE analyses). 
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Analyzing Geosystems with Deployable 
Compliant Mechanisms for Enhanced 
Tension Capacity 

Kaylee A. Tucker and Ann C. Sychterz 

Abstract Current research into deployable and compliant structures focuses on their 
applications above-ground. Deployable structures have benefits in the construction 
industry because they can be transported compactly and installed easily on site. These 
benefits can be extended to underground applications which have not been widely 
investigated experimentally. Geotechnical structures, loaded primarily in tension, 
risk brittle collapse or displacement accumulation under extreme loading. To address 
this concern, members are oversized or components are added. Deployable structures 
offer a way to resist extreme design loading while increasing system resiliency and 
decreasing material cost, transport, construction time, and environmental impact. 
The goal of this work is to develop compliant attachments to the exterior of tension-
loaded geostructures that deploy passively and increase the bearing area and capacity. 
This novel arrangement consists of a tension-loaded member (a pile) and compliant 
components (awns). When twisted, the awns deploy, entrapping soil and increasing 
surface friction. This increases the tensile capacity of the pile. Test members are 
fabricated via additive manufacturing using rigid polymer and rubber from Stratasys. 
They are rotated in clear sand by manually pulling cables with a load cell to measure 
applied tension. Using a machine vision plugin, rotation data is collected from video 
footage during experimental tests. The performance of the geometry is evaluated 
based on predictable awn deployability and the tension load of the geosystem. This 
paper presents parametric studies and experimental tests of adaptive torque-driven 
underground structures at small scale. With both structural and sustainability benefits, 
the deployable attachments increase the tension capacity of ground anchors while 
decreasing the embodied energy of the anchors. 
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1 Overview  

A key feature of deployable structures is that they change shape as they change 
size. These structures deploy by expanding in shape when their size is increased 
[15]. Deployable and compliant structures have potential within the field of civil 
engineering thanks to their potential for increased capacity and decreased embodied 
energy. 

Two common applications of deployable structures take advantage of these 
features. For temporary installments—like emergency shelters [3]—lightweight, 
movable, and easy to erect structures are required. Larger scale systems, like scissor 
structures [7] and space applications such as masts, solar arrays, and antennae [5, 26], 
are designed to be lightweight and compact for ease of transportation [25]. In prac-
tice, many contemporary structures use preconnected parts for easier deployment. 
Locking mechanisms may also be necessary for deployable structures that are stress-
free before, during, and after deployment [6]. Construction of deployable structures 
has focused on these aboveground structures but have not yet been expanded to 
underground use. 

Compliant structures are similar to deployable structures in that they change 
shape. However, instead of changing shape by changing size, compliant structures 
change shape through elastic or plastic material deformation. Compliant elements 
are singular elements that deform to perform their functions [9]. These biologically 
inspired mechanisms function without joints and like natural elements are flexible 
[11]. Compliant structures also have advantages in assembly and manufacturing 
because as singular elements, there is little assembly or pre-connection required 
[29]. While new work has been done to scale up compliant structures to the building 
scale for use in façades [10, 20], compliant structures tend to be used in small scale 
applications such as microelectromechanical systems [16]. 

Although most geotechnical engineering systems do not change shape, this is 
beginning to change within the area of pile-based anchors [8, 13, 28]. Existing 
work has been done regarding underground geostructures that involve fins. Static 
radial fins were found to better resist uplift loads when installed in sand and varied 
with fin configuration and geometry [27]. Piles that have anchor wings have also 
been explored. After a pile is rotated into sand, wings hinge outward into sand 
and provide improved resistance to uplift loads [19]. In addition, static piles with 
snakeskin inspired geometries have been tested [14]. While these studies have 
explored the advantages of deployability or biological inspiration, they either have 
no motion involved or work through rigid body motion. Compliant and deployable 
systems, which change shape and size elastically, have not yet been explored within 
geotechnical engineering. 

This paper presents parametric studies and experimental tests of adaptive torque-
driven underground structures at small scale to increase the tension capacity of ground 
anchors. This adaptive structure combines elements of deployable and compliant 
structures with existing work in increasing capacity of underground geostructures



Analyzing Geosystems with Deployable Compliant Mechanisms … 485

via protrusions. This new work stems from the authors’ publication on hammer-
driven deployable compliant piles, but focuses on a torque-based deployment and a 
radial arrangement of compliant components [23]. 

2 Structure Description 

This work focuses on a geosystem (Fig. 1) comprised of a cylindrical tension-loaded 
member—a pile—and a specified number of compliant components. These compliant 
elements, or awns, deploy into sand via rotation. When deployed by twisting, the 
awns change shape and size and undergo bending. This combination of deployable 
and compliant structures entraps soil and increases surface friction. This paper first 
presents an exploration of parameters that contribute to the geometry of the awn and 
then determines how changing one geometric parameter—the number of awns— 
impacts the tensile capacity of the geosystem. 

The geosystem test members were fabricated via additive manufacturing on a 
Stratasys Objet500 Connex3 resin 3D printer [22]. This machine has a build volume 
of 0.5 m × 0.4 m × 0.3 m and prints multi-material parts with a layer thickness 
of 25 microns. The piles were printed using the rigid polymer VeroMagentaV and

Fig. 1 Schematic illustration of geosystem before, during, and after deployment 
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VeroCyan. Both of these materials are 100% rigid polymer with a Young’s modulus 
of 3 GPa and a tensile strength of 65 MPa. The awns were a mixture between rigid 
polymer (VeroMagentaV) and rubber (Agilus30) materials at a proportion of 95% 
rigid polymer and 5% rubber. This combination of materials has a tensile strength 
of 62 MPa. 

3 Methodology 

3.1 Overview 

This work began with defining the parameters and parametrically modeling the 
geosystem and its geometry. This was accomplished in Grasshopper, a computa-
tional design environment within Rhinoceros 7 [18]. External plugins—Pufferfish, 
Telepathy, and TT Toolbox [4, 12, 24]—were used in the Grasshopper definition as 
well. 

The geosystem members were then fabricated using the printer and the parameters 
as described in Sect. 2. Each pile was printed at a height of 75 mm and a diameter of 
25 mm with awns attached. Each member was printed vertically to mitigate unequal 
prestressing on the awns. After fabrication, the test members were deployed in clear 
sand by manually pulling cables with a load cell to measure applied tension. Data was 
obtained by recording videos of the awns deploying and the load cell readout. These 
videos were synchronized and analyzed to find the maximum force, the deployment 
of the awns, and the rotation of the pile. 

3.2 Geometry 

The basic geometry of the geosystem is a cylinder (the pile) with one or more awns 
attached. These awns are comprised of two connected arcs—the first arc is exactly 
the radius of the pile and the second arc can be any radius larger than the first. The 
first arc ensures that the awn is smoothly attached to the pile. The second arc has a 
larger radius than the first to ensure that the awn can be separated from the pile after 
printing. 

The arcs are defined by their radii and arc length. Once both arcs are defined (i, 
ii), the second arc is repositioned at the end of the first arc and is rotated into a neutral 
position (iii). If desired, the angle between the arcs can be adjusted further. After 
any adjustments, the first arc and second arc are joined (iv) and optionally filleted 
for smoothness. 

To ensure a smooth attachment to the pile, the awns are thickened by offsetting 
different parts of the joined curve. This is achieved by creating horizontal lines along 
the curve in varying lengths—one at each end and a specified number (here, one) in



Analyzing Geosystems with Deployable Compliant Mechanisms … 487

the middle (v). These lines are used as cross section curves for the joined curve to 
pass through (vi), allowing for the definition of the outer curve [21]. 

After obtaining the basic shape of the inner and outer curves, they are closed 
together (with various options for the cap type and size) (vii). The final footprints are 
then extruded in the z direction and arrayed around the pile (ix). The definition also 
records and saves data about each iteration to an Excel file. In addition, it generates 
annotations to embed in the print in a different color. In addition to printing the name 
of the iteration on the final print, it also prints colored points and lines to improve 
motion tracking during testing (viii). 

3.3 Experimental Testing 

Testing consisted of awns being deployed in Ranco-Sil™ B (30/50 mesh) fused silica 
sand [17] to determine performance. When a solution of sugar water (198 g sugar 
to 100 mL water) is added to the sand in a ratio of 42 g solution to 100 g sand, the 
resulting mixture becomes translucent. 

The testing setup (Fig. 3) is comprised of a clear acrylic box raised above a 
document camera by a wooden crate. Two pieces of wood are clamped to the top of 
the crate to constrain the box from moving in one direction. Along the same axis, 
two small pulley clamps are attached to the edges of the crate, aligning with the 
centerline of the acrylic box. 

The test member is placed in the center of the acrylic box. When testing, petroleum 
jelly  (sufficient  to  create a 1 mm thick  layer between the pile and the acrylic box) is 
added to the bottom of the pile. This ensures that the member stays in place during 
setup and keeps the bottom of the box clear of sand so that test data can be recorded 
via video from the document camera. 

Next, the clear sand is added until it fills the box up to a 25 cm mark, just covering 
the awns. An acrylic plate was fabricated with a hole in the center to help keep the 
awn in place during testing. After the plate is placed on top of the sand, a nylon cord is 
coiled around the pile and is laid on the pulleys. To account for the uneven placement 
of the clear box on the table, the cord’s midpoint is placed at the center of the pile. 
Under the table, the ends of the cord are connected by matching their ends and tying 
them in a knot to the measurement device. A load cell with a capacity of 4500 N and 
a resolution of 4.5 N was used for this experiment. The pulley system setup allows 
for the positions of the awns to be recorded via video from the document camera 
while simultaneously tracking the force applied to the geosystem as it deploys to 
measure applied tension.
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3.4 Tracking 

To record the movement of the awns during testing, blue polymer points were 
embedded into the bottoms of the pile and the awns. The main geometry of the 
geosystems was printed with the VeroMagentaV polymer, but these tracking points 
were printed in the VeroCyan polymer. Videos recorded during testing showed the 
movement of these tracking points. At the same time, the load cell’s digital readout 
was videotaped to record the force applied to the system. 

The position of the awns was recorded by embedding two trackers—one on the 
awn and one on the pile (Fig. 4). For each set of these position trackers, the distance 
between the two points was calculated to give information on the awns’ deployment. 
A line was also embedded into the pile to allow for rotation tracking. For this type of 
tracking, two points along the line are analyzed simultaneously, allowing for rotation 
data to be recorded. 

Two methods for processing the raw data were explored. Both methods began 
with matching the videos recorded during the experiment (Fig. 5). Using the native 
synchronization feature in Adobe Premiere Pro [2], video sound was used as a refer-
ence to synchronize the videos. A loud clap and ambient noise were used as reference 
sounds. 

The first method of data processing provided static information about the 
maximum force and the distances the awns deployed to. For this method, the videos 
were marked at the maximum force and the maximum angle. The frames at those 
times were exported to images and imported into Rhinoceros 7. Then, the distance 
associated with the position trackers and the angle associated with the rotation tracker 
were dimensioned and recorded in a spreadsheet. 

The second method provided dynamic data of how the awns move throughout the 
test. After synchronizing the videos, the video recorded from the document camera 
was imported into Adobe After Effects [1]. To track both the position and rota-
tion movements, the native Track Motion function was used. For this method, the 
contrasting color of the blue tracking points against the magenta geosystem allowed 
for the tracking to be analyzed through the RGB channel, a more accurate tracking 
method than the Luminance channel. The tracked information was brought back into 
Adobe Premiere Pro and displayed on the video canvas so that it can be analyzed in 
real time with the movement of the awn and the force applied. 

3.5 Awn Count Tests 

In this experiment, three versions of the geosystem were tested with different numbers 
of awns. The following tests (Table 1) allowed for determining the impact of the 
number of awns on the force required for deployment.

Awn geometry and fabrication for the three cases were identical. They were all 
comprised of two arcs, the first one was a 12.5 mm radius arc measuring 17 mm
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Table 1 Tested awn arrangements and their parameters 

Parameter Units AwnCount1 AwnCount2 AwnCount3 

Awn count — 1 2 3 

Pile height mm 50 50 50 

Pile diameter mm 25 25 25 

Radius 1 mm 12.5 12.5 12.5 

Arc length 1 mm 17 17 17 

Radius 2 mm 25 25 25 

Arc length 2 mm 25 25 25 

Awn thickness (attachment point, midpoint, 
free end) 

mm 0, 1.6, 2 0, 1.6, 2 0, 1.6, 2 

Angle between arcs deg (°) 0 0 0 

Fillet mm 10 10 10 

Cap type – Rounded Rounded Rounded 

Curve bulge mm 1.0 1.0 1.0 

Plan –

in length and the second one was a 25 mm arc measuring 25 mm in length. The 
awn profile was defined using the guideline and rail method as seen in steps (v) 
and (vi) from Fig. 2. In this test, the attached end’s guideline was set to 0.0 mm, 
the midpoint’s was set to 1.6 mm, and the unattached end’s guideline was set to 
2.0 mm. This provides an awn profile that attaches smoothly to the pile and increases 
in thickness smoothly to the tip of the awn.

Each awn arrangement was printed three times, and each print was tested three 
times using the testing setup from Sect. 3.3. The six trials’ data was processed using 
the static method from Sect. 3.4. During the tests, the awns started in the neutral 
position they were printed in, as seen in Fig. 6. During deployment, they separated 
further from the pile. The tests were stopped when awns reached an angle of 90° to 
the pile at the attachment point (Fig. 6).

Results (Table 2) were obtained by averaging the six trials for each type of 
geostructure. The rotation angle was found directly through the static data processing 
method. The average awn deployment was calculated by finding the difference 
between the initial awn position and the final awn position, measured between the end 
point of the awn and a static point on the pile. For the geostructures with more than 
one awn, those deployment values were averaged to find an overall measurement. To 
find the rate of deployment with respect to rotation, the average deployment value 
in each trial was divided by the rotation angle for that trial. The average between the 
six trials of each type of geostructure was then calculated.
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Fig. 2 Grasshopper definition logic for defining and generating awn geometry with step-by-step 
images
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Fig. 3 Representation of testing setup showing data collection methods [left] and geosystem setup 
[right] 

Fig. 4 3D printed geosystem being tested in Ranco-Sil silica sand with embedded motion trackers 

Fig. 5 Adobe Premiere Pro video editing setup with load cell data [left] and awn videos [right]
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Fig. 6 3D printed geosystems before and after testing in Ranco-Sil silica sand

Table 2 Average results at maximum force 

Awn count Rotation angle 
(°) 

Average awn 
deployment 
(mm) 

Awn 
deployment/ 
degree rotation 
(mm/°) 

Maximum 
force (N) 

Difference 
from 
AwnCount1 
force (%) 

1 66.0 14.6 0.23 12.2 0 

2 61.9 12.4 0.19 20.8 71.3 

3 79.1 16.0 0.21 23.3 91.3 

4 Discussion 

While all tests were run until the awn was at 90° to the pile at the attachment point, 
the behavior of the awns at their endpoints changed with the number of the awns. 
These tests show that the awns deploy most when they are in an arrangement of 
three awns. While the awn deployment is largest for the three-awn version of the 
geosystem, it also required more rotation. All three geosystems tested had a similar 
rate of deployment per degree of rotation, illustrating that the awns deploy in the 
same method. In all of the tests, the amount of rotation the geosystem undergoes is 
correlated to the amount of deployment the awns undergo. A two-awn arrangement 
showed the smallest rotation and thus the least amount of awn deployment. 

Adding more awns increased the force the geosystem. However, the effect was 
greatest after adding the second awn. In the one-awn system, the asymmetry of the
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geometry may have contributed to the low force recorded. However, when a second 
awn is added to the first, there is an 8.6 N increase in force. The effect is less 
pronounced when a third awn is added, with only a 2.5 N increase in force. 

Each awn was composed of 1770 mm3 of material. In comparison to the 34,040 
mm3 of material required for the pile, a single awn is approximately 5% of the total 
geosystem volume. While adding additional awns does correlate with increased force, 
the effect should be considered in combination with the volume of material used. 
Because the awns are intended to increase the tensile capacity in order to decrease 
the volume of the geosystem, balancing the increase in force with the increase in 
volume (and thus weight and cost) is essential to their utility in practice. 

5 Conclusions and Future Work 

The parametric modeling method presented in this paper provides a straightforward 
definition of the awn geometry studied. This method is flexible enough to allow for 
a full range of user-controlled variables while remaining structured enough to allow 
the user to determine how changing one variable impacts the system. 

Future work includes testing of other the awn geometry parameters defined in this 
paper, explorations into texturing of the exterior of the awn, and expansion of the 
system at a larger scale. 
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Prefabrication and Modular 
Construction—A Potential Solution 
to Affordable and Temporary Housing 
in Ontario? 

Daniela Roscetti, Andrea Atkins, and Daniel Lacroix 

Abstract Canada’s housing crisis, and particularly Ontario’s, has reached an all-
time high in recent years. Due to the lack of affordable housing, the federal govern-
ment created the Rapid Housing Initiative (RHI) to fund the construction of affordable 
housing units. The RHI has a twelve-month delivery date from funding requirement 
which has contributed to partners turning to the use of prefabrication and modular 
construction methods to produce housing units in large quantities and in a timely 
manner. The current study investigates successful modular projects in Ontario in 
order to identify their key success-driving factors as well as limitations. These success 
drivers included the structure durability, ability to deploy and relocate, ability to flat-
pack the structure for transportation, and the primary funding source for the project. 
Based on these factors, it is concluded that there is a gap in the industry in panelized 
relocatable housing structures. Whereas prefabrication and modular construction 
have been successful thus far in major cities, the study highlighted the need for a 
prefabricated or modular sustainable assembly using either light-frame wood or mass 
timber that can be easily deployed, assembled, and transported to meet the housing 
demand in remote communities in Ontario. 
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1 Introduction 

For decades, Canada has been experiencing a housing crisis due to the lack of housing 
available to meet the needs of a growing population. In 2020, Canada had the lowest 
average housing supply per capita among the G7 countries, with Ontario’s supply 
falling below the country’s average [1]. The lack of housing supply across Canada, 
and more specifically within Ontario, combined with the increased demand continues 
to drive rising housing prices. As a response to the lack of affordable housing, the 
Canada Mortgage and Housing Corporation (CMHC) announced a $1 billion Rapid 
Housing Initiative (RHI) in 2020 to help address the existing crisis [2] and followed 
up with a second round of funding in the amount of $1.5 billion in 2021 [3]. 

The first two rounds of the RHI aim to support the creation of new affordable 
housing and rental units, acquisition of land and to rehabilitate existing buildings 
into affordable housing within a twelve-month period of the funds being committed 
[3]. The RHI will provide 10,254 units across Canada with a total of 2870 (28%) 
units planned for Ontario. The twelve-month funding period seems to be paying 
dividends: several projects are already completed and occupied, including new builds 
and rehabilitation projects. Although the RHI provides fund to acquire old properties 
to rehabilitate them into permanent affordable housing units [e.g., 4–6], the focus of 
the current paper is to investigate the modular methods used in different projects to 
reduce the time to occupancy within the Ontario jurisdiction. 

Successful new builds [e.g., 7–9] have turned to construction methods that involve 
some level of prefabrication and modularity. The urgency in providing affordable 
housing combined with the fact that most often the entities responsible for under-
taking these projects are non-profit or have limited resources highlights the need 
to avoid unforeseen additional costs with the materials and construction as well as 
delays in the delivery of the projects. Prefabrication and modular construction are not 
novel methods of construction and have been around for decades. However, these 
methods have been gaining traction in the housing industry in recent years with 
various successful projects completed to show for it. 

The objective of this paper is to investigate current successful modular and prefab-
ricated residential projects in Ontario and analyze the key success drivers in these 
development projects in order to identify gaps in the affordable modular housing 
industry. 

2 Modular Construction Methods 

Modular construction is the process of constructing a building in pieces off-site 
and then assembling on-site to create the superstructure of the building [10]. The 
components of the building are manufactured in quality-controlled plant conditions 
and can be produced in the form of volumetric modules, flat panels, or prefabricated 
building elements. These building components are then transported and assembled
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on-site once the foundation and substructure are complete. Modular construction can 
result in either temporary or permanent buildings, though this construction style is 
particularly well-suited for use in temporarily deployed buildings. 

2.1 Types of Modularity 

The implementation of modular construction methods can range from the use of 
individual prefabricated building elements up to the prefabrication of full building 
modules as shown in Fig. 1. 

The types of modularity considered in this paper and what they entail are outlined 
below: 

Volumetric: A volumetric modular approach is considered when three-dimensional 
units are manufactured off-site and simply placed or stacked on-site. This approach 
requires the least amount of work to be done on-site, but often results in a doubling-
up of adjacent walls or floors and ceilings. The volumetric approach is seen in 
the popular steel shipping container modular construction method or the pre-cast 
concrete volumes of Habitat 67 (Montréal, Québec). 

Panelized: A panelized modular approach is considered when panels (i.e., wall 
panels) are manufactured off-site and assembled on-site. This approach utilizes some 
level of pre-assembling panels off-site, for example, pre-built stud walls (wood or 
steel) or complete wall assemblies that include the structural member, insulation, 
cladding, etc. These can also include pre-installed electrical and plumbing systems. 
Structurally insulated panel (SIP) systems, freezer panel cladding systems, or pre-
cast concrete insulated panels are all examples of panelized modular façades offering 
at least wind-bearing structural strength and thermal insulation, plus sometimes more 
enclosure functions.

Fig. 1 Levels of modularity 
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Prefabricated (Individual) Units: The prefabricated element approach is consid-
ered when structural elements, such as mass timber columns and beams, are manu-
factured off-site. CLT structural panels will also be considered individual prefabri-
cated elements. Most modern mass timber construction can qualify as prefabricated 
modular construction, as well as construction using pre-cast concrete floor planks, 
bearing walls, or beams. 

2.2 Materials and Structural Systems 

Historically, modular construction has been achieved using concrete, steel, or timber 
structures. The use of steel in a modular project may range from individual hot-rolled 
I and H sections to volumetric steel-based modules manufactured off-site. Given its 
constructability and high strength, steel is traditionally used in large multi-story 
commercial projects. Modular approaches that utilize concrete may include pre-cast 
concrete panels (i.e., walls, floor, etc.) as well as pre-cast volumetric modules. With 
concrete’s high resistance to damage, it is usually used in high security applications. 
In the residential modular sector, however, timber framing has been widely used to 
prefabricate panels and volumetric modules [11] 

In recent years, the modular industry has gravitated toward more sustainable 
development thereby impacting the selection of structural system. This includes 
constructing multi-story buildings with timber-framed modules, converting retired 
shipping containers into insulated housing units, and more notably, implementing 
mass timber into larger scale projects. It should be noted that two or more primary 
construction methods are often seen in modular projects (e.g., concrete podium with 
wood volumetric units, cast-in-place concrete structure with aluminum panels). This 
recent sustainable progress made in the modular industry is explored in this paper 
through ten different case studies. 

2.3 Advantages of Modular Construction 

The implementation of any level of modularity in a project can provide several 
advantages over traditional construction methods: 

• Reduced project timeline 

Since the building elements are produced off-site, this process can begin before 
the site is fully prepared for construction reducing the overall project timeline. The 
project timeline can be established such that all modules or prefabricated elements 
are completed as soon as the site is prepared (i.e., foundations laid) and ready for 
assembly. This can reduce a project timeline by up to 50% [12].
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• Quality Control 
The off-site manufacturing method results in modular building components that are 
built in a controlled plant environment ensuring that strict quality control measures 
can be put in place as well as preventing materials from being exposed to outdoor 
conditions which might compromise the quality of the material. 

• Less material waste 

Materials are stored within the production plant and therefore cannot be damaged 
by outdoor conditions. Further, any unused materials are used for the next project 
being produced in the plant. Mass production of similar components can optimize 
material use by templating, material recycling, or secondary repurposing of offcuts. 

• Standardized 
Once the design for one module or building element is complete, the element can 
be reproduced without the need for additional complete design services. Climate 
and site-specific engineering is required, but engineering scope can be limited in 
subsequent developments. This is particularly beneficial in projects requiring a large 
quantity of identical modules (i.e., apartment buildings, hotels). The opportunity 
for reproduction for chain hotels or development of identical multi-story residential 
blocks makes standardization extremely attractive. 

• Optimized working conditions 

Module manufacturing is completed in a safe and controlled environment for workers 
resulting in a more efficient use of labor. 

2.4 Disadvantages of Modular Construction 

While modular construction methods bring the above advantages, among others, to 
a project, there are some disadvantages associated with these methods compared to 
traditional construction. These include: 

• Negative perception of modular construction 

The standardized nature of an efficiently modular construction method generates a 
repetitive and therefore more restrictive architectural style. 

• Capital costs 
Modular projects require a facility for the off-site construction as well as the 
equipment and skilled work force to produce the modules/panels/prefabricated 
elements.
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• Upfront project costs 
Modular projects come with higher upfront costs associated with the rigorous design 
phase required for the project to be successful. 

• Lack of education 
Contractors may lack installation training in the field, while architects and engineers 
may have limited knowledge or experience in modular construction. 

• Non-economical designs 

Volumetric modular projects are not particularly economical in their use of materials 
as when modules are stacked together, there are walls floor/ceilings doubled up. 
There is also a degree of structural over-design necessary to create fewer unique 
components in the building. 

• Crane required 
Volumetric modules typically require a crane to lift and place the modules onto 
the assembly. This, however, may be avoided by implementing a panelized or 
prefabricated approach (depending on the size and scale of the structure). 

3 Current Residential Modular Construction in Ontario 

Modular construction methods have been implemented in a range of residential 
projects throughout Ontario in recent years. The following sections will discuss some 
case studies of existing and upcoming residential modular projects. Table 1 presents 
a summary of the various case studies investigated by the authors by providing the 
name of the project, location, module type, primary structure material, whether it is 
temporary or permanent, and the number of units.

As per the City of Toronto’s Housing to 2020–2030 Action Plan, the city 
committed to building 1000 modular homes as a rapid housing response for those 
experiencing homelessness [13]. The Modular Housing Initiative aims to create new 
homes by developing low-rise modular buildings on various sites around Toronto. 
Thus far, two developments have been completed (Phase I), both within 9 months 
of being approved by City Council; this accelerated timeline is likely the reason for 
which a modular approach was selected for the housing initiative. The two buildings 
have provided 100 new permanent homes with more to be provided by the three 
additional sites (Phase II) that are currently being developed [14].
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Table 1 Summary of Ontario residential modular case studies 

Project City Module type Primary 
structure 
material 

Temporary/ 
permanent 

Number 
of units 

City of Toronto 
Modular Housing 
Initiative 

Toronto Volumetric Light-frame 
wood 

Permanent 100 so far 

Waterloo Region 
Alternative Housing 

Waterloo Volumetric Steel (shipping 
containers) 

Permanent 6 

Oshawa 
Micro-Housing Pilot 
Project 

Oshawa Volumetric Light-frame 
wood 

Temporary 10 so far 

JHS Supportive 
Housing (Carling 
Avenue) 

Ottawa Volumetric Light-frame 
wood 

Permanent 40 

NRCan Rapidly 
Deployable House 
Prototype 

– Panelized Structural 
Insulated 
Panels (SIPs) 

Temporary 1 

City of London 
Supportive Housing 

London Panelized Steel frame Permanent 61 

JHS Supportive 
Housing (Lisgar 
Street) 

Ottawa Panelized Cast-in-place 
concrete and 
steel frame 

Permanent 28 

YW of 
Kitchener-Waterloo 
Supportive Housing 

Waterloo Prefabricated Mass timber Permanent 41 

R-Hauz V6 Toronto Prefabricated Mass timber Permanent 10 

R-Hauz R-Suite Toronto Panelized Light-frame 
wood 

Permanent 1

3.1 Volumetric Modular 

3.1.1 City of Toronto Modular Housing Initiative 

The volumetric units for the Modular Housing Initiative are manufactured by NRB 
Modular Solutions, in their facility in Grimsby, Ontario. The modules for the project 
were built using a light-wood-frame structure onto which the interior building 
enclosure layers were installed off-site and exterior cladding was installed on-site 
(i.e., post-assembly). The timeline for construction on the first two developments, 
including design, manufacturing, transport, and installation, was only 5 months, thus 
taking that a modular approach will ensure the success of remaining phases [15].
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3.1.2 Waterloo Region Alternative Housing 

In 2020, the Region of Waterloo proposed a pilot project for converting shipping 
containers into affordable housing as part of a larger plan to build more innovative 
affordable housing in the region [16]. The government-funded development will 
provide six new affordable housing units in the city of Cambridge. The project 
gained site approvals in October 2021, and as of December 2021, all modules have 
been assembled on-site. The project was set for completion and occupancy by early 
March 2022 [17]. 

As previously mentioned, the modules are converted shipping containers, and 
these therefore make up the structure of the module while the manufacturer completed 
the wall assembly, installed windows, doors, electrical, and plumbing off-site 
ensuring minimal time spent for on-site assembly. Once transported to site, the two 
levels of modules were assembled with a layer of concrete between the two levels 
for fire protection [9]. 

The manufacturer, Now Housing, was selected to build the modules for the project 
[17]. The manufacturing company in based in Cambridge indicated that costs would 
be kept relatively low for transporting the modules to site. However, given that 
the volumetric modular approach has been used, a crane was required for on-site 
assembly. Further, the assembly of the modules, including the concrete layer placed 
in between levels, makes for a permanent building meaning that the modules cannot 
be relocated and reused in the future. 

3.1.3 City of Oshawa Micro-housing Pilot Project 

As part of the Durham Region’s commitment to creating 1000 new affordable rental 
units by 2024, the regional municipality has initiated the Oshawa Micro-housing 
Pilot Project. This project is aligned with the region’s 10-year housing plan to 
end chronic homelessness [18]. The development of this micro-home community 
in central Oshawa will provide ten new affordable housing units. The pilot project 
began moving forward in April 2021, and as of January 2022, the manufacturing of 
modules was complete and site assembly was to begin [19]. The project is currently 
still in progress. 

The 2.4 m × 12.2 m (8 ft × 40 ft) modules for this pilot project are being 
manufactured by NRB Modular Solutions, using light-wood-frame structures similar 
to the modules fabricated for the City of Toronto Modular Housing Initiative. The 
selected project site has been acquired by the region for a future road widening 
project meaning that the micro-home development will need to be relocated to a 
more permanent site [20].



Prefabrication and Modular Construction—A Potential Solution … 505

3.1.4 John Howard Society (JHS) of Ottawa Supportive Housing 
(Carling Avenue) 

The John Howard Society of Ottawa was awarded the bid to build permanent afford-
able housing for Ottawa’s residents experiencing homelessness as part of the Rapid 
Housing Initiative in 2019. The Carling Avenue development will provide 40 new 
affordable housing units over four residential stories above a two-story concrete 
podium that will serve as the John Howard Society of Ottawa’s main office [8, 21]. 

The project broke ground in September 2020 but has unfortunately faced signif-
icant delays due to rising construction prices, material and labor shortages, and 
COVID-19 pandemic protocols. The current anticipated completion date for the 
development is March 2022 [8, 21]. The volumetric modules for the development are 
prefabricated off-site using a light-wood-frame structure including interior partitions, 
electrical and mechanical rough-ins, as well as unfinished gypsum board assemblies. 
The remaining construction, including fire alarm systems and gas distribution, is to 
be completed on-site once the modules are lifted onto the concrete podium by crane. 

3.2 Panelized 

3.2.1 Rapidly Deployable Northern House Prototype 

In 2016, researchers at the Natural Resources Canada Canmet Energy research center 
developed a prototype for a rapidly deployable flat-pack house for Northern Ontario. 
The prototype was developed in such a way that it can be assembled in under a week 
by hand; it does not require the use of a crane, tools, or fasteners and can fit entirely 
in a standard shipping container [22]. The prototype is a 7.3 m × 12.2 m (24 ft  × 
40 ft) free span structure with wall panels that can be placed anywhere within the 
structure. The roof and foundation systems are made up of light-weight steel trusses, 
while the exterior prefabricated wall panels are complete assemblies consisting of 
sheathing, vacuum insulation, and cladding, ensuring that minimal work needs to be 
done during on-site assembly [22]. 

3.2.2 City of London Affordable Housing (Baseline Road West) 

The City of London along with the Housing Development Corporation, London 
(HDC), is moving forward on an affordable housing development at 122 Base-
line Road West, London [7, 23]. The permanent four-story residential building will 
provide 61 new affordable housing units, including one, two, and three-bedroom 
units, for the city [7, 23]. 

The project received government funding from all levels including the CMHC 
RHI, provincial Social Services Relief Fund (SSRF), and municipal funding from 
the City of London and HDC [7, 23]. The project started in April 2021 and was
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initially set for completion by the end of the year; however, the move-in date was 
extended to February 2022 due to delays due to weather, supply chain challenges, 
and completing inspections within COVID-19 protocols [24]. 

A panelized modular approach was used where prefabricated steel frame panels 
were transported and installed on-site. The panels were not complete wall assemblies 
(i.e., including insulation, cladding, electrical, etc.) and required on-site assembly to 
complete the construction. Although the panels were not complete wall assemblies 
and required on-site work, the modular-type build allowed the construction crews to 
overcome these challenges (i.e., weather, supply chain, pandemic) and minimize the 
delays [24]. 

3.2.3 John Howard Society of Ottawa Supportive Housing (Lisgar 
Street) 

In addition to the Carling Avenue development, the John Howard Society of Ottawa 
is also building a four-story residence which will provide 28 new affordable units for 
women, with a focus on Indigenous women, experiencing homelessness [25]. This 
project is also funded by the Federal Government’s Rapid Housing Initiative as it 
aims to create more affordable housing for vulnerable populations [25]. The project 
was set to break ground in mid-2021 and set for completion by March 2022 [25]. 

The four-story residence will be built out of cast-in-place concrete and use a panel-
ized approach for the exterior walls to avoid congestion at the work site. The panels 
consist of a steel stud structure with an exterior sheathing and are manufactured off-
site. Once ready, the panels are shipped and upon arrival to the site are immediately 
hoisted into place. The remainder of the construction including interior finishing as 
well as electrical and mechanical systems will be installed on-site. 

3.3 Prefabricated 

3.3.1 YW of Kitchener-Waterloo Supportive Housing 

Motivated by the Rapid Housing Initiative, the YW of Kitchener-Waterloo assem-
bled a team of designers to provide 41 units of affordable housing in Kitchener in 
2021 [26]. The project is a permanent installation consisting of CLT panels, glulam 
columns, and panelized building enclosure modules. Modular construction was an 
obvious choice for the project since the funding source required accelerated construc-
tion times. The 27,000 m2 complex was constructed using CLT and glulam compo-
nents produced by Element5, a mass timber fabricator based in St. Thomas, Ontario 
[27]. The superstructure and modularized enclosure panels were assembled on a 
completed foundation to achieve an enclosed building in just 20 days [27].
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3.3.2 R-Hauz V6, R-Town, and R-Suite Projects (Mass Timber Avenue 
Townhomes and Laneway Suites) 

The suite of modular project ideas that have been produced by the Toronto-based 
R-Hauz group targets the “missing middle” size of housing developments in cities 
[28]. From laneway housing to mid-rise apartment blocks, the modular mass timber 
solutions bring more density to smaller neighborhoods in the city without introducing 
high-rises [29]. In 2021, the R-Hauz team completed their first constructed mid-rise 
project: a 2400 m2, six-story mixed-use building in the neighborhood of Leslieville. 
The ground floor of the building offers two storefronts, while the upper levels are 
rented out as apartments. This pilot project dubbed “V6” was constructed in 9 months, 
but the development team believes that their subsequent projects will be able to cut 
this time to just 6 months [29]. The housing market in Toronto is experiencing a 
demand beyond what current construction methods can accommodate. These R-
Hauz passivhaus-standard residential complexes come together in such a short time 
thanks to their modular construction techniques and offer a hope for supplying the 
units the city so desperately needs [28]. 

In 2018, the City of Toronto allowed for laneway housing development after years 
of lobbying from residents, planners, and architects [30]. Thus, in addition to their 
mass timber (prefabricated) projects, the R-Hauz team has applied light-frame wood 
panelized approach to this building type, dubbing them “R-Suites” with two-story 
prefabricated models ready to roll out [28]. The tight site constraints of laneway 
construction sites lend themselves to a panelized solution, which additionally helps 
reduce neighborhood disturbance, noise, and truck traffic due to shorter construction 
times. The R-Suite products are limited in their style variety, which means less 
uniqueness for an owner, but more rapid permitting times since the documentation is 
standardized and ready to file without modification [28]. As of January 2022, on-site 
assembly of the R-Suite pilot project began and was nearly complete within a day 
[28]. 

4 Discussion 

The projects across Ontario discussed in this paper have been evaluated as to what 
project factors drove the success of the project as shown in Table 2. The factors 
considered are listed in the columns of Table 2.

When applying modularity to a project, one must consider transportation costs 
and efficiency. The timeline and cost of a project may be reduced when prefabricated 
building components require fewer or smaller vehicles to transport them to site. 
Panelized building components as well as prefabricated units can be transported as a 
“flat pack” of components, while volumetric building modules cannot be condensed 
for transportation. Whereas the case studies that employed volumetric units were 
successful, their proximity to the manufacturer was relatively close. However, for 
remote locations, it may not be economically feasible to employ volumetric modules.
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Table 2 Case study success drivers 

Project Deployable Flat-packable Relocatable Government funded 

City of Toronto Modular 
Housing Initiative 

✓ ✓ 

Waterloo Region 
Alternative Housing 

✓ ✓ 

Oshawa Micro-housing 
Pilot Project 

✓ ✓ ✓ 

JHS Supportive Housing 
(Carling Avenue) 

✓ ✓ 

NRCan Rapidly Deployable 
House Prototype 

✓ ✓ ✓ ✓ 

City of London Supportive 
Housing 

✓ ✓ ✓ 

JHS Supportive Housing 
(Lisgar Street) 

✓ ✓ ✓ 

YW of Kitchener-Waterloo 
Supportive Housing 

✓ ✓ ✓ 

R-Hauz V6 ✓ ✓ 
R-Hauz R-Suite ✓ ✓

Therefore, the ability to transport building components in flat-packs is considered to 
drive the success of a project. 

The ability to relocate a modular structure is important when considering whether 
the structure is needed on a temporary or semi-permanent basis, so that when it is no 
longer needed, it may be relocated to another location where it can be reused. The 
majority of the projects discussed in this paper are permanent installations and cannot 
be relocated; while this makes sense for the types of buildings developed in these 
projects (i.e., providing permanent housing for people experiencing homelessness), 
there are benefits to developing housing that can be reused and relocated depending 
on how the demand for this housing type shifts over time. 

A significant success driver for housing projects with any level of modularity 
is government funding. These types of projects require more upfront costs in the 
design stage, thus having stable government funding ensures that the project remains 
on track and meets timeline goals, for example, the 1-year timeline set out by the 
federal Rapid Housing Initiative. 

As  shown in Table  2, there is a clear lack of relocatable (temporary, or semi-
permanent) modular housing projects being developed. Transportation efficiency is 
particularly important with temporary (relocatable) projects as the structure will be 
repeatedly packed up and transported. The ability to transport a structure as a “flat-
pack” is a factor that seems to be lacking in studied developments; this is likely due 
to most buildings being permanent installations rather than temporary (where this 
factor is most relevant).
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The CMHC announced a third round of funding for “Northern Access: Supply 
Chain Solutions for Northern and Remote Housing” with specific objectives of over-
coming the barriers of: long distances to get supplies and, extended shipping time-
lines, harsh climate and short construction season, and high cost of materials and 
skilled labors [31] further emphasizing the importance of developing “flat-pack” 
modular options along the likes of the NRCan Rapidly Deployable House Prototype 
[22]. The current study has shown that light-frame and mass timber were good candi-
dates for successful modular projects, and given the current climate change crisis, 
using sustainable and renewable materials such as wood is of the utmost importance. 
Whereas light-frame and mass timber have successfully been used in the current 
projects investigated, there are no real alternatives similar to the NRCan Rapidly 
Deployable House Prototype that can easily be assembled and disassembled [22]. 

For these types of projects (i.e., temporary or semi-permanent), it is important 
that the modular components are capable of withstanding loading associated with 
transportation and on-site assembly (i.e., lifting) more than once during their service 
life and to maintain structural integrity when re-assembled to resist standard gravity 
(e.g., dead, snow, live) and lateral (e.g., earthquake, wind) loads of the new site. While 
the projects investigated in the current paper have all been successful, they are for 
permanent housing and the type of connections used is most likely not adequate for 
disassembly and reassembly. Additional considerations to the type of material (e.g., 
light-frame wood, mass timber, steel) as well as systems (e.g., panels, volumetric) 
and their connections must be considered to improve the durability of temporary or 
semi-permanent housing. Although concrete would typically be considered due to its 
high-strength and damage-resistant capabilities, the self-weight of concrete makes it 
infeasible or unnecessary in smaller scale residential projects, particularly projects 
that require the transportation and assembly of pre-manufactured building elements. 
While steel would also be considered as the primary material for the walls and floors 
due to its durability and it being relatively lightweight, it does not directly align 
with the industry’s move toward more sustainable construction. Wood is light and 
sustainable in addition to successfully being implemented in several modular projects 
for permanent housing however, further research on the durability of the system 
(e.g., light-frame wood panels vs. mass timber panels), and the connection system is 
required to develop a durable system that can be assembled and disassembled several 
times over its service life while maintaining structural integrity once reassembled. 

The need for relocatable housing options stems from varying demand all over 
the province. Examples include temporary housing for remote communities in flood 
zones affected by climate change following an extreme weather (e.g., flood, hurri-
cane, fire) or deliberated event (e.g., blast) or even as a temporary affordable housing 
option as an intermediate step to buying a standard detached home. These housing 
demands require structures that can be deployed and assembled on short notice and 
for a limited time span; however, a structure that is relocatable, and not a single-
use temporary structure, can be disassembled and reused to accommodate for the 
inevitably ongoing temporary housing demand.
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5 Conclusions 

Based on the case studies discussed in this paper, a gap in the industry lies within 
relocatable housing. The need for the relocatable housing requires that the structures 
can be durable for assembly, reassembly, and transportation indicating that durable, 
but relatively light-weight materials should be used for the building components. 
Although wood is a light-weight material, further research is required to establish 
a preferred material type (light-frame wood vs. mass timber) and structural system 
with reusable connections. Further, transportation efficiency is key in ensuring the 
feasibility of a relocatable structure. A panelized modular approach provides the 
highest level of modularity, thus the least amount of on-site work without sacrificing 
the efficiency of transporting the structure, like a volumetric modular approach would. 

Nearly all projects discussed are permanent builds that fall within Southern 
Ontario and are dedicated to serving the housing crisis in more urban settings. Consid-
ering that the housing crisis spans the entirety of the province, the industry specifically 
lacks housing that can be readily deployed to other regions of Ontario, in addition to 
densely populated areas. The lack of temporary housing in more remote areas often 
stems from the effects of climate change (i.e., flooding, forest fires, etc.) indicating a 
need for rapidly deployable and relocatable relief housing to be available for use and 
reuse based upon demand. In more remote areas in Ontario (e.g., Northern Commu-
nities), large cranes, tools, and skilled labor may not be readily available meaning 
that any deployed housing structure should be easily assembled with minimal tools 
required. Therefore, more research is needed in providing a sustainable modular 
housing solution that can easily be assembled and is readily deployable to any region 
in Ontario. 
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Low-Rise Modular Structure Wind Load 
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Abstract Low-rise buildings represent the majority of commercial, residential, and 
industrial buildings. This raises the importance of accurately assessing the wind loads 
developed on their surfaces. Typical low-rise buildings can be designed using wind 
load obtained from methods provided by design codes. As for non-typical low-rise 
buildings, they require more sophisticated methods of wind load evaluation. In addi-
tion, with the increasing demand for healthcare space due to COVID-19, the urge to 
meet the space demand calls for immediate action to overcome this issue. When it 
comes to construction, the conventional method may not provide a prompt solution 
to the urgent need for healthcare space. This highlights the importance of utilizing 
advanced construction methods (e.g., modular construction) to respond to such prob-
lems. Modular construction relies on the use of prefabricated units that can be assem-
bled on-site to form different types of structures. The application studied in this paper 
primarily focuses on the use of modularly constructed structures to provide healthcare 
space. Since modular buildings are typically of irregular layout low-rise buildings, 
wind load distribution can be complex compared with typical structures; thus, the 
expected wind load on different modules within the layout may vary. Accordingly, 
this paper demonstrates the non-typical wind distribution developed on a modularly 
constructed hospital. The computational fluid dynamics (CFD) method is utilized to 
evaluate wind loads developed on a non-typical layout. Based on the study results, 
critical forces developed on surfaces were found to be different depending on the 
module’s location within the layout. Different corners, edges, and internal modules 
are examined in this study. The results of this study can be further used to design 
different grades of modules; thus, achieving better usability of materials. 
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1 Introduction 

Modular structures have been attracting significant attention from the construction 
industry. They provide many advantages over conventional structures due to their 
speedy delivery, safer construction process, less material wastage, and sustainability 
[10]. Modular construction is a technique that involves the prefabrication of major 
structural components in an off-site location, then transported and assembled on-site 
to form various types of structures. This helps improve the efficiency of the construc-
tion process and ensures the quality of structures [2, 6, 10, 15]. Different materials 
(i.e., steel, concrete, timber, and composite) can form different structures (i.e., low-
rise, high-rise, and bridges), highlighting their adaptability to the project scope. When 
it comes to modular buildings, three different types can be utilized depending on the 
project, which are componentized, panelized, and volumetric modules. In general, 
all building projects are typically constrained by cost limitations, which is reflected 
in the decisions of designers and construction professionals. The cost has three main 
aspects, which are material, labour, and time, where prefabricated buildings provide 
reduction to all three. With the increasing demand for hospital beds due to COVID-
19, modular buildings can be a suitable solution as they can be deployed rapidly 
and provide the healthcare system with the space needed to serve patients. A recent 
case where this technology has been adopted is Wuhan Thunder God Mountain 
hospital. Chen et al. [2] reviewed the accelerated design and construction methods 
utilized in the hospital’s construction. The hospital consists of modular composite 
buildings finished product to reduce the workload of field operations and save time, 
which in turn provided a capacity of 1500 beds for COVID-19 patients, with the 
project taking a little more than ten days to complete. The project adopted a volu-
metric light steel structure skeleton and steel composite panels, with the mainframe 
beams and columns made of cold-formed steel welding. Many studies have focused 
on the structural aspect of modular buildings covering materials, connections (inter 
and intra), and types of modules. For instance, [9] performed numerical analyses of 
corner-supported modular buildings under wind actions using concrete-filled steel 
tubular columns, laminated double beams, and integrated concrete slabs in a 12-story 
modular building. The study determined that this type of composite modular building 
can effectively improve the structural performance of modular buildings with an 
average increase of 21% in elastic stiffness and 33% in the maximum capacity under 
lateral load compared with hollow steel sections. Another study conducted by Zhang 
et al. [14] focused on the mechanical property tests on full-scale assembled light 
steel modular buildings, consisting of the bottom frame and top frame connected 
with columns and high-strength bolts. In the vertical capacity test, the modular unit 
failed due to the excessive flexural–torsional buckling of the four columns, which is 
the typical primary buckling mode. As for the bottom frame, it remained in the elastic 
stage indicating good deformation capacity and weak rigidity. Another example is 
the study conducted by Wang et al. [13], which aimed to test the seismic perfor-
mance of the assembled light steel modular building based on joint stiffness analysis. 
The study was carried out through quasi-static loading using the finite element to
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perform stiffness analysis of the intra-modular and inter-modular connections. The 
study determined through the quasi-static test that the weld fractures at the connec-
tion between the ceiling beam and the corner fitting near the loading end decrease 
the bearing capacity, highlighting the importance of the connection quality. As for 
the ductility and energy dissipation for temporary buildings, capacity can be guaran-
teed; as for permanent modular structures, the performance is less. Gatheeshgar et al. 
[6] studied the development of affordable steel-framed modular units focusing on 
the enhancements of healthcare, structural, and fire performance. The study focused 
on weight optimization for cold-formed steel joists in varying shapes, with results 
showing weight per unit length reduction of up to 24% without compromising the 
structural capacity. As for their intra connection, a novel cut and bend method was 
introduced to improve the faster jointing method. Strap bracing is also used for lateral 
stability. As for healthcare performance improvement, modular breathing panels are 
utilized in the corner post modules as sidewalls to improve indoor air quality. As 
for the fire improvement, cold-formed steel joists can be utilized to control the heat 
transfer through the panels by increasing the heat insulation of the material. In another 
related aspect, a study conducted by Gbadamosi et al. [7] focused on isolation space 
creation for COVID-19 patients. Different spaces are analyzed in this case, including 
self-isolation at home, isolation at regular hospitals, epidemic hospitals, retrofitted 
buildings, temporary mobile cabins, and newly constructed temporary hospitals for 
COVID-19. The study is based on a mixed-method approach, which involves the 
analysis of secondary quantitative data and the qualitative review of literature on 
COVID-19. The study’s outcome determined that the most effective methods of 
controlling the spread are through isolation at temporary mobile cabins or isolation 
at newbuild COVID-19 hospitals. Suleiman et al. [11, 12] conducted a study exam-
ining the propagation of mouth-generated aerosols within a modular room. It was 
determined that the main factors impacting the aerosols’ final destination within a 
modular room are the air changes per hour rate and the flow path between the inlet and 
the outlet. Based on the literature, the main factors for designing modular buildings 
for COVID-19 patients are cost, efficiency, and structural performance. As for the 
cost, different modules grades can be proposed to reduce the cost and material usage 
through a multi-unit modular building. These grades can be categorized based on the 
location within the multi-unit layout of the structure, which will, in return, impact 
the developed load on the modules. The current study provides a detailed analysis 
of a multi-unit layout based on the forces developed on different modules surfaces 
due to wind loads. Peak forces are then compared, based on their location within the 
layout, to provide an understanding of how the location can impact the force devel-
opment on the modules. The results can be further used to design different grades 
of modules, thus reducing the cost and materials used. Section 1 of this paper (this 
section) covered the literature review for the use of modular construction in various 
applications. In contrast, Sect. 2 covers the numerical model details, including the 
validation model’s details concerning the geometry and physics adopted. The multi-
modules layout is examined, and its geometrical details are presented in Sect. 3. 
Section 4 summarizes the results obtained after running the models highlighting the 
significant data, and finally, Sect. 5 concludes the summary of this paper.
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2 Numerical Model Details 

A study conducted by Ho et al. [8] involved a comprehensive quality check of data 
obtained through experimental wind-tunnel testing compared with full-scale models. 
Parameters such as roof slope, building height, and building plan dimension are 
examined for different wind angles of attack. Mean pressure coefficient and root 
mean square (RMS) pressure coefficient values obtained through wind-tunnel testing 
are then compared with the corresponding numerical models. A validation simulation 
of CFD techniques is performed to assess the fidelity and accuracy of the numerical 
technique covered in Sect. 2.2 of this paper. As for the procedure, it starts with 
extracting the force–time history for each module within the layout, then identifying 
the critical forces within each force–time history obtained, followed by picking the 
most critical force within different wind angles of attack, and categorizing modules 
based on the critical wind forces, as shown in Fig. 1. 

Fig. 1 Procedure of 
obtaining critical forces on 
modules
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2.1 Building Geometry and Details Adopted in the Validation 

A gable roof building with a roof slope of 1:12 and plan dimensions of 38.1m×24.4m  
with a roof reference height of 7.32 m in full-scale using a wind angle of attack of 
270◦ is used in the validation of the numerical model. As for the probes where the 
mean Cp and RMS Cp are collected, they are located across the roof, and they consist 
of 14 probes distributed on the roof surface, as shown in Fig. 2. The mean velocity and 
turbulence intensity profiles are generated to match an open-terrain exposure with a 
roughness height (Zo) of 30 mm with a reference velocity of 37.6m/s at the height 
of 10 m in full-scale. The wind-tunnel experimental study adopted a length-scale 
and time-scale of 1:100 and 1:25, respectively. The velocity and intensity profiles 
used in the case study matched with the wind-tunnel experiment using Eq. (1) for  the  
mean wind velocity and Eq. (2) for the wind turbulence intensity in the longitudinal 
direction. 

U (z) = U ref

(
z 

zref

)1/α 
(1) 

Iu = cu
(
zref 
z

)bu 

(2) 

The constants of the equations are obtained through parameters optimization, 
where the value of 1/α is determined to be 0.13, as for the U ref, it is obtained from 
[8], and it is 37.6m/s in full-scale at reference height (zref) of  10 m. As for  the  
intensity profile, a known intensity at a select height is used as a reference to obtain 
the values of bu and cu , where the adjustment parameters are optimized to minimize 
the overall error in matching the target profile. The values obtained for the cu and bu

Fig. 2 Full-scale geometric details of the validation model 
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(a) (b) 

Fig. 3 a Mean wind velocity profile adopted in the wind-tunnel experiment compared with numer-
ical and b wind turbulence intensity profile adopted in wind-tunnel experiment compared with 
numerical 

are 0.183 and 0.17, respectively, yielding an overall error of 3.64%. The profiles are 
matched as shown in Fig. 3a, b, respectively. 

2.2 Numerical Details of the Validation Model 

Based on the geometry explained in the previous section, STAR-CCM+2020.2 
(15.04.008-R8) is used to perform a wind simulation following the large eddy 
simulation (LES) turbulence modeling. Consistent discrete random flow genera-
tion (CDRFG) [1] is used to generate the inflow turbulence following the procedure 
described in [4, 5]. A computational domain of dimensions of 2.1m× 3.5m× 0.5m  
(in model scale) is used to perform the simulation, as shown in Fig. 4. The building is 
placed 0.6m  away from the inlet, and results collection started after 1000 time-steps 
to ensure the flow stabilization. As for the boundary conditions, the front wall is 
assigned as a velocity inlet, while the back wall is an outlet, sides and the roof of the 
computational domain are assigned as symmetry plane, while for the ground, it is set 
as a no-slip wall, as shown in Fig. 4a. The computational domain is discretized into 
two zones based on the hexahedral mesh cell. Zone 1 adopted a base mesh size of 
15 mm, while zone 2 had dimensions of 0.5m  × 0.95 m × 0.25 m, adopted a mesh 
size of 7.5mm  yielding 1.36 M cells, as shown in Fig. 4b.

The simulation duration used is 10 s (in model scale) with a time-step of 0.5 
milli-seconds with total time-steps of 20,000. The time-step is selected based on 
the velocity scale and the minimum cell size to satisfy the Courant-Friederichs-
Lewy (CFL) number below unity to ensure the solution convergence [3]. As for the 
reference pressure used to calculate Cp, a pitot tube probe is placed in the domain at 
the midpoint of the inlet before the building at the height of 0.48 m. After running 
the validation model, the mean pressure coefficient (Cp) and RMS Cp across the 
ridgeline are compared as shown in Fig. 5a, b, respectively. The validation model 
results show a good agreement between the reading of Cp in the wind tunnel and the 
numerical method utilized in this paper. Mean Cp results showed an error of 6.91%, 
as for the RMS Cp, it demonstrated an error of 17.32%.
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(a) 

(b) 

Fig. 4 a Computational domain and boundary conditions adopted in the validation and b mesh 
discretization of the validation model

Fig. 5 Comparison of a mean Cp, b RMS Cp using CFD and wind-tunnel experimental testing 

3 Case Study 

This section utilizes the same physics adopted in the validation section to be used 
with a fishbone-like building layout of modular buildings adopted in Wuhan Thunder 
God Mountain hospital as discussed by Chen et al. [2] to obtain forces developed on 
their surfaces. Results can be further utilized to design different grades of modules
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to be adopted in the locations tested. Seven wind angles of attack are considered, 
which are 0◦, 15◦, 30◦, 45◦, 60◦, 75◦ and 90°. Since multi-modules building consists 
of single modules with a footprint of 3.0m  × 6.0m  with 4.0m  height as shown in 
Fig. 6a, a fishbone layout is to be examined in CFD to determine the wind forces 
developed on different surfaces distributed at select locations as shown in Fig. 6b. 
Four corner modules, four internal modules, and six edge modules are examined. 

As for the computational domain for the multi-modules building adopted in the 
numerical model, a rectangular block of size 3m  × 5m  × 0.5m  is used to perform 
the simulation. The building is placed 0.8m  away from the inlet, and data collection 
starts after 2000 time-step to ensure flow stabilization. The front wall is assigned as a 
velocity inlet, while the back wall is an outlet, sides of the computational domain and 
the roof are assigned as symmetry plane, while for the ground, it is set as a no-slip 
wall as shown in Fig. 7. 

(a) (b) 

Fig. 6 a Full-scale geometric details of a single module, b full-scale geometric details of multi-
modules building 

Fig. 7 Computational domain and boundary conditions multi-modules building
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Fig. 8 Mesh discretization of multi-modules buildings 

The computational domain of the multi-modules building is discretized into three 
zones based on the hexahedral mesh cell. Zone 1 adopted a base mesh size of 50 mm, 
while zone 2, with dimensions of 1.9m  × 2.5m  × 0.3m  adopted a mesh size of 
30 mm. Zone 3 consists of the building itself with a mesh size of 2.5mm  yielding 
0.9M  cells, as shown in Fig. 8. The simulations duration is 6 s, with a time-step 
of 0.25 milli-second, with three inner-iterations, and a total of 24,000 time-steps. 
Data collection of forces starts after 2000 time-steps to establish flow stabilization. 
The time-step is selected based on the velocity scale and the minimum cell size 
to satisfy the Courant-Friederichs-Lewy (CFL) number below unity to ensure the 
solution convergence [3]. 

4 Results and Discussion 

After running all the models, the force–time history of each module within the layout 
is extracted to find the critical forces developed on its surfaces. Since different wind 
angles of attacks are examined, the most critical force is selected as a peak design 
force for each direction (i.e., X, Y, and Z). The X-direction is chosen to be in the 
longer span direction, while the Y-direction is in the shorter direction as shown in 
Fig. 6a. As for the wind angle of attack 0◦ and 90◦, the force values are the resultant 
on those surfaces, thus making them the values experienced by the modules. Unlike 
when the wind angle of attack is 15◦, 30◦, 45◦, 60◦ and 75◦, in these cases, the only 
force that can be utilized from the force–time history is the force in the Z-direction. 
As for the forces in the X-direction, and Y-direction, the resultant forces are found 
through resolving the forces reported in those directions. Force–time histories are 
reported in model-scale; to convert them to full-scale, forces are multiplied by a force 
scale of 160,000. Figure 9 shows a time history for module C4 in the X-direction 
from wind angle of attack of 30◦ from 0.5 to 6 s.

Since there are four corner modules, six edge modules, and four interior modules, 
the developed wind-induced loads are expected to be more critical in those corner
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Fig. 9 Force–time history of module C4 in the X-direction with a wind angle of attack of 30◦

and edge modules. As for the internal modules, the critical forces are expected to 
occur in the Z-direction. The results summarized in Fig. 10 show the forces in X, 
Y, and Z directions. To categorize the grades of the modules, a comparison between 
the corner modules is conducted to determine the most critical to be used at corner 
locations. As for the edge modules, forces developed on them are compared with the 
corner ones. The critical loads can be used at all edge locations in the layout. As for 
the internal ones, the only comparison is in the Z-direction to the corner and edge 
modules since they experience little to no force in the X and Y wind directions. Based 
on the results, corner modules experience higher forces in X and Y wind directions. 
This can be attributed to the larger area of flow separation corner modules experience. 
For example, module C4 experienced the largest X-direction wind force of 100 kN 
compared with the corner modules under all different wind angles of attacks. As 
for the largest Y-direction wind force, it was developed on module C1 with a value 
of 103 kN. As for the  Z-direction for the corner modules, the largest force was 
experienced by module C4 with a value of 74 kN, and this is the largest Z-direction 
force experienced by any modules tested. As for the edge modules, the module that 
experienced the largest force in the X-wind direction is module E2, with a value of 
96 kN, which is 4% less than the largest force developed on corner modules. As for 
the Y-direction wind experienced by edge modules, the largest force developed on 
module E1 with a value of 93 kN, which is 10% less than the largest force developed 
on corner modules. Based on these findings, modules located at corners can be further 
reinforced against the straining actions caused by increased surface exposure, as they 
experience the most critical forces in the X-wind and the Y-wind directions. As for 
the edge modules, they tend to experience weaker forces than corner modules due to 
having less exposure to wind pressure. Thus, their design forces can be reduced to 
reduce the material used. As for internal modules, their design can be reduced further 
since they experience critical forces in Z-direction mainly. These observations can be 
further investigated by examining a single module under wind load to obtain forces 
developed on its surfaces. They can then be compared with the different module 
locations to determine the impact of the location on the module’s design force.
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Fig. 10 Forces developed on modules in a multi-module layout 

5 Conclusion 

The modular construction technique is an effective solution to the conventional 
construction challenges when it comes to healthcare space. There have been many 
studies concerning the structural optimization of the modular structure, but further 
studies are needed to investigate the impact of the lateral load (e.g., wind load) on 
modular structures. Based on the challenges proposed, a case study is conducted 
on a multi-modules building with a fishbone layout, including seven wind angles 
of attack, to obtain force–time history acting on the modules’ surfaces. Peak forces 
developed on surfaces are extracted to get the design forces. Based on the results, 
it is determined that corner modules experienced the largest peak forces in all wind 
directions (X, Y, and Z). Edge modules experienced 5 and 10% less force than the 
corner module in the X and Y direction, respectively. The results highlight the impor-
tance of obtaining peak forces on modular buildings since the pressure distribution 
can be hard to predict, especially within complex layouts since they can consist of 
a large number of modules, thus highlighting the importance of categorizing the 
modules based on grades. The forces obtained can then be used to design modules 
with different grades based on the module location within the studied layout. 
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Abstract Traffic signal retiming and coordination play a significant role in traffic 
management, especially when the traffic incidents disrupt the network. Many 
researchers have developed artificially intelligent (AI) traffic signal controllers based 
on goal-oriented machine learning frameworks to try and optimize network perfor-
mance. However, previous efforts have lacked the means to evaluate these networks 
under traffic incident conditions. To make these AI traffic signal controllers more 
robust, current research needs to consider AI traffic controller performance under 
traffic incidents and accompanying emergency response. Obtaining field incident 
data and converting into inputs for simulation models to evaluate these machine 
learning models has been a huge hurdle because it is expensive, time-consuming, 
and sometimes even unfeasible. This paper provides an integrated traffic incident and 
response simulation tool for a grid network made in Simulation of Urban MObility 
(SUMO) to overcome this gap. The tool includes random traffic incident generation 
(location and duration), incident detection, random emergency vehicle generation, 
and emergency vehicle dispatching. With this tool, users can simulate a road network 
with traffic incidents and emergency vehicle response to produce substantial amounts 
of data for training robust reinforcement learning models. In addition, this tool will 
save future researchers and practitioners both time and effort in testing the impact of 
their proposed AI traffic control models and allow for a more complete evaluation 
of performance. 
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1 Introduction 

Traffic engineers primarily use simulation to establish confidence in innovative traffic 
signal timing concepts. Simulation establishes confidence by characterizing the field 
network, collecting traffic demand data, and testing potential signal retiming poli-
cies to analyze network performance (e.g., average vehicle delay). Traditionally, the 
person setting up the simulation must manually provide the potential signal timings 
for the time period(s) being considered in a simulation. However, reinforcement-
based machine learning methods make it possible for the simulation (i.e., AI traffic 
controller) itself to analyze the traffic conditions at hand and pick an optimal signal 
timing to minimize delay, maximize flow, etc. Previous work has studied AI traffic 
signal controllers and a variety of control techniques have been tested through traffic 
simulations, but none have considered how their proposed AI traffic controllers 
function under traffic incidents and emergency response conditions. 

At their core, reinforcement learning algorithms explore the relationship between 
an agent’s actions (AI traffic controller) and its evolving environment (traffic condi-
tions) by trial-and-error methods. Feedback from the environment measured by so-
called rewards (delay, flow, etc.) can help the agent adjust its behavior to achieve 
more rewards in the future. The AI traffic controller can learn from its interaction 
with the environment, but an optimal response requires a large amount of experi-
ence that covers virtually all possible incident situations, so that AI controller has 
sufficient signal timing options to pick from. A field implementation of an AI traffic 
controller without sufficient experience would be disastrous. At the very least, an AI 
traffic controller should perform better than existing canned signal timing plans both 
with and without traffic incidents. 

The next generation AI traffic signal control system are far from field application 
since many aspects, including traffic incidents, have not been tested thoroughly. 
One major reason AI traffic controllers have lacked testing under traffic incident 
conditions is that collecting field network data for validating proposed models is 
expensive and time-consuming. In general, most researchers cannot viably collect 
historical traffic incident and emergency vehicle response data. Therefore, we provide 
a Python extension for SUMO to allow microsimulation of an AI signal control 
system in a network experiencing incidents randomized in both time and space. This 
tool provides an inexpensive and practically feasible traffic simulation solution that 
allows the evaluation of an AI traffic controller under traffic incident and response 
conditions. 

We begin by highlighting existing efforts in developing the next generation 
traffic signal control systems and available simulation software with traffic inci-
dent/response capabilities. Then, we describe the extraordinary features of SUMO 
and the framework we used to extend SUMO with a traffic incident/response module 
coded in Python. Lastly, we present the experiments conducted to show the use of 
the extended module.
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2 Related Work 

Traffic signal retiming plays a significant role in improving the network performance 
when traffic incidents occur. To maintain efficiency in operations, traffic simulations 
have been commonly adopted to test potential traffic signal timing policies before 
field implementation. Liu and Hall proposed a Windows operating system-based 
computer simulation software for simulating highway traffic incidents, as well as 
emergency vehicle dispatching [1]. The software only can consider traffic delay 
and cannot capture queue spill backs. While this software can help researchers and 
practitioners to broadly understand the impact of traffic incidents and determine 
the emergency dispatch strategies, it has several key limitations. This software only 
applies to highways, so users cannot simulate traffic signals contained within local 
networks. 

Ozbay and Bartin developed a complete traffic incident simulation tool using the 
Siman language to generate incidents in the network and to send emergency vehicles 
to respond accordingly [2]. Their proposed simulation tool was tested with both 
real network and real-world data, and allows the user to evaluate various Traffic 
Incident Management (TIM) strategies to reduce the impact of traffic incidents in 
the network. However, the data scientist and machine learning modeling field rarely 
use the Siman programming language these days. Most of the advanced and latest 
machine learning methods are written in Python, which means the users who wish 
testing their advanced TIM strategies will know and prefer the Python over Siman. 

Based on the cell transmission model, Ozbay proposed the Rutgers Incident 
Management System (RIMS) to simulate the traffic incidents and to test various 
incident response strategies [3]. The results indicate that implementing an Inci-
dent Management System could significantly reduce the traffic delay triggered 
by a traffic incident in the network. However, this tool lacks traffic signal timing 
because it is based on the cell transmission model, and therefore not appropriate for 
microsimulation. 

A simulation-based method was proposed to test traffic incident management 
strategies in Visual Interactive System for Transport Algorithms (VISTA), a dynamic 
traffic assignment (DTA) embedded tool [4]. This DTA tool offers the opportunity 
for modelers to accurately estimate the impact of the traffic incidents by considering 
the dynamic change of road capacity and travel time, where static traffic assign-
ment models fail to perform. The researchers extracted network and traffic demand 
data from the Chicago Area Transportation Study and various incidents in terms of 
locations and durations were simulated around I-94. Inside of the simulation, the 
researchers adjusted multiple surrounding traffic signals based on Webster’s formula 
so that the green time would split to accommodate the change in traffic flow pattern 
once the incident occurs. The researchers analyzed the incident response actions, 
such as closure of a certain number of ramps upstream of the incident location, to 
find the best traffic delay alleviation strategies. The idea of this research is to preplan 
the traffic incident management strategies and take corresponding incident response 
actions once the incident occurs. This method might work fine when the incident
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locations are fixed and traffic demand patterns are predictable. However, due to the 
complexity of the network and scale of inputs, including traffic demand, network 
characteristics, and existing traffic signal control methods, in reality it is hard to find 
the optimal traffic incident strategies within a short period of time with just human 
intervention. 

The traffic signal control field has adopted reinforcement learning methods to 
improve signal retiming efforts. The main advantage of the reinforcement learning 
methods is the use of deep neural networks, to perform approximation of the inputs 
from the environment and estimate the cumulative long-term expected rewards with a 
model-free method. A model-free method does not know anything about the specific 
dynamics of the environment like a model-based method would, and evaluates actions 
through trial and error. To achieve accuracy in the high-level function approximation, 
the reinforcement learning method requires substantial amounts of data look back 
on and learn from. 

Common limitations of existing traffic incident simulation tools are: 

• Tools have not been maintained or published, making it difficult for other users to 
find and replicate the experiments or design new experiments to test traffic signal 
control strategies. The traffic control modeling field would benefit from a free and 
open-source simulation software. 

• The existing tools cannot generate a test network and associated traffic demand, 
which would minimize the costs of preparing the base scenario. 

• The scale of existing inputs is not enough to train machine learning models for 
field deployment. Most existing experiments use a single or multiple real data 
points to simulate the traffic incident environment. 

• The functions in the existing tools are not comprehensive enough to test proposed 
strategies from different angles, including vehicle rerouting and traffic signal 
timing. 

• The existing tools are not available for multi-cross platforms, preventing the use 
of high-performance computing advantages these days. 

• The simulation environment is closed, meaning it is hard for the users to customize 
and extend it to other languages like Python. 

• Measures of effectiveness (MOE) are limited and do not match up with the 
network performance measurements used nowadays, where consideration of 
vehicle emission and fuel consumption are required. 

• Manually generating test networks, traffic demand, and incident occurrence are 
not efficient for training machine learning algorithms for traffic signal retiming. 

To develop robust AI traffic control systems, we need a simulation testbed that 
incorporates traffic signal retiming and a traffic incidents/response system. The 
purpose of this work is to provide a highly automated process to generate random 
traffic incidents in a network, as well as the corresponding emergency service vehi-
cles as an extension of the existing popular microscopic traffic simulation software 
called SUMO. Key components in the extension include random traffic incident 
generation, traffic incident detection, emergency service vehicle generation, and 
emergency service vehicle dispatching. By conducting simulations in this kind of
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setting, researchers can test new traffic signal control methods, while considering 
the traffic incidents in the network and tune them for field application. 

3 Traffic Incident/Response Module 

SUMO is an open-source microscopic traffic simulator developed and maintained 
by the German Aerospace Center [5]. It is portable and works on various operating 
systems, including Windows, Linux, and MacOS. Since SUMO works with Linux 
systems, researchers can easily implement it using high-performance computing 
machines, which will significantly reduce simulation run time for a large-scale 
implementation. 

SUMO provides a TCP/IP protocol method of retrieving and controlling the simu-
lation by using the Traci library. The Traci library allows users to obtain real-time 
traffic information, such as vehicle location and speed, traffic signal phase and dura-
tion, network delay situation (e.g., queue length for a specific lane), etc. It also allows 
the user to offer input to change the parameters in the simulation, such as number 
of vehicles stopped. Traci allows users to implement traffic control algorithms via 
Python scripts, which greatly reduces the script preparation time and improves the 
efficiency of implementation. Users can easily choose the functions in Traci to realize 
the things they plan to test. 

SUMO simulation requires at least two files, including network file and route file. 
The network file defines the road network, including intersections, edges, connec-
tion rules, and traffic signals. There are several common types of traffic signals 
provided in SUMO, including pretimed, actuated, adaptive, and other more advanced 
(self-organized traffic signals) control frameworks. The user can define detectors, 
including loop, area detector, etc. and customize the traffic control algorithms as 
needed, including the reinforcement learning traffic signal control methods. 

3.1 Network Preparation 

As another benefit, SUMO provides a network generation library (NETGENERATE) 
that allows users to easily build a grid-like network. With this library, users can 
determine the number of intersections in horizontal and vertical directions within 
the network. Users can also choose the number of lanes and length of each approach 
for each intersection. In addition, users can add pretimed traffic signals to the target 
intersections in the network. The tool provides a way to set up the cycle length, left 
turn protection phases, green split, yellow time, and all red time durations to mimic 
practical applications.
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3.2 Demand Preparation 

SUMO provides another important and useful Python script to prepare traffic demand 
randomly based on the developed network, which is especially users for circum-
stances where it is not possible to get real-life demand data. This way, users can 
focus on evaluating a more generalized traffic signal control algorithm and cannot 
worry about spending time collecting field data. The tool allows users to set the 
ratio of internal and external traffic demand. In this study, we assume that all traffic 
demand is external traffic by making the ratio between through and internal traffic 
demand an extremely large integer. This large integer effectively means that all the 
traffic is starting and ending from the fringe of the network. The trip table saves as 
an XML file so the user can easily repeat experiments. 

SUMO is also commonly used to generate the traffic demand by dynamically 
adding vehicles to the system. However, the issue with this method is that SUMO 
also calculates the shortest path in the network dynamically, so traffic can easily adapt 
and detour around the incident location and the overall impact of the incident on the 
network might be underestimated. To isolate the effect of the traffic signal retiming 
provided by the AI traffic controller, we need to lock the traffic paths so that when 
there is a traffic incident in the system, the traffic does not automatically shift paths. 
While in reality travelers would shift routes to avoid being stuck in a long queue 
in the network, we assume that no travelers change paths for two reasons. First, the 
benefits of optimizing the signal plan based on the AI traffic signal controller need 
to be calculated. If the travelers are allowed to shift paths, the net benefits of signal 
plan optimization are difficult to quantify. The other reason is the ratio of travelers 
who shift paths and remain on original ones relate to the traffic demand pattern and 
characteristics of intersections, which are also hard to quantify for this particular 
research. Therefore, this effort uses the first method mentioned above and edits the 
original traffic demand file (XML format) to add traffic incidents, including incident 
locations, incident durations, and emergency vehicle response. 

3.3 Incident Simulation in SUMO 

SUMO provides three methods to simulate traffic incidents in the network: (1) Stop 
a car at a designated location for a specific period (2) Reduce the road capacity 
of associated lanes (3) Reduce the design speed of the associated road edges. In 
SUMO, there are several important concepts of network components. Edge defines 
the approach of the intersection, and an edge includes a certain number of lanes. The 
lanes are named based on the edgeID and lane index. The easiest and most realistic 
way to simulate traffic incidents is the first option. Option 1 will require editing the 
route file with one line of code to reflect the stop of an incident vehicle. Figure 1 
shows the added traffic incident information in the route file. In this example, the
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Fig. 1 Settings of stopping vehicle in route file 

vehicle with ID 2 will stop at Lane “C2C1_1” 20 m from the end of this lane for 
1500 s. 

3.4 Emergency Service Vehicles Simulation in SUMO 

In addition to the incident vehicle generation, we also generate emergency service 
vehicles in the simulation once the traffic incident is detected. During normal traffic 
movement, no vehicle will stop at a location for a long period of time, which is 
a user-defined time threshold (e.g., 5 min). Once the system has detected that a 
vehicle is stuck in the network for more than a specific period of time, the emergency 
service vehicles are generated and dispatched to that location. Users can choose the 
number of emergency service vehicles to reflect real-life emergency response, such 
as multiple police cars and EMS vehicles. 

When first dispatching emergency response vehicles, we realized that it is not 
always possible for all the vehicles to reach the incident location due to heavy traffic 
congestion. To overcome this issue, we decided to edit the emergency vehicle length 
to represent multiple emergency service vehicles being needed. The default length 
of per emergency service vehicle is 7.5 m, including 5 m for the vehicle length and 
2.5 m for the clear space. For example, if 3 police cars and 1 EMS vehicle are required 
to deal with a traffic incident, a total of 4 emergency service vehicles, then a vehicle 
with length of 30 m will be generated and dispatched in the simulation. The extra 
long vehicle will block a total of 30 m in the incident lane to reflect the combination 
impact of multiple emergency services vehicles in practice. 

The route of the emergency service vehicle is defined before it is dispatched into 
the network. To generalize the implementation of emergency vehicle response, we 
randomly select an origin for its route from the fringe of the network. The destination 
of the route is the incident edge. During the incident response service, the emergency 
vehicle will occupy the lane next to the incident vehicle. For example, if the incident 
vehicle stops at the middle lane of an edge and there are three lanes for this edge, the 
emergency service vehicle will randomly stop in either the first (straight and right 
turn lane) or the third lane (left turn lane in our experiment) of the same edge. The 
emergency vehicle will arrive at the incident location after the incident vehicle has 
been detected and then the emergency service vehicle will stay stopped for the same 
duration as the incident vehicle. Once the emergency service vehicle completes its 
service, it will finish its route and reach the intersection of the destination edge.
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Fig. 2 Pseudocode for the simulation framework 

In Traci, the function to generate a route based on the origin and destination 
edges is traci.simulation.findRoute(origin_edge, destination_edge). Once the two 
parameters are given, the function will find a feasible and the shortest route in the 
network. The route information can be called to show the edges used in this route by 
calling the route.edges property. 

To dispatch the emergency service vehicle in the system, the function 
traci.route.add(routeID, route_edges) needs to be called to add the edges of the 
emergency service vehicle route into the route file. The emergency service vehicle 
then can be added to the route file by calling traci.vehicle.setStop(vehicle_id, route_ 
edges, stop_lane_index, stop_duration). Users can customize the traffic signal to give 
emergency service vehicle priority, so that they can arrive at the incident location as 
quickly as possible. 

For a two-lane edge, the whole edge will be blocked by both the incident car and 
emergency service vehicle, while for a three or more-lane edge, two lanes will be 
blocked and capacity will be reduced significantly. We examined the impact of only 
considering the incident vehicle without the emergency service vehicle in the system 
and the impact on delay is significantly different, showing that accounting for the 
emergency service vehicles in the system will produce a more realistic picture. 

The pseudo code for the simulation is shown in Fig. 2 to show the simulation 
logic. 

4 Simulation Procedure 

Once the network and traffic demand are prepared, the customized incident Python 
script will read the route XML and randomly select a vehicle to generate a traffic 
incident. Then, the simulation starts and once the incident vehicle is detected in 
the network stopping for more than 5 min (or any user-defined threshold), emer-
gency service vehicles will be generated by calling DISPATCH_EMERGENCY 
VEHICLE() function. Blue is the default color of the emergency vehicle and the 
total length is the number of emergency service vehicles needed to respond to the
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incident multiplied by 7.5 m. Therefore, the incident vehicle will be shown in red and 
the emergency service vehicle will be shown in blue when viewing the animation of 
the simulation process. 

In Fig. 3, a 4  × 4 grid network is shown as well as the incident vehicle and 
emergency service vehicle. Figure 4 shows a larger view of the incident vehicle 
(RED) and emergency service vehicle (BLUE). 

The developed incident generation and emergency service vehicle response 
Python script is published in the following GitHub https://github.com/Flexing920/dis 
sertation/tree/main/tests/tl/dissertation. The network directory includes a 4 × 4 grid  
network generated by calling the NETGENERATE command. The main functions for 
incident generation and emergency service vehicle response are in incidentRoute.py 
located in the root directory of this GitHub repository. The current Python script 
is for single traffic incident preparation. Users could extend it to include multiple 
incidents as needed.

Fig. 3 4 × 4 grid network with traffic incident

https://github.com/Flexing920/dissertation/tree/main/tests/tl/dissertation
https://github.com/Flexing920/dissertation/tree/main/tests/tl/dissertation
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Fig. 4 Example of the incident vehicle (red) and emergency service vehicles

5 Implementation 

Running the NETGENERATE module provided by SUMO will generate a 4 × 4 
grid network. All the parameters as well as their meaning can be found in Appendix 
1. The user can prepare traffic demand for the 4 × 4 grid network by running the 
trip generating Python script in SUMO. Some of the key parameters that users can 
define include the ratio of internal and external trips, hourly traffic flow, and turning 
ratios. The commands used in this paper can be found in Appendix 2 as well as the 
explanation of the parameters. 

For this study, traffic demands are all external traffic, meaning the origins and desti-
nations of all trips are located at the network fringe. Intersections are all controlled 
by pretimed traffic signals with four phases, including east–west straight movement 
phase, east–west left turn phase, north–south straight movement phase, and north– 
south left turn movement phase. Right turn movement is allowed and included in 
the straight movement phases. Cycle time for every intersection is the same, 90 s. 
The cycle is split 50–50 between the east–west and north–south directions with the 
straight/right movement receiving 27 s and the left turn phase receiving 13 s with both
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yellow clearance intervals 3 and 2 s all reds. More traffic signal setting information 
is located in the network file. 

To add random incidents in the created network, the Python script must be called. 
Several inputs need to be defined before calling the extension, including the network 
XML file provided by the NETEDIT function, the traffic demand XML file produced 
by calling the randomTrip.py tool provided by SUMO, and the corresponding SUMO 
configuration file. The traffic incidents are generated before the simulation starts by 
randomly selecting a vehicle from the first third of the simulation period. The selected 
vehicle must have a route crossing the center of the network, otherwise the stopped 
lane will be located at the fringe of the network and prevent vehicles from entering 
the network. The traffic incident lasts for a random period of time anywhere from 
15 to 30 min in 5 min increments. Once the vehicle reaches the incident location, it 
will fully stop and block the traffic behind. The traffic simulation system will record 
the stop duration for all vehicles in the network. Once the simulation detects that 
one vehicle stopped for more than 5 min, in the same location, it assumes a traffic 
incident exists and will dispatch emergency response. 

Emergency medical service and police cars are generated as a single long length 
vehicle to represent their impact within the simulation. The origin of this emergency 
vehicle will be a random location along the network fringe and its destination is the 
incident location. The emergency vehicle will be stopped for the same amount of 
time as the incident vehicle. For a two-lane edge, the incident vehicle and emergency 
vehicle will fully block the road. The extension could be customized easily if multiple 
incidents are required for any scenario. 

6 Conclusion 

This research provides a convenient Python script for SUMO extension. Rather 
than only considering the traffic incident impact in the network, this research also 
provides a way to simulate emergency service vehicle impact in the network which 
is nontrivial. As shown in the experimental results, the combination impact of traffic 
incidents and corresponding emergency service vehicle response could cause signif-
icantly more delays than only considering the traffic incident itself in the network. 
This tool can help researchers to provide more realistic traffic incident management 
strategies to reduce the impact of traffic incidents and optimize the traffic manage-
ment methods, including vehicle rerouting and traffic signal retiming, using a widely 
adopted programing language Python. 
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Appendix 

Appendix 1 

Below command was run for generating the 4 × 4 grid network illustrated in this 
paper. 

netgenerate --grid --grid.number=4 --grid.length=200 --default.lanenumber=2 --
default.speed=20 --no-turnarounds=true --turn-lanes=1 --turn-lanes.length=100 -
-default-junction-type=traffic_light --grid.attach-length=200 --tls.yellow.time=3 --
tls.left-green.time=12 --tls.allred.time = 2 --output-file=net.net.xml 

Network generating parameters and their meanings:

--grid: grid network will be generated. SUMO also provides other types of the 
network to be generated automatically, including spider and random networks.

--grid.length defines the length of each intersection leg in meters

--default.lanenumber defines the number of lanes for each approach

--default.speed defines the edge design speed in meters/second

--no-turnarounds defines whether to allow turn around for the left turn lane

--turn-lanes defines the number of left turn lanes

--turn-lanes.length defines the length of left turn lanes

--default-junction-type defines the intersections in the network are controlled by the 
pretimed traffic signals

--grid.attach-length defines the length of road attached to the fringe of intersections 
in the network

--tls.yellow.time defines the duration of yellow phase in seconds

--tls.left-green.time defines the protected left turn movement green time in seconds

--tls.allred.time defines the duration of all red phase in seconds 

Appendix 2 

Traffic demand was prepared by calling python randomTrips.py -n net.net.xml -r 
random.rou.xml --fringe-factor=100000000 --period=0.5 -e 3600. 

where randomTrips.py is a Python script tool provided by SUMO.

-n net.net.xml defines the location of the network file.
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-r defines the name of the output route file.

--fringe-factor defines the ratios of through and internal traffic demand in the network. 
An extremely large number is used here to eliminate the internal traffic demand in 
the network.

--period defines the 1/number of vehicles generated per second. 0.5 used here means 
two vehicles will be generated per second in the network.

-e defines the end simulation step of generating trips, so here one hour traffic demand 
is generated. 

References 

1. Liu H, Hall R (2000) INCISM: Users Manual 
2. Ozbay K, Bartin B (2003) Incident management simulation. SIMULATION 79(2):69–82 
3. Ozbay KM, Xiao W, Jaiswal G, Bartin B, Kachroo P, Baykal-Gursoy M (2009). Evalua-

tion of incident management strategies and technologies using an integrated traffic/incident 
management simulation. World Rev Intermodal Transp Res 2(2–3):155–186 

4. Wirtz JJ, Schofer JL, Schulz DF (2005) Using simulation to test traffic incident management 
strategies: the benefits of preplanning. Transp Res Rec 1923(1):82–90 

5. Krajzewicz D, Erdmann J, Behrisch M, Bieker L (2012) Recent development and applications 
of SUMO-Simulation of Urban MObility. Int J Adv Syst Meas 5(3&4)



Operating-Speed Models for Horizontal 
Curves on Two-Lane Rural Highways: 
Case Study in Nigeria 

Abayomi Afolayan, Oladapo Samson Abiola, Said M. Easa, 
Funmilayo Modupe Alayaki, and Olusegun Folorunso 

Abstract Geometric elements of highways play a significant role in accident occur-
rences on curves. Hence, curved sites and the corresponding transition sections repre-
sent the most critical locations when considering safety measures on rural highways. 
Excessive speeds may cause inconsistency in a horizontal alignment. Hence, attaining 
geometric consistency is vital in designing and redesigning two-lane rural highways. 
Operating speed models were developed to evaluate operating speed consistency on 
a two-lane rural highway in Nigeria using speed data for 111 horizontal curves. The 
test of significance on the vehicle speed in the different lanes and the consistency of 
speed measurements show no statistical difference between the speeds in both direc-
tions. Also, at the 5% significance level, there is no statistical significance between 
the speed data obtained using a stopwatch and an automatic counter. However, the 
automatic counter allows for more observations. Based on the different categories of 
curve radius (CR) considered in the model development, Model 1 with CR < 1200 m 
has a statistically significant and influential relationship. Thus, this model is highly 
recommended for operating speed prediction on horizontal curves in Nigeria. 
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1 Introduction 

Yearly, an average of 500,000 persons are killed and about 10,000,000 persons sustain 
an injury in vehicle accidents globally, leading to annual financial losses that amount 
to several billions of dollars (Abiola et al. 2018; Popoola et al. 2017) [39]. In Nigeria, 
about 11,033 persons were involved in 2080 cases of traffic accidents in the 2nd 
quarter of the year 2020 alone [34]. More than half of all deaths that occurred on 
rural highways, as estimated, could be accredited to accidents that take place on 
horizontal curves (Popoola et al. 2018) [21]. Hence, horizontal-curved sites and 
the corresponding transition sections represent the most critical locations for safety 
precautions on rural highways. A lack of geometric design consistency, defined as 
the extent to which roadway elements are built and constructed to prevent emergent 
driving movements, can be one of the leading causes of accidents, resulting in unwar-
ranted accident risk [4]. Furthermore, a consistent highway design allows confor-
mance of a highway’s geometry with driver expectancy, by ensuring that successive 
geometric elements coordinate to produce harmonized driver performance without 
unaticipated events. Enhancing the geometry of two-lane highways should be of 
paramount importance for highway practitioners as they are essential road elements 
[38]. 

The most frequent scenario of geometric inconsistency is a sharp horizontal curve 
after a long tangent highway section. Past studies show that majority of all accidents 
on two-lane rural highways may be associated with inappropriate speed variation 
[9, 11]. Inconsistency in horizontal alignment may result from most errors due to 
excessive speed. Hence, attaining geometric uniformity is vital in designing and 
redesigning two-lane rural highways. Assessing design consistency and establishing 
any inconsistencies during the design phase of a proposed highway can significantly 
enhance the safety of the highway network [14, 37]. 

Nicholson [35] also defined design consistency as the agreement of road geometry 
with drivers’ anticipation. More so, a consistent design does not contradict the image 
that most drivers figure out in their minds of the approaching character of the roadway 
in front of them. Various methods that can be used for design consistency evaluation 
have been identified by Fitzpatrick et al. (2000a) and Gibreel et al. [12] some of  
which are: operating speed, vehicle stability, alignment indices, and driver workload. 
Operating speed has been identified as the most effective approach of these methods. 

1.1 Design Consistency Measures 

Recently, researchers on highway design have been studying creating tools and 
approaches to help highway designers design highways with the highest degree 
of safety accomplishment. Such contributions can be seen explicitly in research 
associated with the geometric design of highway (advancement with a necessary
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consequence on accident occurrence). Applications of the concept of design consis-
tency have been among the most promising approaches in this field. There are three 
major fields in which previous research work can be divided, namely: (1) speed 
factors, (2) safety factors, and (3) performance factors [12]. The impact of various 
design parameters on the estimation of operating speed is addressed in the speed 
factor. Furthermore, regarding operating speed, the assessment of design accuracy 
of different road elements has been discussed. 

In the choice of transportation mode, speed is a crucial factor that is mainly 
considered. The road user weighs the attractiveness of different highways in terms 
of convenience, cost, and time. The speed factor entails operating speed prediction 
and consistency measures on single and successive elements. The actual operating 
speed is the speed chosen by highway users when other users are not present [i.e., 
in free-flow conditions [36]]. The 85th percentile speed is usually used to describe 
this. Several factors affect the prediction of operating speed. These include hori-
zontal curve radius, horizontal curve length, side friction factor, superelevation, sight 
distance, and pavement conditions. 

Following a study of existing design literature, the most popular measures that 
were considered helpful in determining the accuracy of geometric alignments were 
identified as operating speed, vehicle stability, alignment indices, and driver work-
load. These methods can be basically grouped into two different classes [10]: the 
non-speed-based and speed-based approaches. The non-speed-based approaches 
consist of vehicle stability, driver workload, and alignment indices, while the speed-
based approaches include operating speed methods and speed distribution measures. 
The operating speed method is used to determine the variation and distribution of 
vehicular speeds, while the speed distribution measures entail the basic statistics of 
speed such as mean, standard deviation, variance, coefficient of variation, kurtosis, 
and skewness. Amidst the mentioned approaches, the operating speed method is 
commonly used in literature due to its simplicity and quantifiability. 

1.1.1 Operating Speed 

Various methods have been developed to forecast operating speed on two-lane rural 
roadways with a horizontal alignment [2, 27, 31, 33] (Zuriaga et al. 2010). The use 
of curvature change rate (CCR) to anticipate the operating speed and identify speed 
inconsistency on horizontal alignments was suggested by Lamm et al. (1986). The 
CCR is expressed as the total addition of the angular changes in a roadway section 
per unit length [12]. In a further study, Lamm et al. [24] examined the correlation 
between V85 and horizontal curve features using data from 322 curve sections. It 
was affirmed that the critical parameter influencing operating speed was the curve 
radius (degree of curve). The speed conduct of drivers on horizontal alignments 
of two-lane rural highways in Greece was studied by Kanellaidis et al. [18]. Islam 
and Seneviratne [16] looked at the changes in operating speed on two-lane rural 
roadways in Northeastern Utah and discovered that is the most critical factor in 
predicting operating speed on horizontal curves It was also discovered that on the
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same horizontal curve, there were significant differences in operating speed at the 
Point of Curve (PC), Point of Tangent (PT), and at the middle of the Curve (MC). 
Jaydip et al. [17] modeled operating speed by vehicle type for two-lane rural highway 
in Indian hilly terrain and concluded that curve length has a significant effect on all 
vehicle types considered. In the same vein, Krammes et al. [19, 20] established a 
speed profile model to estimate the consistency of horizontal alignment on two-lane 
rural highways. V85 at various points along the horizontal curve were estimated by 
the model. Two design consistency models that are based on operating speed data 
from 78 curved sections were established by McFadden and Elefteriadou [30]. 

The most prevalent criterion for evaluating roadway design consistency is oper-
ating speed [12]. The geometric design consistency can be for a single geometric 
element or for successive geometric elements. Design consistency is assessed for a 
single geometric element by comparison of design speed (Vd) with V 85. While for 
successive geometric elements, it is based on the V85 of the elements. 

Single Geometric Element 

A single highway element is one that contains an independent feature of the highway 
without reference to the other features. This includes the curve, either horizontal 
or vertical, and tangent. During free-flow situations, operating speed refers to the 
speed drivers are observed driving their cars. While design speed is chosen speed 
used to establish the different design elements of the roadway [1]. Various methods 
have been developed to estimate the design consistency on a single element based on 
the difference between V85 and Vd . Different countries of the world have developed 
standards to assess the consistency of design on a single element. European countries 
standards for consistency between operating and design speeds were summarized by 
Brenac [7]. Based on average accident rates, the disparity between V85 and Vd was 
inferred as a criterion to determine consistency, as shown in Table 1. Criterion I [25]. 

Besides using V85 as a guide for choosing Vd , the posted speed should also be 
chosen based on V85. The relationship between operating speed, design speed, and 
posted speed on two-lane rural highways was studied by Fitzpatrick et al. [9]. V85 on 
horizontal curves was discovered to be less than Vd for all curves with Vd > 70 km/

Table 1 Criteria for design consistency [25] 

Design 
evaluation 

Criterion I Criterion II Recommendations 

Good V85 − Vd ≤ 10 km/h ΔV85 ≤ 10 km/h Alignment corrections 
not required 

Fair 10 km/h < 
V85 − Vd ≤ 20 km/h 

10 km/h < ΔV85 ≤ 20 km/h Alignment corrections 
are required 

Poor V85 − Vd > 20 km/h ΔV85 > 20 km/h Redesign of hazardous 
locations is required 

ΔV85 = speed differential 
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h. It was inferred that a speed inconsistency scenario would occur at this place if the 
operating speed is higher than the design speed. 

Successive Geometric Elements 

Diverse means have been put forward to ensure highway sections with varied 
elements are designed consistently, particularly those with two elements in a row. 
This development, as outlined by Lamm et al. (1986), includes: (1) Average curvature 
obtained by dividing the length of a roadway section by the sum of the central angles 
of horizontal curves in that section, (2) average hilliness, estimated as the total of 
the lengths between each crest vertical curve and the subsequent sag vertical curve 
on a specific highway stretch, divided by the section length, (3) the length ratio was 
defined as the sum of horizontal and vertical curve lengths in a particular highway 
section divided by the section length, (4) the average radius of a group of horizontal 
curves in a specific roadway stretch was defined as the average radius of those curves, 
and (5) design radius, which is the average radius divided by the minimum radius 
connected to the design speed on a specific highway stretch. 

However, operating speed is the most frequent and easiest approach to deter-
mining design consistency on successive elements. Several different combinations 
of consecutive elements have been investigated, including: a long tangent followed 
by a horizontal curve and two horizontal curves in succession, with or without a 
short tangent. Different countries have established design standards for evaluating 
the design consistency of successive elements. Switzerland was the first country to 
incorporate this disparity into its design methodology as a consistency measure [19]. 
Kanellaidis et al. [18] evaluated V85 on the tangent that is based on speed data and 
used the developed model to determine V85 on successive horizontal curves. It was 
inferred that a good design could be accomplished when the difference between V85 

on the tangent and the succeeding curve is not greater than 10 km/h. Based on average 
accident rates, criterion to determine design consistency between a tangent and the 
succeeding curve was suggested by Lamm et al. [25], as shown in Table 1, Criterion 
II. 

Al-Masaeid et al. [4] stated additional models developed to show the change in 
speed in terms of current serviceability rating, the distance between a tangent and the 
next curve as a function of geometric factors and pavement condition. As a result, 
three models of operating speed change between tangent and subsequent curves were 
developed. 

The first is for a horizontal curve on a flat gradient, the second is for a specified 
gradient, and the third is for vertical curves. 

Misaghi [28] pointed out the need for an adequate methodology to predict variation 
in speed (or speed differential) values at specific locations of highways. Due to the 
variation in speed with which drivers negotiate a particular highway location, a 
highway designer will be able to estimate the design consistency of the highway 
location with the application of related standards. The concern will be methodology 
and criteria to model speed or speed differential values at a specific highway location 
with a pretty high chance of speed variation [28].



546 A. Afolayan et al.

Various researchers have studied the influence of different factors on collision 
rates. Wilson [40] inferred that the radius of curve is a very important feature in the 
safety of highways. He discovered that a curve with RC > 910 m has less collision 
than that with RC < 170 m. Statistical studies on accident rate have indicated that 
accident increases as radius decreases and decreases as radius increases [7, 41]. 
Divers criteria for site selection in operating speed model development especially 
related to radius, have been discovered in the literature. The Operating speed model 
was developed by Fitzpatrick et al. [10] for PC with a radius of curve between 
110 to 3500 m considered one of the site selection criteria. Awatta [6], Misaghi and 
Hassan [29] also modeled operating speed and speed differential for curve radius less 
than 1200 m and total curve length greater than 100 m. Dwikat (2004) eliminated 
curve radius less than 100 m and considered those greater than 1000 m as tangents. 
The majority of the previous studies suffer from common pitfalls, some of which 
are considering a maximum curve radius of 3500 m. The majority of past studies 
were conducted in the United States and Europe. Thus, models reflecting Nigerian 
rural roads’ particular condition (e.g. topography, geographical, and environmental) 
are limited. Considering, the aforementioned limitations, this study is conducted 
to consolidate the suitability of the operating speed prediction methodology. In this 
respect, the models were developed for various horizontal curve radii available within 
the study route. 

2 Methodology 

2.1 The Study Route 

The methods of data collection used in past studies were reviewed, and scheme for 
data collection was established. The study route is Lokoja-Abuja-Kaduna highway, 
linking the Southwest to the North Central. It is a dual carriageway with an average 
traffic volume of 8514 vehicles per day. This was selected based on the accident 
records from FRSC. It is divided into four sections namely: Lokoja-Kotonkarifi 
(section I), Kotonkarifi-Abaji (section II), Abaji-Abuja (section III), and Abuja-
Kaduna (section IV). A total of 111 horizontal curves with different geometric 
features like curve radius, curve length, tangent length, and superelevation, were 
selected for evaluation from section I-IV. The curve sites selection criteria include: 

• Rural area: not close to developed areas. 
• Not affected by intersections. 
• Low traffic volume: average annual daily traffic (AADT) ≤ 10,000 vehicles/day. 
• No physical features or activities adjacent to or in the roadway may create 

abnormal hazards such as narrow bridges, institutions, industries, etc. 
• Roadways paved. 
• The pavement must be smooth and in dry condition.
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• The curve radius was categorized into three classes (curve radius < 1200 m; > 
1200 m; and combined radius) and model developed based on each category. 

This study focuses on developing operating speed models for passenger cars (PSC) 
and evaluating the geometric design consistency based on the operating speed. Speed 
data were collected at the middle of each curve with at least 100 observations using 
the stopwatch approach. The data were collected for 12 h (6:00 am–6:00 pm) during 
the dry season. The two directions of traffic were combined and taken as one site as 
the geometric and features of traffic in both ways do not significantly affect drivers’ 
speed behaviour. 

The effect of an automatic speed data recorder was verified on the drivers’ 
behaviour by creating a small database using TRAX Apollyon automatic traffic data 
recorder to obtain speed data for 24 h in parallel with the manual data collection on 
five curves in the study area. Figure 1 shows some of the curve locations in the study 
area. 

Fig. 1 Horizontal curve locations
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2.2 Data Preparation and Preliminary Analysis 

2.2.1 Sorting of Raw Data 

This step aimed at sorting and screening the data collected by the observers and the 
traffic counter to exclude data that could have been disturbed due to the presence of 
the observers during installation and counter retrieval. Due to this, the final and initial 
disturbances, non-free-flow traffic data, nighttime data, misses in sensor recording; 
wet pavement data, timing error, and vehicle classification were identified. There 
is likely tendency of drivers to associate the presence of observers and the counter 
tube to speed enforcement within the study area, thus reducing their speed when 
approaching the observers or the counter. The outliers were removed from the raw 
data based on non-free flow speed identified if the headway was greater than 5 s. 
Moreover, night times and wet pavement data recorded on the database were also 
screened out as this is beyond the scope of this study. 

2.2.2 Vehicle Category 

Based on the National Bureau of Statistics [34] report on road traffic crashes on Nige-
rian roads, out of the 3334 accident cases involving different categories of vehicles 
in the 2nd quarter of 2020, PSC was reported to have the highest frequency 3290. 
This necessitated the choice of vehicle considered in the model development. 

An automatic counter was used for vehicle classification based on a number of 
axles and wheelbase as highlighted in AASHTO [1] and Hassan [15] criterion. 

2.2.3 Tests of Significance 

Basic statistical analysis of variance (ANOVA) was conducted before model devel-
opment to compare the vehicle speed in the different lanes and to determine the 
consistency of speed measurement by the counter and manual approach. The results 
of the ANOVA indicated that, in most of the cases considered (93%), there was no 
statistically significant difference between the speed data obtained in both directions 
of traffic. Thus, the speed data on both travel directions were combined and taken as 
a single site as recommended by Misaghi and Hassan [29]. 

In addition, to determine the consistency of speed data obtained using manual 
and automatic counters, ANOVA was conducted to compare the first 100 speed data 
obtained by both the observers and the automatic counter. The results show that, in 
68% of the cases, there were no statistical significances at a 5% level of significance 
between the speed obtained by the observers and counter. Consequently, it can be 
inferred that both methods of speed data collection were adequate.
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Fig. 2 Effect of the use of counter on operating speed data collection 

2.2.4 Effects of Automatic Traffic Counter 

The effect of the used counter was examined by collecting speed data with the counter 
at 10 curve locations and simultaneously collecting speed data with a stopwatch at 
the same locations. The data obtained at these locations were separated from those 
collected with the stopwatch only. The speed data collected by the counter were 
divided into two samples representing “counter in use” and “no counter,” respec-
tively. As indicated in Fig. 2, from these 10 sites, V 85 of the first sample “counter in 
use” was almost the same as that of the second sample with 0.02 km/h difference. 
This difference in speed is negligible and not statistically significant at 5% level of 
significance based on the result of ANOVA. Hence, both instruments are adequate 
for speed data collection. 

2.3 Preliminary Analysis 

With the speed database prepared and required independent variables identified, a 
preliminary analysis was carried out before model development to obtain the descrip-
tive statistics of the data, distribution of the speed data and correlation of the variables 
with the operating speed in SPSS (Statistical Package for Social Sciences).
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3 Model Development 

A total of 111 horizontal curves were used for the model development. The 85th 
percentile speed values were calculated for passenger car under free-flow conditions 
and dry pavement. With the 85th percentile values (dependent variable) calculated 
for each site. Each site’s geometry and traffic attributes were prepared as independent 
variables. Some independent variables were derived from as-built drawings, while 
others were measured in the field and others were calculated as a function of other 
variables. 

The independent variables included in the model development were: radius of 
curve (RC ), length of curve (LC ), lane width (LW ), shoulder width (SW ), longitu-
dinal grade (G), superelevation rate (e), tangent length (TL ), deflection angle (DA), 
preceding curve radius (pre_rad), succeeding curve radius (suc_rad), curve direction 
(CD), degree of curvature (DC ), and average annual daily traffic (AADT). Besides 
the preceding independent variables, the following variable transformations were 
also considered in the model: R2 

C ,
√
RC , and 1 

RC 
. 

The above variables included nearly every independent variable used in the 
previous prediction of speed models. Among all the variables, RC , LC , G, e, DA, TL , 
pre_rad and suc_rad were obtained from the as-built drawings of the study area, LW , 
SW , and CD were measured in the field. While DC and AADT were estimated. The 
cumulative speed was obtained and plotted against the mid-speed for each curve to 
determine its 85th percentile speed. The dependent (85th percentile operating speed) 
and independent (geometric design and traffic parameters) variables were entered 
into SPSS 23 for regression analysis. The analysis was conducted in three stages: 

Stage I: curves with radii less than 1200 m [28, 29] 
Stage II: curves with radii greater than 1200 m [10]. 
Stage III: curves with radii in I and II combined. 

3.1 Speed Prediction Model 

The stepwise method was used to establish the relationship between the dependent 
and independent variables. Thus, independent variables that were not statistically 
significant at the 95% confidence level were automatically taken out of the model. The 
developed model was used to estimate each curve’s operating speed. The differences 
between the operating and design speed for the curves were obtained and compared 
with the criterion proposed by Lamm et al. [25], to evaluate the consistency of the 
design of each horizontal curve.
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4 Results and Discussion 

Stage I 

In this stage, curves with radii less than 1200 m were considered following previous 
studies by Misaghi [28] and Misaghi and Hassan [29]. The developed model for RC 

< 1200 m is shown in Table 2. Based on the model
√
RC , e, and TL has a linear 

relationship with V85. These variables can explain 84.1% of the variations in the 
operating speed of drivers on curves. This is consistent with the models developed 
by Andueza [5] and Gibreel et al. [13]. As the radius of the curves increases and the 
superelevation and tangent length decrease, drivers tend to increase their speed on 
the curves, thus increasing operating speed. The base model for curves with radii 
less than 1200 m is shown in Table 3. 

Stage II 

To further verify the effects of the radius selection criteria on the operating speed of 
drivers at the horizontal curves, stepwise regression was performed for radii greater 
than 1200 m. The result is presented in Table 4. A critical look at the model indicates 
that as the curve radius increases, V85 also, increase. This should be expected as 
drivers driving on curves will need more speed adjustment on curves with large radius 
than small radii. Also, the smaller the AADT, the higher the speed with which drivers 
will move on the curve as there will be ease of maneuvering. The superelevation also 
has a direct impact on V85 resulting in increased speed change on curves that have 
a higher superelevation. A large lane and shoulder width will allow drivers to drive

Table 2 Model for RC < 1200 m 

Model No Model R R2 Adjusted R2 SEE 

1 V85 = 46.028+2.255 
√
RC −3.871e−0.062TL 0.917 0.841 0.816 8.528 

Table 3 Base model for RC < 1200 m 

Base 
model 

Predictor 
variables 

Coefficient t statistic p value R2 Standard 
error of 
estimate 

1 Constant 19.347 1.514 0.145 0.521 14.091 √
RC 2.463 4.778 0.000 

2 Constant 48.575 3.712 0.001 0.708 11.272 √
RC 1.885 4.254 0.000 

e −3.648 −3.580 0.002 

3 Constant 46.028 4.640 0.000 0.841 8.528 √
RC 2.255 6.484 0.000 

e −3.871 −5.008 0.000 

TL −0.062 −3.993 0.001 
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at high speed as sufficient allowance is available for maneuvering of their vehicles. 
The base model is shown in Table 5. 

Stage III 

The stepwise approach was used to figure out how the dependent and independent 
variables are related. The variables that are not statistically significant at the 95% 
confidence level were automatically excluded from the model. 

The developed models for all radii obtained for the study area are presented in 
Table 6. As shown, the independent variables can account for 61% of the depen-
dent variable. This implies that there is 78.2% linear relationship between operating 
speed and the independent variables (DC , AADT, and RC) involved in the model. The 
degree of curvature as a variable in the model is consistent with the model developed 
by Islam and Seneviratne [16] and Morrall and Talarico [32]. With a coefficient of 
determination of 61% and at the 5% level of significance, all of the independent vari-
ables have been statistically significant. The model is highly recommended. Since it 
is possible that many of the predictor variables may not be easily obtainable in eval-
uating the operating speed, the root models that characterized the various procedures 
in the stepwise regression for this model are presented in Table 7.

A close look at the model indicates that as the curve radius and AADT increase, 
the degree of curvature decreases, increasing the operating speed. It is reasonable to 
anticipate such a tendency as drivers tend to increase their speed on the curve with a 
flat radius. As the traffic decreases, drivers tend to move at high speed as the difficulty 
of maneuvering and obstructions from other vehicles will not be encountered. This 
is consistent with the findings of Misaghi [28]. The operation speed of vehicles on 
curves with R > 1200 m is slightly lower than that at the tangent section has vehicles 
are free from cornering effects on tangents, hence they move at higher speed on 
tangent compared to curves. 

Based on the different categories considered, model No 1 consists of RC < 1200 m 
gave R2 of 84.1%, model No 2 comprising of RC > 1200 m had R2 of 71.3%, 
and model No 3 with different radii had R2 of 61%. This implies that model No 
1 with a high coefficient of determination can adequately explain the variations in 
the operating speed of drivers on the horizontal curves. Thus, model No 1 is highly 
recommended. This is in line with the finding of Misaghi and Hassan [29]. 

The validation of the developed model was carried out to confirm its predictability. 
In this respect, a chart indicating the operating speed as measured and expected for 
all sites is shown in Fig. 3. As noted, in most cases, the anticipated and observed V 85 

values are in good agreement.

Table 4 Model for R > 1200 m 

Model 
No 

Model R R2 Adjusted 
R2 

SEE 

2 V85 = 166.855 − 36443.882 RC 
+ 0.001AADT  + 

1.306e − 18.346LW − 1.063G + 4.270SW 

0.845 0.713 0.692 6.791
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Table 5 Base model for R > 1200 m 

Base 
model 

Predictor 
variables 

Coefficient t statistic p value R2 SEE 

1 Constant 123.045 35.075 0.000 0.435 9.251 
1 
RC

−47,962.265 −8.145 0.000 

2 Constant 109.874 27.300 0.000 0.568 8.142 
1 
RC

−43,472.269 −8.269 0.000 

AADT 0.002 5.102 0.000 

3 Constant 103.258 24.277 0.000 0.621 7.669 
1 
RC

−38,179.630 −7.361 0.000 

AADT 0.002 5.452 0.000 

e 1.168 3.432 0.000 

4 Constant 174.809 7.976 0.000 0.665 7.249 
1 
RC

−36,821.792 −7.485 0.000 

AADT 0.001 3.456 0.001 

e −1.423 4.303 0.000 

LW 18.515 −3.321 0.001 

5 Constant 181.922 8.628 0.000 0.698 6.929 
1 
RC

−35,920.746 −7.624 0.000 

AADT 0.001 2.602 0.011 

e 1.331 4.193 0.000 

LW −19.597 −3.669 0.000 

G −1.132 −2.976 0.004 

6 Constant 166.855 7.624 0.000 0.713 6.791 
1 
RC

−36,443.882 −7.880 0.000 

AADT 0.001 2.860 0.005 

e 1.306 4.195 0.000 

LW −18.346 −3.482 0.001 

G −1.063 −2.842 0.006 

SW 4.270 2.091 0.040

Table 6 Model for all radius sizes 

Model 
No 

Model R R2 Adjusted 
R2 

SEE 

1 V85 = 63.803 − 0.848DC + 0.002AADT  + 
0.547 

√
RC − 0.001RC 

0.782 0.610 0.598 9.922 

R = regression coefficient, R2 = coefficient of determination, SEE = Standard error of the estimate
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Table 7 Base models for model I 

Base 
model 

Predictor 
variables 

Coefficient t statistic p value R2 Standard 
error of 
estimate 

1 Constant 100.034 64.513 0.000 0.366 12.515 

DC −1.516 −7.926 0.000 

2 Constant 87.846 28.278 0.000 0.463 11.569 

DC −1.515 −8.565 0.000 

AADT 0.002 4.423 0.000 

3 Constant 84.624 27.423 0.000 0.520 10.988 

DC −1.391 −8.107 0.000 

AADT 0.002 4.583 0.000 √
RC 0.060 3.566 0.000 

4 Constant 63.803 12.777 0.000 0.612 9.922 

DC −0.848 −4.488 0.000 

AADT 0.002 5.015 0.000 √
RC 0.547 5.579 0.000 

RC 0.001 −5.025 0.000
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Fig. 3 Comparison between observed and predicted values of V85 

5 Application: Design Consistency Evaluation 

The values of operating speed predicted by Model No 1 were used for the consistency 
evaluation of the curves. There are 23 curves with R < 1200 m in the study route. 
The design speed for the route is 100 km/h. The discrepancy between the predicted 
and actual operating speeds is shown in Table 8. Based on the result obtained, all the 
curves are good design with no alignment corrections required.
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Table 8 Consistency evaluation based on Lamm et al. [25] criteria 

Sites Radius 
(m) 

V85 predicted 
(km/h) 

V85 observed 
(km/h) 

V85ob 
– 
V85pr 

Design 
speed, 
Vd (km/ 
h) 

V85 − 
Vd 

Criteria Remark 

1 346.70 57 70 13 100 −43 Good Consistency 
exit2 986.70 86 90 4 100 −14 Good 

3 1013.30 94 101 7 100 −06 Good 

4 986.70 94 98 4 100 −06 Good 

5 661.70 74 65 −9 100 −26 Good 

6 996.35 98 87 −11 100 −02 Good 

7 1003.65 98 101 3 100 −02 Good 

8 1003.65 98 102 4 100 −02 Good 

9 99.76 39 45 6 100 −61 Good 

10 213.30 43 40 −3 100 −57 Good 

11 363.30 50 42 −8 100 −50 Good 

12 500.00 81 70 −11 100 −19 Good 

13 500.00 81 75 −6 100 −19 Good 

14 500.00 81 78 −3 100 −19 Good 

15 500.00 81 98 17 100 −19 Good 

16 500.00 95 89 −6 100 −05 Good 

17 500.00 95 86 −9 100 −05 Good 

18 500.00 79 76 −3 100 −21 Good 

19 500.00 79 78 −1 100 −21 Good 

20 884.52 86 90 4 100 −14 Good 

21 500.00 85 88 3 100 −15 Good 

22 500.00 85 98 13 100 −15 Good 

23 575.00 52 45 −7 100 −48 Good 

6 Conclusions 

This study presents an experimental investigation of drivers’ speed behaviour on 
horizontal curves of two-lane two-way rural highways in Nigeria. The research was 
patterned to prevent the shortcomings of previous speed modeling bids, including the 
site selection criteria regarding the radius of horizontal curves and equipment used 
for data collection. The primary findings of this study can be outlined as follows: 

1. There was no significant difference between manual and automatic counting of 
vehicles along the sites selected. 

2. The developed model for RC < 1200 m shows that
√
RC , e, and TL has a linear 

relationship with V 85. These variables can explain 84.1% of the variations in the 
operating speed of drivers on curves.
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3. Model for RC > 1200 m gave a coefficient of determination (R2) of 71.3%, and 
the model with combined radii gave R2 of 61%. 

4. Based on the developed model, there is no difference between the operating and 
design speed for the curves when used to assess the design consistency of each 
horizontal curve. 

5. The higher the number of sites and speed observations, the better the model. 
The 111 sites considered in this paper, gave models with strong relationships 
compared to a few sites in previous literature. 

6. Models based on speed differential obtained by tracking each vehicle at various 
points on horizontal curves are strongly recommended for future study. 
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Abstract This paper exhibits the safety improvement study for the reverse curve 
and unsignalized stop-controlled intersection at Regional Road 14 and Young Street 
in the Niagara Region. Regional Road 14, also known as Thirty Road, is a major 
road running north/south in the Town of West Lincoln. Under current conditions, 
many collisions have been reported at the intersection of Thirty Road and Young 
Street and along the reverse curve portion of Thirty Road itself. With a projected 
annual growth rate of 5%, traffic volumes travelling in the direction of Smithville are 
expected to increase by 2041 drastically. This study aims to evaluate viable design 
alternatives and further develop the selected improvement that can safely accom-
modate the projected 2041 traffic volumes for Thirty Road at Young Street. Data 
provided by the Niagara Region for analysis includes existing geometric conditions, 
utility locates, 2019 collision data, 2011 baseline volumes, and forecasted volumes 
for the horizon year 2041. The alternatives presented are realignment of the reverse 
curve with a roundabout, signalized intersection, or all-way stop intersection. The 
evaluation criteria used in the analysis are as follows: safety, level of service, cost, 
and environmental impact. A ranked system in tandem with weighted criteria was 
used to assess the level of influence of the alternatives, with the results then weighted 
using the final evaluation model. The evaluation showed that the alternative with a 
roundabout was the best. Surrounding utilities and other constraints were consid-
ered when developing detailed designs of the improved realignment and intersection 
using AutoCAD Civil 3D. 
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1 Introduction 

Regional Road 14, also known as Thirty Road, is a major arterial located in the 
Town of West Lincoln, connecting the QEW to the community of Smithville. The 
north/south roadway has seen an increasing number of collisions at the intersection 
with Young Street. As population growth rises, traffic volumes will correspond-
ingly increase in Smithville, creating an urgency for safety improvements. Based 
on collected collision data from the Niagara Region, most collisions occur at the 
current two-way stop-controlled intersection. Other collisions have occurred along 
the reverse curve during clear, daytime conditions. In addition, it was noted that 
many drivers stated that they “lost control.” After further evaluation, the two main 
issues identified are the lack of intersection safety and geometric design flaws in 
the reverse curve approaching Young Street on Thirty Road. The proposed solution 
should be developed to address these issues while facilitating the projected 5% annual 
population growth. 

This study aims to realign the identified section of Thirty Road to prevent such 
accidents from reoccurring in the future, while also accommodating the projected 
increase in traffic capacity. The study investigates various aspects of geometric road 
design to ensure safe passage for vehicles, while considering the surrounding area 
constraints to ensure minimal delays with increased demand at the study intersection. 
Based on these investigations, three alternatives were identified (1) road realignment 
with a signalized intersection, (2) road realignment with roundabout, and (3) road 
realignment with all-way stop control. 

2 Data Collection and Preparation 

To further understand the context and scope of the study, a data collection and prepara-
tion process was completed. Relevant topics, including the geometric design of hori-
zontal curves and various intersections, the environmental assessment (EA) process, 
and case studies on similar projects were reviewed. 

Both qualitative and quantitative data were primarily collected through a field 
investigation and reports of existing conditions. This data was obtained or confirmed 
through the Niagara Region. The collected information includes existing geometry, 
current traffic volumes, existing underground and overground utilities, and five-year 
collision data. Due to inconsistencies in provided measurements along the reverse 
curve section, maximum superelevation (eMax) values of approximately 6% and 5% 
were used for the northern and southern curves, respectively. Based on the provided 
traffic volumes, the intersection peak hours are 7:30 to 8:30 AM and 3:30 to 4:30 
PM. 

Following the Niagara Region Transportation Master Plan (TMP), the existing 
data were used to project significant growth between the years 2016 to 2041. This was



Improving Safety of Rural Intersection with Approaching Reverse Curve 561

achieved by calculating an annual growth rate to forecast safety and capacity require-
ments accurately. The projected data was then considered the basis for designing and 
evaluating alternatives. 

3 Descriptions of Alternatives 

The proposed solution consists of two parts: the realignment of Thirty Road and 
intersection improvement at Thirty Road and Young Street. Due to immediate safety 
concerns for the existing reverse curve, the implementation of road realignment was 
considered for all alternatives and did not undergo evaluation. A key constraint is the 
presence of recently constructed hydroelectric poles that are not relocatable along 
Thirty Road. This constraint results in approximately 350 m of the road being recon-
structed on the north side of the hydro poles. The acquisition of roughly two acres of 
land from the neighbouring property is necessary to perform this reconstruction. Key 
benefits to this approach include more significant space to design the intersection, 
increased driver sight distance, and the removal of the existing skewed intersection. 

3.1 All-Way Stop-Control (AWSC) Intersection 

The development of the AWSC alternative consists of two stop signs placed in the 
northbound and southbound directions along Thirty Road at Young Street. The only 
requirement is signage installation. Thus, the implementation of the AWSC alterna-
tive is the most efficient. The key benefits include driver familiarity with the concept 
of an AWSC. 

3.2 Roundabout Intersection 

The design and construction of a single-lane roundabout is a significant upgrade 
to the current intersection. The roundabout was geometrically designed to have 
four approaches with one entry lane each and lane widths and a radius that are 
designed according to heavy vehicle requirements. This design is likely to require 
surrounding land acquisition, resulting in the need for a right-of-way assessment and 
increased construction costs. In addition, this design would require the completion 
of the roundabout screening form as provided by Niagara Region.
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3.3 Signalized Intersection 

The introduction of traffic signals for all four approaches along Thirty Road at Young 
Street would be a significant upgrade to the current intersection. The traffic signals 
would be designed to minimize travel delays by accommodating changes in off-peak 
and on-peak volumes. This design would require a traffic signal warrant and consid-
eration of long-term maintenance costs. An initial estimate was conducted using 
the signal warrant spreadsheet provided by the Ontario Ministry of Transportation’s 
Book 12. 

4 Evaluation of Alternatives 

A scoring system was developed to evaluate all alternatives based on safety, intersec-
tion operations, cost, and environmental impact. These criteria were selected through 
discussion with advisors and the Region. The following steps were taken to determine 
the final scores: 

(1) Each alternative is evaluated based on the given criteria. 
(2) Each alternative is ranked 1–3. 
(3) First rank is given a score of 100, second rank a score of 75, and third rank a 

score of 50. 
(4) All scores are added together and multiplied by predetermined weights. 

The alternatives were evaluated based on each criterion, as further discussed 
below. Safety was considered the highest priority for the Region, hence being given 
the largest weight of 40%. The final evaluation function is as follows: 

0.40 Safety × 0.20 LOS × 0.15 Delay + 0.15 Cost + 0.10 Environmental Impact 
(1) 

4.1 Intersection Operations 

Level of service (LOS) was used as an indicator of overall intersection performance. 
The LOS letter system goes from A to F, where A is the best and F is the worst. 
As per the Highway Capacity Manual, LOS is defined through various control delay 
values. As such, two different alternatives with the same LOS could potentially have 
different delays. To assist with ranking alternatives in such cases, intersection delays 
were included for evaluation as an added measure. The roundabout and traffic signal 
alternatives were prepared for LOS evaluation as follows:
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Table 1 Intersection delay and LOS ranking for all alternatives 

Alternative Intersection delay Intersection LOS 

Delay Rank Score LOS Rank Score 

All-way stop 16.5 3 50 C 3 50 

Roundabout 7.15 1 100 A 1 100 

Signalized 8.25 2 75 A 1 100 

(1) A diameter of approximately 130 ft and 1 lane with a 12 ft width were used for 
the roundabout design [5]. 

(2) The traffic signal was set to actuated-uncoordinated to facilitate detection [11]. 
Both the cycle lengths and splits were optimized, with manual adjustments for 
LOS improvement made to cycle lengths, as necessary. The intersection delay 
and LOS for each alternative are summarized in Table 1. 

The roundabout can be identified with optimal performance levels in 2041, 
followed by the signalized alternative. On the other hand, the AWSC alternative 
would perform at acceptable levels in 2041. 

4.2 Cost 

The evaluation of proposed alternatives requires an economic appraisal to justify 
the countermeasures. The cost evaluation was broken down as follows: (1) Initial 
construction (2) Operating and maintenance (3) Road users (4) Collisions. The initial 
construction costs included equipment, material, and labour for constructing the alter-
native. In addition, an engineering fee of about 20% was applied to the roundabout and 
signalized intersection alternatives to cover the cost of planning and implementation. 
An equivalent annual cost was then calculated for each initial cost. Road user costs 
were generated by developing a relationship between congestion and fuel consump-
tion. Specific stop-control alternatives result in increased time taken to traverse the 
intersection, thereby leading to increased delay. A minute of idling uses approxi-
mately 0.5 L of fuel for a vehicle (DHEC 2019), which correlates to roughly $0.04/ 
min of idling. Lastly, the annual benefits of each safety improvement alternative were 
calculated by multiplying the predicted reduction in crashes of a given severity by 
the applicable societal cost. Using this number and the Societal Crash Cost Estimates 
by Crash Severity (HSM 2010), a monetary cost value was given to reduce collisions 
(Table 2).
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Table 2 Summary of individual cost categories 

Element All-way stop-control Signalized Roundabout 

Construction $47.05 $9,679.06 $14,492.04 

Operation/maintenance $0 $4000.00 $1000 

Road user $60,902.53 $14,407.96 $12,108.88 

Collision $37,296.00 $28,638.00 $19,832 

Total annual cost $98,246 $56,725 $47,433 

Table 3 Summary of results 

Land usage Rank Score Emissions Score Final score 

0 1 100.00 59,856.00 50 70 

50 3 50.00 23,942.40 100 80 

0 1 100.00 27,932.80 75 85 

4.3 Environmental Impact 

The environmental impact was measured and ranked by considering both vehicle 
emissions and land usage with the following function: 

0.60 Emissions × 0.40 Land Usage (2) 

Emissions are calculated using a relationship between vehicle emissions and 
congestion. For every minute of idling, the average vehicle emits approximately 
1.16 m3 of CO2 per minute (DHEC 2019). This unit value was multiplied to find the 
delay associated with each alternative. The land usage was determined by estimating 
the construction area. For the roundabout alternative, it was estimated that 50 m2 

of land is required for construction. Table 3 shows the final weighting and ranking 
system for both categories. 

4.4 Safety 

Crash modification factors are used to predict the expected number of crashes after a 
countermeasure is implemented. In the case of this study, the following three different 
countermeasures are being implemented: (a) A TWSC converted into an AWSC, (b) 
A TWSC converted into a roundabout, and (c) A TWSC converted into a signalized 
intersection. 

The Highway Safety Manual was used to find the CMF factors for each coun-
termeasure. The CMF factors were then compared, where a smaller CMF factor
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Table 4 Safety evaluation of 
each alternative Alternative Safety 

CMF Rank Score 

All-way stop 0.52 2 75 

Roundabout 0.29 1 100 

Signalized 0.56 3 50 

indicated a safer countermeasure due to the larger reduction in collisions. Table 4 
summarizes the CMF factors for each alternative and score. 

In this case, the roundabout has the lowest CMF factor, meaning it has the 
most significant reduction in collision after implementation. Thus, the roundabout 
countermeasure is the highest-ranked option with a score of 100. 

4.5 Selection of Best Alternative 

Each alternative was evaluated based on the impact on the criterion to determine the 
best option. The chart below summarizes the results from the evaluation. 

As seen in Fig. 1, the roundabout is the best alternative. The signalized alternative 
is the next best alternative, followed by all-way stop control coming last. The round-
about was found to have the most significant reduction of crashes, minimal delay, 
lowest average annual costs, and the highest environmental impact. After a sensi-
tivity analysis was conducted, the roundabout alternative had a score that consistently 
stayed in the high 90 s. It is notable that the signalized intersection is close to the 
capacity of a roundabout but remains last in the safety criteria. 

Fig. 1 Summary of final evaluation
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Despite the high impact on the environment, the roundabout alternative supports 
the safest and highest capacity alternative. Following the client’s values, safety and 
capacity are the critical criteria. 

5 Detailed Design 

In recent years, the implementation of roundabouts has been widely seen all over 
southern Ontario and throughout the Niagara Region. The next phase of the project 
investigates the detailed design of the road realignment and roundabout. Manual 
calculations for design parameters were determined and modelled using Torus and 
AutoCAD Civil 3D software. The detailed design from an aerial view, profile view, 
and cross-section view was produced. 

An iterative process was used to find an optimal roundabout solution. The itera-
tions will explore minor changes to design parameters and the resulting impacts on 
movements. For this study, three iterations were developed using available resources. 
Typically, this process would be conducted using optimization software and math-
ematical models to evaluate many iterations. However, the use of this software is 
beyond this project’s scope. 

5.1 Design Constraints 

Based on feedback from the Niagara Region, key design constraints include property 
acquisition, locations of hydroelectric poles, drainage, and environmental bound-
aries. To continue with the roundabout design, preliminary justifications have been 
considered as outlined below. It should be noted that these justifications are subject 
to change based on feedback and modelling results. 

The roundabout design is likely to infringe on surrounding property, including 
private and town-owned property. In particular, the northeast quadrant of the inter-
section poses two key constraints. The first constraint is that the location of hydro-
electric poles in this area cannot be changed. The second constraint is that this land 
quadrant is owned by the Town of Smithville and therefore cannot be considered in 
the final design. Both constraints are addressed by shifting the roundabout towards 
the west to accommodate the diameter if necessary. All other property acquisition 
requirements have been considered satisfied to proceed with the design. 

When designing the realignment of the Thirty Road, a major spatial constraint is 
the presence of hydroelectric poles on the west side of the road. These hydroelectric 
poles are newly installed and expensive structures to relocate, making it ideal to leave 
them as is. However, to solve the issue of collisions, the radius of the reverse curve 
will need to be larger to prevent a skewed roundabout. This will require the road to 
be moved west of the hydroelectric poles. In addition, just north of the reverse curve
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are protected fishery habitats that cannot be crossed. To allow for drainage, ditches 
were constructed on both sides of the road for stormwater drainage. 

5.2 Geometric Design 

5.2.1 Roundabout 

Preliminary design aspects such as the design vehicle, diameter, and speeds were 
selected based on primary usage and current data. Given projected AADT and left-
turn-percentage values of 11,300 and 4.7%, respectively, it was concluded that a 
single-lane roundabout would provide sufficient operability. In addition, the traffic 
data and site visit observations indicate that a vast majority of vehicles traversing 
the roundabout are trucks. As such, the design vehicle was selected to be WB-67 to 
remain conservative in estimations. A typical single-lane roundabout with 90° angles 
will require a 40–55 m diameter (citation). 

An initial 45 m diameter was assumed for preliminary calculations. In addition, 
a traversable apron surrounding the raised central island was considered to accom-
modate any large vehicles. Additional design considerations include the maximum 
entry, circulatory, and exit speeds. The maximum entry design speed was assumed to 
be 40 km/h. It should be noted that this entry speed requires significant deceleration 
in comparison with the current 60–80 km/h posted speeds on approach roads. The 
circulatory speed was then assumed to be 30 km/h. 

Adequate visibility was considered for stopping and intersection sight distances. 
As a vehicle approaches the roundabout, the following three sight distances were 
considered, approach sight distance, circulatory sight distance, and crosswalk sight 
distance [2]. The intersection sight distance is the minimum distance needed for 
approaching vehicles to react to already circulating vehicles. This was expressed 
through two sight triangles, the length of the conflicting leg of the circulating vehicle 
and the length of the conflicting leg of the entering vehicle [1]. 

Since active transportation was a priority throughout the Region of Niagara by 
2041 and beyond, pedestrian crossings were considered in the roundabout design. 
This consideration calls for splitter islands to be used on all four legs of the round-
about. The usage of splitter islands will serve multiple functions, including accommo-
dating pedestrian crossing and traffic separation. Splitter islands were incorporated 
in future model iterations [13]. 

Figure 2 is a sample of the preliminary base roundabout modelled in AutoCAD. 
It should be noted that the above conclusions are subject to change depending on any 
updated data provided by the Region and subsequent modifications to calculations.
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Fig. 2 AutoCAD preliminary iteration model 

5.2.2 Road Realignment 

Preliminary calculations were completed to find the minimum stopping sight distance 
and minimum curve radii. With the design speed set to 60 km/h, the minimum 
stopping sight distance was calculated to be 85 m and minimum radii to be 130 m [13]. 
The road would maintain a similar superelevation of 6%. Using a recent topographic 
survey which was made available by Niagara Region, a preliminary alignment was 
created with the north approach being perpendicular to the east and west approaches. 
Adjustments were made to ensure adequate radii and stopping sight distances were 
maintained. The placement of the hydroelectric poles created a constraint in the 
realignment design as the road had to maintain a minimum clearance from them. 
Figure 3 shows the existing alignment and the proposed alignment.

5.3 Signage and Illumination 

Correct traffic signs and signals, road improvement, and sufficient lighting all play 
an essential role in designing a safe operating system. The geometry of roundabouts 
results in reduced effectiveness of vehicle headlights on the curved radii. Thus, the 
reverse curve entering Young Street from Thirty Road requires additional lighting 
improvements to transition into the roundabout smoothly. 

Perimeter lighting was implemented on the newly realigned Thirty Road 
to provide optimal visibility on collision locations, consistent visual guidance 
throughout the circulatory roadway, and clear visibility for road signs. As part 
of the design process, it is essential to recognize the disadvantages of perimeter
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(a) Existing (b) Proposed 

Fig. 3 Comparison of existing and proposed road alignments

illumination. Disadvantages include the central island accommodating the weakest 
illumination and an increase in the number of equipment required. 

Roundabout signage and reverse curve signage stem from general intersection 
signing. The following signs are required for the roundabout and reverse curve: 
speed advisory signs, chevron signs, yield signs, one-way signs, and guide signs. 
The following pavement markings were included in the roundabout design: Entry 
pavement markings consist of yield lines and zebra markings for pedestrians. As a 
vehicle nears the radius of the curve, the pavement markings will transition into solid 
lines, known as circulatory pavement markings. For the reverse curve, implementing 
a centreline and an edge line notifies the change in alignment and provides a smooth 
exit. To diminish the number of crashes due to road run-off, shoulder rumble strips 
along the reverse curve will give an audible vibration to warn the user. The strips 
were installed in the direction of travel along the horizontal curve to inform drivers 
of the alignment change and speed change. 

5.4 Visibility 

The predominant safety concern for the study area is the lack of visibility along the 
reverse curve and at the intersection. The approach sight distance and circulatory 
roadway sight distance were explored in the full capstone paper. Concerning the 
location of the roundabout conflicting with the various utilities in the area, emphasis is 
put on the intersection sight distance (ISD). To prevent sightlines conflicting with the 
existing hydroelectric poles, the ISD was analyzed. The intersection sight distance is 
the minimum distance needed for approaching vehicle to react to already circulating 
or entering vehicles. This is expressed through two sight triangles. The length of the 
conflicting legs of the circulating vehicle and the entering vehicles is calculated [1] 
and the length of the conflicting leg for the circulating vehicle is given by
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Fig. 4 ISD sight triangle for a single approach 

d1 = 0.278 tcVcir (3) 

where Tc = the critical headway for entering a roundabout (5 s according to the 
guide), and V cir is the design speed of the conflicting circulating movement. The 
length of the conflicting leg for the entering vehicle is given by 

d2 = 0.278 tc(Venter + Vcir)/2 − dcir(Venter − Vcir)/2Vcir (4) 

The entering speed is given by the conflicting entering movement. For example, 
on the south leg, the conflicting entering vehicle is the vehicle entering from the 
westbound direction. The circulating speed is given by the conflicting circulating 
movement. For the same example, the conflicting circulating movement is the vehicle 
travelling southbound. Lastly, the circulating distance is the distance from the centre 
island’s centre to the circulating vehicle (Fig. 4). 

5.5 Speed Control Strategies 

A lower entry speed and circulation speed are key crucial attributes of roundabouts. 
This makes roundabouts highly adaptable to urban and suburban areas. However, 
speed control is necessary for high-speed settings. The required deceleration on
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Fig. 5 Fastest paths through a roundabout 

the roundabout approaches is primarily accomplished through geometric design and 
traffic control devices. The fastest path analysis is used as a geometric check to ensure 
sufficient deceleration is met on the entry. The FHWA document Roundabouts: An 
Informational Guide states that the fastest path is determined by the speed rela-
tionships between R1, R2, and R3 as well as between R1 and R4 as seen in Fig. 5 
(FHWA 2010). The manual states the desired relationship is R1 ≫ R2 ≪ R3, where 
R3 should not be less than R1 (FHWA 2010) and requires the left-turning path R1 

≫ R4 (FHWA 2010). The difference in achieved design speed from R1 to R2 or R4 

should be with 10–15 km/h of the desired speed with 20 km/h maximum difference. 
Typical geometric treatments include the use of horizontal curvature and curbing on 
the splitter island to define the entry of roundabout. The reverse curve along Thirty 
Road, will be realigned with considering the necessary reduction of speed needed 
for the roundabout. 

6 Conclusions 

With the reported increase in collisions at Thirty Road and Young Street, it was 
determined the current road alignment and intersection would not satisfy the safety 
and service requirements to accommodate projected 2041 volumes. To improve
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the current two-way, stop-controlled intersection, the following improvements were 
proposed: (1) an all-way stop, (2) roundabout, or (3) signalized intersection. Estab-
lished evaluation criteria used to assess improvements were safety, level of service, 
delay, cost, and environmental impact. Following the evaluation, the roundabout 
alternative was found to have the greatest reduction of crashes, minimal delay, have 
the lowest average annual costs, and the highest environmental impact. With safety 
and capacity being the primary criteria of significance for the Region, the round-
about alternative was selected as the best alternative for detailed design. Preliminary 
calculations and AutoCAD models have been created for the roundabout and road 
geometry. The next steps for the design would be to develop an optimal solution 
through an iterative process using optimization models and Transportation Associ-
ation of Canada (TAC) manual guidelines. Notable elements that will be produced 
are a detailed cost estimate and a construction schedule. 
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Redesigning an Urban Midblock Section 
to Improve Safety and Level of Service: 
Case Study in the Niagara Region 
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Abstract Providing safe and complete streets that fit road users of All Ages and 
Abilities (AAA) with optimal traffic flow along urban built-up areas can often be 
challenging. Increased access points along midblock sections between busy inter-
sections result in higher travel speeds, jaywalking, and delays. This paper evaluates 
a case in the Niagara Region, where the main corridor, Regional Road 20 (Lundy’s 
Lane) between Montrose Road and Kalar Road, is being accessed for improve-
ments. This corridor has many different factors, including multiple nursing homes, 
a secondary school, tourist accommodations, and local businesses. The alternative 
solutions included: implementing a road diet with a cyclist facility, two-way left-turn 
lanes, adding pedestrian crossing and numerous other minor improvements (Alter-
native 1); and implementing partial road expansions along the corridor to add in 
pedestrian refuge islands, partial channelized left-turn lanes, and additional minor 
improvements (Alternative 2). The best alternative was chosen through evaluation 
using four criteria: safety, traffic operations, cost, and environmental impacts. Each 
criterion was given a corresponding weight, and the best alternative was chosen 
through a weighted scoring method. Sensitivity analysis is also conducted for the 
weights and the proposed growth rate for the 2041 design year. In this regard, Alterna-
tive 1 showed the best fit with evaluation criteria. A detailed design of this alternative 
was created using AutoCAD, and PTV Vissim and Synchro were used to analyze 
the impact on traffic operations along the midblock section. 
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1 Introduction 

Urban roadways often have congestion issues for all road users, where optimal safety 
is not always achieved. In addition, areas with a high density of access ways create 
many conflict points between motorists, pedestrians, and cyclists. Collision reports 
indicate that 40% of accidents are reported in the study area as rear-end collisions. 
This situation poses a challenge for redesigning a safer and more efficient corridor 
to improve safety and mobility for all users. Multiple alternative solutions were 
proposed in this study to improve safety and capacity in the midblock section of 
Niagara Regional Road 20 (Lundy’s Lane) between Montrose Road and Kalar Road. 
The alternatives were evaluated using weighted criteria to choose the best solution. 
The Niagara Region (The Region) predicts an annual population growth of 1.35% 
on Lundy’s Lane for the horizon 2041. Many issues were identified through site 
observations, including long queues when vehicles are waiting for a safe gap to turn 
left, speeding, inadequate pedestrian crossing, inadequate cyclist facilities, poor level 
of service at intersections, and safety of all road users. 

To address these issues, this study proposes two alternatives consisting of a set of 
solutions that, when implemented together can remedy significant problems in the 
corridor, improve the level of service, and improve safety for all users. These alter-
natives were evaluated based on safety, traffic operations, cost, and environmental 
impacts. Based on this evaluation, Alternative 1 was selected. A detailed design of 
this alternative was created in AutoCAD, PTV Vissim and Synchro were used to 
analyze the impact on traffic operations along the midblock section. The following 
diagram shows a high-level overview of the paper (Fig. 1).

2 Study Area 

The study area is a midblock section of Regional Road 20 Lundy’s Lane bounded 
by Regional Road 20 and Montrose Road to the east, and Regional Road 20 and 
Kalar Road to the west. The midblock section is a four-lane undivided major arterial 
roadway with a speed limit of 50 km/h spanning approximately 1 km in length. It 
experiences 5700 vehicles/h in the afternoon peak period and has an access point 
density of 87 access points/mile. The section is located in Niagara Falls and falls under 
the jurisdiction of Niagara Region. Along the built-up midblock section are many 
motels, a secondary school, two retirement homes, and many food establishments 
that thrive from the tourist activities in the area, shown in Fig. 2.
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Fig. 1 High-level overview of report contents

Fig. 2 Google Earth image of the study area 

3 Alternatives  

Based on preliminary research, two alternatives to solve most of the issues along the 
corridor have been identified. The alternatives aim to solve the significant problems 
in the corridor, such as improving safety and the level of service (LOS) for all users.
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3.1 Alternative 1 

This alternative implements a road diet with a cyclist facility and a two-way left-turn 
(TWLT) lane, adding a pedestrian crossing at the midblock, along with other minor 
improvements. These include restricting left-turn movements of traffic coming from 
Beaverdams Road during the rush hour, optimizing signal timings at intersections 
and implementing speed cameras (Fig. 3). 

According to the Federal Highway Association (FWHA), road diets are a roadway 
reconfiguration that can have many benefits, including enhancing safety, mobility, 
and accessibility for all road users. They have been deemed an effective way of 
reducing the crash frequencies on four-lane undivided roadways, especially as traffic 
volumes and turning movements increase over time. The two-way left-turn lane will 
help reduce the delay and queue along the roadway, when vehicles are waiting to 
turn left into an access point. The cycling facility will improve mobility for other 
transportation users. 

Although there is an existing signalized pedestrian crossing close to the intersec-
tion of Kalar Road and Lundy’s Lane, adding a pedestrian crossing would increase the 
mobility of pedestrians along the corridor. According to the Ontario Traffic Manual 
Book 15, a pedestrian crossover is warranted if it’s not within 200 m of any other 
facility, deeming an additional pedestrian crossover feasible with space requirements. 

Significant delays during the rush hour are observed at the unsignalized intersec-
tion of Beaverdams Road and Lundy’s Lane, as the gaps in traffic to make a left 
turn onto the major street are infrequent. This results in larger vehicle queues along 
the minor approach, where drivers become impatient and turn left into an unsafe 
gap, causing collisions at this intersection. To reduce the delay and the collision 
rate, left-turn movements onto the major road during the rush hour can be restricted. 
Additionally, optimizing signal timings and adding speed cameras can increase safety 
along the corridor.

(a) Road before (b) Road after 

Fig. 3 Road diet on Edgewater Drive in Orlando, Florida. Source Federal Highway Administration 
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3.2 Alternative 2 

With this alternative, the right-of-way (ROW) is increased at certain locations along 
the corridor to add pedestrian refuge islands, partial channelized left-turn lanes, and 
other minor improvements. These include restricting left-turn movements of traffic 
coming from Beaverdams Road during the rush hour, removing objects close to 
the road to improve sight distances, optimizing signal timings at intersections, and 
implementing speed cameras (Fig. 4). 

The addition of partial channelized left-turn lanes can aid in reducing long queues 
and delays when vehicles are waiting to turn left into an access way. A pedestrian 
crossing refuge island would also increase safety for pedestrians crossing the four-
lane roadway. The need for another pedestrian crossing is justified as pedestrians 
have limited access to both sides of Lundy’s Lane, with the existing crossing situated 
close to Lundy’s Lane and Kalar Road. 

Additional minor improvements include restricting left turns onto Lundy’s Lane 
from Beaverdams Road during the rush hour, optimizing signal timings and imple-
menting speed cameras. According to a study by Stevanovic and Kergaye, conflicts 
at signalized intersections can be reduced by increasing the intergreen time and opti-
mizing green times depending on traffic volume. Along with this, speed cameras can 
be used to discourage drivers from speeding along the corridor. Sight distances can 
also be improved for road users by removing large objects close to the roadside.

Fig. 4 Pedestrian crossing with a refuge island. Source Global Designing Cities Initiative 
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Table 1 Traffic data collected during the site visit for Beaverdams Road 

Time frame Traffic data collected during site visit 

Beaverdams Rd East on RR20 West on RR20 

Left turn Right turn Left turn Right turn 

15 min 6 44 14 14 

Hourly 24 176 56 56 

4 Simulation of Alternatives 

4.1 Data Collection and Analysis 

From the turning movement reports, signal timing plans, and additional data provided 
by The Region of Niagara, the time frame selected for analysis was the PM peak 
rush hour as it had the highest hourly volume. However, the reports had no infor-
mation about the signalized pedestrian crossing and traffic volume for the minor 
stop-controlled intersection of Beaverdams Road and Regional Road 20. During the 
site visit held on October 8th, 2021, the study team recorded a 15-min video to 
capture the traffic volume at this minor approach. This data was extrapolated and 
used in the traffic simulations. Table 1 summarizes the data collected. 

To plan for the design year of 2041, Eq. 1 was applied to the given 2019 traffic 
volumes using two growth rate factors. The Niagara Transportation Masterplan 
expects the population to grow at a rate of 1.35% annually, and members of the 
Region of Niagara proposed using a 2.00% growth rate. For this reason, a sensitivity 
analysis was conducted in this study using both growth rate factors. 

f (x) = a(1 + r )n (1) 

where f (x) = exponential growth function (future volume), a = initial volume, r = 
growth rate, and n = time interval (n = 22 since the initial and planned volumes 
correspond to 2019 and 2041). 

4.2 Model Simulation 

Synchro 11 software was used to simulate traffic operations of both alternatives. 
Synchro 11 is a traffic analysis software developed by Trafficware that allows users 
to analyze signal timing and traffic flow for simulating multiple scenarios. Moreover, 
the software generates traffic reports that include key performance indicators for each 
approach and intersection. The alternatives were assessed objectively by using the 
generated reports. The most crucial feature of Synchro 11 is its SimTraffic tool which 
allows the user to run the traffic and signal timing inputs to visually assess the traffic
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network and bottlenecks in the system. One major downside to using this software 
was its inability to properly model a midblock pedestrian crossing, lane markings, 
access points, bicycle lanes, and a partial channelized left-turn lane. To combat these, 
it was assumed that 10% of the traffic along the midblock section would be turning 
right and left into the access ways, allowing the model to simulate volumes from the 
two-way left-turn lane and partially channelized left-turn lanes. 

The problems identified at the intersections and along the midblock section using 
the Synchro 11 Software include (1) heavy traffic in the southbound and eastbound 
approach at Montrose Road and Regional Road 20, and (2) a long queue of vehicles on 
the minor approach of Beaverdams Road. Along with this, accident reports provided 
by The Region were used to identify other significant issues and areas that have a 
substantial number of accidents. 

5 Evaluation of Alternatives 

5.1 Basic Evaluation 

Safety Evaluation: Safety was analyzed in terms of lane dimensions along with 
conflict points with left and right turning vehicles. A point system was established 
for conflict points, where through traffic was awarded 2 points, 0.5 point to right turns, 
1 point to pedestrians, and 1 point to cyclists. For a vehicle turning left into an access 
way, the respective conflicts include one opposing vehicle, a cyclist, a pedestrian, and 
a vehicle turning right into the access way. This gives a total score of 4.5. Following 
this process, Table 2 summarizes the conflict points for both alternatives (Fig. 5). 

Environmental Evaluation: The second measure for evaluation was the environ-
mental impact of each alternative. This can be determined by analyzing the output 
values of carbon emissions from the Synchro 11 software and qualitatively comparing 
the noise pollution that would come from implementing each alternative. The carbon 
emissions are 1418.5 g/h and 1438.8 g/h for Alternatives 1 and 2, respectively. A 
study by McAlexander et al. (2015) in New York City concluded that noise pollution 
at the street level could be directly associated with vehicular traffic density along a 
section. Therefore, out of a rank of 1–5, 1 being minimal noise pollution and 5 being

Table 2 Summary of conflict points for the two alternatives 

Conflict point Weight Alternative 1 Points Alternative 2 Points 

Through traffic 2 2 4 3 6 

Right turn traffic 0.5 2 1 2 1 

Pedestrian 1 4 4 4 4 

Cyclist 1 4 4 4 4 

Total 13 15
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(a) Alternative 1 (b) Alternative 2 

Fig. 5 Render image of conflict points

excessive noise pollution, Alternative 1 was given a rank of 2.5 and Alternative 2 a 
rank of 3.5 due to the increased number of travel lanes for vehicles. 

Cost Evaluation: The costs for both alternatives were calculated using estimated costs 
from similar municipalities surrounding the Greater Toronto Area. Each project has 
typical costs, including planning and design, construction, operation, and mainte-
nance. The planning and design aspects of the cost are assumed to be undertaken 
by the Niagara Region. The construction costs are fixed costs, where Alternative 1 
requires implementing a cycling lane, and Alternative 2 requires a road reconstruc-
tion. The operation and maintenance costs are variable costs, where Alternative 1 
requires maintenance of the 2 cycling lanes with 3 vehicle traveling lanes, and Alter-
native 2 requires maintenance of 4 vehicle traveling lanes. Based on construction, 
operation, and maintenance costs, Alternative 1 is expected to have a net present cost 
of $3,778,553, and Alternative 2 is expected to have a net present cost of $5,186,370. 

Traffic Operation Evaluation: For traffic operations, both alternatives were evaluated 
regarding their volume-to-capacity (v/c) ratio. This value was determined from the 
outputs of the Synchro 11 software after the simulation of the alternatives. Alternative 
1 had a v/c ratio of 1.01, while Alternative 2 had a v/c ratio of 0.56. 

5.2 Selection of Best Alternative 

A weighted criterion method was used to evaluate the alternatives, where the better 
alternative will have a lower total alternative score. The original weights of each 
criterion are 40% for safety, 15% for environmental impact, 15% for cost, and 30% 
for traffic operations. These assigned weights are justified as our primary focus of 
the midblock improvements is to improve the safety and usability of the section. 

Table 3 summarizes the scoring evaluation from all four categories, where Eq. 2 
was used to calculate the total scores for each alternative. Based on this calculation,
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Table 3 Alternative scores of basic evaluation 

Alternative Score 

Safety Environmental Cost (in hundred 
thousands) 

Traffic operation Total score 

1 13 2.5 2.29 1.01 6.22 

2 15 3.5 8.85 0.56 8.02 

Table 4 Summary of sensitivity analysis 

Alternative Total alternative score 

Original Increasing weight of 
safety 

Increasing weight of 
environmental 

Increasing weight of 
traffic operations 

1 6.22 7.28 5.77 5.56 

2 8.02 8.90 7.59 6.88 

alternative 1 is the optimal solution as it scores lower for cost and has a higher safety 
ranking with fewer conflict points than alternative 2. 

S = 0.40 xs + 0.15 xEI + 0.15 xCF + 0.30 xTO (2) 

where S = total score of alternative, xS = safety score, xEI = environmental impact 
score, xCF = cost score and xTO = traffic operations score. 

A sensitivity analysis was also conducted for both alternatives, where the weights 
of each criterion were altered to see the effect it would have on the total score. The 
first case was to increase the weight of the safety score from 0.4 to 0.5 (or 40–50%). 
The second case was to increase the weight of the environmental score from 15 to 
25%, and the final case was the increase of the weight of the traffic operations from 
30 to 40%. Table 4 summarizes the results from all three cases explored. The results 
indicate that Alternative 1 would still be the most feasible solution as with each 
weight change, it still has an overall total score that is less than alternative 2. 

6 Detailed Design 

6.1 CAD—Design and Evaluation 

The Niagara Region provided the digital version (in CAD) of the geometric design of 
Lundy’s Lane and Kalar Rd and Lundy’s Lane and Montrose Rd. The two intersection 
drawings were placed on top of a satellite Google image, where the midblock sections 
of Lundy’s Lane was traced over. The measuring tool on Google maps was used to 
verify the accuracy, with road width dimensions as 13.75 m from curb to curb for the
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midblock section of Lundy’s Lane. According to OTM Book 18, physically separated 
bicycle lanes have requirements of 1.5 m in width and 0.3 m as buffers with flexible 
bollards. Wider cycling lanes would be desirable for cyclists’ comfort. However, due 
to the road width constraints, this was not feasible. To further aid in the comfort and 
safety of the cyclists, flexible bollards would be placed in the middle of the buffer 
zone, spaced 6 m apart. The bollards would not be placed in areas where bus stops 
are located, or where access points are present. According to OTM Book 18, flexible 
bollards should be placed 6–12 m apart for urban areas and could be reduced to 3 m 
where motor vehicle encroachment is likely. 

The Niagara Region follows MTO Geometric Design Standards and TAC 
Geometric Design Guides, which require lane widths of 3.3–3.7 m for urban arterial 
roads of design speeds of 60 km/h. To satisfy the constraint, the design allowed for 
lane widths of 3.3 m and two-way left-turn lane width of 3.55 m. The decision to 
have a wider two-way left-turn lane provides more comfortable left-turn movements 
into the high density of access points. In addition, it allows for a more comfortable 
merge into traffic when exiting the access points. Figure 6 represents the proposed 
road diet lane dimensions along the midblock section of Lundy’s Lane in AutoCAD. 

An additional pedestrian crossing will be implemented near Lundy’s Manor 
Retirement Residence since the east midblock portion of Lundy’s Lane does not 
have any safe crossing devices for pedestrians. The type of pedestrian crossing to be 
used will be a pedestrian hybrid beacon (PHB). Studies have shown that this type 
of crossing effectively increases safety and does not cause significant disruptions to 
traffic flow (federal highway administration). In addition, islands would be placed 
in the lane width of the two-way left-turn lanes. This will further protect pedestrians 
crossing the road and prevent vehicles from using the two-way left-turn lane to pass

Fig. 6 Lane width dimensions along midblock section of Lundy’s Lane 
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Fig. 7 Pedestrian hybrid beacon with islands near Lundy’s Manor Retirement Residence 

slow-moving vehicles near the pedestrian crossing. Figure 7 represents the proposed 
pedestrian crossings along with the pedestrian refuge islands. 

6.2 PTV VISSIM—Design and Evaluation 

PTV VISSIM is the traffic simulation software that is used to evaluate the design 
of alternative 1. The evaluation will be broken down into two methods. First, the 
current road layout is modeled in the software, similar to Sect. 4.2. This layout has 
the geometric layout of the road and will not be enhanced aesthetically with road 
features such as medians, crosswalks, and sidewalks. The chosen alternative design 
was created in the software using the AutoCAD file for more accuracy, following this 
first layout design. The reason for recreating the current road layout is to have a fair 
comparison and evaluation of both designs in the same software instead of relying 
on the evaluation of Synchro 11 for the current layout. 

Some challenges arose when designing the chosen alternative in the PTV VISSIM 
as some features were not available in the software. For example, the software is 
not able to properly model a two-way left-turn lane. Therefore, the solution was to 
identify the significant plazas within the midblock section and create dedicated left-
turn lanes in the middle of the road. Since the traffic volumes entering and exiting 
the access points were not given, our team had to estimate these volumes based on 
the site visit we conducted. The base assumption was that 10% of the total volume 
along each direction would flow in and out of the access ways. This 10% was further
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broken down into percentages for each major facilities access way. This was done by 
each team member independently choosing a percentage based on their experience 
from the site visit. This data is summarized in Table 5. For example, the traffic that 
will be entering Plaza #1, located across from Westlane Secondary school, would be 
35% of the 10% of traffic turning right from the Westbound direction and 35% of 
the 10% of traffic turning left from the Eastbound direction, using the two-way left-
turn lane. Additionally, the software did not have the ability to adequately model the 
pedestrian hybrid beacon (PHB) crossing. This crossing was replicated by selecting 
the signalized crossing type in the software and adjusting the signal timings to match 
the PHB signal type. 

Furthermore, a topic that has been thoroughly researched in this study is the 
crash modification factors (CMF) associated with implementing a road diet, active 
transportation (bike lanes), and a signalized pedestrian crossing (i.e. PHB crossing). 
While the research shows that there should be a drastic reduction in collisions, this 
criterion was not effectively evaluated in the software. However, it is still crucial as 
safety is an important aspect of the midblock section. 

Along with adjusting the traffic volumes for the proposed 2.0% annual growth 
rate, the change in traffic volumes due to the addition of a cyclists facility must 
also be considered. Since there is minimal data available regarding an increase in 
cyclists volume and a decrease in vehicular volume once a cyclist facility has been 
implemented, the cyclist volume was estimated. Using open-source data from the City 
of Toronto (City of Toronto, “Open Data Dataset”), similar midblock sections with 
characteristics such as being close to a major freeway, having a high volume of access 
points and being in the vicinity of a school were analyzed. Through this analysis, four 
intersections best fit the above criteria. Those intersections were Willowdale Ave and 
Finch Ave, Scarlett Rd and East Dr, Yonge St and St Clair Ave, and Danforth Ave 
and Broadview Ave. An example of a chosen intersection which was converted from 
a 4-lane highway to a 2-lane highway with a TWLTL can be seen in Fig. 8.

From the four intersections above, the data showed that there was a traffic reduction 
once the cycling infrastructure was implemented. The range of the reduction was 
anywhere from 2 to 56%, where the weighted average was approximately 25%. The 
major intersections were given more weight as the traffic volumes are higher. As 
well, there was an observed reduction in pedestrian traffic, varying from 8 to 48%,

Table 5 Summary of volumes assumption for key access points (northbound) 

Volumes assumption north side Lundy’s lane 

Tim Horton’s Plaza #1 (Westlane) Petro Canada Gas 
Station 

Plaza #2 (Retirement 
home) 

Anish 30 40 20 10 

Zian 10 40 10 40 

Brahmjot 30 25 20 25 

Average 23.33333333 35 16.66666667 25 
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Before Cycling Lane Installation After Cycling Lane Installation 

Fig. 8 Example of intersection used to estimate new cyclist and vehicular volumes

with a weighted average of 20%. The cyclist volumes increased anywhere from 113 
to 1600% with the weighted average being an increase of 250%. 

Since the above analysis does not include a large sample of cycling facilities that 
match the stated criteria, the exact volume reduction percentages obtained above 
were not applied to our study area. However, a sensitivity analysis was conducted to 
show the effects of the traffic reduction. Three different percentages were used: 0, 5 
and 10% as these are well below the weighted averages. The number of cyclists used 
in the simulation was 50% of the reduced traffic to see how much strain the system 
could handle, as an increase in cyclist volume should result in a slight delay when 
turning into access points. 

To understand the impacts of this traffic reduction, the results in terms of Level 
of Service (LOS) were evaluated at five points across the midblock section as shown 
in Fig. 9. Point #1 is Lundy’s Lane at Kalar Road, point #2 is the existing midblock 
crossing, point #3 is the newly implemented PHB crossing, point #4 is Lundy’s Lane 
at Beaverdams Road, and point #5 is Lundy’s Lane at Montrose Road. The growth 
rate of + 2.00% was used in the comparison. 

Comparing the last two rows (5 and 10% traffic reduction) it can be observed that 
the LOS is improved. By reducing the traffic by 5 and 10% for the design year 2041 
with a + 2.00% growth rate, this causes the effective growth rate to be + 1.76% and 
+ 1.52%, respectively. Similar results were obtained for all four growth rates used 
(Table 6).

Another identified issue was the queue that formed from the left turning vehicles 
from Beaverdams Road onto Lundy’s Lane. This was due to having inadequate gaps 
in the traffic on Lundy’s Lane for vehicles to merge into. When the annual growth

Fig. 9 Aerial view of midblock section with location IDs for evaluation. Source Google Maps 
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Table 6 Comparison summary of LOS results for + 2.00% growth 

+ 2.00% growth rate results 

#1 #2 #3 #4 #5 

Original layout LOS C LOS C LOS F LOS F LOS F 

Chosen alternative LOS E LOS C LOS C LOS D LOS D 

Optimized signal timing LOS E LOS C LOS C LOS D LOS D 

5% traffic reduction LOS D LOS C LOS C LOS D LOS D 

10% traffic reduction LOS D LOS B LOS B LOS D LOS C

rate factors were applied, the issue worsened. To remove this bottleneck from the 
system, left-turns from Beaverdams Road onto Lundy’s Lane as well as left-turns 
onto Beaverdams Road will be restricted during the morning and afternoon peak 
hour periods. Figure 10 compares the vehicle delay, in seconds, at the intersection 
of Lundy’s Lane and Beaverdams Road. The growth rate used is + 2.00% for all 
scenarios. As expected, once left turns are prohibited during the peak hour period, 
the vehicle delay is reduced and improved further once signal optimization is imple-
mented. The signal timings are optimized by increasing the cycle time from 135 to 
150 s, which provides more green time for the through and left-turning traffic along 
Lundy’s Lane. 

The results of the chosen alternative and the existing layout shows a significant 
reduction in vehicle delay, queue lengths and level of service. However, it is impor-
tant to note that the improvement of the safety along the midblock section has not 
been factored in these numbers. A final summary of the results obtained from the 
simulation in PTV Vissim is given in Table 7, where four cases for improvements
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Scenario 

Vehicle Delay at Lundy's Lane & Beaverdams Road 

Fig. 10 Vehicle delay at Lundy’s Lane and Beaverdams Road for three scenarios of + 2.00% 
growth rate 
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Table 7 Multiple scenarios analysis for 2041 design year 

Scenario analysis 

#1 #2 #3 #4 #5 

Do nothing alternative (+ 2.00%) LOS C LOS C LOS F LOS F LOS F 

Best case (+ 0.70% growth) LOS D LOS A LOS A LOS C LOS D 

Most likely (+ 2.00% growth) LOS D LOS C LOS C LOS D LOS D 

Worst case (+ 2.50% growth) LOS E LOS C LOS C LOS E LOS E 

are summarized comparing their LOS. The ‘Do Nothing’ alternative assumes that 
the traffic volumes would grow at + 2.00% per year until 2041, and the current 
road layout would stay the same. The following three scenarios are all from the 
chosen alternative, using different growth rates and other minor factors. The ‘best 
case’ scenario assumes the lowest population growth rate with signal optimization 
performed and a traffic reduction of 10%. This would also mean that most people 
who are no longer driving would be using the bike lane. The ‘most likely’ case has 
been discussed in Sect. 6.2. The ‘Worst Case’ scenario assumes the highest popula-
tion growth rate of  + 2.50% and with no signal optimization and no traffic reduction 
even though the bike lanes have been installed. Even if the ‘worst case’ scenario 
was to occur, the overall level of service of the midblock section would still perform 
slightly better than the ‘do nothing alternative’, which had half of its location IDs 
perform at LOS F. 

7 Future Research and Developments 

Further developments can be done to assess the viability of the chosen design, 
ensuring that the safety is improved along with the level of service in the study 
area. Crash modification factors from similar studies can be analyzed in addition 
to the conducted conflict point analysis to improve the conducted safety evaluation. 
This can aid in verifying that the implementation of a road diet accompanied by a 
cyclists’ facility increases the safety for all road users. To further verify that safety 
has been improved, an analysis of the pre and post-accident reports can be conducted 
once the alternative is implemented. 

In addition, improvements to the study can be made if access to more data was 
available. Many assumptions were made with regards to the access point flow, the 
implementation of a cyclists’ facility, and how that may alter the existing traffic 
volumes. Missing data that would have added to the study includes pedestrian and 
cyclists’ volumes along the midblock section, specific locations where accidents 
occur, and an in-service road safety audit of the existing conditions.



588 A. Nothoo et al.

8 Conclusion 

In conclusion, the implementation of the chosen alternative showed an increase in 
safety along with an improvement in the level of service. The road diet with the two-
way left-turn lane helped in reducing delays along the corridor and tackling the issue 
of speeding. The addition of a cyclist facility helps to promote active transportation 
usage, and through analysis of different models, has shown to decrease vehicular 
volumes by 5–10%. The additional pedestrian crossing will help increase mobility 
along the midblock section along with safety for pedestrians as a combination of a 
PHB and refuge island is used. As well, the optimization of signal timings further 
helps to improve the level of service. The restriction of left turns maneuvers during 
the rush hour periods at the stop-controlled intersection of Beaverdams Road and 
Regional Road 20 (Lundy’s Lane) will create for less collisions and conflict points. 
Improving the safety level of service with redesigning this midblock section was 
achieved through our detailed design and simulation of this design. 
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Traffic Delay Analysis in Road 
Rehabilitation Projects: A Simulation 
Approach 

A. Sorour, A. Abdullah, Y. A. S. Essawy, and K. Nassar 

Abstract Population growth has put a great strain on our highway networks leading 
to an ever-greater need for road rehabilitation and reconstruction. Highway networks 
are overloaded with new commuters every day; leading to ever-increasing congestion 
levels. These congestion levels are exacerbated when there are construction activities, 
and a road cannot be rerouted. Consequently, user cost has become an essential 
part of the economic evaluation criteria for the decisions that go into planning road 
rehabilitation projects. The lost economic output due to the delay time incurred by 
road users forces governments to plan these projects on tight schedules and may even 
penalize the contractor for failing to finish on a certain date. Contractors engaged in 
road rehabilitation projects are continuously asked to work in expedited conditions 
to minimize the delay time incurred by road users. This makes the planning phase of 
any road rehabilitation project essential for successfully finishing the project on time. 
Simulation provides a capable tool for any contractor to aid in properly strategizing 
for road rehabilitation projects. From contractors’ point of view, they can choose 
a strategy that satisfies the minimum delay versus project duration trade-off. This 
paper aims to allow the evaluation of the delay that is suffered by the users of
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four-lane freeways under different scenarios. The delays for the different number of 
lanes closed, working off-peak hours and different lengths of reconstruction area are 
evaluated using Anylogic simulation software. The results of this study should help 
contractors decide on the type of strategy to approach road rehabilitation projects 
based on delay time versus project duration trade-off. 

Keywords Simulation · Anylogic · Road rehabilitation · Delay time 

1 Introduction 

The ever-growing number of vehicles coupled with road damage adversely impacts 
the flow of traffic causing traffic congestion, due to all vehicles reducing their speed 
at the same time. The road damage then requires some degree of road rehabilitation 
depending on its severity. During road rehabilitation, a special area called a work 
zone is needed to minimize the risk of workplace accidents both for road users and 
construction workers. The work zone denotes the area where road work takes place 
and the number of lanes available is reduced. The work zone for road rehabilitation 
causes speed delays and bottlenecks. In addition, it reduces the road capacity and the 
vehicle users must slow down their vehicle speed causing travel delays. On the other 
hand, contractors tasked with working on road rehabilitation projects are required 
to finish the work as fast as possible to minimize the delay time caused by the work 
zones. Contractors have to bear the responsibility, not only for the rehabilitation 
work but also for the state of the traffic on the road they are working on. That is why 
contractors should plan diligently before any such projects to meet the contractual 
obligations of project deadlines, delay time incurred by road users, and the trade-off 
between them. Simulation is one of the most powerful and effective tools that can 
help contractors decide on the kind of strategy that satisfies any particular project 
conditions. Simulation can aid in the prediction of road rehabilitation duration and the 
traffic delay caused by it. This study uses Anylogic software discrete event simulation 
on two separate models, a construction model and a traffic model. We tested the effect 
of a certain construction strategy on a certain road condition and see the delay time 
it causes to the road users. The traffic model and the construction model are both 
generic, which means that the user has the flexibility to enter the data that corresponds 
to the project under consideration. Finally, the study proposes a general guideline 
for what is an appropriate construction rehabilitation strategy that can minimize the 
delay time incurred by road users.
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Fig. 1 Construction model logic 

2 Simulation Models 

2.1 Construction Model 

The construction model is a generic model that is made up of five activities. These 
activities are setting a perimeter, mobilization of workers and equipment, milling the 
damaged asphalt layer, overlaying the new asphalt layer, and finally demobilization 
of the worksite (Fig. 1). 

The construction model uses four resource pools. These pools are trucks, a paver 
machine, road milling equipment, and foreman. 

2.2 Traffic Model 

The traffic model is a generic model that represents a stretch of road that is 1000 m 
long. The road is made up of four lanes, each lane is 3.5 m wide. The model allows 
the user to input the average daily traffic, road speed, the dimensions of the car, the 
type of car, and maximum and minimum deceleration. The traffic model assumes 
equal lane utilization for passing cars (Fig. 2). 

Discrete event simulations are commonly used to analyze queuing problems by 
mimicking how real complex systems operate and includes variability, interactions,

Fig. 2 Traffic model logic 
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and dependencies of the real system. This type of simulation makes the process of 
modeling queues and related delays fairly easy. 

3 Case Study 

3.1 Scenario A 

Scenario A represents the normal traffic conditions on a certain road. The data for 
this scenario is obtained from an actual road which is Interstate-66 in Fairfax County, 
Virginia, USA. The data for this road will be used as the baseline to compare the 
results of the different scenarios. The average daily traffic on the road is 90,000 cars. 
The traffic volumes of the model vary depending on the time of day representing 
peak hours and off-peak hours (Fig. 3). 

The maximum speed in the model is 60 km/h, but depending on the time of day 
this speed limit may vary. During peak hours, the speed of road users starts to slow 
down due to road congestion. The speed of road users starts to pick up again during 
off-peak hours (Fig. 4).

It takes a car an average time of 73.89 s in the model to cross this road in normal 
traffic conditions. The data from this scenario (see Table 1) will be used as a baseline 
line against which the other scenarios will be compared, to determine the delay time 
for road users. The difference between the average time it took a car to pass the road 
at a given hour and the average time in normal traffic conditions is the delay time at 
this hour.

Fig. 3 Traffic distribution throughout the day 
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Fig. 4 Average car speed distribution throughout the day

3.2 Scenario B 

Scenario B represents a road rehabilitation project for a 380-m section of the road 
that covers the four lanes. The contractor may choose one of three strategies. The 
first strategy is to close off the entire length of the work zone for one lane and after 
finishing, move on to the other lane, and so on. The second str ategy is to close off 
two lanes of the road for the entire length of the work zone, finish them, and move 
on to the other two lanes. The third strategy is to close off three lanes for the entire 
length of the work zone, finish them, and move on to the last lane. It is assumed that 
the work is around the clock which means that the contractor is working 24 h till the 
project is completed (Figs. 5, 6 and 7).

The construction model is then run to get the project duration, in order to determine 
the simulation time for the traffic model. The durations for each activity and the 
number of resources are entered by the user and the model is left to run. The data 
used for the construction model are assumed. The traffic model is then left to run for 
the duration of each construction model to determine the traffic conditions in each 
scenario. The total project duration in Table 2 represents the time taken to finish the 
project in days using a certain strategy. The resources used for each construction 
model can be seen in Table 3.

After the runs are executed, we mainly get the average speeds of the passing 
cars throughout the day, the average times it takes a single car to pass the road 
throughout the day and the total delay incurred by the road user throughout the 
project. As we can see from Fig. 8, the average traffic speed falls precipitously for 
the 3-lane closure scenario followed by the 2-lane closure scenario and finally the 
1-lane closure scenario. These trends continue throughout the total project duration, 
which gives a preliminary insight into the state of average traffic speed depending on 
the scenario. The average times that a car takes to cross the road is then obtained from 
the simulation runs and compared with the normal traffic conditions. The most delay 
happens in 3-lane closure scenario which suffers significantly from the suspension 
of 75% of the road capacity for a little over 5 days. The average daily delay for this
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Fig. 5 1-lane closure 

Fig. 6 2-lane closures 

Fig. 7 3-lane closures

Table 2 Activities durations (days) 

Activities 1-lane closure 2-lane closure 3-lane closure + 
1-lane closure 

Set perimeter 0.15 0.3 0.5 0.1 

Mobilization 0.3 0.5 0.7 0.1 

Milling 1 1 1 1 

Overlaying 1 2 2 1 

Demobilization 0.4 0.6 0.8 0.5 

Total project duration 7 8 8 

scenario is 9 min per car a day. The second most delay happens in the 2-lane closure 
scenario, where 50% of the road capacity is suspended for 4 days. The average daily 
delay for this scenario is 2.5 min per car a day. The scenario with least delay is 1-lane 
closure where only 25% of the road capacity is suspended for less than 2 days. The 
average daily delay for this scenario is less than a minute per car a day. The results 
for the delay are shown in Fig. 9.

Finally, from the obtained data we can determine the total delay time throughout 
the project duration. The results follow the same trends obtained from the previous 
metrics. The most delay occurs in the 3-lane closure scenario, followed by the 2-lane 
closure scenario, and finally, the least delay occurring in the 1-lane closure scenario.

Table 3 Number of resources 

Resources 1-lane closure 2-lane closure 3-lane closure + 1-lane 
closure 

Trucks 4 6 8 3 

Paver 1 2 3 1 

Milling machine 1 2 3 2 

Foremen 6 10 12 4
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Fig. 8 Average speed throughout the day 

Fig. 9 Average delay throughout the day

The results showing the cumulative delay time through the project duration are shown 
in Fig. 10.

We can see from Fig. 10 that the 3-lane closure scenario and 2-lane closure scenario 
take the same time. This is due to the longer time it takes to set the perimeter of a 
bigger work zone, and the longer time it takes to mobilize more resources for the 
2-lane closure scenario compared with the 1-lane closure scenario. This leads to a 
longer duration in contrary to the common-sense assumption that the 2-lane closure 
scenario would finish earlier than the 3-lane closure scenario. The strategy chosen 
for such a project will depend on the nature of the road. If it is a critical road where 
there is heavy traffic and we do not want to cause a lot of disruption, it is best we 
choose either a 1-lane closure or 2-lane closure scenario. If the road is a non-critical 
road, we may choose either the 3-lane closure or the 2-lane closure scenario.
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Fig. 10 Delay time versus project duration

3.3 Scenario C 

Scenario C represents a road rehabilitation project for a 380-m section of the road 
that covers 1-lane of a 4-lane road. The contractor may choose one of two strategies. 
The first strategy is to close off the entire length of the work zone for the lane or to 
divide the lane into four segments, each segment of length 95 m. It is assumed that 
the work is around the clock, which means that the contractor is working 24 h till 
the project is completed (Figs. 11 and 12). 

The construction model is then run to get the project duration in order to determine 
the simulation time for the traffic model. The durations for each activity and the 
number of resources is entered by the user and the model is left to run. The data 
used for the 1-lane closure is the same as in Table 2. It took 3 days to finish the lane. 
The data used for the 1-segment closure construction model are assumed based on 
historical data for similar projects. The traffic model is then left to run for the duration 
of each construction model to determine the traffic conditions in each scenario. The 
total project duration in Table 4 represents the time taken to finish the project in hours 
using segmentation. The resources used for this method can be seen in Table 5.

It took the model 96 simulation run hours to finish the project which translates 
to 4 days of work. After the runs are executed, we obtained the average speeds of 
the passing cars throughout the day, the average time it takes a single car to pass the 
road throughout the day, and the total delay incurred by the road user throughout

Fig. 11 1-lane closure 

Fig. 12 1-segment closure 
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Table 4 Activities durations 
(hours) Activities 1-segment closure 

Set perimeter 1 

Mobilization 1 

Milling 2.5 

Overlaying 3 

Demobilization 1 

Total project duration 96 

Table 5 Number of 
resources Resources 1-segment closure 

Trucks paver 3 

Milling machine 1 

Foremen 2 

Trucks paver 4

the project. As we can see from Fig. 13, the average traffic speed fluctuates ever so 
slightly between the two scenarios. The only major change in average speed happens 
from 9 pm to midnight, where we see the traffic picking up speed again for the 1-
segment scenario. This occurs due to lighter traffic flow in the later hours of the day. 
The delay times also do not differ significantly from each other. The average delay 
time for the 1-lane closure scenario is a little less than a minute while the 1-segment 
closure is a little over a minute. The results of the delay are shown in Fig. 14. 

Fig. 13 Average speed throughout the day
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Fig. 14 Average delay throughout the day 

The results follow the same trends obtained from the previous metrics, where 
the most delay happens in the 1-segment closure scenario compared with the 1-lane 
closure scenario. The results showing the cumulative delay time through the project 
duration are shown in Fig. 15. 

Because it takes the 1-segment scenario 1 day longer to finish the lane, the road 
user incurs an additional 25 min of delay, bringing the total delay 103.4 min for the 
entirety of the project. This is compared with only 63.62 min for closing the entire 
lane. The additional delay that happens in the 1-segment scenario compared with the 
1-lane scenario is because of the constant moving of resources, setting a new work 
zone, and demobilizing from one segment to another.

Fig. 15 Delay time versus project duration 
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3.4 Scenario D 

Scenario D represents a road rehabilitation project for a 380-m section of the road that 
covers 1-lane of a 4-lane road. The contractor may choose one of two strategies. The 
first strategy is to close off the entire length of the work zone for the lane where it is 
assumed that the contractor is working 24 h till the project is completed. The second 
strategy is to divide the lane into four segments, each length 95 m. The contractor 
then works on the segment during off-peak hours from 9 pm to 5 am. They employ 
more advanced equipment that gives them higher productivity rates, allowing them 
to finish the segment in 8 h. The road shape is the same as in Figs. 11 and 12. The  
duration of the 1-lane closure is 3 days, the same as in scenario C. The durations for 
each activity and the number of resources are entered by the user and the model is left 
to run. The data used for working off-peak hours’ construction model are assumed 
based on historical data for similar projects. The traffic model is then left to run for 
the duration of each construction model to determine the traffic conditions in each 
scenario. The total project duration in Table 6 represents the time taken to finish the 
project working off-peak hours. The resources used for this method can be seen in 
Table7. 

It took the model 32 simulation run hours to finish the project. These 32 h are 
not continuous, meaning that each segment took approximately 8 h to finish, which 
translates to 4 days of work. After the runs are executed, we obtained the average 
speeds of the passing cars throughout the day, the average times it takes a single 
car to pass the road throughout the day and the total delay incurred by the road 
user throughout the project. As we can see from Fig. 16, the average traffic speed 
is practically the same as in normal traffic. It decreases starting at 9 pm when work 
commences and picks up after midnight as heavy traffic dissipates. Then it returns to

Table 6 Activities duration 
(hours) Activities 1-lane closure 

Set perimeter 1 

Mobilization 1 

Milling 2.5 

Overlaying 3 

Demobilization 1 

Total project duration (lane) 32 

Table 7 Number of 
resources Resources 1-segment closure 

Trucks 4 

Paver 1 

Milling machine 1 

Foremen 5 
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the levels of the normal traffic speed after 5 am. The only major change in average 
speed happens from 9 pm to midnight. These average speeds are significantly better 
than the 1-lane closure scenario. The delay times also do not differ significantly from 
the normal traffic conditions. The average delay time for the 1-lane closure scenario 
is a little less than a minute while the off-peak hours’ scenario is less than 10 s. The 
results of the delay are shown in Fig. 17. 

Fig. 16 Average speed throughout the day 

Fig. 17 Average delay throughout the day
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Fig. 18 Delay time versus project duration 

The results showing the cumulative delay time through the project duration are 
shown in Fig. 18. 

These results show that even though the off-peak hours’ approach took a day 
longer, the savings in delay time offsets the extra day. This approach would cost the 
contractors more money since they used more advanced and expensive equipment. 
This strategy would definitely be of benefit when a major road with high volumes of 
traffic needs rehabilitation with minimum disruption. 

4 Conclusion 

This study utilized a discrete event simulation approach to find the delay time caused 
by different road rehabilitation scenarios. The results obtained from the four scenarios 
are important in deciding the construction strategy for certain road rehabilitation 
projects, and how it affects road traffic. The traffic generic model is used to provide a 
great degree of flexibility to the user depending on the road conditions and the traffic 
characteristics of that road. The construction generic model logic can be modified to 
better resemble a certain constructing process. In addition, it allows the user to input 
the appropriate durations for the corresponding activities and the type and number 
of resources used. 

This study can be improved for future work by, for example, better integrating 
the construction model and the traffic model. The construction model was run inde-
pendently from the traffic model to determine the construction duration and then the 
traffic model was left to run for that duration to determine the traffic conditions for any 
given scenario. Also, the construction model looked into one type of rehabilitation 
that requires milling and overlying, future work should include an inspection activity 
that determines the type of damage and choose the appropriate way of dealing with 
it. Moreover, the study only looked at the delay time incurred by the road user; future
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studies can also include the road user cost and lost economic output. In addition, 
the construction model only gave us the project duration; future studies can include 
the cost of the entire operation to give us a more holistic overview of a certain 
strategy. Furthermore, the traffic model characteristics can be expanded to include, 
for example, a two-way road, include different types of vehicles as opposed to only 
cars, and add intersections to the road. 

Finally, this study provides a simple and straightforward approach to get the delay 
time caused by road rehabilitation projects, and how we can minimize it by choosing 
the appropriate construction strategy that satisfies the project conditions. 
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Performance Evaluation of Turbo 
and Double-Lane Roundabouts 

Roua Alkadi and Said M. Easa 

Abstract This paper aims to compare and evaluate turbo (TB) and double-lane 
(DL) roundabouts. The two types of roundabouts have many similarities and some 
differences. Thus, engineers are facing difficulty deciding which design is more effec-
tive. This paper evaluates both roundabouts regarding safety, performance, pollution, 
directional split, level of service, and capacity. The TB roundabout has fewer conflict 
points than the DL roundabout. The results show that the TB roundabout provides 
more capacity when the right-turn movement from the minor entries is high. Other-
wise, DL and TB roundabouts perform similarly. The TB roundabout is the best 
design for reducing local pollution levels. However, if the aim is to reduce CO2 and 
NOx specifically, the DL roundabout is better. Furthermore, there are various param-
eters to evaluate the effectiveness of DL and TB roundabout designs, such as stopping 
sight distance, intersection sight distance, and the fastest path. The approaching speed 
for DL and TB roundabouts is 25 mph (40 km/h) and 20 mph (32 km/h), respectively. 
The minimum sight distance to approach the crosswalk and stop safely for DL and 
TB roundabouts is 152 ft (46 m) and 112 ft (34 m), respectively, indicating that 
the TB roundabout is a safer design. Nonetheless, the minimum entering sight line 
distance is larger in TB than DL for intersection sight distance, 197.2 ft (60 m) and 
151.7 ft (46 m), respectively. 

Keywords Turbo-roundabout · Double-lane roundabout · Conflict points ·
Directional split performance · Safety · Pollution ·Multi-objective model
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1 Introduction 

Roundabouts are safer and reduce pollution, cost, and delay than a traffic signal. 
However, there are numerous roundabouts, such as single-lane, double-lane (DL), 
and turbo (TB) roundabouts. The traffic flow should be balanced to convert a traffic 
signal intersection into a roundabout, and site constraints permit the installation of 
roundabouts. Roundabouts have more advantages than traffic signals. In terms of 
safety, intersections converted to roundabouts showed a 39% reduction in overall 
vehicle crashes and a reduction in fatal collisions by 89% because roundabouts have 
fewer conflict points, and roundabouts eliminate cross-conflict points that cause the 
most dangerous collisions. Due to the fewer conflict points, roundabouts have higher 
safety performance [11]. For environmental benefit, roundabouts reduce carbon 
monoxide emission by 21–42%, fuel consumption by 30%, nitrous oxide by 6.36%, 
and hydrocarbons by 26.05%. 

Regarding reducing delays during peak hours, roundabouts reduce the delay by 
75% and vehicle stop by 52%. Lowering the cost of the design depends on the site. 
Still, usually, roundabouts reduce electricity costs by $3000 per year and maintenance 
by $13,000 compared with traffic intersections [2]. 

This paper focuses on the differences between DL and TB roundabout designs 
and specifies which cases TB roundabout would provide a more suitable design 
solution. DL and TB roundabouts are similar since the design of both roundabouts 
includes two entry lanes per approach, which offers more capacity and flexibility 
to the driver. The TB roundabout is safer than the DL roundabout since it directs 
the driver to the desired lane, which avoids weaving into traffic to switch lanes, and 
it does not confuse drivers who are less experienced. The operational performance 
between DL and TB roundabouts is based on the arrival of the circulating stream 
and entry capacity models. We can conclude that DL and TB roundabouts operate 
below capacity during all testing periods. Both roundabouts have many similarities 
since both have the same maximum travel time per vehicle, 36 s. 

2 Comparing Operation and Efficiency 

Safety: The TB roundabout has been designed to improve the DL roundabout in 
terms of safety without changing the level of efficiency [16]. Although entering flows 
must prioritize the circulating flows, the TB roundabout modifies the conflicting flow 
between entering and circulating flows [3]. It is recommended not to use lane marking 
because it is considered misleading and gives a “false sense of security” when circu-
lating the roundabout. Therefore, TB roundabouts are safer than DL roundabouts 
because the raised splitters direct the drivers to the correct lane with a smaller radius 
and lower speed. Moreover, the curved paths force the drivers to merge into physi-
cally separated lanes. The TB roundabout has fewer conflicts than the DL roundabout 
due to the high angle between the entry and circulating paths [5]. The DL roundabout
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(a) DL roundabout                                    (b) TB roundabout 

Fig. 1 Conflict points in DL and TB roundabouts [6] 

has 16 conflicts points, while the TB roundabout has 14 conflict points [1]. The safety 
performance calculations are related to the operating speed, which is affected by the 
geometry of the roundabout. Controlling the speed is a significant factor that affects 
safety, given that the average speed/approach is the average of the entry, circulating, 
and exit speeds [11]. 

Microsimulation models implementing VISSIM have been used to test the safety 
performance of the DL and TB roundabouts for the same site traffic operation in 
Bogota. Both models included the same traffic demand and conflicts, and surrogates 
were treated as clusters. The results demonstrated that the total number of conflicts in 
TB was 72% less than in the DL roundabout. The conflicts in the TB roundabout are 
grouped in a single cluster because they are related to a pattern of driving behavior. 
On the other hand, the DL roundabout has a massive scattering since conflicts can 
occur differently. Therefore, three-dimensional graphical analysis illustrated that TB 
is a safer design and reduces collisions by 80% [21]. Figure 1 compares the conflict 
points of DL and TB roundabouts. 

Pollution emission: To reduce demand conditions, the TB roundabout leads to 
more decline in CO, CO2, and PM (particle matter) emissions. However, suppose 
there is a high flow of right-turning movement, then the emission will increase. In that 
case, the TB roundabout tends to increase the emission of HC and NOx in comparison 
with the DL roundabout. If installing the TB roundabout is to reduce CO2 and NOx, 
the DL roundabout is a better choice. However, to reduce local pollution such as CO 
and HC, the TB roundabout offers a better solution [5]. 

Performance: Performance depends on flows at major and minor entries. Based on 
Fig. 2, legs 2 and 4 are significant entries, and legs 1 and 3 are minor entries [3]. TB 
roundabout provides more capacity when drivers turning right are above 60%. TB 
and DL roundabouts operate below capacity during all the testing periods because 
both have two entry lanes per approach, which offers more capacity and flexibility 
to the driver. Operation performance between the basic TB and DL roundabouts is 
based on the arrival of the circulating stream and entry capacity models [5].

Level of Service: The level of service (LOS) is estimated based on time delays in 
maneuvers, which occur when waiting phenomena happen to a non-prioritized traffic 
stream encountering a priority traffic stream. Thus, LOS depends on queue and delay 
evaluation. Heuristic models for time-dependent queues allow us to analyze different
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(a) TB roundabout                                                            (b) DL roundabout 

Fig. 2 TB and DL roundabouts [3]

situations, stationary and non-stationary, using coordinate transformation methods. 
Understanding capacity reflects on the queue discharge rate. Based on the entrance 
capacity, intersection performance, queue length, delays, and LOS are calculated [7]. 
The conversion between DL and TB roundabouts demonstrates a dramatic decrease 
in queue lengths. For the busiest peak-hour approach, the improvement in delay was 
90%, while for the minor approaches, the improvement was 64%. In the case of 
unbalanced flow patterns, the TB roundabout provides the most suitable solution 
[22]. 

Capacity: According to [8], DL roundabout configuration suggested to use ne = 
1.14; Tf = 2.5 s; Tc = 4.3 s and for a large DL roundabout to use: ne = 1.6; Tf = 
3 s;  Tc = 4.1 s. Vehicles coming from the right entry lane will only interact with 
outer circulating steam. But, entering vehicles coming from the left entry lane have 
to get into the inner circulating steam. Capacity at TB roundabout, based on [9], 
entry lane capacity is obtained as minor stream capacity. It will help evaluate both 
designs in terms of operational performance by comparing major entries and minor 
entries. According to [10], the gap acceptance values are taken from an existing 
turbo-roundabout design in the Netherland. 

3 Comparing Directional Split Performance 

Two traffic cases have been used to evaluate the directional split movement [3]. Each 
case has a balanced origin/destination matrix. The cases are: 

Case (a): The DL roundabout performs better than the TB roundabout when entering 
flow from the major roads ranges from low to medium, and the entering flow from 
minor roads is high. 

Case (b): The TB roundabout performs better than the DL roundabout when the left 
and right-turn movements from the minor to the major entries are prevailing from 
and to the minor entries. Thus, the TB roundabout operating advantages will shorter 
the delay.
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Both DL and TB roundabouts perform similarly when traffic flow ranges from 
low–medium values. 

The Hagring model allows the evaluation of entry capacity at the TB roundabout. 
It assumes a Cowan’s M3 headway distribution in each conflicting stream along 
the circulating lanes where bunched vehicles can cause a drastic reduction in entry 
capacity when conflicting flow increases [3]. The TB roundabout can offer more 
capacity than the DL roundabout if the right-turn traffic from minor entries is high, 
which is not common. If right-turning traffic is usually less than left-turning traffic, 
then the DL roundabout will function with the same capacity as a TB roundabout. 
Therefore, installing a TB roundabout must be done only when there is a major 
increase in traffic flow or split. Otherwise, the same level of congestion will be 
maintained, and no major effect on the actual delays. DL roundabout is a neces-
sary alternative for a single-lane roundabout. Unless a maximum output capacity 
is needed, then TB roundabouts operate at a higher capacity than DL roundabouts 
when the right-turning movement at minor entries is abnormally high (above 60%) 
[5]. 

• DL roundabout is the least safe layout based on the number and severity of conflicts 
points (weaving and cut-in conflicts). TB roundabout has the least conflict points. 
However, in comparison to single-lane roundabout, the conflict points at TB 
roundabout are more dangerous due to the increased angle between entry and 
circulating trajectories [3, 5] .  

• To reduce CO2 and NOx, the two-lane roundabout is a better choice. The TB 
roundabout offers an advantage in lowering local pollution [5]. 

4 Comparing the Design Process 

Determining whether to design a DL or TB roundabout depends on the objective 
of the design criteria, such as maximum operational performance and safety level. 
Depending on the purpose, the design engineer is required to optimize size, location, 
and other additional vital details. Therefore, roundabout design is an iterative process 
where the engineer cannot follow a specific template [11]. Using the iterative process, 
engineers must assume basic geometric parameters’ initial values and then check 
the performance using specific software tools. Nowadays, using a multi-objective 
optimization model will help engineers to determine the global optimal roundabout 
design [4]. The multi-objective model provides more efficient results and requires 
less effort than the iterative process. The multi-objective model minimizes vehicle 
collision, total delay, and vehicle emissions.
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4.1 Establishing Multi-objective Model 

1. The user will input data or constraints such as the traffic data (average annual 
daily traffic and turning movement), limitations based on the design, and site 
conditions. 

2. The user can determine the weights for each objective, or the model can determine 
the optimal weights. 

3. The model will specify the output data: the optimal geometric dimensions, deci-
sion variables such as exit width, entry width, approach half-width, circulatory 
width, effective flare length, entry radius, entry angle, and circle diameter [4]. 

The methodology involves the following steps: 

1. Modeling capacity predicted operating speed and speed profile because the 
geometric features of a roundabout are related to speed, safety, and mobility. 

2. Measuring the objectives (collisions, delays, and emissions). 
3. Using Solver software, the output data are calculated [4]. 

The Solver software is a Microsoft Excel add-in program to find the optimal 
maximum or minimum value for the objective cell (using a formula or a mathemat-
ical equation that contains decision variables). It is subjected to constraints on the 
worksheet to achieve the model’s objective. Therefore, we need variable, constrain, 
and objective cells [12]. 

4.2 Size and Design Criteria 

The size of the vehicles using the facility dictates the size of the roundabout. Most 
roundabouts feature truck aprons to accommodate an extra paved surface and keep 
the actual circulatory roadway width narrow to maintain speed control [11]. 

Torus 6, design software, uses the sub-path method to generate the roundabout 
geometry, which minimizes the iterative cycle in the design process. The design 
included crosswalks, pedestrians, splitting islands, splitting island envelopes, and 
an immediate path. Finally, to ensure the design effectiveness, Torus allows the 
evaluation of the fastest path, sightline analysis, and vehicle movement where truck 
apron has been added based on vehicle design Busyo-AASHTO2018 [20]. 

4.3 Evaluating Design Criteria Using Torus Software 

To check the performance of any roundabout before finalizing the design, it is critical 
to test the following: path alignment, the fastest path, sight distance, and angles of 
visibility [11]. Table 1 shows the design criteria that have been used in Torus 6 
software, and Fig. 3 shows the final designs of the TB and DL roundabouts.
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Table 1 Different design guidelines in designing DL and TB roundabouts 

General design details DL roundabout TB roundabout 

Design guidelines NCHRP Report 672 
Double-Lane WB-62 

Turbo-roundabout (Transoft 
Vehicle Envelope) 

Central island location (x, y) (635.73, 426.74) (637.10, 4228.54) 

Circle diameter (ft) 150 125 

Truck apron (ft) N/A 8.19 

Vehicle design AASHTO 2011 (US) 
Bus-40 

AASHTO 2011 (US) Bus-40 

Number of legs and bypass 4 legs and 0 bypass 4 legs and 0 bypass 

Total number of sight lines 21 21 

(b) TB roundabout(a) DL roundabout 

Fig. 3 DL roundabout final designs of DL and TB roundabouts 

Path Alignment: While drawing the natural vehicle path: [11]: (1) Drivers cannot 
change their direction or their direction instantaneously and (2) Consecutive curves 
should have a similar radius. Otherwise, the path must be adjusted if the radius of 
the second curve is smaller than the first curve. Using Torus, the approaching speed 
in a DL roundabout (14.58 mph) is lower than a TB roundabout (14.91 mph), with 
a minimum sight distance of 74.2 ft for both designs. Table 2 and Fig. 4 show a 
comparison of the path alignment radii of DL and TB roundabouts, where R1 = 
minimum radius on the fastest through the path, before the entrance line, R2 = 
minimum radius on the fastest through the path, R3 = minimum radius on the fastest 
through the path, into the exit line, R4 = minimum radius on the fastest through the 
path, on the conflicting left-turn movement, and R5 = minimum radius on the fastest 
through the path, on the right-turning vehicle movement.

Fastest Path: This is the fastest and smoothest path while ignoring lane marking 
and the absence of another traffic vehicle. To provide a safe speed through the natural 
path, we must ensure reasonable entry speeds [10]. The fastest path is influenced by
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Table 2 Path alignment evaluations (approach) 

Path alignment (ft) Path description DL roundabout TB roundabout 

R1 Entry path radius 361.55 159.20 

R2 Circulating path radius 164.91 80.54 

R3 Exit path radius 537.33 185.33 

R4 Left-turn path radius 46.48 49.20 

R5 Right-turn path radius 157.01 139.69 

(c) DL roundabout (d) TB roundabout 

Fig. 4 Path alignments for DL and TB roundabouts

multiple factors, such as each entry’s geometry and approaching speed [11]. From 
Fig. 5 and Table 3, we can conclude that the TB roundabout speed is less than the 
DL roundabout, which shows that it is the safer design, especially on the main road 
the approaching speed on TB is lower than DL roundabout.

Sight Distance: Sight distance includes stopping sight distance and intersection 
sight distance, assuming that the driver’s eye is 3.5 ft and object height is 2 ft [17]. 
SSD is the summation of two distances: the distance during perception and reaction 
time (2.5 s) and the distance to stop the vehicle [15]. ISD is the sight distance 
where the drivers need to visualize conflicting vehicles and safely have enough time 
to react to the acceptable gap [16]. It is achieved by establishing sight triangles 
with legs that follow the curvature of the roadway [11]. From Tables 4 and 5, the  
stopping sight distance for TB is more minor than DL. The drivers have a higher 
probability of stopping safely. However, the minimum entering sightline and the 
minimum circulatory sight distances are larger in TB than in DL. Figure 6 illustrates 
the sight triangles used to establish ISD of both TB and DL designs.

TB roundabout (ISD): Is calculated for a particularly critical time (tc), which is the 
minimum time interval drivers in the approaching legs (minor road), and how ready 
to accept crossing or to enter the circulating traffic (major conflict zones) with an 
assumption of object height of 1.08 m. In both DL and TB roundabouts, the entering 
traffic yields for the circulating stream. Therefore, ISD is checked for conflicting 
circulating and entering vehicles to increase safety. However, providing extra ISD
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(a) DL roundabout (b) TB roundabout 

Fig. 5 Fastest path alignment of DL and TB roundabouts 

Table 3 Fastest path results 
Approach 1 (mph) DL roundabout TB roundabout 

V1 33.44 24.59 

V1o 30.50 26.13 

V2 23.45 18.05 

V3 38.66 26.03 

V3o 34.82 30.28 

V4 14.58 14.91 

V5 24.47 23.45

Table 4 Evaluating intersection sight distance of DL and TB roundabouts 

ISD DL roundabout TB roundabout 

Distance to yield line (ft) 50 49 

Critical gap (s) 5.5 6.50 

Initial entering speed (mph) 20.67 20.67 

Min entering sightline (ft) 151.7 197.2 

Initial circulating speed (mph) 15.37 15.77 

Min circulatory sight distance (ft) 112.8 150.4

than the required value is not recommended because the drivers will increase their 
speed, automatically increasing the collision rate. Therefore, it is recommended to 
use landscaping techniques to restrict ISD to its required value [16].
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Table 5 Evaluating stopping 
sight distance of DL and TB 
roundabouts 

Element DL roundabout TB roundabout 

(a) SSD: approach to the crosswalk 

Approach speed (mph) 25 20 

Min sight distance (ft) 152.4 112.2 

(b) SSD: yield line to the crosswalk 

Approach speed (mph) 20.67 20.67 

Min sight distance (ft) 117.3 117.3 

(a) DL roundabout (b) TB roundabout 

Fig. 6 Intersection sight distance of DL and TB roundabout

Angles of Visibility: To allow drivers to turn their head to the left to view oncoming 
traffic from upstream; thus, the intersection angle between successive entries must be 
overly severe. Table 6 indicates that it is recommended to use 75° minimum intersec-
tion angle to accommodate old drivers and pedestrians (U.S. Dept. of Transportation, 
2000). 

Table 6 Evaluating angles of 
visibility DL and TB 
roundabout 

Approach Visibility angle (°) 

DL roundabout TB roundabout 

1 98.7 92.2 

2 99.8 92.3 

3 91.8 100.4 

4 99.3 91.6 

*Desired minimum angle of visibility: 75°
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5 Discussion 

In terms of safety, the TB roundabout is a safer design than the DL roundabout 
because the entering speed is lower, and it has less conflict points than DL. Moreover, 
DL is more confusing to new drivers because of the lane marking, while TB guides 
the drivers on which lane to use and eliminates cross-conflict points. Due to the 
severity of conflict points at DL such as weaving and cut-in conflict points, it is 
considered less safe than TB. Regarding pollution, the TB roundabout reduces local 
pollution emission when DL increases it. However, to decrease CO2 and NOx, the  
DL roundabout is the best alternative. 

Both designs perform below capacity, but TB performs better when 60% of the 
split movement turns right. Therefore, TB provides more capacity when RT from 
minor turning traffic is high. Using Torus 6, it is more advisable to use a truck apron 
when designing the TB roundabout, especially if trucks or buses will be using the 
roundabout such as AASHTO 2011 (US) Bus-40. TB requires less stopping sight 
distance (SSD) than DL roundabout, especially when approaching the crosswalk. 
The minimum entering sight line distance is larger in TB than DL for intersection 
sight distance, 197.2 ft (60 m) and 151.7 ft (46 m), respectively. Therefore, we can 
conclude that TB is more suitable for a high volume of split traffic. Otherwise, both 
designs perform somehow similarly. 

6 Overall Comparison 

A summary of the overall performance of DL and TB roundabouts is presented in 
Table 7. The two roundabouts were compared concerning safety, pollution, operation, 
capacity, design guides, design vehicle, and sight distance in this table.

7 Conclusions 

Roundabouts are safer than traffic signals since they have fewer conflict points. TB 
roundabout is safer than the DL roundabout because drivers are directed to the lane, 
avoiding weaving into traffic to cross from one street to another. However, when 
evaluating the performance of DL and TB roundabout, TB roundabout will provide 
an advantage when the flow of vehicles turning to the right is high. Otherwise, TB 
and DL roundabouts operate below capacity. Evaluating stopping sight distance, 
intersection sight distance, and fastest path using Torus 6 illustrates that a truck 
apron must be added if buses or trucks access TB roundabouts.
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Table 7 Overall performance comparison of DL and TB roundabouts 

Elements DL roundabout TB roundabout 

Safety • Lane marking confuses 
drivers 

• Higher approaching speed 
and circulating radius 

• Sixteen conflict points (more 
weaving and cut-in conflicts) 

• Modifies the conflicting flow 
between entering and 
circulating streams 

• Lower approaching speed 
and smaller circling radius 

• Fourteen conflict points 
(avoids crossing conflicts) 

Pollution emission • Reduces CO2 and NOx • Declines CO, CO2, and  PM  
only when RT traffic is low 

• Increases HC and NOx 

Local pollution • Increases CO, HC • Reduces CO, HC 

Operation • Operates below capacity • Operates below capacity 
• 60% RT movement performs 
better 

Capacity • More capacity when RT 
traffic flow is less than LT 
traffic (standard case) 

• Same level of congestion as 
TB when traffic split is 
medium–low 

• Performs better when the O/ 
D matrix is balanced 

• More capacity when RT from 
minor turning traffic is 
abnormally high 

• Actual delays significantly 
decrease when the traffic 
split increases 

• Performs better when the O/ 
D matrix is not balanced 

Design guides NCHRP Report 672 
Double-Lane WB-62 

Turbo-roundabout (Transoft 
Vehicle Envelope) 

Design vehicle AASHTO 2011 (US) Bus-40 AASHTO 2011 (US) Bus-40 

Truck apron (ft) Not needed 8.19 

Number of sightlines 21 21 

Approaching speed High approaching speed Low approaching speed 

ISD (ft): min entering 
sightline 

151.7 197.2 

min circulatory SD 112.8 150.4 

SSD (ft): min distance to the 
approach crosswalk 

152.4 112.2 

Visibility angle (°) 98.7 92.2
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A Case Study of Washington DC 
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Abstract Bike-sharing is becoming increasingly popular as an urban traffic mode 
while increasing the affordability, flexibility, and reliability of interconnected public 
transportation systems (i.e., interconnected light rail, buses, micro-mobility, and ride-
sharing modes of transportation). From the consumer’s perspective, (1) finding a 
bike station in convenient locations where demand usually occurs and (2) the avail-
ability of bikes at rush hours with a lesser probability of encountering empty docks 
(for fixed-station bike-share systems) are two key concerns. Some stations are more 
likely to be empty or full, reflecting an imbalance in bike supply and demand. Accord-
ingly, it is essential to understand a bike-share system’s demand pattern to select the 
optimal locations and reallocate bikes to the right stations to increase the utiliza-
tion rate and reduce the number of unserved customers (i.e., potential demand). The 
Capital Bikeshare in the Washington DC Metropolitan Area is one of the promi-
nent bike-share systems in the USA—with more than 4300 bikes available at 654 
stations across seven jurisdictions. This study provides a systematic analysis of a 
bike-sharing system’s Capital Bikeshare system usage pattern. Our study intends to 
create an optimization strategy formulated as a deterministic integer programming 
for reallocating bike stations daily and rebalancing the bike supply system. From an 
operational perspective, such a strategy will allow overnight preparations to answer 
the rush-hour morning demand and during special events in Washington D.C. 
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1 Introduction and Literature Review 

Bicycling has had a revival as a popular form of transportation and pleasure due 
to the rising priority that modern society places on health and sustainability [7, 8]. 
Capital bike share is one of the prominent bike-sharing systems in the USA, with 
more than 4300 bikes available at 654 stations across seven jurisdictions. 

When commuters face the usual last-mile difficulty, they confront when using 
just public transportation, they frequently opt for a motorized vehicle for the whole 
journey [1]. Bike-sharing systems (BSSs) are intended to solve the last-mile problem 
by encouraging people to take public transit rather than driving [18]. This should 
result in more people taking public transportation. At the same time, it allows indi-
viduals to opt to cycle during rush hour if buses and subways are crowded, so it 
can solve the overcapacity problem. 

It has been shown that one of the keys to the success of bike-sharing programs 
is the location of bike stations and their relation to trip demand [12]. Todd et al. 
[20] described some of the variables that influence BSS usage and explained that 
the Number of Stations, Station Density, Station Capacity, and Distance to Station 
are the most important ones [9]. The placement of the station should be reliable and 
result in an acceptable total ride duration. Users prefer not to have to walk a long 
distance to drop off or pick up their bikes, but if there are too many stations close 
together, the cost of adding another station may outweigh the benefit of having that 
additional station [2]. Arriving at a station with no available bikes or docks is a vital 
concern to BSS implementers [13]. To better serve the users, policymakers should 
take note of this spatial mismatch trend and update the system setup accordingly [19]. 
The combination of station size and the defined maximum distance between stations 
and having a rebalancing strategy during day and night can reduce the likelihood of 
this issue [15]. 

Bryant [3] employed heuristic spatial analytic approaches to solve a modified 
version of the set coverage problem in the city of Richmond, Virginia, as the 
maximum covering location problem to find the best places for a BSS. The algorithm 
was used to find bike stations within a certain distance to cover the most high-demand 
sites on a transit network. Bryant’s model employed an origin–destination analysis 
(based on Dijkstra’s algorithm) to determine a suitable walking distance between 
stations after identifying all current bus stops as prospective station locations. In the 
end, around 400 m was decided. 

Croci and Rossi [5] investigated the association between existing stations near 
points of interest and BSS usage, and they investigated the optimal relocation of 
present BSS stations in Milan using regression analysis results. Ma et al. [14] focused 
on the BSS’s economic consequences based on station placements in Washington, 
D.C. [2] focus on maximizing the value of a BSS in the downtown Vancouver area 
by optimizing the placement of bike stations using data that provide pedestrian and 
bike traffic volumes and popular arrival and departure destinations. 

Rybarczyk and Wu [17] and Larsen et al. [11] have utilized GIS-based multi-
criteria analysis methods to assess bike infrastructure as well as estimate possible
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demand distribution. García-Palomares et al. [8] have shown the possibilities for 
location-allocation models integrated with GIS and applied to bike-sharing stations 
in the city center of Madrid. 

Kaviti et al. [10] studied the effect of price change and travel behavior, which led 
to the realization that some stations are overfitted while others are underfitted. They 
also found that when stations are at full capacity, users feel discomfort since they 
cannot safely park the bike, while if it is empty, users have to walk an additional 
distance in order to find a useable bike. Wergin and Buehler [21] were able to deduce 
that different stations act as both origins and destinations at different times of day, 
which led to the realization that bike stations cannot be modeled as static entities but 
as dynamic objects that have different aspects depending on the time of the day. 

Generally, modeling the location-allocation problem for a BSS is done in two 
ways: either (a) determining which locations were the most acceptable based on the 
distribution of criteria such as population and public transit density or (b) creating 
a suitability map for locating the optimal locations utilizing optimization analyses 
such as asset or maximum covering problems. The first method aims to maximize 
the total number of people covered within a given radius by concentrating stations in 
areas with the highest potential demand. The second method allows station location 
to be maximized since it reduces the distance between supply and demand, resulting 
in a station distribution that is reasonably uniform over the whole area [8]. 

This study aims to identify a set of bike-share station locations that will maximize 
the value of a public bike-share system and solve an optimization problem for rebal-
ancing strategy. A deterministic integer-programming model is utilized to identify 
an appropriate selection of station locations for a BSS. The model takes into account 
a variety of parameters, including demand, station size, as well as extra values for 
station sites in places with improved accessibility and convenience. 

2 Methodology 

2.1 Model Considerations 

The Capital Bikeshare system in the DC region, which has 334 stations in 179 census 
tracts, is the subject of this study. Potential station locations must be selected as part 
of the data collection process. At this point, we assume that all the intersections in 
Washington, DC, are potential stations, and after finding optimal stations, we walk 
through the target area and manually classify the locations that could fit a bike-share 
station near that intersection. The present bike-sharing system’s ridership was utilized 
as the demand of each census tract to add value to station sites. It is preferable to assign 
a demand based on pedestrian and bike data, which is not available for Washington 
DC. 

Considering other indications like stations near cultural places, tourist attractions, 
parks, and city parks was also deemed desirable to fulfill the user. As a result, cycling



624 P. Beigi et al.

a) Demand Distribution b) Net-drop-up Distribution c) Net-pick-up Distribution 

<3000 

3001 - 10000 

10001 - 15000 

15001 - 22500 

22501 - 30000 

30001 - 50000 

50001 - 100000 

100001 - 175000 

175001 - 300000 

>300000 

Fig. 1 Bike demand distribution and balance distribution in District of Columbia 

lanes, major tourism sites, popular locations, and subway stations were incorporated 
to better assess the value of each street for a potential BSS user. A station near bike 
lanes would be more valuable in terms of safety and convenience than a station on 
a typical street. Buck and Buehler [4] reveals a significant and positive relationship 
between bike lane supply near Capital Bikeshare stations and the number of trips 
originating from those stations. 

The station density approach from previous successful studies such as New York 
City and Paris adheres to a density criterion of certain maximum and minimum 
distance between stations. Nair et al. [16] explain that Paris Vélib’s docking stations 
are next to the Paris Metro stations and show most frequently utilized docking stations 
which are near transportation stops and services. 

This model does not address station design and construction, bike-share equipment 
repair and maintenance, or determining bike rental pricing and payment methods. 
Our methodology focuses on identifying suitable station sites and their sizes. The 
tract demand distribution of the Capital Bikeshare system is presented in Fig. 1a, in 
which each dot represents bike where D j is defined as

∑
i∈ j

∑
k spi + sdi  , where spi 

and sdi  represent the daily pick-up and drop-off frequency for station i in tract j in 
day k. Capital Bikeshare system, net drop-off/pick-up in each tract are presented in 
Figs. 1b and c, respectively. 

2.2 Station Reallocation 

The basic premise of our concept is that each potential station site has a corresponding 
value. The model sets a restricted number of stations to maximize the utility of the 
system, given specific limitations specifying where stations must or cannot be located 
(Table 1).

We assign location values by determining the demand and other relevant aspects 
of the target area. The features that we considered to add value to probable station
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Table 1 Parameters and variables 

Type Name Explanation 

Binary variables xi Indicates whether a small-sized station is placed at location i 

Binary variables yi Indicates whether a medium-sized station is placed at location i 

Binary variables zi Indicates whether a large-sized station is placed at location i 

Sets P Set of all potential locations 

Sets F Set of features that add value to locations 

Variable N Total number of stations to be placed 

Variable M Maximum number of medium stations 

Variable L Maximum number of large stations

sites are included in list F . Each feature f ∈ F has a value v f and is associated 
with a set of potential locations P . Demand distribution, bike lanes, protected bike 
lane, bike trail, bike shared lane, metro stations, and DC attractions are considered 
as features. Different size stations may be placed at each potential site in three 
sizes: small, medium, and large using three binary choice factors: xi , yi , and zi . 
Furthermore, we verify that each potential site I has no more than one kind of station 
with xi + yi + zi ≤ 1 for potential locations i and maximum number of stations 
has been considered as

∑
i∈P xi + yi + zi < N , where N is the maximum number 

of stations placed. The most convenient solution for bike-share users would be a 
bike station installed at every potential location. However, this is not economically 
feasible; thus, the total number of stations that may be installed is restricted. 

There is a list of neighbors for each potential location j , Dj  contains all possible 
station locations within m meters of j, and dist

(
xi , x j

) ≥ dm guarantees that if a 
station is placed at j, the nearest station to j is at least dm away. Similarly, if a station 
is established at position j , we do not want another station to be placed close next 
to it. dist

(
xi , x j

) ≤ dl replicates the reality that clustering many stations in a limited 
region would not compound value for bike-share users. 

In order to give the model an incentive to place larger stations near high-value 
features, we multiply the value of a potential station location by α if a small station is 
used, by β if a medium station is used, and by γ if a large station is used, where α, β, γ 
represent the scale of stations with

∑
i∈P zi < L and

∑
i∈P yi < M that ensure the 

number of medium and large stations which are limited to M and L . Therefore, our 
objective function is: 

Maximize
∑

i∈P 

v f (αxi + βyi + γ zi ).
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2.3 Rebalancing Strategy 

This section aims to provide an optimization framework for the Capital Bikeshare 
Reorganizing System and to give the truck drivers an easy-to-follow schedule that 
outlines when and how to visit each station, as well as how many bikes they should 
pick up/deposit at each. We will do so while attempting to reduce operational costs, 
which mostly comprise petrol costs, which vary depending on the distance traveled. 
To put it another way, we want to reduce the truck’s effective distance traveled 
while also reducing the number of times it visits each station. We are assuming a 
truck passes three times per day (11 AM to reset after morning rush and prepare for 
evening rush, 7 PM to reset after evening rush, and 3 AM to prepare for morning 
rush). On this basis, we divided our stations into two groups, one for Origins (O) 
and one for Destinations (D). The origin stations will be kept at 100% capacity 
in order to satisfy the biggest possible need, while the destination stations will be 
kept at 50% to accommodate for the small number of residents and miscellaneous 
trips while keeping empty docks so that people can safely deposit their bikes. The 
objective function is as follows while minimizing the total distance traveled: 

Minimize
∑

i, j 

xi j  di j  , 

where dij represents the distance between origin station i and destination station 
j . This distance is the Manhattan distance between stations i and j . Constraints∑

i xi j  ≤ 1 and
∑

j x j i  ≤ 1 ensure that at most one trip departs from a station and 
at most one trip arrives to it, where xi j  is a binary selection variable indicates a trips 
from station i to station j .

∑
i xii  = 0 ensures that even though the distance from a 

station to itself is always the shortest, it cannot be selected. 
Constraint bi − oi ≤ pi ≤ bi and oi − bi ≤ qi ≤ ci − bi show how many bikes 

should be pick up/drop at every station, where bi represents the number of bikes at 
station i before the truck arrives, pi is number of bikes picked up at station i , qi is 
number of bikes dropped at station i , parameter oi is the optimal number of bikes that 
should be available at station i after the rebalancing process, and ci is the capacity 
of station i . If we need to pick up, t j = ti − qi + pi and ti ≤ B show that the number 
must be between the number of bikes in the station and the difference between this 
number and the optimal number of bikes in the station. If we need to drop bikes, the 
number must be between the difference of the current number of bikes in the station 
and the optimal number of bikes in the station and the difference between the number 
of bikes in the station and the maximum capacity of bikes, so we do not increase this 
number, where variable B is the maximum number of bikes that we can fit on the 
truck and variable ti is the number of bikes on the truck before arriving to station i . 

This specification can vary depending on the time of day, and we can get this 
feature by analyzing the data published on the Capital Bikeshare Website and check 
whether there are more departures or arrivals from the station in the desired time-
frame. We can see the different number of trips departing and arriving on average in
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the year 2021. Figure 2a shows the average number of trips during day. Comparing 
these values station by station would lead to determining the status of the station. 
Figure 2b map shows the station type at a specific instant of time, with red signifying 
supply stations and blue demand stations. 

3 Results and Discussion 

We solved the model, considering our objective function and constraints and based 
on different number of N and m = 50, l = 50, dm = 300, dl = 1500. Figure 3 
illustrates the solution obtained. Decent set of bike station placements in the research 
region discovered which covered the study area, there are no isolated clusters of 
stations that are difficult to reach or depart from, and the city’s most popular and 
valuable areas are easily accessible. Varying the total number of stations to be placed 
is an interesting problem by itself. The more stations we are allowed to place, the 
higher our objective function value will be. However, given that certain locations are 
more valuable than others, we expect that there will be diminishing returns. That is, 
if N is small, then it is likely that there is another highly valued location that can still 
be used, and N + 1 will result in a significant rise in the objective function value. If 
N is big, however, there are unlikely to be any more highly rated places to choose 
from, and so placing N + 1 stations will only result in a slightly higher objective 
function value.

We solve our model for N values that steadily increase. Figure 4b shows a plot of  
the objective function value vs. number of stations, it indicates a falling rate of rise 
that virtually flattens out completely, as predicted. Because of the as-needed region 
restrictions, low values of N are either infeasible or result in station placements 
that do not add much value to the objective function, and the above graph does not
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Fig. 3 Station allocation result

consider small numbers of N . That is, before attempting to maximize the objective 
function, the model must first fulfill the constraints. This study supports the concept 
that N = 400 is a suitable choice if adequate resources are available. 

We were also able to solve the rebalancing model. Figure 4a depicts the simple 
output that helps the driver visualize his tasks and itinerary for Foggy Bottom region,
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which contains 22 stations. As can be seen, our algorithms aid the driver in deter-
mining the number of bikes to be picked up (positive) or dropped off (negative), with 
a 0 value for the station indicating that no rebalancing is required with showing order 
of stations to be reach. The optimal method would be to divide the DC region into 
multiple zones based on the number of trucks and apply the technique to each zone 
separately. 

4 Conclusion 

This study provided an optimization solution for a centralized bike-relocation system 
for Capital Bikeshare and developed a comprehensive bike station network opti-
mization approach by selecting bike station locations with high value defining with 
features which led to improving the performance of the BSS. The models presented 
can be readily replicated to other data sources or regions, and it holds the potential 
to provide implications for transportation planning and policy making. 

The placement of bike stations relationship with demand and the public transporta-
tion system are all important factors in the success of a BSS. Since all other infras-
tructures are linked to bicycles, new facilities are often developed for recreational 
cycling or keeping bicycles “out of the way” of motorized traffic in the absence of 
such a system for situating new facilities [8]. However, to best serve, methods should 
be developed to objectively determine how to optimally place a BSS [11]. Measuring 
the value of the objective function has made it possible to confirm that an increment in 
the number of stations logically leads to an increase in both the demand covered and 
the accessibility of stations to potential destinations but with diminishing returns. As 
[6] note, a large number of stations may result in an unreasonable rise in the system’s 
cost without bringing about any significant improvements. 

The present study has some limitations. The demand distribution will benefit from 
pedestrian and bike data and empty/full station patterns’ analysis could benefit from 
a complete data set covering a more extended period. Due to data unavailability, the 
optimization analysis does not consider the dynamic demand in real-time but rather 
uses past trip records to approximate demand. In addition, the optimization analysis 
would become more practical if the costs of adding a station and shifting a dock 
between stations are available. A possible improvement to the model would be to 
include the BSS revenues and expenditures, which could help to optimize the results 
further. This issue would be addressed by requesting more data from the Capital 
Bikeshare System in future studies. Also, the connection of the installed stations 
is a potential improvement to our approach. While we ensure that each station is at 
most 300 m from another, that instance does not rule out the possibility of isolated 
clusters of stations apart from the main set. Another limitation is the presence of 
relatively isolated stations, particularly in the maximize-coverage model. However, 
these stations can easily be identified and eliminated after the accessibility analysis 
[8].
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Needs of Autonomous Vehicles for Safe 
Operation on Existing Highways 

Said M. Easa, Yang Ma, Azam Alaei, Harsheev Desai, and Lee Weissling 

Abstract Autonomous vehicles (AVs) will gradually supersede human-driven vehi-
cles (HDVs) in the future. Unlike human drivers who perceive their surroundings 
with their eyes, AV senses the ambient environments based on sensor fusion. More 
specifically, light detection and ranging (Lidar) sensors, video cameras, and radars 
are combined to help AV understand their surroundings. Current highway geometric 
design elements are mainly based on human driver-related parameters, such as 
perception and reaction time (PRT). However, AV will mix with HDV on existing 
highway infrastructures during the transition period. This study focuses on the sight 
distance aspect of highway geometric design. It is unsafe if an AV cannot effectively 
detect the objects within its required sight distance using the fused sensing system. 
Therefore, determining the needed sensor configurations (e.g. height, effective range, 
and field of view) is necessary for safe AV operation. This study used a simulation 
approach to determine the needed sensor configurations. First, the required stop-
ping, decision, and passing sight distances for AV were determined considering that 
AV has a much shorter PRT than HDV. Second, the automated driving toolbox of 
MATLAB was used to construct different scenarios, each involving the road, obsta-
cles, and actors. The road models were created following current design guides. A 
virtual AV equipped with a Lidar, cameras, radars, and an impeding agent served as 
the main actors on each road model. Third, many simulations were conducted with 
different sensor configurations to determine the Lidar configuration that achieves 
100% detection for the safe operation of AV on existing highways.
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1 Introduction 

Autonomous vehicles (AVs) will reduce human errors and are expected to lead to 
significant benefits in safety, mobility, and sustainability [10, 11, 14]. The technical 
feasibility of automated highways has been demonstrated in San Diego, California, in 
1997 [13]. Autonomous vehicles have already started to appear on the roads across the 
globe. As the AV market expands, transportation professionals and researchers must 
address many challenges before AV soon becomes a reality. Several governments and 
industries have deployed demonstrations and field tests of the technology. Centres 
for testing and education, products, and standards for AV have also been established. 

In the geometric design guides by the American Association of State Highways 
and Transportation Officials (AASHTO) and Transportation Association of Canada 
(TAC) [1, 12], the available sight distance (ASD) for human-driven vehicles (HDV) is 
measured from the driver’s eye height above the pavement surface. For autonomous 
vehicles, the driver’s ‘eye’ is the Lidar. The ability of the AV to ‘see’ ahead is critical 
for safe and efficient operation. Sufficient sight distance must be provided to allow the 
AV to stop, avoid obstacles on the roadway surface, overtake slow vehicles on two-
lane highways, and make safe turns/crossings at intersections. For HDV, the required 
sight distance is based on the driver’s perception-reaction time (PRT), vehicle speed, 
and other factors. Regarding PRT, a value of 2.5 s is used for HDV, while 0.5 s has 
been assumed for AV [5]. This smaller reaction time will result in shorter required 
sight distances for AV. 

Eliminating the driver will have direct effects on highway alignment design. Since 
the AV response time is much less than the driver’s PRT, the required SD for AV would 
be much shorter than that for HDV. The impact of AV on highway geometric design 
has been explored preliminarily by making simple assumptions regarding system 
reaction time and Lidar field of view [5]. However, the ASD for AV is determined by 
the Lidar sensors, which depends on the Lidar’s technical performance. For instance, 
the number of laser beams on an object is reduced along the direction away from 
the AV. If fewer than two beams are on a target, the AV cannot perceive it in an 
unconnected environment. In this case, it is necessary to examine the relationship 
between ASD and the required SD for AV, considering the influence of Lidar sensors. 

For autonomous vehicles, the Lidar and object heights influence the required SD 
for the design of highway vertical, horizontal, and 3D alignments [3]. The Lidar 
height above the pavement surface is critical in determining the ASD. Since the 
required SD for AV is shorter for crest vertical curves, the Lidar height needed for 
safe operation, hL, would be somewhat less than the design driver’s eye height, h1. 
Thus, by placing the Lidar at or above hL, the AV can safely operate on existing 
highways without the need for modifying their design. For a sag vertical curve with 
an overpass, where the truck driver’s eye height controls the traditional curve design,
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the required Lidar height for the safe operation would be somewhat larger than the 
design driver’s eye height. Thus, by placing the Lidar at or below hL, the AV can 
safely operate on existing highways. The Lidar height is not important for detecting 
horizontal obstacles, except when cut slopes are present. 

Even though AV will substantially affect the design and operation of highways, it 
is currently unknown how the AV can safely adapt to the existing highways without 
quantitatively modifying highway design. In addition, the revisions that can be made 
to the current design standard remain unclear for the highways with only AV in the 
future. 

The objectives of this study are fourfold: (1) to establish revised values of stopping 
sight distance (SSD), decision sight distance (DSD), and passing sight distance (PSD) 
that are required for autonomous vehicles, (2) to analyse AV-related parameters that 
may affect highway design and propose a procedure that can simulate the Lidar 
sensors of AV (Lidar height, range, and field of view), and (3) to investigate the 
configuration of Lidar sensors that can guarantee the safe operation of AV on the 
existing highways without modifying current geometric design standards. 

2 Required Sight Distance for AV 

The driver’s reaction time and eye height are the major factors that influence the 
sight distances for HDV. When considering AV, the reaction time is much shorter, 
which will significantly affect all the sight distances, including SSD, DSD, PSD, and 
intersection sight distance. A value of PRT of 0.5 s is widely accepted for AV, which 
is 2 s faster than human drivers. The 0.5 s was achieved after extensive machine 
simulations and computations [15]. Hence, the revised values for different sight 
distance can be built on the current AASHTO standards. Three basic types of sight 
distance (SD) for AV are defined, as described next. 

2.1 Stopping Sight Distance 

SSD is the distance travelled by the AV during system reaction time and the braking 
distance from the operating speed to stop. Due to the quick perception of the roadway 
and obstacles (moving or stationary) and the communication with other vehicles, 
SSD for AV should be smaller. Two distances comprise SSD: perception-reaction 
distance and braking distance [1]. Adding the perception-reaction distance and the 
braking distance as shown in the AASHTO green book, SSD was calculated for three 
different reaction times: 0.2 s (only AV), 0.5 s (AV in mixed traffic), and 2.5 s (HDV). 
Figure 1a shows a comparison of SSD for AV and DSD for flat grades.
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(a) SSD (b) DSD 

Fig. 1 Comparison of SSD, DSD, and PSD for AV (0.5 s and 0.2 s) and HDV (2.5 s) 

2.2 Decision Sight Distance 

DSD is the distance that allows the AV to manoeuvre or change its operating speed 
or stop to avoid an obstacle on the roadway surface at complex locations. DSD 
ensures that a driver has enough distance to come to a stop or manoeuvre through 
difficult situations. AASHTO recognises five manoeuvres. Manoeuvres A and B are 
related to rural and urban roads, respectively. Manoeuvres C, D, and E are related 
to speed, path, or direction change on rural, suburban, and urban roads, respectively. 
DSD offers drivers sufficient SD to manoeuvre their vehicles at the same or reduced 
speed rather than to stop. Hence, the DSD values are substantially greater than the 
SSD values for HDV. However, since AV is equipped with Lidars, they require less 
manoeuvre times and a PRT of 0.5 s was used for Manoeuvres A and B. This means 
that the DSD values would be the same as the SSD values. According to AASHTO 
[1], a human driver requires 3 s for Manoeuvre A and 9.1 s for Manoeuvre B. A 
comparison of DSD for Manoeuvres A and B for AV and HDV is shown in Fig. 1b. 

The SD values for AV are significantly smaller than HDV and would be even 
smaller for only-AV highways. There has not been much research covering Manoeu-
vres C, D, and E for AV as it includes pre-manoeuvre times, in addition to manoeuvre 
times, making it more complex. [6] established that drivers need to decide sight 
distances whenever there is a likelihood for error in either information reception, 
decision-making, or control actions. AV does not need this margin of error as 
computers are faster and much more accurate than human drivers. Likely, AV will not 
require higher reaction times for Manoeuvres C, D, and E, which involve changing 
speed, path, or direction. However, further research is needed to determine the time 
AV taken for these manoeuvres. 

2.3 Passing Sight Distance 

PSD is the distance, including system reaction time, required by the AV on rural 
two-lane roads to allow the vehicle to pass a slower vehicle by using the opposing
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lane. PSD provides a driver with sufficient sight ahead and ensures that passing can 
be accomplished without interference from an oncoming vehicle. The critical sight 
distance by [4] was used to derive the PSD requirements for both HDV and AV. Their 
model was used here as, according to the model by [7], a safe passing manoeuvre 
may require a passing driver to abort the pass after being ahead of the vehicle, which 
is an impractical requirement to expect drivers to abide by. A difference of 19 km/ 
h was assumed between the passing and passed vehicles, the deceleration rate in 
case of an aborted manoeuvre was 3.14 m/s2, and the time headway between the 
vehicles was 1 s. The PRT for PSD was selected as 1 s for HDV [1] and 0.5 s for AV. 
Comparing the required SD for AV and HDV shows that AV needs about 20% less 
sight distance than HDV. 

3 Methodology 

The general workflow involves three main steps and is presented in Fig. 2. At Step  
1, many 3D road models are built using MATLAB Driving Scenario Designer® 
([9], hereinafter referred to as MDSD) based on the existing design policies. In this 
phase, roadside obstacles or overhanging obstacles are also set up to represent as-
built road infrastructures. At Step 2, a virtual AV actor is created where different 
sensors, including Lidar, cameras, and radars, are added. At Step 3, a large number 
of test scenarios are designed. An actor is placed exactly at the required sight distance 
(RSD), measured along the lane centreline, in each test scenario away from the AV. 
Note that RSD here denotes the re-estimated sight distance requirements for AV (see 
Sect. 2). Then, simulations are conducted to examine whether the AV can effectively 
detect the actor ahead continuously. Each step is described in detail next. 

Fig. 2 Workflow of 
simulation
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3.1 Virtual Road Environment 

In this study, 3D road models are manually created according to the existing design 
policies. Users can first design their road alignment with some engineering software 
such as Civil3D. Then, the centreline coordinates can be imported into the MDSD 
app to build virtual road models. Alternatively, users may export extensible make-up 
language (XML) that contains road geometry information from the design software. 
Finally, the MDSD app can automatically create the road model using XML files as 
inputs. 

As  shown inFig.  3, different road models of the combined alignments were created 
in the MDSD app. This study also considers obstacles that may significantly reduce an 
AV’s sight distance to represent as-built highway infrastructures better. There are two 
main types of obstacles: continuous roadside obstacles and overhanging obstacles. 
Roadside obstacles may substantially affect an AV view on horizontal curves, while 
overhanging obstacles may cause significant occlusions (especially to trucks) on sag 
vertical curves. 

The horizontal sightline offset (HSO) is commonly used to demarcate the bound-
aries of sight-clear zones to ensure that human drivers have adequate ASD on high-
ways. As depicted in Fig. 4, roadside obstacles, in this case, are modelled by contin-
uous concrete walls. The lateral distance from the inner-lane centreline to roadside 
obstacles is set to HSO. Note that roadside obstacles are high enough to block an 
AV’s view adequately.

On sag curve road sections, overhanging objects serve as the primary sight obsta-
cles for AV. An object overhanging the roadways can also be added when necessary. 
Note that the height from the road surface to the overhanging obstacle is adjustable 
to address different situations. The 3D road models and obstacles jointly depict the 
virtual road environment of as-built highways. Many virtual 3D road scenes can be 
created by changing geometric parameters (e.g. horizontal curve radius) or obstacle 
settings.

(a) Crest vertical curve                 (b) Sag vertical curve 

Fig. 3 Creation of road models 
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Fig. 4 Roadside obstacles of virtual road environment

3.2 Actors and Sensors 

Unlike human drivers who see the road environment using their eyes, AV perceives 
their ambient surroundings based on the fusion of Lidar, camera, and radar (Fig. 5). 
In terms of AV’s sight distance, Lidar is the most critical sensor as it performs 3D 
detections of objects and can measure spatial distance accurately. Therefore, this 
study mainly focuses on Lidar as ‘eyes’ for AV, though radar and camera sensors are 
also implemented. 

The MDSD app provides a flexible way of configuring Lidar sensors. Users can 
interactively adjust Lidar parameters to simulate different Lidar products. Gener-
ally, Lidars’ detection performance is associated with several technical parameters: 
detection range, horizontal and vertical fields of view (FOV), horizontal and vertical 
angular resolutions. Besides, the placement of the Lidar sensor may also affect its 
detection results, especially on sag curves. Although many technical parameters may 
affect a Lidar sensor’s detection performance, this study mainly focuses on vertical 
FOV, horizontal and vertical angular resolutions, and mounting height. The detection 
range of a Lidar sensor is determined based on the maximum RSD (200 m in this 
case) for AV. Regarding horizontal FOV, a typical value of 360° is used.

Fig. 5 Sensor layout and 
output 

(a) Layout                          (b) Output 
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3.3 Simulations 

A typical test scenario is shown in Fig. 6. An AV equipped with multiple sensors 
and another actor (a car in this case) are placed on the road surface. Both the AV 
and the front actor travel at the same speed along the same path that overlaps with 
the lane centreline. As noted, the actor ahead is placed RSD away from the AV. The 
RSD here denotes the required sight distance for AV whose PRT is much less than 
human drivers. Note that the radar was not used in the simulations. 

Waypoints are indispensable inputs that control the motion of both AV and the 
front actor. However, MDSD only provides a manual way of creating waypoints, 
making it complicated to initialise a test scenario efficiently, like Fig. 7. Therefore, 
this study developed a procedure to initialise the driving scenario automatically. The 
general workflow of the procedure is shown in Fig. 7. Consider the AV’s waypoints 
for an illustration. First, the proposed procedure reads lane width and coordinates 
of points along the road axis from the scenario file. Second, the lane centreline 
points are acquired by offsetting the centreline points. Third, the natural cubic spline 
(NCS) is applied to fit the lane centreline points, and it is resampled into dense 
and uniformly spaced points [8]. In this way, it is easier to locate the RSD point 
away from the AV at which a front actor can be spawned. Regarding the offset-
ting and resampling steps, let P

{
p1, p2 . . .  pk . . .  pn|1 ≤ k ≤ n, k, n ∈ N +

}
and 

A
{
α1, α2 . . . αk . . . αn|1 ≤ k ≤ n, k, n ∈ N +

}
be the centreline points and azimuth 

angles along the road axis, respectively. Consider pk for example, point p'
k in the 

inner-lane centreline is given by

[
x '
k 

y'
k

]
=

[
xk 
yk

]
+ 

w 
2

[
cos αk 

− sin αk

]
(1)

where (xk, yk)T and
(
x '
k, y'

k

)T = coordinates of pk and p'
k , respectively, and w = 

lane width. 
An NCS was fitted on the discrete points tracing the lane centreline. Using the 

method by [8], the fitted NCS is re-partitioned into dense and uniformly spaced

Fig. 6 Illustration of test 
scenarios 
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Fig. 7 General workflow for creating waypoints for AV

points (the average gap is δd ). The distance between any two positions along the lane 
centreline is measurable. A critical condition is that the AV can effectively detect 
hazards within its RSD to guarantee that an AV can safely operate on existing high-
ways designed for HDV. Once the simulation starts, the virtual sensors collect data 
and detect the front actor automatically. The sensor data and detection results were 
exported when a single simulation round was finished. If the AV cannot continu-
ously detect the actor ahead, it is viewed as unsafe. In that case, the Lidar parameters 
were adjusted to ensure that the AV could effectively detect the front agent in all 
representative test scenarios. 

4 Safe Lidar Configuration for AV 

4.1 Three-Dimensional Curves 

A total of 150 simulations were conducted using the MDSD app. The aim was 
to achieve 100 per cent object detection using the camera and Lidar configuration 
parameters. For the camera parameters, AV can use high-resolution digital camera 
images to perceive their surroundings, such as signs, traffic signals, and animals. The 
amount of light a camera uses to form an image is ultimately determined by the size 
of its sensor. Image sensors are made up of millions of light-sensitive patches (Photo-
sites) that capture information about the objects viewed through the lens. To achieve 
optimal video and image resolutions, the camera configuration parameters were set as 
follows: maximum range (200 m), width (1280 p), height (720 p), and principal point 
(640, 360) [17]. The detection range was based on the revised SD for AV presented 
previously. However, considering the speed, the front vehicle was positioned by the 
RSD (200 m) from the AV in each simulation. 

For the Lidar configuration parameters, the optimal values are shown in Table 1. 
According to existing Lidar in the market, for range accuracy, an accuracy of 0.03 m 
was selected in the simulations. A Lidar’s FOV is a crucial parameter measured 
separately along the horizontal and vertical axes. Since the Lidar application requires 
hazard avoidance in an unconstrained space, a 360° horizontal FOV was used. After 
running many scenarios, a 40° vertical FOV was optimal for achieving 100 per cent 
object detection.
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Table 1 Lidar configuration for AV 

Max range Range 
accuracy 

Azimuthal 
resolution 

Vertical 
resolution 

Horizontal 
FOV 

Vertical 
FOV 

Lidar height 

200 m 0.03 m 0.16o 0.5o 360o 40o 1.6 m 

The angular resolution is a critical parameter when detecting objects in a scanning 
field. The captured points on a target are closer with a finer angular resolution, 
resulting in smaller objects being detected. As a result, the finer the angular resolution, 
the more Lidar beams will reflect off an oncoming object, and the higher spatial 
resolution. The angle at which the laser is emitted and recorded determines the 
azimuth angle, where the elevation angle of a laser emitter in a sensor remains 
constant. The optimal vertical and horizontal angular resolutions were found to be 
0.5°and 0.16°, respectively. Different heights ranging (1.5–2.2 m) were tested using 
combinations of the Lidar configurations, and the Lidar height that achieved 100% 
object detection was 1.6 m. 

4.2 Sag Vertical Curves with Overpasses 

For sag vertical curves with overpasses, the line of sight may be obstructed by the 
overpass structure and limits the visibility. Therefore, it is essential to determine 
the sag curve length based on the required sight distance. The SD model proposed 
by [2] is based on mathematical optimization and offers more capabilities than the 
traditional AASHTO model. For HDV, the limiting vehicle would be a truck as it has a 
larger eye height. According to the Federal Highway Administration, trucks are about 
4.11 m high. In addition, for autonomous vehicles, Lidar sensors are approximately 
0.284 m long [16], bringing the Lidar height (h1) to 4.394 m, and the height of the 
object (h2) is considered as 0.6 m, which is the height of the tail lights for most 
vehicles [1]. Autonomous trucks will be more flexible as their Lidar sensor can be 
placed at any height. However, it is necessary to determine the optimal height to 
position the Lidar sensor. To achieve this, a road profile was created in MDSD to 
simulate conditions like an actual highway. Different Lidar configurations were used 
with the sensor placed at heights between 1 and 2 m. In addition, the scenarios have 
involved different curve lengths and grades. Since the sensor is small and compact, 
the sensor was placed in the front of the vehicle. The overpass was placed 4.5 m high 
from the road surface for each scenario, which is the standard vertical clearance. The 
results showed that the Lidar height that achieved 100% object detection was 1.6 m, 
identical to the optimal Lidar height for 3D alignments. This means that existing 
sage curves with overpasses would be pretty safe for autonomous trucks.
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5 Conclusions 

This paper has presented a methodology for determining the optimal Lidar configura-
tion for AV to operate safely with human-driven vehicles. The revised sight distances 
for stopping, decision, and passing for AV were presented first and then used to 
inspect Lidar’ height, effective range, and field of view using a simulation-based 
approach. The results show that AV requires SSD and PSD about 20% and 25% 
less than those needed for HDV. In addition, AV requires substantially less DSD than 
HDV for Manoeuvres A and B. Further research is required to determine Manoeuvres 
C, D, and E requirements for AV. The Lidar height is a critical parameter affecting 
AV object detection, including the vehicle ahead and other obstacles. 

The results show that a Lidar height of 1.6 m will ensure AV safety when travel-
ling alongside HDV on existing roadways. This optimal height was the same for 3D 
highway alignments and sag vertical curves with overpasses. This study has imple-
mented a simulation-based approach for determining Lidar configuration. However, 
field testing of the optimal Lidar configuration should be undertaken to confirm the 
results presented in this paper. 
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Evaluation of Dynamic Incentive Pricing 
for Congestion Management in Transit 
System: An Agent-Based Simulation 

Yili Tang and Bingyu Zhao 

Abstract This paper analyzed the feasibility of a dynamic fare incentive strategy 
by characterizing commuters’ travel patterns and the extent of their flexibility in 
departure times using multi-source data. In the proposed fare incentive, commuters 
incur a surcharge during the central peak period and obtain a monetary reward during 
the shoulder peak period. The fare incentive determines central period location and 
length, the value of reward and the reward ratio which is the ratio of the number of 
trips with reward to total number of trips. We proposed an agent-based simulation 
to evaluate the performance of the fare incentive inclusive of outlier analysis, travel 
pattern recognition, and crowdedness interpretations. The simulation and evaluation 
are applied to a metropolitan transit system using smartcard and operation data. 
Results reveal the practicality of the proposed fare incentive to reduce the conges-
tion by affecting commuter departure time distribution while keeping the flexibility 
interval unchanged. 

Keywords Agent-based models · Transit systems · Fare incentive analysis 

1 Introduction 

As the demand of public transportation grows faster than the transit capacity in 
metropolises, mass transit operators are facing significant challenges for finding 
feasible solutions to manage peak congestion and overcrowding. The capacity geared 
toward peak demand level is inefficiently utilized during off-peak periods; peak
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congestion also impacts the stability and reliability of transit services, therefore 
reduce user satisfaction. Generally, transit demand management strategies take two 
main forms: increasing service supply and reducing travel demand at peak times. 
It is not always feasible to increase service supply because transit lines with peak 
overcrowding usually operate at maximum capacity. Reducing peak demand is often 
done through fare differentials to spread demand. Temporally differential fares are 
easy to implement but politically unpopular: peak surcharges penalize peak hour 
commuters and off-peak fare discounts or rewards usually come at the expense of 
the government or transit operator. 

To address these problems, it is critical to analyze traveler’s behavior and the 
effects of fare strategies on transport system. Following some investigations of depar-
ture time [5, 13, 16, 17], various studies have incorporated departure time changes 
and flexibility of commuters to explore commuter travel behavior and manage peak 
period congestion. A few researchers discussed commuters’ departure time switching 
decisions on day to day variations in laboratory experiments by using hypothet-
ical data collected from commuters [8, 9]. Moreover, Mannering [10] utilized the 
commuter behavior survey in a congested Seattle metropolitan area and found that 
commuter’s departure time changes are affected by the length of the travel time, work 
schedule flexibility, etc. Furthermore, Mannering et al. [11] showed that on both 
home-to-work and work-to-home, more than 60% of commuters have a lot or some 
flexibility in departure time. Particularly, the extensive diary survey of commuter 
behavior conducted in Dallas and Austin, US showed that the preferred time for 
commuters to arrive early is up to 15 min [4]. All of these suggest that commuters 
will respond differently to the demand management strategies according to their 
scheduling flexibility. 

A number of researchers investigated the rewarding schemes and incentives to 
reduce congestion and queuing during the peak period. For instance, Daganzo and 
Garcia [2] proposed a pricing strategy that provides a proportion of users the exemp-
tions from paying tolls. Rouwendal et al. [12] rewarded commuters at the two shoul-
ders of the peak period. Moreover, Yang and Tang [18] proposed a fare-reward 
scheme that one assigned free trip is rewarded to commuters during the shoulder 
period after certain paid journeys within the peak period. Tang et al. [15] further 
incorporate commuter’s scheduling flexibility and proposed a hybrid fare strategy to 
accommodate heterogeneous commuter scheduling patterns. While previous theoret-
ical studies demonstrate the efficiency of rewarding schemes to reduce congestions 
in mass transit system, it is significant to explore the feasibility and practicality of 
such schemes for providing transport and behavior analysis with an informative and 
in-depth reference. 

To improve the design of such fare incentives, this paper uses longitudinal smart 
card data to investigate the feasibility of the fare incentive and gain insights into 
commuters’ travel patterns and the extent of their rigidity/flexibility in travel times. 
The features used to segment users’ travel patterns include the following: how 
often passengers use the transit system in peak hours; the days and times of their 
typical trips (variability in departure time); the entry and exit stations they typically 
travel between. The analysis of commuter departure time patterns offer insights into
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commuters’ spatial and temporal use of the system and identify different levels of 
regularity among users [3, 6, 7]. 

This paper is organized as follows. Section 2 introduces design and regulation of 
the proposed individual-based fare incentive and develops the framework of feasi-
bility analysis. Section 3 developed the agent-based simulations to capture individual 
patterns and trip activities and derive the in-vehicle and platform congestion and 
crowdedness. Section 4 compared the system performance before and after the fare 
incentive. Section 5 concluded the study and discussed future research. 

2 The Fare Incentive and Implementation 

2.1 The Surcharge-Reward Scheme 

The fare incentive strategy proposed in this paper is the surcharge-reward scheme 
[14] which splits the peak period into one central period and two shoulder periods, 
as shown in Fig. 1. Commuters incur a surcharge Δs for each trip by traveling in 
central period. The surcharges are reimbursed and cumulated in commuter’s personal 
account and can be used during the shoulder periods. During the shoulder period, 
commuters are eligible to use a monetary discount Δr for each trip from the account 
balance cumulated by previous surcharges. Commuters are not allowed to use the 
reward if the account balance is less than the value of the reward. Hence the transit 
operator (or policy makers) determines the central period location, duration and the 
values of surcharge and rewards. 

Under the surcharge-reward scheme, commuters can be fully refunded by occa-
sionally shifting to shoulder periods. We further define the reward ratio λ as 
λ = Δs/Δr 

1+Δs/Δr to control the amount of the rewards, where Δs/Δr represents the 
number of shoulder period trips required for one commuter to get fully refunded 
with one surcharge. If Δs/Δr < 1, it indicates that the value of one surcharge is 
less than one reward, hence a commuter can use one reward after several surcharged 
trips and in the meantime, he/she needs to take fewer trips during shoulder periods 
than central period to get fully refunded. If Δs/Δr > 1, it indicates that the value 
of one surcharge is greater than one reward, hence a commuter can use one reward 
after one surcharged trip and need to take more trips during shoulder periods than 
central period to get fully refunded. Therefore, the reward ratio can be regarded as

Fig. 1 The surcharge-reward scheme 
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the ratio of the number of trips with reward to the total number of the trips for one 
commuter. Hereinafter, the reward ratio is used to represent the reward value Δr 
where Δr = (1−λ)Δs 

λ
and a higher value of the reward ratio indicates a lower value 

of the reward for a given surcharge. 

2.2 A Framework of Fare Incentive Implementation 

The surcharge-reward scheme aims at reducing congestion in mass transit system. 
As one of the demand management strategies, the rewarding scheme also leads to 
impacts on both individuals and transit systems. Based on this, a feasibility analysis 
of the surcharge-reward scheme is conducted with smartcard data and operation data 
from a metro line in Beijing Metro network. As shown in Fig. 2, with the available 
smartcard data and operation data, data cleaning and outlier analysis is carried out 
first. Passenger’s departure time patterns are then determined, and individuals are 
assigned to each service runs. Meanwhile, several scenarios of surcharge-reward 
schemes are proposed in the system. The system effects of the surcharge-reward 
scheme are then recognized in both individual level and transit level in which the 
former one reflects the change of passenger’s departure time pattern and inbound 
volume and the latter one demonstrates the change of the peak hour and queuing 
time. The surcharge-reward scheme as illustrated in above, introduces the central 
period location, duration, the reward ratio and the values of the rewards. 

Fig. 2 The framework of feasibility analysis of surcharge-reward scheme
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3 The Agent-Based Simulation 

3.1 Data-Driven Behavioral Recognition 

Recognition of passengers’ departure time patterns 

To explore the feasibility and practicality of the surcharge-reward scheme, passen-
gers’ departure time patterns are analyzed first. The surcharge-reward scheme has 
influences on both the departure time interval and the ratios within the interval. There-
fore, passenger’s departure time pattern is determined including the departure time 
flexibility interval (DTFI) and the departure time distribution within the DTFI. The 
former one is the time interval that a passenger is flexible to change their departure 
times while the latter one is the distribution of departure times over the period in the 
DTFI. 

To recognize every passenger’s departure time pattern, it is important to determine 
the earliest and latest departure time they usually choose to travel. Since our prelim-
inary dataset consists of three-month of trip records, in some cases, a departure time 
in one day can be quite different from the departure times in the other days for one 
passenger due to a different purpose, such as a meeting trip instead of a commuting 
trip during the peak. To eliminate the effects of those occasional trips, the outlier 
analysis is conducted to improve the precision of the determination of departure time 
patterns. In the outlier analysis, a passenger i’s departure time distribution is fitted 
by a lognormal distribution with the mean value μi (departure time point) and the 
standard deviation σi . The  3  σ criterion [1] is used to recognize the outlier, namely 
a departure time t is defined as an outlier and will be excluded if 

|ln(t) − μi | > 3σi (1) 

The remaining departure time records define the departure time pattern for 
passenger i , as shown in Fig. 3a. The DTFI is then determined by the earliest departure 
time and the latest departure time of each passenger, as shown in Fig. 3b.

Changes of departure time pattern with different types of commuters 

The outlier analysis increases the precision of departure time pattern recognition. 
Since departure time pattern is analyzed by the long-period smart card records, it is 
assumed that it reflects passengers long-term travel behavior. The time interval can 
be categorized into three groups: shoulder DTFI, central DTFI, and the cross DTFI 
as shown in Fig. 4a. Our study does not consider passenger’s socio-demographic 
attributes, it is thus assumed that passengers with shoulder and central DTFI will not 
be affected under the implementation of the rewarding schemes.

For the group of passengers with cross DTFI, the change of their departure time 
distribution is influenced by the determination of central peak period and the reward 
ratio. A peak demand ratio ρi of a passenger i is defined which is the cumulative 
distribution over the central peak period. If passenger i’s peak demand ratio is less
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Fig. 3 a Outlier detection, and b departure time pattern after outlier analysis

Departure time 

Departure time 

Departure time 

(a) 

(b) 

(c) 

Central Period Shoulder PeriodShoulder Period 

Central Period Shoulder PeriodShoulder Period 

Central Period Shoulder PeriodShoulder Period 

Departure time flexibility interval 

Fig. 4 a Different departure time patterns. b Change of departure time distribution under the 
surcharge-reward scheme

than the reward ratio given by the surcharge-reward scheme, namely, ρi ≤ 1 − λ, 
he or she can use up the amount of the surcharges with the existing departure time 
pattern hence the departure time distribution will not be affected. On the contrast, 
if ρi > 1 − λ, passenger i has to take the extra trips in shoulder period in order to 
balance the surcharge, and under the assumption that demand is inelastic, the extra 
trips are assumed to be shifted from the central peak period. Therefore, the departure 
time distribution after the fare incentive for passenger i is derived as 

ps = P ' 
s · 

λ 
P '
s 

(2) 

pc = P ' 
c · 

1 − λ 
1 − P '

s 

(3)
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where p'
s and ps are the departure time distributions in the shoulder period before 

and after the surcharge-reward scheme respectively, P '
s is the cumulative distribution 

over the shoulder period. Similarly, p'
c and pc are the departure time distributions 

in the shoulder period before and after the rewarding scheme respectively, P '
c is 

the cumulative distribution over the shoulder period (hereinafter, ‘s’ refers to the 
shoulder period case and ‘c’ refers to the central peak period case). 

Different types of passengers will response differently to the surcharge-reward 
scheme. For instance, suppose a surcharge-reward scheme where the surcharge period 
is from 8:00 am to 8:30 am and reward ratio is 0.6. Passengers with shoulder DTFI 
and central DTFI do not change their departure time distribution, as shown in Fig. 4. 
However, passengers with cross DTFI are incentivized to shift to the shoulder period 
in order to utilize the monetary reward. As shown in Fig. 4b, a passenger with cross 
DTFI shifts the departure times latter according to his or her original departure time 
pattern. Thus the distribution of departure times is changed corresponding to the 
reward ratio and the individual’s peak demand ratio. 

3.2 The Agent-Based Simulation 

To capture individual’s travel pattern and the dynamics in transit system, we devel-
oped an agent-based simulation where each passenger is regarded as an agent. The 
simulation integrated each agent’s time-varying actions and transit operations in the 
transit systems to derive the crowding and congestion dynamics at the levels of 
individual, vehicle, platforms as well as the overall transit networks. 

The inputs of the agent-based simulation include the network topology, transit 
schedules, and the origin–destination demand matrix. The simulation updates the 
status of transit vehicles and travelers at a given time step (e.g., every 20 s). The 
workflow of the simulation is shown in Fig. 5.

4 System Crowding and Congestion—Case Study 
of Beijing Metro Networks 

4.1 The Preliminary Dataset and Statistics 

We further conducted a case study using the smartcard data and operation data 
from Beijing Metro network. The smartcard data includes records of the passen-
gers observed in stations in Changping rail line in Beijing subway system as shown 
in Fig. 6. Hereinafter, we selected Nanshao and Shahe stations as examples. The 
dataset recorded passengers’ trips for 3 months from 5 to 10 am. The smartcard data 
contains the origin and destination stations, as well as the enter time and exit time of 
each transactions. The surcharge-reward scheme requires passengers to occasionally
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Fig. 5 Workflow of the agent-based simulation

change their departure time in order to utilize the benefits of the monetary reward 
during the shoulder period. Therefore, we focus on target passengers who complete 
at least five weekday trips during the 3 months. 

In the case study, the total inbound passenger volume from 5 to 10 am on an average 
workday for the two selected stations are 6890 and 24,724, as shown in Table 1. 
And the percentage of target passengers are 44.67% and 46.27%, respectively. This

Fig. 6 Network and stations 
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also indicates the target passengers carried approximately half of the trips during 
the morning period every day. On the other hand, the total outbound passenger 
volume is between 1651 and 2755. The excessive inbound demand and unbalanced 
outbound demand in the two stations indicates the potential of the fare incentive 
(e.g., surcharge-reward scheme) to relieve the congestion and crowding in the transit 
systems. 

The individuals’ trip patterns will affect the performance of the transit systems 
as indicated in Sect. 3.1. From the perspective of individual departure time patterns, 
as shown in Fig. 7, it is found that nearly 59.42% of target passengers in Changping 
line have a length of DTFI between 10 and 50 min which indicates the practicality to 
implement the surcharge-reward scheme by incentivizing passengers to change their 
departure time distribution without changing their DTFI. 

Table 1 Characteristics of smartcard data with two selected stations 

Station Total inbound volume Percentage of inbound target 
passengers (%) 

Total outbound volume 

Nanshao 6890 44.67 1651 

Shahe 24,724 46.27 2755 

Fig. 7 Histogram of passenger’s DTFI length in Changping line
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4.2 The Baseline—System Performance Without Fare 
Incentives 

The baseline of the system performance for the selected metro network is derived 
where there is no fare incentive implementation, i.e., the original case. From the 
perspective of platform performance, Fig. 8 depicted the platform crowdedness of 
the two selected stations (Nanshao and Shahe stations). The dotted lines are the 
cumulation of passengers on the platform while the vertical lines are the arrivals of the 
vehicles. As shown in the figure, there exists two peak crowding times at Shahe station 
in southbound during 7:00–8:00 am and during 8:00am to 9:00am, respectively, 
which are due to the increasing passenger flow. The platform crowdedness also 
increases after 10:00am with the extended headway which is different from the 
previous peak times. The passengers’ inbound and outbound volumes from smartcard 
data reflect the average condition over the 3-month period, hence the agent-based 
simulation also reflects the average conditions that passengers wait for the service 
runs on the platform with possible boarding failure of the first arriving service run. 

From the perspective of vehicle level crowdedness, Fig. 9 shows the capacity 
occupancy of two representative trains (train # 331029 and train #321047). The 
vertical lines are the stations along the rail line. Both trains are fully occupied when 
leaving Shahe station at 7:36 AM and at 9:00 AM, respectively, and maintained the 
full occupancy when leaving in the downstream station. Figure 10 further depicted 
the in-vehicle occupancy for all vehicles in Changping line in the morning hours 
where 30 out of 128 trains have reached capacity. 

Fig. 8 Platform crowdedness in two stations 

Fig. 9 Vehicle crowdedness of selected trains
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Fig. 10 Overview of in-vehicle crowdedness for all service runs before fire incentive is introduced 
(baseline scenario) 

4.3 Comparison of System Performance Before and After 
Fare Incentive 

To evaluate the system performance of the proposed fare incentive, we first derive the 
individual travel patterns. As indicated in Sect. 3.1, the change of individual’s depar-
ture time pattern depends on the original individual-based departure time pattern and 
the design of the surcharge-reward scheme. We proposed a scenario that the central 
peak period is defined from 8:00 to 8:30 am for all stations, namely, a passenger 
incurs a surcharge if he or she enters the station between 8:00 to 8:30 am and can use 
the rewards outside the central peak time window. The reward ratio is determined as 
0.6. Based on the proposed scenario, the composition of different types of passengers 
is shown in Table 2 where 39.2% passengers’ travel patterns are changed. Figure 11 
further presents the differences of passengers’ departures at stations before and after 
the fare incentive. 

Figure 12 shows the platform crowdedness for Nanshao and Shahe stations before 
and after the fare incentive. It is noted that the Shahe station are able to be cleared 
for each service run after the fare incentive implementation while the other stations 
remain cleared. Figure 13 represents the in-vehicle crowdedness changes. After the 
fare incentive, the crowdedness of the selected service runs is relieved where the 
vehicle is no longer at full capacity during the peak periods which indicates all 
passengers are able to board on the first incoming vehicle. It is also noted that after 
the fare incentive, the majority of the service runs do not reach the full capacity

Table 2 Percentage of 
different types of passengers 
under the six scenarios 

Type of passengers Percentage (%) 

Central DTFI (interval) 1.89 

Shoulder DTFI 59.10 

Cross DTFI 39.02
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Fig. 11 Passenger departure curves at stations before and after the fare incentive

Fig. 12 Platform crowdedness comparisons 

Fig. 13 In-vehicle crowdedness comparisons

which indicates the potential of the fare incentive to reduce fleet sizes and operation 
costs for long-term operations as shown in Fig. 14. 

We further analyzed the reduction of the travel times, crowdedness, and occupancy 
with the implementation of the fare incentives, as shown in Table 3. Results indicated 
that the capability of the incentive strategies to relieve the congestion at individual, 
train and platform levels.

5 Conclusions and Future Research 

This paper proposed a framework of feasibility analysis with agent-based simulations 
and explores passenger’s departure time pattern with multi-source data. Passenger’s 
departure time pattern is determined as a departure time flexibility interval and a 
distribution within the interval. An outlier analysis is explored to detect the extreme
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Fig. 14 Overview of in-vehicle crowdedness for all service runs after fire incentive is introduced

Table 3 Percentage reductions of waiting times, train occupancy and platform crowdedness 

Indicators Percentage changes (%) 

Average waiting time (minutes) −14.6 

Time that train occupancy exceeds 90% of designed 
capacity (train-minutes exceeding 1300 passengers) 

−67.9 

Average platform crowdedness (# passengers at any time per 
platform) 

−23

value of departure times due to occasional trip purposes hence improve the precision 
of the departure time pattern determination. According to the design of the surcharge-
reward scheme and the departure time patterns, passengers are recognized into three 
types, namely, cross DTFI, shoulder DTFI, and central DTFI. It is found that nearly 
59.42% of target passengers have a length of departure time flexibility between 10 and 
50 min in the selected station in Beijing Metro system which implies the practicality 
to implement the rewarding scheme by incentivizing passengers to change departure 
times within their flexibility interval. 

We further developed an agent-based simulation to conduct the case study using 
the Beijing Metro network with three-month smartcard data and operation data for 
over 5 million trips. The scenario of the surcharge-reward scheme is proposed with 
setting for central period and reward ratio. Participation of different types of passen-
gers is analyzed and the change of departure time pattern of each passenger is 
explored. The crowdedness at platform and service run levels are derived with the 
agent-based simulations by capturing the individual level trip activities. 

Results reveal that the proposed surcharge-reward scheme is able to effectively 
reduce the peak hour congestion by changing passenger’s departure time distribution 
while their flexibility interval is unchanged. This indicates the individual-based fare 
incentive may have higher practical acceptability than other pricing strategies or 
incentives as it considers passenger’s tolerance of departure time switching. Future 
research may consider demand elasticity to understand the change of passenger’s
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flexibility interval with incentives. Optimization of the rewarding schemes in a large-
scale mass transit network is also worthwhile to be explored for the potential benefits 
for passengers, transit operators as well as the system as a whole. 
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Hybrid Simulation-Based Resource 
Planning and Constructability Analysis 
of RCC Pavement Projects 

Mohammad Shakerian, Mohammad Sadra Rajabi, Mohammad Tajik, 
and Hosein Taghaddos 

Abstract One of the critical challenges in infrastructural constructions is designing 
and planning operations and their related resources. The complex interlinked compo-
sition of different factors and variables affecting resource productivity has made 
simulation a powerful approach for operational planning. The construction sector has 
recently seen a notable surge in applying various simulation tools to enhance further 
the quality of projects’ planning, particularly in large-scale infrastructure devel-
opments (e.g., highway construction). Due to possible cost overruns in improper 
resource allocation, optimizing the design and construction planning stages of 
megaprojects such as massive pavement projects is essential. Recent studies aimed 
to build a simulation-based strategy in construction designing and planning by 
combining various simulation approaches (e.g., discrete-event simulation, system 
dynamics, agent-based simulation, and hybrid simulation) to enhance the planning 
phase. This paper introduces an evolving real-time hybrid simulation technique 
regarding the project’s intrinsic time-varying inputs and factors to optimize the plan-
ning of Roller-Compacted Concrete (RCC) pavement projects. Several scenarios 
are investigated using various resource combinations to achieve the best execution 
method for delivering concrete to the project. An actual highway project case study 
validates the proposed model and its application for future projects. This study’s 
findings exhibit the proficiencies of the simulation-based approach in resource plan-
ning of RCC pavement projects within the time and cost constraints and their related 
regulations. 
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1 Introduction 

The efficient scheduling and planning phase of a construction project significantly 
impacts its likelihood of success. However, such a significant step requires a consider-
able amount of work and resources due to the complexity of construction projects. A 
better understanding of construction operations is obtainable through visual modeling 
of construction activities. 

Traditional planning and scheduling methods encounter many shortcomings when 
applied to complex construction projects. Pritsker [19] has presented some of these 
inadequacies. For instance, conventional planning approaches are limited due to their 
static and deterministic assumptions. Traditional techniques are more suitable for 
projects with fewer activities and fewer uncertainties. Critical Path Method (CPM), 
Line of Balance (LOB), and Program Evaluation and Review Techniques (PERT) 
are a few of these mentioned traditional scheduling methods [1]. 

Therefore, simulation modeling has been introduced to develop computer-based 
representations of construction systems to recognize their behavior to improve the 
efficiency in project management and even construction safety [2, 3]. In previous 
studies, mathematical modeling systems such as mathematical programming and 
queuing theory did not demonstrate suitable applications in large-scale and more 
complex construction projects [15]. To address these issues, computer simulation 
techniques were introduced as an effective tool to design and analyze construc-
tion procedures despite their complexity or size. Computer models can generate the 
proper solutions while considering the overall logic of various activities, the resources 
involved, and the environment under which the project is constructed [10]. Simula-
tion models are entirely successful in embodying the process of building a facility 
and can be used to develop better strategies, optimize resource utilization, minimize 
costs or project duration, and improve overall construction project management [2]. 

Numerous simulation tools have been introduced in recent years in which: 
CYCLONE, STROBOSCOPE, Simphony.NET, and VitaScope are among the most 
recent ones [13, 14]. Sawhney et al. [21] describe the enhancements made to the 
CYCLONE modeling methodology to allow simultaneous simulation of processes 
involved in a construction project. These enhancements aim to develop individual 
components for all the processes that constitute a project and then link them to 
simulate them simultaneously using a shared resource pool. Although simula-
tion modeling is focused on the planning stages, better decision-making requires 
modeling the project during the construction and planning phases [5]. 

Recent studies have employed discrete-event simulation (DES), Agent-based 
simulation, system dynamics (i.e., continuous simulation), or hybrid simulation inte-
grating discrete-event simulation and system dynamics models to model construc-
tion environments [16]. In a hybrid simulation, feedback loops play a significant 
role in automating the process [20]. Such studies model a construction project from 
different perspectives, such as effective resource allocation, safety enhancement, 
and site layout planning [6, 12, 24, 25]. Similarly, various studies have analyzed 
different aspects of project management, such as risk evaluation, stochastic variants,
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and decision-making strategies with the help of simulation tools and techniques 
[7, 11, 17]. 

The focus of this study is to employ hybrid simulation to enhance the supply chain 
management of RCC pavement projects. The most relevant study for this paper is 
[23], which introduces a simulation-based approach to model a significant milestone 
of the construction process in an RCC dam. Several what-if construction scenarios 
were analyzed for the milestone based on different combinations of the resources, 
and then a time–cost trade-off analysis was used to find the optimum construction 
scenario for the milestone. The proposed approach gives the managers a vision of 
the total time and cost of the project based on the different alternative scenarios. 

However, the construction of RCC dams and RCC pavement has significant differ-
ences. RCC pavement is among the linear project, making supply chain manage-
ment (i.e., concrete supply from batching plant to the paver) more challenging. The 
following chapter provides a brief background to RCC pavement projects. 

The primary simulation software used in this research is Simphony.NET 4.6. 
Simphony was first developed in 1998 by Dr. Simaan AbouRizk and Dr. Danny 
Hajjar. Its successor, Simphony.NET, was developed by Dr. Abourizk and Stephen 
Hague and continues to be developed at the University of Alberta [4, 13]. 

1.1 RCC Pavements 

Roller-compacted concrete (RCC) is a durable, economical, and low-maintenance 
material for low-speed heavy-duty paving applications, including industrial and 
transit pavements. Recently, there has been increasing interest in the use of RCC 
for public roadways. Its consistency is rigid enough that it can maintain its stability 
under the load of the roller compactor with vibration and, at the same time, allow 
a proper spreading of the concrete mixture without any separation. Similar to many 
other construction projects, pavement construction involves complex geometry and 
complicated processes [9]. RCC heavy-duty pavements may be constructed in single 
or multiple layers depending on the design capacity of the road [18]. Generally, 
roller-compacted concrete is spread by a modified asphalt paver and compacted by 
a steel drum roller, vibrating roller, and rubber wheel roller [8]. 

Figure 1 shows a visual sequence of activities that conclude an RCC pavement 
project. Dump trucks are usually used to haul the concrete mix to the paving front. 
Iranian concrete pavement guideline allows for a maximum elapsed time of 45 min 
after mixing has occurred. This factor is most dominant when the pavement site or 
work zone is far from the batching plant. Compaction of the placed RCC must follow 
instantly after its placement [18]. Curing and cutting wedges are another two primary 
operations.

A steady concrete supply to the paver machine must be maintained for civil code 
compliance and better surface quality. Planning of hauling machines gets more 
complicated when project geometry is constantly changing. In road projects, the
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Fig. 1 Schematic illustration of RCC pavement construction activities. Captured from Iranian 
guidelines for the construction of concrete roads (issue #733)

relative distance of resources is essential in decision-making. Also, few constraints 
for maintaining the quality of concrete affect planning and resource scheduling. 

This paper proposes a simulation model to optimize resources for concrete supply 
to the paver using different capacity dump trucks while meeting all the constraints 
issued by concrete-based road guidelines. For better results, this study embeds a 
dynamic feedback system to allow automated alteration of resources regarding the 
state and progress of the project. 

2 Overview of Case Study (“Shahrbabak-Harat” RCC 
Highway 2nd Lane) 

“Shahrbabak” city is located on the “Tehran-Bandar Abbas” transit road, and the 
“Shahrbabak-Harat” transit road sits at the heart of Iran’s east–west transport corridor. 
It is located on the Sassanid historic road and was built by the National Construction 
and Development of Transport Infrastructure Organization in 2016. The second lane 
of this highway, with a length of 44 km and a width of 11 m, is the subject of this study, 
used to develop an accurate model for future planning of the same type of project. In 
order to obtain a high-quality surface in the “Shahrbabak-Harat” project, according 
to the employer’s recommendation, a paving machine with an 11 m width distribution 
capability was rented. Unlike conventional concrete paving, roller concrete paving 
is made without molds, dowels, or steel reinforcements. It is usually unnecessary to 
make a joint with a saw, but if required by the technical specifications, the distances of
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Fig. 2 On the (left) Location and path of the studied pavement project On the (right) A picture 
of paving machinery used on the project in 2016 

transverse joints are longer than concrete paving. The concrete plant sits at a distance 
of 25 km from the start point (“Shahrbabak” city) in the middle of the proposed road 
(Fig. 2). 

3 Proposed Multi-Step Methodology 

3.1 Modeling of the RCC Pavement Construction 

As shown in Fig. 3, a linear RCC pavement project is modeled using Simphony.NET 
4.6. Generally, linear construction projects are defined as projects in which most 
work consists of highly repetitive activities. These operations are repeated in each 
location for the entire road length. The flow of concrete from batching plant through 
dump trucks and into the paver must be modeled continually to control regulations 
and guidelines more effectively. Therefore, a combination of DES and continuous 
simulation has been applied. This model is also equipped with a system dynamic 
method with the same general premise as Fig. 4.

Due to the nature of road projects, equipment location and their relative distance 
are in constant change. Hence, behavior of activities follows functions related to 
the progress of simulation and the state of other operations. This model uses four 
feedback loops to allocate resources better as the project advances as its relative 
distances and durations change. This feature can help the process to adapt to the 
available resources at a given time. For example, similar to this case study, if the 
concrete plant is at the middle point of the road, as the project progresses, the pave-
ment frontline gets closer to batching plant, and a smaller fleet of trucks is required 
to maintain a steady flow of concrete to the paver. After passing the middle point
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Fig. 3 Developed model for RCC pavement construction in Simphony.NET 4.6 

Fig. 4 Simple diagram of a system dynamic model. Adapted from Sterman [22]

of the road, the relative distance to the concrete plant increases, and the number of 
required resources changes. 

The proposed model in this study focuses on the supply chain of concrete to 
the paver, as these operations are affected the most by the project’s geometry. For 
example, the number of required trucks would be much lower in the middle point 
of the construction rather than the start point since the work zone moves toward the 
batching plant. All project inputs, durations, and relative distances are user-defined. 
This ability enhances the model’s customizability; therefore, it can be used for similar 
projects such as asphalt pavements without much effort in changing its components 
and inner properties. This study considers all the essential tasks in an actual RCC 
pavement project which correlate to the concrete supply resources. 

3.2 Scenario Analysis for Various Combinations of Resources 

Pavement construction is composed of many resources linked and reliant on each 
other. Table 1 shows the main activities in an RCC pavement project, its duration, and 
necessary resources. One of the primary resources and the object of this study is the 
dump trucks used to convey concrete to the paver on site. Dump trucks with different
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capacities are often used concurrently in the same project. Large dump trucks can 
carry 7.5 cubic meters of concrete in this study, 50% more than small dump trucks. 
The main object of this scenario analysis is to find the optimum number of large 
and small dump trucks while satisfying the government’s RCC regulations and those 
imposed by the owner. Two main constraints in this model are listed below. 

1. Concrete must be placed and compacted within 45 min. 
2. For a steady concreting process, dump trucks must maintain an interarrival time 

of less than 3 min. 

All possible combinations must be modeled to find an optimum scenario with 
the highest utilization rate. These different scenarios must be filtered to satisfy the 
owner’s constraints and mandatory regulations. The maximum number of large and 
small dump trucks is 10 and 5, respectively. In theory, 50 different scenarios must be 
checked to find the optimum dump truck combination for this project. Table 2 shows 
the accepted composition of dump trucks and the mean utilization of each type 
in every scenario. This table indicates that scenario #39 is the optimum resource 
grouping since it has a higher average utilization. Also, due to the limited capacity 
of the paver for laying concrete, increasing the number of dump trucks after a certain 
point will only result in higher waiting times and long queues. 

Table 1 Main activities and their required resources 

Activity* Duration (minutes) Resources 

Loading small truck 3 Small truck, batching plant 

Loading large truck 4.5 Large truck, batching plant 

Travel to paver Inconstant* Small or large truck 

Dumping 2.5 (small truck) 
3.75 (large truck) 

Small or large truck, paver, spotters 

Return to batching plant Inconstant* Small or large truck 

* Travel distances are continuously changing during the project 

Table 2 Accepted scenarios for dump trucks 

Scenario 
number 

Number of 
large dump 
trucks 

Number of 
small dump 
trucks 

Mean 
utilization 
large dump 
truck (%) 

Mean 
utilization 
small dump 
truck (%) 

Total project 
duration 
(minutes) 

#39 9 4 65.5 7.7 96,919 

#40 10 4 58.9 7.7 96,919 

#49 9 5 65.5 6.1 96,919 

#50 10 5 58.9 6.1 96,919
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3.3 Enhancement of Resource Planning with System 
Dynamics 

After finding the optimum scenario, this model is integrated with a system dynamic 
approach to obtain more detailed resource planning while the project progresses. 
Since road projects are constantly changing location, the number of required 
resources might need to update along the way. Feedback loops can change the number 
of resources while the simulation progresses. As the pavement advances, the frontline 
of work is getting closer to the batching plant in this study. Therefore, the number 
of dump trucks could be updated to maintain a high utilization. 

Figure 5 shows the utilization of large dump trucks without any feedback loops 
during pavement construction based on the optimum scenario determined in the last 
step. The average utilization rate of large dump trucks is 65.5%. After finding the 
optimum resource combination for the dump trucks, the SD method, explained in 
the methodology, is enabled for detailed planning of the resources throughout the 
project’s lifespan. Figure 6 shows the utilization of large dump trucks being constantly 
updated using feedback loops during the construction. The average utilization rate 
with this enhanced method is 89.9%. This figure also shows the effectiveness of the 
system dynamics method for yielding a more significant average utilization rate. 

Figure 7 shows detailed resource planning as this study’s main result and output 
for Babak-Herat RCC Road. A detailed resource allocation plan is presented for 
construction managers and industry practitioners. With this method, engineers will 
be able to reallocate these excess resources to other projects to reduce the total cost 
of projects.

Fig. 5 Utilization rate of 
large dump trucks
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Fig. 6 Enhanced utilization 
rate of large dump trucks

Fig. 7 Final enhanced 
resource scheduling of large 
dump trucks 

4 Limitations 

The proposed model in this study is limited to RCC pavement but can be effort-
lessly extended to include other pavement materials such as hot mix asphalt (HMA). 
Optimization of resources unrelated to work zone geometry has been neglected for 
simplicity. Since these resources do not correlate with any variables in their behaviors, 
static and traditional planning methods were opted for based on experts’ judgments. 
The main reason behind all the above limitations is that this study only includes the 
specific optimization and level of detail required by the project owner.
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5 Conclusion 

The primary purpose of this study was to find the optimum resource combination 
of different dump truck types that are mainly involved in the RCC supply chain to 
the paver at the frontline. All the possible combinations were tested concerning the 
government guidelines on concrete pavement construction. The optimum resource 
combination is then selected based on the higher utilization of resources. A case 
study of the RCC pavement project is also investigated using a hybrid model in 
Simphony.NET 4.6. The results illustrate the capabilities of the simulation-based 
approach in designing and planning pavement construction projects. 

This paper proposes a dynamic hybrid simulation-based approach to find the 
optimum scenario based on the available resources and constraints in an actual RCC 
pavement construction project. It utilizes mathematical equations based on the contin-
uously changing durations in a horizontal project to regulate and adapt to the new 
geometry. 

To validate the proposed model’s results, the optimum scenario was compared to 
those used by the contractor in the original “Shahrbabak-Harat” highway in 2016. 
The comparison showed a better utilization rate but close to the actual project. Hence, 
this dynamic model can be used in future projects for better resource allocation and 
planning. 

This study acknowledges the importance and advantages of simulation-based 
modeling in construction projects’ planning and scheduling phase. Due to construc-
tion projects’ dynamic and complicated characteristics, simulation tools have been 
utilized to model construction processes in recent years. Simulation-based modeling 
is a powerful tool capable of visualizing and modeling construction activities. Road, 
pavement, and resurfacing projects are critical infrastructural developments due to 
their enormous budget and importance to the public. Therefore, having an optimum 
resource and execution plan which meets all the governmental policies ensures lower 
cost and better product quality. 

The overall results of this study demonstrate the proficiencies of simulation tools 
in planning resources for pavement projects. Simulation models can be programmed 
to develop more detailed resource schedules, yielding higher utilizations. 
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Comparative Analysis of Intersection 
Data Derived from INRIX 
and GRIDMART 
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Abstract With an increase in transportation funding, the need arises to implement 
analytic tools to measure the effects of improvements and guide decisions regarding 
the effective planning and design, as well as the operation of streets. Recent advances 
in intelligent transportation systems (ITS) and data collection made available high 
volumes of data from multiple data sources. However, a significant challenge remains 
in digesting and understanding the large and complex data available. In the specific 
case of intersections, the estimation of performance metrics is challenging due to 
the presence of different traffic control systems, multiple data sources and multi-
modal interaction. The principal objective of this research is to evaluate intersection 
performance metrics calculated using two different data sources and using Austin, 
Texas, as a case study. The evaluation is based on the fusion of INRIX data and 
GRIDSMART data. The main contributions include development of comparative 
intersection performance metrics combining two data sources, implementation of 
all required data workflows, and analysis of the fusion of GRIDSMART data and 
INRIX data. The analyses suggest that while total volume estimates provided by 
INRIX are not likely to be accurate, and discrepancies with GRIDSMART data are 
larger than 20% in most analyzed cases, differences in turning movement ratios 
yielded more promising results with differences between the two data sources gener-
ally less than 10%. Those results provide information that can help practitioners 
select an appropriate methodology for evaluating intersection performance.
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1 Introduction 

Signalized intersections are indispensable parts of urban traffic networks. Currently, 
over 300,000 traffic signals exist in the United States (U.S.), accounting for $82.7 
billion in public investments [8]. With two-thirds of urban vehicle miles traveled on 
signal-controlled roads [6], signalized intersections have often become hot-spots of 
traffic congestion, causing 295 million vehicle-hours of delay annually. Considering 
the number of traffic signals and their impact to the traffic network, it is critical to 
operate traffic signals efficiently [3]. 

Until recently, data collection required expensive infrastructure imposing many 
limitations on performance measures development. The development of the global 
positioning system (GPS) technology and intelligent transportation systems (ITS) 
has increased data availability as well as analysis capabilities [2]. Nevertheless, it 
remains challenging to understand, process, and interpret the large and complex 
volume of data available. In the specific case of corridor intersections, the estimation 
of performance metrics is challenging due to the presence of different traffic control 
systems, multiple data sources, and multimodal interaction [11]. 

This study aims to present an automated workflow to compare INRIX and GRIDS-
MART data having different formats and labels. It is based on conducting a prelim-
inary validation of new intersection performance metrics provided by INRIX by 
analyzing data at selected intersections, where GRIDSMART cameras are deployed. 
This analysis is focused on total intersection volume and average daily turning move-
ment counts by approach. Since errors may be present in both data sources, this 
study also proposes simple quality control metrics to identify scenarios in which 
GRIDSMART data may not be reliable. 

2 Background 

Data collection has been used on roadway systems since as early as the 1930’s 
and it has continued to evolve with technology [10]. The amount and quality of 
available data are key components for improving transportation systems safety and 
performance. The continuing challenge is gathering complete and accurate data and 
making it more accessible and easier-to-use for transportation leaders and decision-
makers [5]. 

Traffic volume data serves multiple needs for transportation professionals and is 
vital to establishing the baseline conditions for roadways and intersections. Trans-
portation planners rely on traffic counts to support traffic impact studies, long-range 
transportation plans, corridor studies, travel demand forecasting, and signal warrant
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studies for municipal, agency, or institutional clients [1]. Additionally, traffic engi-
neers leverage volume data to assess near real-time operating conditions on corri-
dors and/or intersections. These assessments are critical to help identify operational 
constraints, assess safety conditions, and support the maintenance of these facilities 
[9]. 

Transportation-related probe data has evolved over the past decade. Available 
information from probe data sources has become functionally more complex as the 
saturation of data-providing devices and the speed at which this data is made available 
has greatly expanded, with a majority of these data sources now reporting latencies 
less than one minute or near real-time. Probe data generally has a capture rate of 
10–25% of the total number of vehicles passing through an intersection depending 
on the nature of the surrounding area [9]. 

Similarly, intersection turning movements’ counts are critical input data for traffic 
studies, analysis, and forecasting. These types of counts are often used to analyze 
operational performance of signalized intersections under different traffic conditions 
and peak hours [4]. 

This study consists of a comparative analysis that aims to address the on-going 
challenge of gathering complete and accurate data for intersections. This study’s line 
of effort aims to bridge the gap between the data challenges and the development of 
intersections performance metrics. 

3 Intersection Data Description 

3.1 INRIX 

3.1.1 INRIX Traffic Counts Data 

In January 2020, INRIX announced a signal analytics platform in collaboration with 
the Center for Advanced Transportation Technology (CATT Lab). This product 
(“Signal Analytics”) is advertised as the industry’s first signal analytics platform 
based exclusively on anonymous vehicle data. Signal Analytics provides signal 
performance metrics by intersection, movement, time of day, and day of week. The 
data is collected purely from probe vehicles, with no roadside infrastructure required. 
The platform provides also the top five intersections with worsened control delay 
[7]. Initial metrics available at all intersections include: 

1. Arrival on green: Percent of vehicles without a stop recorded within the 
intersection crossing. 

2. Stopped vehicles: Number of observed vehicles that stopped at the intersection. 
3. Actual movements: Number of observed movements at the intersection for a 

chosen time period. 
4. Travel time: Distribution of time for each movement sequence in the intersection. 
5. Approach speed: Speed distribution of vehicles directly before the intersection.
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6. Intersection delay: Observed vehicle delay at the intersection by movement. 

Daily INRIX signal analytics data can be accessed through the INRIX IQ website, 
while historic data analyses and data downloads are available through the RITIS 
platform. The maximum allowed analysis period cannot exceed 30 days, and at most 
400 intersections may be selected for a report (at the time of our study). Historic data 
is provided in JSON format and aggregated at the daily level (hourly or time of day 
aggregates are not available). 

3.1.2 INRIX Turning Movements Data 

INRIX provides aggregate reports for user-specified intersections and time periods. 
Intersections are selected manually on a map through their web interface for each 
analysis. Results represent an average for the analyzed time period (across days of the 
week and hours of the day). The reports are provided in JSON format (the structure 
of the file is described in documentation available from the vendor). Results include 
several types of metrics at the intersection, approach, and turning movement levels. 
In our analysis, we consider turning movement-level data by approach. Extracted 
fields include: 

1. Intersection ID (INRIX_id): Unique ID of the intersection given by INRIX. 
2. Latitude: Latitude of the intersection center point. 
3. Longitude: Longitude of the intersection center point. 
4. Location point: Geometric location of the intersection. 
5. Name: Name of the intersection. 
6. Inbound direction: Movement inbound direction as the vehicle approaches the 

intersection center. 
7. Outbound direction: Movement outbound direction as the vehicle leaves the 

intersection center. 
8. Direction: Direction of the movement. 
9. Start date: Analyzes start date. 
10. End date: Analyzes end date. 
11. Turn percent: Turn percentage based on the total observed vehicle counts on 

this movement relative to the approach count. 
12. Turn maneuver: A string describing the turn maneuver of the movement (e.g.,: 

left, right, through). 
13. Control delay: The difference between the actual travel time for a vehicle to 

move through the intersection vs the reference travel time. The reference travel 
time is calculated as the fifth percentile of travel times for non-queued vehicle 
movements through the intersection, as per INRIX documentation.
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3.2 GRIDSMART Data 

3.2.1 GRIDSMART Traffic Counts Data 

The City of Austin (CoA) operates 126 optical traffic detectors (GRIDSMART 
cameras), for which turning movement data and some performance metrics are posted 
online daily. The status of these detectors is also tracked on the CoA’s Open Data 
Portal. At the time of this study, 42 GRIDSMART detectors were broken, 9 were 
removed, 4 needed verification and 2 were labeled as unknown. The GRIDSMART 
data includes the following fields: 

1. Record ID: A unique ID for each row created as a hash of intersection name, 
time, truck status, direction, and movement. 

2. ATD device ID: The ID of the device as noted in the “traffic detectors” table. 
3. Read date: The start of the respective time interval used for aggregation, UTC. 
4. Intersection name. 
5. Direction: The travel direction of the approach toward the intersection. 
6. Movement: The turning movement of respective traffic entering the intersection. 
7. Heavy vehicle: A classifier for vehicles that are measured to be 17 feet or longer. 
8. Volume: The number of vehicles traveling in the respective direction and making 

the respective turning movement throughout the 15-min interval. 
9. Speed average (miles per hour): Average speed of vehicles that entered the 

intersection, including those that had started after the end of a red light. 
10. Speed stddev: Standard deviation of all speed measurements, or 0 if volume is 

less than 2. 
11. Seconds in zone average: Average amount of time that vehicles were in the 

measurement zone, including time that vehicles are stopped at a red light. 
12. Seconds in zone stddev: Standard deviation of “seconds in zone”. 
13. Month The numeric month of the aggregation interval. 
14. Day: The numeric day of the aggregation interval. 
15. Year: The numeric year of the aggregation interval. 
16. Hour: The numeric hour of the aggregation interval. 
17. Minute: The numeric minute of the aggregation interval. 
18. Day of week: Starting with Sunday is 0 and Monday is 1, and so on. 
19. Bin Duration (seconds): Number of seconds for the aggregation interval: always 

15 min. 

The Open Data Portal notes that average speed measurements may not have been 
calibrated for all intersections, and that all measurements have been collected using 
automated machine vision processes and have not been validated. 

3.2.2 GRIDSMART Turning Movement Data 

GRIDSMART provides turning movement traffic volumes every 15 min. Our work-
flow computes a daily turning movement ratio by approach based on daily turning
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movement volumes and averages it over the selected analysis period to produce a 
metric comparable with the INRIX data. Daily turning movement ratios are saved in 
a summary table which includes the following fields: 

1. ATD device ID: The ID of the device as noted in the “traffic detectors” table. 
2. Intersection name. 
3. Direction: The travel direction of the approach toward the intersection. 
4. Movement: The turning movement of respective traffic entering the intersection. 
5. Month The numeric month of the aggregation interval. 
6. Day: The numeric day of the aggregation interval. 
7. Year: The numeric year of the aggregation interval. 
8. Hour: The numeric hour of the aggregation interval. 
9. Day of week: Starting with Sunday is 0 and Monday is 1, and so on. 
10. Movement volume: Total volume of cars for a specific movement. 
11. Approach movement (approach_mov): The turning movement of the specific 

approach. 
12. Turning ratio (tm_ratio): Calculated by dividing the turning volume by the total 

volume of a specific approach. 
13. Movement_INRIX: This column is added to map the GRIDSMART nomencla-

ture for turning movements to INRIX’s. 
14. Dir_INRIX: This column is added to map the GRIDSMART nomenclature for 

incoming approach direction to INRIX’s. 

Tables 1 and 2 describe the mapping of GRIDSMART approach and movement 
nomenclature to the corresponding INRIX nomenclature. 

The GRIDSMART turning ratios for each intersection are illustrated in Fig. 8 
and the INRIX turning ratios for each intersection are illustrated in Fig. 9 of the 
Appendix.

Table 1 Movements 
matching GRIDSMART movements INRIX movements 

Left turn Left 

Right turn Right 

Through Through 

U-turn Not matched 

Table 2 Directions matching 
GRIDSMART directions INRIX directions 

Eastbound E 

Westbound W 

Northbound N 

Southbound S 
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4 Proposed Methodology and Results 

4.1 Traffic Counts Comparison 

For the comparison of intersections traffic counts, the total volume by day was first 
plotted (as  shown in Fig.  1) for the GRIDSMART data from December 2020 to 
25 March 2021. Note that some of these intersections have broken, unknown, or 
unverified detectors as discussed earlier in Sect. 3.2. 

Figure 1 shows that for some cameras/months daily patterns are somewhat erratic, 
which suggests that the corresponding data may not be reliable. Based on that, this 
study proposes the following metrics for a preliminary assessment of data quality: 

• Standard deviation of average daily volumes by month and day of week (SD): The 
monthly ratio of SD to the corresponding mean value for each day of the week (R_ 
DOW) are plotted (Fig. 10 of the appendix). An intersection is considered reliable 
on a particular month when R_DOW is lower than 35% for at least four days of 
the week, and lower than 50% on all days of the week. 

• Availability of data: GRIDSMART cameras are expected to produce 96 data points 
per day, one every 15 min. If data points are missing, daily volumes are likely 
to be underestimated. This study proposes considering data at locations where at 
least 85% of expected data points are available. Figure 11 of the appendix presents 
data availability by month at all locations active as of March 2021. 

After identifying intersections having reliable GRIDSMART data, the differences 
between INRIX daily traffic estimates and GRIDSMART counts were calculated. 
Table 3 compares data from both sources on a specific date, and Table 4 compares

Fig. 1 Average daily volume by month at available GRIDSMART locations (December 2020– 
March 2021) 
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Table 3 Daily traffic counts at selected intersections for Thursday, March 25, 2021 

INRIX GRIDSMART Difference Difference 
percentage 

Intersection 
name 

Observed 
counts 

Scaled 
counts 

Detectors counts Scaled 
counts—detectors 
counts 

Difference×100 
scaled counts (%) 

West Gate 
Boulevard 
and Jones 
Road 

646 15,014 20,000 −4986 −33.21 

West 
Anderson 
Lane and 
Shoal Creek 
Boulevard 

1235 28,515 31,486 −2971 −10.42

one day of INRIX data to GRIDSMART’s monthly average counts for a specific 
day of week. Observed differences range between −6097 and 18,354 vehicles, with 
negative values representing lower values in the INRIX dataset. Percent differences 
range between 10% points and 50% points. 

Another comparison metric is the difference percentage (or error percentage) 
between GRIDSMART and INRIX traffic counts calculated as follows (Fig. 2): 

Error(% ) = INRIX traffic counts - GRIDMART traffic count 

GRIDSMART traffic count

The root mean squared error is 7693.57, with individual errors ranging between— 
21,191.8 and 8657.46. Negative values indicate that GRIDSMART traffic counts 
are higher than the INRIX traffic counts. Average volumes in February across 
valid GRIDSMART locations are 28,442.01 using GRIDSMART data, and 22,203.8 
according to INRIX data. 

4.2 Turning Ratios Comparison 

4.2.1 Workflows for the Automated Analysis of Turning Movement 
Ratios 

Our team at the center for transportation research (CTR) developed workflows to 
process INRIX reports, provided in JSON format, and extract turning movement-
based metrics of performance. Workflows include steps to identify intersections in 
both datasets, and to match turning movements and approaches as defined in the 
INRIX data to the corresponding data when extracted from GRIDSMART cameras. 
The analysis process also involves computing average turning movement ratios by
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Table 4 INRIX daily traffic counts on Thursday, March 25, 2021 v. GRIDSMART average daily 
counts for Fridays at selected intersections 

INRIX GRIDSMART Difference Difference 
percentage 

Intersection 
name 

Observed 
counts 

Scaled 
counts 

Average daily 
counts (March) 

Scaled 
counts—Detectors 
counts 

Difference×100 
scaled counts (%) 

West Gate 
Boulevard 
and Jones 
Road 

663 15,014 19,558 −4544 −30.27 

West 
Anderson 
Lane and 
Shoal Creek 
Boulevard 

1225 28,515 32,435 −3920 −13.75 

Red River 
Street and 
East Martin 
Luther King 
Jr Boulevard 

868 35,595 17,241 18,354 51.56 

East 51st 
Street and 
Airport 
Boulevard 

778 21,308 27,405 −6097 −28.61 

Far West 
Boulevard 
and Wood 
Hollow Drive 

806 20,622 23,580 −2958 −14.34

Fig. 2 GRIDSMART and INRIX total vehicle count comparison for the month of February 2021
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approach using the raw GRIDSMART data, in order to generate data comparable 
with that provided by INRIX. The following sections describe the compared turning 
movement datasets and proposed analysis workflows. 

The analysis workflow involves three steps, all performed in a single query given 
the data schema proposed in Sect. 3. 

• Identify intersections present in both data sources. 
• Average GRIDSMART data for the analysis period specified in the INRIX data. 
• Compute the difference in turning movement ratios across data sources. 
• Analyze the differences using R (open-source statistical software). 

This research’s observations suggest that the data representation at complex inter-
sections, such as those involving frontage roads, may differ between sources. There 
is often a single GRIDSMART camera location reported in these cases, while two 
INRIX data points are provided. Further analysis is needed to understand how to 
interpret and compare available data. 

Using the approach/movement mapping proposed in Sect. 3, the analysis was 
performed for all intersections that were mapped geographically to the same loca-
tion. GRIDSMART and INRIX turning movement ratios were compared at 28 inter-
sections and 337 approaches. The difference (in percent points) between the turning 
ratios of the two data sources was computed for each available turning movement 
ratio as follows: 

Difference(pct) = INRIX Turning ratios(%) − GRIDMART Turning ratios(%) 

At the aggregate level, the average absolute difference by intersection is computed 
as the average of the absolute differences across all movements for which there is 
data as follows: 

Average Absolute Difference(pct) = 
∑ 

All Movements of intersection x |Difference(pct)| 
Number of movements of intersection x 

Observed differences range between 3.5% point and 57% points, with an average 
value of 18% points. Figure 3 shows average difference by intersection.

Figure 4 illustrates the average turning ratio difference (pct) per intersection; 67% 
of the intersections have a turning ratio difference of 20% points or less.

The calculated differences in turning ratios between INRIX data and GRIDS-
MART data by approach and turn maneuver are illustrated in Fig. 5 for all analyzed 
intersections. The plots show that there are several intersections on which both data 
sources are very consistent, with small differences across approaches and move-
ments. Large errors are observed at some locations, with left and right turns often 
exhibiting the larges differences. There is not an obvious pattern in the direction of 
the differences by movement.

Figure 6 shows the distribution of turning ratios differences (absolute value). The 
average absolute differences across all observed turning movements are 16.8% points,
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Fig. 3 Map showing the turning ratio difference per intersection

Fig. 4 Average turning ratio difference aggregated by intersection name

with a root mean square error of 25.35% points. Almost half of the observed differ-
ences (47%) are below 10% points, and 80% of the observations exhibit differences 
lower than 25% points.
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Fig. 5 Turning ratios difference between INRIX and GRIDSMART data by intersection and 
approach

Fig. 6 Distribution of turning ratios differences (movement-level data) 

Figure 7 analyzes differences by turning movement type, while Table 5 gives 
the average absolute difference by turn maneuver. The largest observed difference 
is for left turns (23% points) and the smallest is for through traffic (16% points). 
Figure 7 suggests that the lower differences between data sources observed for 
through movements are likely to be statistically significant. Additionally, this figure 
suggests that INRIX data may tend to overestimate right turn movements and under-
estimate through movement (the difference in through movements is mostly negative 
indicating that the GRIDSMART through movement ratio is higher than the INRIX 
through movement ratio).
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Fig. 7 Box plots of the turning ratio difference by turn maneuver 

Table 5 Average of the difference absolute value per turn maneuver 

Turn maneuver Average of the differences absolute value (percent point) 

Left 23.54 

Right 20.59 

Through 16.24 

5 Discussion Summary and Conclusion 

This study conducted a preliminary validation of new intersection performance 
metrics provided by INRIX by analyzing data at selected intersections where GRIDS-
MART cameras are deployed. Not all GRIDSMART data is directly comparable with 
the metrics performance provided by INRIX. Since errors may be present in both 
data sources, the methodology section proposes simple quality control metrics to 
identify scenarios in which GRIDSMART data may not be reliable (Fig. 1). The 
average daily volumes comparison by intersection was conducted at locations where 
INRIX and GRIDSMART data is available. The results in Fig. 2 illustrate that most 
differences were larger than 20%. While GRIDSMART data may contain errors, the 
observed differences suggest that INRIX estimates—which are an estimation based 
on extrapolating a relatively small sample—are not likely to be accurate and may 
not be suitable for applications that require accurate volume estimates. 

To conduct the analyses presented in this paper, automated workflows were devel-
oped to process the INRIX reports, provided in. json format, and map them to GRIDS-
MART data. The processing includes geographic mapping to identify intersections 
where both data types are available, and the matching of approaches and corre-
sponding turning movements between data sources. This study compares INRIX
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and GRIDSMART average daily turning movement ratios by approach for February 
2021. The findings (in Fig. 3 through Fig. 6) suggest that INRIX estimates are not 
far from GRIDSAMRT measurements, with almost half of the differences in turning 
movement ratios below 10% points in the analyzed dataset. The relative magnitude 
of each turning movement type by approach was also found to be very similar across 
data sources. 

The results presented in this document are not final; more extensive tests and the 
use of a robust method to measure ground-truth conditions, such as manual traffic 
counts and advanced traffic signal performance metrics (ATSPM) computed using 
detector data, are desirable in order to assess the value of INRIX and GRIDSMART 
data for specific use cases. This study is considered a valuable step toward the devel-
opment of a robust intersections’ performance metrics framework. Future research 
can be built upon this study to provide information that can help practitioners select 
an appropriate methodology for evaluating intersection performance. 

Appendix 

See Figs. 8, 9, 10 and 11. 

Fig. 8 GRIDSMART turning ratios for each intersection
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Fig. 9 INRIX turning ratios for each intersection 

Fig. 10 Ratio of the standard deviation of average daily volumes and the corresponding mean value 
for each intersection
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Fig. 11 Average percentage of daily data points by month at all locations active as of March 2021 
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A Study on the Mobility Pattern of Slum 
Dwellers in Dhaka, Bangladesh 

Ayesha Siddika, Kazi Ehsanul Bari, and Md. Musleh Uddin Hasan 

Abstract Dhaka is the capital and one of the oldest cities of Bangladesh, mostly 
renowned as the economic and business hub of the economy of the country. Trans-
port studies on Dhaka, the capital and primate city of Bangladesh, do fairly reflect 
on the overall mobility scenario of the city. However, there is a paucity of liter-
ature on the subject for the four million people who live in slums. Furthermore, 
most of the extant gray literature contradicts itself, claiming that many slum people 
utilize rickshaws and other non-motorized vehicles. As a result, low-income people’s 
mobility needs are frequently disregarded in transportation policies and programs. 
This study summarizes the findings of the movement pattern of inhabitants of four 
slums in Dhaka in order to make an empirical contribution in this area. The majority 
of slum inhabitants’ routine excursions are for employment, with 58% taking place 
on foot, followed by rickshaws (12%), bicycles (6%), boats (7%), public buses (6%), 
and scooter/tempo (6%) (11%). Slum residents walk because they cannot afford to 
pay for transportation. They also visit their families on occasions, such as during 
festivals and other holidays. Gender differences in transport mode selection were 
observed. The most influential criteria for slum residents’ mode choice behavior 
include household income, distance, trip cost, journey time, and so on. 

Keywords Slum ·Mobility · Vulnerability · Affordability ·Mode Choice

A. Siddika (B) 
Department of Civil and Environmental Engineering, Natural Resources Engineering Facility, 
University of Alberta, 9211 116 St. NW, Edmonton, AB 01-070, Canada 
e-mail: siddika@ualberta.ca 

K. E. Bari 
Dhaka School of Economics, University of Dhaka, Dhaka, Bangladesh 

Md. M. U. Hasan 
Department of Urban and Regional Planning, Bangladesh University of Engineering and 
Technology, Dhaka, Bangladesh 

© Canadian Society for Civil Engineering 2024 
R. Gupta et al. (eds.), Proceedings of the Canadian Society of Civil Engineering Annual 
Conference 2022, Lecture Notes in Civil Engineering 359, 
https://doi.org/10.1007/978-3-031-34027-7_46 

687

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34027-7_46&domain=pdf
mailto:siddika@ualberta.ca
https://doi.org/10.1007/978-3-031-34027-7_46


688 A. Siddika et al.

1 Introduction 

Mobility for the poor and vulnerable groups is an essential precondition for achieving 
Sustainable Development Goals (SDG) in cities, especially in developing coun-
tries. A city with integrated modes of transportation is more likely to prosper as 
a center for trade, commerce, industry, education, tourism, and services. Most of 
the poor and low-income groups in society do not have adequate mobility options. 
In urban and transport planning and development, understanding and enhancing the 
mobility options of the poor are of significant importance. Asia has by far the highest 
number of city dwellers living in slums. South Asia faces the greatest problem, with 
half of the urban population living in slums [3]. This is no different for Dhaka, 
Bangladesh’s capital. It is rare, if not nonexistent, to find studies addressing their 
mobility patterns. A few studies offer insight into low-income people’s modal choice 
in general. Furthermore, several studies have shown that a large number of men in 
lower-income communities work as rickshaw pullers [2]. Based on such findings, 
some gray literature conceives that rickshaw is the main mode of transportation 
for the slum people—which is not only misleading but also contributes in targeting 
‘wrong’ policy interventions for improving their mobility [8]. This study seeks to 
understand the mobility pattern—defined as accessibility to destination, reason and 
frequency of use, cost of using different modes, etc.—of the people living in slums in 
Dhaka. The study areas include four slums in four different parts of core Dhaka city, 
Dhaka North City Corporation (DNCC) and Dhaka South City Corporation (DSCC). 

2 Literature Review 

Dhaka, the capital of Bangladesh, is the largest city in the country. Contributing more 
than 30% of national GDP [1], Dhaka is unrivaled among Bangladeshi cities in terms 
of its economic, social, and political activities and opportunities. So, people migrate 
to Dhaka for better livelihood opportunities. Approximately 3.4 million people lived 
in five thousand slums of Dhaka city in 2005 [4]. These people constitute more than 
one-third of the total population and nearly all the low-income population of Dhaka. 

As already stated, to the best of authors’ knowledge, there is no literature on 
the mobility and modes used by these slum dwellers. Only few studies are found, 
which are on low-income people, in general. Fahmi et al. [5] studied the mobility of 
slum dwellers only in the case of their eviction from the slums, not in normal condi-
tion. They found that evicted slum dwellers most perform their outdoor activities 
by walking. Islam [7] and Nahiduzzaman [13] in their studies on the housing and 
integration of the slum dwellers have found that most of the inhabitants of slum and 
squatter settlements in the city prefer to go to their workplace on feet to save money. 
On the other hand, Mannan and Karim [11] found that people of low-income group 
of Dhaka city have higher propensity to choose bus to move around; as income level 
increases, people try to avoid bus and use rickshaw or tempo.
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In contrast, JICA ([8], pp. 3–15 to 3–16) in the report on Dhaka Urban Transport 
Network Development Study shows that rickshaw is the most widely used transporta-
tion mode of the low-income households. This conclusion has also made the study 
‘biased’ (as argued in Hasan and Davila 2018) toward investment intensive, heavy 
infrastructure requiring metro rail-based rapid transit solutions, but walking and non-
motorized transport infrastructure development remained unduly addressed, if not 
overlooked. Gwilliam [6] and Mahendra [10] have also echoed similar concern in 
their studies on different other parts of the world. Unfortunately, empirical mobility 
studies focusing on the slum dwellers are also too few for other countries and context. 
In other parts of the world, mobility of slum dwellers is not in a very good condition. 
Several findings of different mobility-related studies of slum dwellers have been 
found in different secondary literatures. 

Ram et al. [14] identified vans, cycles, metro cable, and BRT light as the main 
modes of transport of the slum dwellers of Delhi, India. The study has also suggested 
that mobility of slum dwellers should be considered while rehabilitating them. Salon 
and Gulyani [15] in their study have focused on the travel ‘choices’ of the urban poor 
who live in informal settlements in Nairobi, Kenya. This study has found that the 
slum residents walk practically everywhere they go and sometimes they cover a long 
distance by walking. The slums of Nairobi are relatively well connected by privately 
owned and operated transit vans and small buses called Matatus. The problem is not 
a lack of motorized transport options, and the slum residents are walking largely 
because they cannot afford the motorized options. Recently, the study of Kodransky 
and Lewenstein [9] has focused on the Rise of Shared Mobility in USA in order to 
increase the working efficiency of the low-income people. 

3 Study Areas and Methodology 

For selection of study areas, Dhaka city has been divided into four zones A, B, 
C, and D based on the density of slum clusters (Fig. 1). From each zone, a slum 
with sufficient number of population and household has been selected as study area. 
The slums selected from different zones are Kalshi slum, Mirpur (zone A), West 
Islambagh slum (zone B), Korail slum (zone C), and Sturapur slum (zone D). Table 1 
shows the basic demographic and occupational profile of the people in the studied 
slums.

Out of the 27,000 households in the four slums, 384 were planned to be surveyed. 
However, during survey as 100 households had been surveyed at each slum, total 
sample size increased to 400. In this study, the information of all the household 
members was collected from the household head/representative. So the dataset 
represents the information of a total of 1382 slum dwellers. 

A set of questions have been asked to determine the frequency of trips, dura-
tion of trip or travel time, modes of trip, travel cost of the respondents, presence 
of company during travel to ensure safety and comfort, spatial extent of mobility 
including influence zone and mode chain of slum dwellers, etc.
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Fig. 1 Location of study area 

Table 1 Demography of the study area 

Name of slum Number of 
households* 

Population* Average monthly 
income (BDT)** 

Occupation 

Kalshi 8500 42,500 5000–10,000 1.Rickshaw puller 
2.Day laborer 
3.Small business 
4.House maid 
5.Garments worker 

West Islambagh 3000 15,000 5000–10,000 

Korail 14,480 80,000 10,000–15,000 

Sutrapur 1800 9000 5000–10,000 

Source * CUS et al. [4], ** Field Survey
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4 Case Study Analysis 

The following sub-sections put light on the modes used for traveling; duration, extent, 
frequency, and cost of the regular trips made by the slum dwellers. There is also a 
separate sub-section on the occasional trips made by the slum people. 

4.1 Modal Share 

About 60% slum dwellers live within walkable distance to their regular travel desti-
nations. Preference of non-motorized vehicle is quite common among the slum 
dwellers. About 83% respondents use non-motorized transport, including walking, 
as their prime category of mode of regular travel, whereas only about 17% use motor-
ized vehicle. About 58% respondents of slums prefer walking. The other dominant 
mode of regular travel is rickshaw (12%), tempo (11%), public bus (6%), bicycle 
(6%), and boat (7%). 

The survey has found that the mode choice of respondents of the two slums of 
Old Dhaka (Sutrapur and West Islambagh slums) differs from the other two slums 
(Korail and Kalshi slum) (Fig. 2). The respondents of slums of Old Dhaka prefer 
walking as their prime mode. The study has found that about 67% respondents of West 
Islambagh slum prefer walking which is highest among the four slums. About 61% 
respondents of Sutrapur slum prefer walking which is the second highest among the 
four slums. The major difference is that the dwellers of Sutrapur and West Islambagh 
slums use boat as their prime mode which is because of the locational distribution of 
the slums. The location of Sutrapur slum is about one and half kilometer and West 
Islambagh slum is about half kilometer distance from the Buriganga River which 
influences their mode choice behavior. Though the respondents of Korail slum have 
to use boat to cross the Gulshan Lake, it is not considered as the prime mode of the 
respondent. 

0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 

Walk Rickshaw Tempo Public bus cycle Boat 

Kalshi 
Korail 
sutrapur 
Islambagh 

Fig. 2 Modal split of the slum dwellers of Dhaka city
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Fig. 3 Average travel time of slum dwellers of Dhaka 

Rickshaw is the second most dominantly used mode of the slum dwellers. Some 
of the dwellers have rickshaw of their own. Besides, the absence of public transport 
in Old Dhaka influences the use of rickshaw as a regular mode of transport. Cycle is 
another preferable non-motorized mode of regular transportation the slum dwellers. 

Use of public bus and other motorized vehicles is most common in Korail and 
Kalshi slums which is rare in Sutrapur and West Islambagh slums. Rather, the 
dwellers of Sutrapur and West Islambagh slums prefer non-motorized vehicle as 
their prime mode of travel. Slum dwellers also use tempo (one kind of local vehicle 
run by petrol) due to its availability in their locality and its reasonable cost. 

4.2 Travel Time 

Almost 49% of dwellers travel less than 15 min, 34% dwellers travel 15–30 min and 
17% dwellers travel more than 30 min to reach their workplace (Fig. 3). Most of the 
slum dwellers prefer to reside adjacent to their working place which is the important 
reason behind their low travel time (less than 30 min). 

It has been found that low travel time is more dominant in Sutrapur and West 
Islambagh slums because of having working place adjacent to their locality. The 
respondents of Korail and Kashi slum have more travel distance to cover than the 
others. 

4.3 Spatial Extent of Mobility 

Figure 4 shows that among the dwellers of Kalshi slum, a small number of dwellers 
have working trip within half kilometer distance, 16% have working trip of one km, 
9% dwellers have to travel about 2 km, and another 75% have to travel more than 
two kilometers to reach their work places. Their working places are located mainly
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in Mirpur 10, Mirpur 11, and Mirpur 12, Rupnagar, Gabtoli, and Technical area. The 
presence of Tejgaon Cantonment at the Northeast side of the slum creates a mobility 
barrier of the slum people (Fig. 5). 

The major destinations of the respondents of Korail slum are in Gulshan, Banani, 
Mohakhali, and Tejgaon. About 25% respondents travel less than one kilometer, 65% 
travel up to 1 km, and about 10% respondents travel more than 1 km regularly to 
reach their workplaces. The map also shows that the respondents of Korail slum do 
not have any mobility barrier to move to their destinations. 

Figure 6 shows that among the dwellers of Sutrapur slum, 20% dwellers have 
working trip within half kilometer distance, about 19% have working trip of one km, 
48% dwellers have to travel about 1.5–2 km, and another 13% have to travel more 
than two kilometers to reach their work places. Their working places are located 
mainly in Paltan, Motijheel, DholaiKhal, Sutrapur, Gendaria, and Jatra Bari area.

Figure 7 shows the major destinations of the respondents of West Islambagh slum 
areas in East Islambagh, Lalbagh, Azimpur, New Market, Chak Bazar, Sadarghat, 
and Kamrangir Char. About 33% respondents travel less than one kilometer, 25%

Fig. 4 Spatial extent of mobility (Kalshi slum)
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Fig. 5 Spatial extent of mobility (Korail slum)

travel up to 1 km, and about 52% respondents travel more than one to two km 
regularly to reach their workplaces. The study also reveals that the respondents of 
West Islambagh slum do not have any mobility barrier to move to their destination.

4.4 Frequency of Trips 

Frequency of trips is also related with the travel time and travel cost. Those who 
have to pay the least travel cost and spend least travel time make frequent travel. 
Trip frequency also determines the availability of the service. Generally, two trips 
are generated for one activity (starting trip and return trip). The study has found that, 
on an average, the slum dwellers have to make highest four regular trips (Fig. 8).
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Fig. 6 Spatial extent of mobility (Sutrapur slum)

4.5 Trip Cost 

Daily travel cost is directly related with the modal share of the slum dwellers. The 
study has found that most of the slum people prefer walking as their prime mode 
which tends to the zero-cost travel of majority of slum dwellers. About 64% people 
of these slums do not have to pay any monetary value as their travel cost. The study 
has also revealed that about 26% costs less than 15 taka and about 10% costs 15–30 
taka on an average. 

Figure 9 shows the regular travel cost scenario of the respondents of the four 
slums of the study area. As the number of walking trip is highest in Sutrapur and 
West Islambagh slums, the concentration of zero-cost travel is larger than the other 
two slums (Kalshi and Korail slums).
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Fig. 7 Spatial extent of mobility (West Islambagh slum)
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Fig. 8 Regular frequency of trips of slum dwellers
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Fig. 9 Travel cost of slum dwellers of Dhaka city 

4.6 Mode Chain and Number of Mode(s) per Trip 

Mode chain has a relationship with travel cost. Travel cost increases with the increase 
in total number of mode present in the mode chain. Distance is also a dominant factor 
for increasing or decreasing number of mode chain. Long-distance travel has a longer 
mode chain than the short-distance travel (Fig. 10). 

The figure above shows that the mode chain of respondents of Sutrapur and Kalshi 
slums lies between one and two modes, whereas some respondents of Korail and West 
Islambagh slums have three modes in their mode chain. As 23% respondents of Korail 
slum have three modes of their mode chain, the travel cost is comparatively high in 
case of this slum.
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4.7 Occasional Trip of the Slum Dwellers 

It is found that the occasional trips are not only made for seasonal or temporary work 
but also for the purpose of visiting family members during religious festivals (i.e., 
Eid, Puja, Christmas etc.). The study has revealed that about 67% of the occasional 
trips are generated during yearly festivals like Eid Ul Fitr, Eid Ul Azha, Puja, etc. 
These yearly trips are made to go to villages to meet the near and dear ones during 
the festivals. These long-distant trips are made by bus, train, or launch. Among all the 
reasons, visiting family members is the second important reason. It is more dominant 
in case of the temporary migrants of slums. About 27% occasional trips of the slum 
dwellers are made for the reason of visiting family members who reside in their 
origin and other areas. The study has also found that about 6% slum dwellers of 
Dhaka city have made occasional trip for better earning opportunity. Availability 
of some seasonal employment opportunities outside the city encourages the slum 
dwellers to make occasional trip for additional earning. Better earning opportunities 
influence the slum dwellers to make occasional trip (Fig. 11). 

About 64% respondents have occasional trip frequency of less than or equal to 
four, 24.5% respondents have occasional trip frequency of 4–8, 8.5% have occasional 
trip frequency of 8–12, and only 2% have occasional trip frequency of 12–16. The 
study has also revealed that 3% respondents of West Islambagh slum have occasional 
trip frequency in between 16 and 20. These respondents are mainly factory worker 
and they live in the slum without their family members. For that reason, they visit 
their family quite frequently.
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Fig. 11 Yearly frequency of occasional trip of slum dwellers 
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5 Major Findings and Conclusion 

5.1 Results and Discussion 

Mobility is a complex phenomenon and is influenced by a multitude of variables, 
including technology, spatial behavior, the configuration of networks, the emergence 
of policy organizations and institutions, regulatory systems, etc. The study on trans-
port mobility of slum dwellers seeks to address the research gap and understand the 
mobility pattern of the slum dwellers in Dhaka city. 

Majority of slum dwellers prefer walking (about 58%). Again about 60% respon-
dents live within walkable distance. Most of the slum dwellers prefer to reside adja-
cent to their working place in order to save their travel time and travel cost. About 
64% people of these slums do not have any travel cost. About 49% of respondent and 
their household members have travel time less than 15 min, and only 17% dwellers 
have to travel more than 30 min to reach their workplace. The mostly preferred mode 
of slum dwellers is walking (58%) and the second highest is rickshaw (12%). 

Besides, mobility pattern is not always constant for all slums of Dhaka city due 
to locational distributions of the slums and availability of modes. Boat is considered 
as a prime mode for slum dwellers in Old Dhaka. Trip frequency of daily trip of the 
slum dwellers of Old Dhaka is also higher than the dwellers of Korail and Kalshi 
slums. 

Mobility pattern also varies for men and women in the slums. Most of the women 
of the slums prefer walking and rickshaws as their prime mode of regular travel to 
their workplaces. For men, the two prime modes are walking and bus. Almost two-
thirds of the females move in group—40% of them travel with their co-workers and 
rest with their neighbors and family members. 

One of the major findings of the study is that the slum dwellers of the city do not 
have recreational trip, except the yearly long-distant trip to their villages to celebrate 
the biggest religious and social festivals. The study has found that the slum dwellers 
are more concerned with the monetary issue rather than safety issue. However, a few 
slum dwellers face problems of footpath: safety and comfort-related problems. 

6 Conclusion 

As is has been stated in the beginning that there is paucity of information regarding 
how really the slum dwellers move, where, how frequently, etc., measures to improve 
their mobility pattern are found either absent or targeted to a ‘wrong’ or least useful 
direction. This study has revealed that improvement of facilities and options for 
walking is fundamental for slum dwellers. Policies and legislations should encourage 
the factors those positively affect walking and should minimize the factors those affect 
negatively. Safety and comfort of travel should be ensured, particularly for women.
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As regards issues for future research, it is felt that disaggregation of modal share 
by trip purpose, i.e., for work, education, health, and others will help to identify the 
preferable modes for various trip purposes and hence identify the areas where further 
intervention is required. 
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Towards Data-Informed Sub-Models 
for Pedestrian Microsimulation 
of Transportation Terminals 

Timothy Young and John Gales 

Abstract Pedestrian microsimulation software is used to model and evaluate the 
circulation of pedestrians in transportation terminals. It can be used to determine 
potential travel times and visualize congestion during the design phase so that 
change and optimization can be made. Model parameters can also easily be changed 
to simulate a variety of scenarios, including peak travel times, events, and emer-
gency evacuations. These models can be augmented and extended through the use of 
Software Development Kits (SDKs), including the introduction of new behaviours 
via modifications to the movement algorithm. However, these extended sub-models 
require validation. This presentation uses a study of a transportation terminal to 
demonstrate the evolution of a Pedestrian Microsimulation Sub-Model for group 
behaviour, the importance of real-world validation data, and potential data collec-
tion methodologies. Multiple versions of the group forces model are demonstrated as 
implemented within the pedestrian microsimulation software MassMotion, starting 
from initial concepts through to full implementations of potential group movement 
algorithms. Preliminary data collection efforts in an intercity transportation terminal 
are discussed, including the benefits and drawbacks of extracting movement and 
behavioural data from prerecorded video. New modifications to open-source motion 
tracking software will be demonstrated and compared with LIDAR and manual 
notetaking methods. Finally, a path forward will be discussed for employing video 
data analysis to assist with calibration, verification, and validation of Pedestrian 
Microsimulation Sub-Models. With further development, the use of data-informed 
sub-models has the potential to include more accurate movement and behaviours 
in pedestrian modelling and allow practitioners and engineers to design buildings, 
pedestrian spaces, and transportation terminals with higher confidence in pedestrian 
flow results. 
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1 Pedestrian Microsimulation Overview 

Transportation terminals play an important role in a country’s infrastructure, facili-
tating the movement of people as they board vehicles to travel across transportation 
networks. Ensuring the safe and efficient flow of passengers through these envi-
ronments is of utmost importance, especially as these facilities may be required to 
serve thousands of people every day. The efficient, uncrowded flow of passengers 
contributes to a pleasant experience which may be helpful in encouraging passengers 
to continue to use the facility and infrastructure. Conversely, poor passenger flow 
and crowding may encourage passengers to seek other travel methods instead [20]. 
In extreme cases, crowding can lead to crowd crush or overcrowding conditions, 
resulting in injuries or death [20] [6]. Thus, engineers must design these spaces to 
ensure good, safe pedestrian flow which accounts for the behaviours of the occupants. 

Pedestrian circulation engineering utilizes a concept called Level of Service (LOS) 
to quantify flow. LOS was primarily developed for highways for measuring and 
categorizing attributes such as travel speed and traffic signal delay on a scale from A 
(Freeflow conditions) to F (Highly congested, Complete breakdown in flow). In the 
pedestrian context, LOS is evaluated by measuring pedestrian density in persons per 
square metre, space per pedestrian, or pedestrian flow rate in pedestrians per minute 
per metre of width [12]. This has impacts on pedestrian walking speed, comfort, 
and safety. At low levels of service and high density, crowd crush and other safety 
concerns begin to mount. The different levels of service are illustrated in Fig. 1. 

Different LOS measures, values, and acceptable limits may exist for different 
areas or pieces of infrastructure, such as platforms, waiting areas, queues, stairs, and 
concourses [12]. These spaces should be designed to meet or exceed the minimum 
level of service in various scenarios as set by the client. These scenarios are meant 
to simulate the operations of a terminal in peak demand conditions, but may also 
include additional situations such as off peak, events or emergencies [20, 22, 27].

Fig. 1 Fruin levels of Service [25] 
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1.1 Pedestrian Microsimulation and Modelling Tools 

One tool involved in the design of these spaces is pedestrian modelling software, 
such as MassMotion. This allows designers and engineers to create 3D models of 
prospective facility designs, populate it with virtual ‘agents’ representing people, and 
then simulate their actions and movements. The results from the model allow engi-
neers to spot potential problems in pedestrian flow such as congestion or crowding 
and make changes in the design stage to address these issues and assure compliance 
with building codes and regulations. MassMotion can also be used to estimate travel 
times within certain areas, or determine where people are likely to look for wayfinding 
sign placement [23]. This software has been used in the creation and renovation of 
complex buildings and infrastructure, including Toronto’s Union Station [14]. The 
software is also used in fire and life safety design, ensuring that building occupants 
can egress safely in the event of a fire or other emergency [15, 29]. 

MassMotion is able to easily evaluate the level of service for entire structures 
while factoring in the differences in LOS calculations, allowing engineers to quickly 
pinpoint areas which do not meet client specifications or standards. This can be 
especially important for shopping centres, museums, and stadia [10, 11]. 

MassMotion can provide powerful insights which influence building and trans-
portation terminal design. However, like all modelling software it relies on pedes-
trian motion models and input data. Moreover, the field of pedestrian modelling is 
still evolving and developing, thus current versions may not include parameters or 
effects to accommodate new or undiscovered human factors and resulting behaviours. 
Through Software Development Kits, data-driven modelling, and new data collec-
tion methodologies, pedestrian models can be improved and tailored to Canadian 
data and environments. 

2 Software Development Kits and Sub-models 

One feature of MassMotion is a Software Development Kit (SDK). This consists of 
additional commands which programmers and engineers can use to further extend the 
capabilities of the software. This may include automating simulation runs, dynami-
cally adjusting parameters of simulations, or processing results. In some cases, the 
SDK allows for complete modification of the pedestrian motion model which is 
used to calculate the results. These are henceforth referred to as sub-models. Sub-
models, when properly validated and verified, can be invoked in specific situations as 
needed to modify the simulated behaviour of agents well beyond the initial movement 
model. This could be location-specific, such as using a different model for pedestrians 
standing or overtaking on an escalator, or agent-specific, allowing certain agents to 
behave differently using a modified movement model. As an example, a previous 
attempt at modelling group behaviour by implementing group force algorithms is 
presented below as developed by the authors [28].
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2.1 Sub-model Example: Development of a Group Behaviour 
Model 

The Software Development Kit provided with MassMotion included multiple exam-
ples of potential SDK applications. One of these, of particular interest for this project, 
was a custom social forces model. The social forces model is the core movement 
algorithm of the software, which calculates the movement of each agent based on 
a sum of ‘forces’ which pull the agent towards their goal while pushing away from 
obstacles and other agents. This demonstration code suspended the traditional social 
forces model used by MassMotion, and applied a new, custom social forces model 
for agents to follow. One of these forces demonstrated in the custom model was an 
agent repulsion force, which calculated a vector between two agents. This vector was 
multiplied by a factor and added to the sum of forces, pushing the agents away from 
each other. The first version of the Group Forces Model, GFM 0.1, simply added a 
negative multiplication of the repulsion factor. As seen in Fig. 2, this was enough to 
pull agents within a certain radius together, forming ‘groups’. These groups were very 
uncharacteristic of real-life groups, with agents merging into each other, popping out 
the other side of the group, and then turning around to do so again. The groups also 
grew extremely quickly, attracting other agents to form large clusters. Although this 
was somewhat unrealistic, it proved that making agents travel in groups was indeed 
possible. 

In GFM 0.2, the code was heavily modified to consider group forces using a new 
social forces-based algorithm [21]. The parameters from Moussaïd’s Group Forces 
Model were tested on a simple hallway environment, where agents walked from one 
end of the hallway to the other. This showed promising results consistent with the 
observations made by Moussaïd et al. for groups of 3 agents [21]. Larger groups did 
not precisely conform to the observations but did show a definite improvement over 
the default Social Forces Model for the simulation of groups. The visual results of 
the basic hallway tests are shown in Fig. 3.

As seen in the Fig. 3, the new group forces encourage agents to walk closer 
together and in formations which encourage conversation and social interaction. Of

Fig. 2 Group forces model 0.1 results. Note agent clusters on right half of image 
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Fig. 3 Default social forces model (upper) versus group forces model 0.2 (lower)

Fig. 4 Group distinct coloration in group forces model 0.3 

particular interest is the group of three agents, which forms the v shape as observed by 
Moussaïd, thus confirming that the social forces are working as intended. However, 
it is important to highlight that the current model suspends the social forces model 
which has been validated, leading to erratic movement. 

Further improvements were made in GFM 0.3, with maximum group sizes being 
limited by a variable, paving the way for distribution-based group sizes. Grouping 
was still distance-based, but now each group was assigned a unique random colour 
to make members easier to track. The results are seen in Fig. 4. 

2.2 Challenges with Calibration Validation of Sub-models 

While the work done to create group simulations appeared promising, a new chal-
lenge quickly emerged; The new sub-models relied on specific input parameters to 
function, including walking speeds, distance between agents, and agent body diame-
ters. The default social forces model was carefully balanced to reflect validation and 
verification tests performed by the developer, and altering these resulted in shakier 
movement. Even if resolved, the results of the model could not easily be compared 
with real-life examples. The changes made meant the model no longer complied
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with the careful validation and verification of the original model. Hence, a method 
to quickly and easily validate pedestrian models is needed. 

3 Data-Driven Models and Data Capture Methods 

One potential way to resolve this is to move towards data-driven sub-models, which 
self-calibrate to input data using machine learning. In this case, the output would 
be the positions and densities of the walkways, and the given factors would include 
the geometries of the area and coordinates of the people walking. This has been 
successfully achieved by several researchers, especially with regards to groups. This 
initially started as an easy way to model crowds based on lab studies [17] but other 
researchers have also used public video of emergency situations to build their data-
driven models [30]. 

While the methods shown demonstrate promise towards data-driven pedestrian 
models, many practical limitations of the methodology revolve around the enor-
mous amount of position data and potential factors for the model to consider. These 
potential factors are vast, but may include elements such as group size, disabilities, 
environment, and local culture. In the previous works, these factors were not explic-
itly defined and were instead implied as part of the data-driven model. This may 
result in overfitting, where the data-driven model perfectly represents the precise 
situation observed, but cannot be applied to new situations with as much certainty. 
Each factor may be more specific to the local area or type of project being modelled, 
and should be parameterized so that practitioners can specify expected factors to 
tailor new models. As such, massive amounts of locally collected data in a variety 
of scenarios and environments is needed. However, this analysis generally requires 
a significant amount of time-consuming human input. Computer Vision technology 
makes it possible to automate this process [3], but fully autonomous methodologies 
generally are unable to distinguish between different human factors and details which 
may influence pedestrian behaviour. 

One of the inputs for the model is a walking speed distribution which is meant 
to represent the population being modelled. Currently, modelling software includes 
default profiles which are based on past studies. However, walking speeds vary 
significantly due to a number of factors, including different locales and facility types 
[4]. Thus, these included profiles may not be fully representative of the populations 
and behaviours being modelled. While some agencies publish localized profiles for 
their engineers and consultants to use [22], this information is not easily found in 
Canada. One researcher noted that there is a significant lack of Canadian input data 
available while attempting to model Canadian subway stations [24]. 

The thought processes and actions may also vary between people. Pedestrian 
simulation software attempts to accommodate this by modelling the tasks conducted 
by people as they move through the environment. This could include the completion 
of different tasks in the terminal by visiting and dwelling in different locations, route 
selection to go from one place to the other, where to wait, where to queue, whether to
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use stairs, escalators, or elevators, and more [23, 27]. This can be influenced by many 
factors, including mobility impairments or luggage. While it is possible to adjust the 
models to reflect these behaviours, it is highly difficult as behaviour can be highly 
variable depending on the situation and environment. Ultimately, pedestrian models 
make assumptions about behaviour which may differ from real-world results, and a 
much stronger database is needed to improve the reliability of pedestrian models [5]. 

3.1 Manual Tracking Methods 

Manual tracking methods have historically been used to collect information such as 
movement speeds and details about people. This usually consists of timing a person 
as they travel a known distance between two points. While this can be done in field 
studies relatively easily, accurate timing is difficult. This becomes even more prob-
lematic in highly crowded areas. Playing back prerecorded video is possible, but 
time consuming. While it is possible to consider personal details, behaviours, and 
contexts using prerecorded video, it is not possible to collect precise position data. 
One method involved the use of cameras mounted high above the area to be anal-
ysed, which gave fairly effective results for pedestrian counting, but movement speed 
generation was limited to manually timing the movement of each track between two 
lines [19]. Manual tracking is best suited for linear pathways and simple trajectories. 
When there are multiple entrances and exits, the distances travelled must be deter-
mined for each pathway, which increases the processing time. In previous studies 
carried out, manual tracking could require several minutes per person tracked [10, 
11]. Thus, manual tracking cannot scale to large crowds or congested areas. 

3.2 Automated Tracking Methods 

There have been several studies done in the past few years to collect pedestrian speeds 
and trajectories using a variety of techniques and technologies. A more recent study 
mounted cameras directly above the area to be analysed and could track pedestrians 
automatically if a marker was applied to the pedestrian’s heads. Unfortunately, this 
method would be impractical for a study of the general public. Alternatively, stereo 
cameras were able to provide depth perception and thus could autonomously detect 
and track pedestrians without user input [3]. 

In Australia, a project called Dwell Track was undertaken in which 3D infrared 
cameras were used to monitor passenger numbers and track passenger movement on 
station platforms [26]. This automated process requires wired mounting and instal-
lation and does not provide demographics data. Although the anonymized data may 
pose some challenges for detailed data collection, this does allow Dwell Track to be 
used in locations with stricter privacy regulations.
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A similar alternative is the use of LIDAR sensors to automatically track pedes-
trians, which generate point clouds showing the distances to surfaces and create live 
3D point maps of the environment. Pedestrians can be identified from the background 
using software and software development kits, and tracking can be done on the iden-
tified persons [2]. Much like Dwell Track, the sensors cannot record faces or other 
personally identifying information, and thus could be used in more privacy-sensitive 
or restrictive environments. 

While these methods can produce position data and can potentially operate in 
real-time, they lack the level of detail and context provided by manual methods and 
can be expensive to acquire and set up. While it is possible to both simultaneously, 
this is both time consuming and expensive. In order to generate the needed data for 
data-driven modelling, a low-cost method to collect fast and detailed data is needed. 

3.3 Semiautomated Tracking 

To address this missing combination of manual tracking and precise automatic video 
analysis, a new methodology was devised. The methodology allows for tracking to 
be done automatically using computer vision software, while incorporating manual 
tagging elements and has therefore been named Semiautomated Tracking. 

Semiautomated Tracking makes use of an open-source kinematics analysis soft-
ware called Kinovea [9]. The software is able to track the movement of selected points 
and make corrections for camera perspective angles and scaling to output distances 
and instantaneous speeds. As Kinovea tracks objects (or in this case people) frame-
by-frame [8], it is useful in scenarios where people may not have a defined start 
and end point for tracking. The requirement for users to manually specify the point 
to track does open the door for manual tagging of details, which allows for more 
specific analysis. 

Kinovea and other video tracking technologies brings some advantages to the level 
of detail that can be applied to an analysis. While LIDAR and infrared can be used in 
more restrictive environments, they may not capture finer details which may be useful 
for identifying demographics or other features such as disabilities, mobility devices, 
or luggage which may have an impact on a pedestrian’s movement speeds, personal 
space, and/or decisions made. Kinovea’s manual tagging and tracking means that 
this finer detail can be captured, and also does not have the marker or stereo camera 
requirement, making it possible to analyse footage taken from security cameras 
or other non-specialized cameras. Kinovea and the other softwares do not directly 
output statistical distributions of walking speeds, necessitating additional manual 
calculations and analysis. Each tracked pedestrian or object would need to be sorted 
or categorized if using a more detailed analysis method. In order to provide a faster 
method of analysis, additional software was developed to process the output data 
from Kinovea.
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3.4 Profile Generator Development and Case Study 

To increase the speed of processing pedestrian motion videos in Kinovea, two addi-
tional pieces of software were developed. The first was an automation script which 
was designed to help automate the input processes, whereas the second was a post-
processing software used to generate the statistical distributions taken from Kinovea’s 
outputs. 

To expedite the creation of tags on tracked people and objects, a custom Auto-
HotKey script was created. The script is used to automate keypresses and jump to 
relevant data entry fields, saving time by mimicking the inputs that a user would need 
to make, including several clicks and mouse movements. When this script is enabled, 
users are automatically prompted to enter a string of characters in the ‘Name’ field to 
represent the tags desired. The window automatically opens when a person is selected 
to end tracking, and the prompt window automatically closes and stops tracking once 
the tags are entered. The tagging window shows the person being tagged, but the user 
can also determine this while tracking is ongoing. The tags can be used to represent 
practically any attribute as specified by the user, as shown in Fig. 5. 

Kinovea can output the raw x–y coordinates of each tracked object for each frame 
as a text file. Custom scripts have been coded to interpret these files and calculate 
movement speeds categorized by demographics tag. These scripts use the coordinate 
data and time between frames to calculate instantaneous and average walking speeds 
for each tracked person. Excel VBA has been employed to accomplish this in an 
iterative fashion which automatically scales with the number of frames and number 
of people tracked. The data is automatically separated and compiled according to 
each tag assigned in the tagging process. The script can also make adjustments for 
different camera frame rates, as well as detect and accommodate duplicated frames. 
The final output of the script is the average walking speeds and counts for each 
demographic analysed, as well as an overall total. The process is largely automated, 
with the user only needing to select the output.txt file generated by Kinovea. 

In a case study of a Canadian passenger rail terminal, Semiautomated Tracking 
was able to find significant walking speed differences between passengers with and

Fig. 5 Tagging window in 
Kinovea (tags l and s 
applied, indicating late 
passenger with suitcase) 
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without luggage, passengers boarding right before departure versus those who arrived 
earlier and queued, along with many other differences with lower significance due 
to low sample size. The use of video footage and context knowledge also revealed 
specific behaviours, such as late passengers holding beverages from the in-station 
café, and boarding passengers running when observing a closing automatic door. 

4 Comparison of Methods 

Considering the novelty of Semiautomated Tracking, comparisons must be made 
against the other methodologies currently available to determine their benefits and 
drawbacks. 

Prior to the enhancements of Semiautomated tracking, Larsson and Friholm of 
Lund University used Kinovea to track pedestrian motion, including walking speed 
and body movement in a lab environment [16]. Their results were compared to an 
automated motion tracking system which required the participants to wear tracking 
markers, to determine the effectiveness of each system for a detailed analysis of limb 
motion, walking speeds, and separation between pedestrians. 

While the automated optical motion capture method demonstrated higher data 
accuracy, lower user dependency, and faster analysis, there were drawbacks identified 
which made the method less effective for crowd investigations. Equipment costs were 
significant and applying markers to a general crowd was unfeasible. Video tracking 
took longer but was less expensive and could be used in a realistic crowd investigation 
[16]. Their table has been adapted further to incorporate LIDAR, Manual Tracking, 
and updated capabilities of video analysis using Semiautomated Tracking (Table 1).

Kinovea, as with all line-of-sight methodologies suffer from challenges in occlu-
sion when a person passes behind another person or object. Once line-of-sight is lost, 
it becomes very difficult or impossible for tracking to continue. Infrared and LIDAR 
cameras are particularly susceptible as even transparent obstructions such as glass 
walls or barriers will block the cameras. When examining large crowds, the same 
occlusion issues exist as infrared signatures start to blend and shadows are cast by the 
first object in the LIDAR’s line-of-sight. Steep or near vertical camera angles may 
make it easier for individuals in denser crowds to be tracked, as shown by PeTrack’s 
methodology [3]. One benefit of Semiautomated Tracking is that partial trajectories 
can be used, so if a person or object is partially occluded, tracking can be done during 
the non-occluded parts of the footage. Higher resolutions and frame rates also result 
in more detail which may improve tracking accuracy and abilities for denser crowds. 
In Kinovea, cameras are best set up with 4 measurable points visible in a rectangular 
shape, such as a floor tile pattern. This allows for calibration to correct viewing angles 
and distortion. The camera lens distortion must also be recorded and taken into effect 
using parameters set within Kinovea or through corrections applied to the raw video 
in video editing software.



Towards Data-Informed Sub-Models for Pedestrian Microsimulation … 713

Table 1 Gales data capture methods comparison [16] (Modified from) 

Evaluation 
aspect 

Video analysis 
(semiautomated 
tracking) 

Optical motion 
capture 

LIDAR Manual tracking 

User friendliness High High Moderate High 

Economical 
aspects 

Cheap even if 
hardware needs to 
be purchased 

Expensive if 
hardware needed 

Very expensive 
if hardware 
needed 

Cheap, but costs 
increase with 
duration and size 

Data accuracy Moderate, depends 
on sampling rate 

High, sampling 
rate is 100 
measurements 
per second 

High, sampling 
rate is up to 50 
measurements 
per second 

Low, only 
measures 
average speed 

User dependency High, many 
elements have user 
dependent aspects 

Low, only 
preparation has 
user dependent 
aspects 

Low, only 
preparation has 
user dependent 
aspects 

Very high, 
everything has 
user dependent 
aspects 

Can handle 
obstructed 
markers 

Markers can be 
manually 
estimated or data 
cut short 

Yes, but only if 
obstructions are 
for short periods 
of time 

Yes, especially if 
multiple sensors 
used 

Yes, as only start 
and endpoint are 
tracked 

Can analyse 
without the use 
of markers 

Yes, but accuracy 
will be lower 

No Yes, markers not 
required 

Only 
unmarkered 
tracking possible 

Time 
consuming: 
collection 

Depends on 
number of 
participants and 
tests 

Depends on 
number of 
participants and 
tests 

Real-time data 
collection 

Very high, 
depends on 
number of 
participants and 
tests 

Time 
consuming: 
analysis 

Moderate if 
analysis is 
automatic, high if 
tracking 
environment 
congested 

None, analysis is 
completed during 
the experiment 

None, analysis is 
completed 
during the 
experiment 

Very high, 
automatic 
analysis not 
possible 

Partial 
trajectories 
possible 

Yes Yes Yes No 

Can be used for 
crowd 
investigation in 
public spaces 

Yes, especially if 
cameras already 
exist 

No, cannot place 
markers for 
tracking on 
general public 

Yes, but requires 
mounting of 
custom LIDAR 
equipment 

No, method does 
not scale well to 
very large 
crowds

4.1 Verification of Profile Generator Output and Limitations 
of Data Collection Techniques 

The outputs from Semiautomated Tracking are intended to act as the basis for future 
research. Thus, it is of high importance that the outputs of this new methodology are



714 T. Young and J. Gales

validated against real-world observations to ensure that the newly generated data is 
reliable. To check this, old video footage and walking speed data was re-analysed 
under the new methodology to compare the two outputs. The old data comes from 
previous work analysing pedestrian motion at a Canadian passenger rail station. The 
validation focused on passengers entering the station concourse via an escalator and 
proceeding to the exit of the station using the Manual Tracking methodology. 

This methodology has also been used for the collection of pedestrian speeds by 
previous researchers [1]. This older manual technique has a few distinct disadvan-
tages; The distance travelled is only an estimate based on optimal linear distances 
although pedestrians may take less-than-optimal paths, the longer distances required 
manual tracking across multiple cameras, the final speed reported is an average over 
the entire distance which may be impacted by changes in walking speed, and finally 
some pedestrians took actions that disqualified them from manual tracking such as 
pausing to adjust bags, waiting for other group members, or visiting locations that 
were not the main exits. Of the 61 pedestrians on the route for this study, only 29 could 
be tracked using the manual methodology. In comparison, 53 of the 61 pedestrians 
were successfully tracked using the new semiautomated technique within a single 
video. The entry time and luggage carried by each pedestrian was used to determine 
which pedestrian was being tracked, as each pedestrian in the old data was assigned 
an agent number. This agent number was then applied to the tracked contour in 
Kinovea for direct comparisons between values. The statistical distribution for the 
pedestrian walking speeds is displayed in Table 2. 

The new Profile Generator methodology produced walking speeds that were 
similar the manually tracked data, albeit slightly faster, with an average difference of 
+ 0.11 m/s and a maximum difference of + 0.47 m/s which was noted for two pedes-
trians. In one case, the pedestrian slowed briefly to allow a group member to catch 
up but then resumed walking at a fast rate. Notably, the manual tracking method 
shows a 0.11 m/s difference in walking speeds between the two group members 
despite them walking side-by-side for the majority of their time in the concourse 
whereas the speeds generated by Semiautomated Tracking are nearly identical with 
only a 0.02 m/s difference. In another case the pedestrian took a longer path to avoid 
another pedestrian who had paused in the concourse to adjust luggage, thus travelling 
a greater distance than assumed by manual tracking. In both cases these may have 
played into error with the manual tracking resulting in a slower-than-reality walking

Table 2 Profile generator verification test results 

Data source Population 
tracked 

Mean 
(m/s) 

Median 
(m/s) 

Standard 
deviation (m/s) 

Manual tracking 29 1.04 1.05 0.209 

Semiautomated tracking 53 1.15 1.18 0.26 

Semiautomated tracking (direct 
comparison with manual tracking) 

27 1.15 1.11 0.27 
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speed in manual tracking, and thus the error lies within the manual tracking method-
ology. In most cases, the walking speed is lower than the speeds reported by Profile 
Generator. However, the manual methodology once again assumes the most direct, 
optimal path with no slowing down, speeding up, or pauses. Thus, profile generator 
may actually be reporting a closer result than manual tracking. 

There are also challenges regarding the video data used for collection, which 
applies not only to the validation but also future analysis of these particular videos. 
As the recordings used were not intended for use in Kinovea and Profile Generator, a 
heavy fisheye lens distortion effect existed on the original video data. A checkerboard 
pattern captured with the same cameras, combined with video editing software was 
used in an attempt to significantly reduce the fisheye effect. Work has been done by 
several researchers to automate this process [18]. However, no freeware automated 
software was found that could generate acceptable results, thus this process was done 
manually. It is noted that this effect could not be fully eliminated, both here and in Lee 
et al. due to approximation errors. As the video recordings predate the development 
of Kinovea and the need for a calibration grid, the initial grid corner locations needed 
to be estimated. In this case, the roof support column bases combined with movable 
rope barrier stanchions as seen in the videos were used to generate the x–y grid at 
approximately torso-height as seen in Fig. 6. These approximations may have had 
an impact on the distance interpreted by Kinovea and Profile Generator. 

The challenge in doing this type of comparison is that each method may have 
their own disadvantages and errors which may have impacts on the data. Without 
knowing the real ‘ground truth’ movement speed to compare to, the utility of this 
exercise is limited to saying that the new methodology produces similar movement 
speeds to the old methodology and thus should be acceptable for the generation of 
speed data. However, this data should not be relied upon until comparisons can be 
made to a real ‘ground truth’. While this was initially planned for this project, public 
health restrictions and challenges have relegated this validation experiment to future 
study. It is planned to run this study with multiple tracking technologies and with a 
speed sensor applied to people or tracked objects in a lab environment. By doing so, 
multiple technologies and methodologies can be evaluated simultaneously against 
known speed data.

Fig. 6 Calibration grid for validation testing 
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5 Future Research and Impacts 

The future use cases for Semiautomated Tracking is vast, extending beyond trans-
portation terminals and video footage. For industry and engineering applications, the 
methodology has significant potential to improve data collection and allow practi-
tioners to easily produce movement speeds and data for their pedestrian models or 
to meet client needs in observing occupant behaviours. The methodology is highly 
accessible, considering that Kinovea is open-source and Profile Generator is designed 
to run within Excel. Furthermore, the use of inexpensive cameras and potentially pre-
existing CCTV systems minimizes equipment costs. Tracking and tagging processes 
within Kinovea are easy for new users and requires little to no knowledge of computer 
vision algorithms and techniques. Profile Generator is almost completely automated, 
requiring only the selection of the output.txt file to run. This should allow users to 
minimize training times and start using the methodology quickly. Finally, the time 
savings offered by Kinovea should minimize the number of working hours required 
to analyse acquired footage, reducing project costs or improving project results at 
minimal expense. 

Ultimately, the use of Semiautomated Tracking may unlock a deeper level of 
analysis for security camera footage, provided that the camera quality is sufficient. 
This could spur on a new level of understanding for the field of pedestrian behaviour 
and microsimulation, as any building with a CCTV system could become an instant 
data collection site. Circulation within transportation facilities, shopping centres, 
stadiums, museums, and other buildings would become significantly easier to study 
without the need to set up additional equipment. However, the most significant use 
may be for fire safety, emergency, and other high-stress scenarios. 

By having cameras at the right place at the right time, rare and useful observations 
can be captured. In the transportation terminal study, a snowstorm provided good 
conditions to observe high-stress situations. It was found that passengers in the 
high-stress situation of nearly missing their train resulted in faster walking speeds. 
With CCTV as a potential data source, the likelihood of having cameras at the right 
place and right time to capture rare scenarios such as fires, evacuations, and other 
emergencies increases significantly, enabling mass analysis of pedestrian behaviour 
in a variety of situations across the globe. This is exemplified further by a co-authored 
research project and publication which used CCTV footage in a museum to examine 
behaviour in fire drills and unplanned evacuations [7, 13]. 

Before Profile Generator can be used, additional testing and development is 
required. Future work is required to modify Profile Generator to improve its capa-
bilities and reach its full potential. Additional validation testing of movement speeds 
and positioning is needed to determine best practices for using camera footage. This 
may include a list of best practices to yield the most accurate results. As calibration 
of the initial x–y grid is critical to an accurate result, improvements to the calibration 
process would be beneficial. To assist in this, LIDAR pedestrian tracking is being 
used to generate the needed baseline for data collection.
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Profile Generator can easily be modified to work with other text-based input 
formats. In the future, more options should be developed to allow for x–y inputs from 
other video tracking software and hardware, including LIDAR and Stereo Cameras. 
This will allow Profile Generator to work with new potential video or data sources 
for further applications. Ultimately, any x–y coordinate source should be usable with 
Profile Generator. 

Using the data from these scenarios can help engineers and practitioners get a 
better sense of how people behave and move under complex and rare conditions. 
This ultimately could translate into a better understanding of human behaviour in 
emergencies and further the development and validation of new pedestrian movement 
models. 

6 Conclusions 

Pedestrian modelling software is an important tool for designing transportation termi-
nals and pedestrian infrastructure. While extensions to the underlying model are 
possible to develop, these sub-models require calibration and validation using highly 
detailed data which is currently difficult to generate. Ultimately, mass-collection of 
detailed motion and contextual data is needed as the first step towards data-driven 
sub-models. A Semiautomated Tracking methodology can provide low-cost, high-
detail data to fulfil this need by providing most of the benefits of both manual 
and automated tracking. The use of video footage and open-source software may 
allow for pre-existing security footage to be used, giving critical insight into rare 
and specific behaviours. The continued development of Semiautomated Tracking 
and similar technologies will pave the way forward for data-driven sub-models, 
allowing engineers to achieve more detailed and accurate results in their pedestrian 
simulations. 
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Abstract Due to the wide-ranging travel restrictions and lockdowns applied to limit 
the diffusion of the SARS-CoV2 virus, the coronavirus disease of 2019 (COVID-
19) pandemic has had an immediate and significant effect on human mobility at the 
global, national, and local levels. At the local level, bike-sharing played a signifi-
cant role in urban transport during the pandemic since riders could travel outdoors 
with reduced infection risk. However, based on different data resources, this non-
motorized mode of transportation was still negatively affected by the pandemic (i.e., 
relative reduction in ridership). This study has two objectives: (1) to investigate the 
impact of the COVID-19 pandemic on the numbers and duration of trips conducted 
through a bike-sharing system—the Capital Bikeshare in Washington, DC, USA, and 
(2) to explore whether land use and household income in the nation’s capital influ-
ence the spatial variation of ridership during the pandemic. Toward realizing these 
objectives, this research looks at the relationship between bike-sharing and COVID-
19 transmission as a two-directional relationship rather than a one-directional causal 
relationship. Accordingly, this study models (i) the impact of COVID-19 infection 
numbers and rates on the use of the Capital Bikeshare system and (ii) the risk of 
COVID-19 transmission among individual bike-sharing users. In other words, we 
examine (i) the cyclist’s behavior as a function of the COVID-19 transmission evolu-
tion in an urban environment and (ii) the possible relationship between the bike-share 
usage and the COVID-19 transmission through adopting a probabilistic contagion 
model. The findings show the risk of using a bike-sharing system during the pandemic 
and whether bike-sharing remains a healthier alternative mode of transportation in 
terms of infection risk.
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1 Introduction and Literature Review 

COVID-19 was firstly reported in Wuhan, Hubei, China, on March 11, and the World 
Health Organization (WHO) investigated and declared COVID-19 as a pandemic 
on March 11. By the end of October 2021, WHO had received reports of about 
247,400,000 cases and 5,000,000 fatalities caused by COVID-19, most of which 
occurred in America and Europe [39]. Many nations employed various lockdowns to 
postpone the pandemic’s peak and smooth the curve as early as the first months of the 
infection [22, 31]. Several studies have demonstrated that unrestricted mobility would 
have hastened the development of COVID-19 [33, 40], and those travel limitations, 
in general, tended to slow the disease’s global growth [3, 13, 25, 30]. 

Corresponding travel restrictions and various lockdowns had a significant impact 
on the entire transportation system globally [21, 27, 34]. Tian [37] offered a different 
perspective on urban traffic and air pollution in sample Canadian cities affected 
by the outbreak. Sun et al. [36] used a network science technique to conduct a 
complete empirical investigation of the impact of the COVID-19 epidemic on air 
travel from a complex system standpoint. In another study, Aloi et al. [2] examined the 
influence of the quarantine imposed in Spain on March 15, 2020, on urban mobility 
in the northern city of Santander. They discovered a 76% drop in total mobility 
and a 93% drop in public transportation utilization in Santander, Spain. Gajendran 
[20] employed descriptive research approaches to analyze travel scenarios under 
the normal situation, pre-lockdown, and until the COVID-19 epidemic ends with 
understanding better the influence of coronavirus on Indian people’s travel patterns. 
Moreover, in another study in the USA by Doucette et al. [17], the effect of the 
lockdown on daily vehicle miles traveled (VMT) and MVCs in Connecticut has 
been investigated. The results declare that in the post-stay-at-home timeframe of 
2020, the mean daily vehicle miles traveled (VMT) declined by 43% [17]. 

In addition to the ephemeral alterations in urban mobility that occurred during 
lockdowns [16, 18], COVID-19 prompted permanent changes in transportation policy 
and practice [7, 8, 28]. Many megacities, as well as medium-sized cities throughout 
the world, have redistributed public space in favor of cycling and walking, imposed 
automobile traffic limits, and even provided financial assistance to inhabitants for 
the purchase of bicycles [1]. According to several experts [4, 15, 26], the pandemic 
will result in a long-term avoidance of public transportation, an increased bicycling 
and walking, and a reduced total trips due to greater teleworking. These projections 
are backed up by research that has already been published. According to a survey 
conducted in the Netherlands, individuals are now more favorable toward vehicles 
and more negative against public transportation [14]. According to the same survey, a 
high number of people who worked from home during the epidemic anticipate doing 
so more frequently in the future [14]. Another research based on data from Budapest,
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Hungary, found an 80% decline in public transportation demand, but only a 23% fall 
in biking and a 2% reduction in bike-sharing [6]. In Beijing, China, the decline in 
bike-sharing utilization was even more pronounced, with 40% fewer rentals made 
compared to the same time in 2019 [11]. 

Bike-sharing systems have previously been shown to be effective in the face of 
unexpected events such as public transportation strikes [5, 32]. During the COVID-
19 crisis, bike-sharing was likewise proven to be more resilient than a subway system 
in New York City, with a less-significant ridership drop. Although research on the 
influence of COVID-19 on passengers’ views toward private automobiles, public 
transportation, bicycles, and walking has already been conducted, little research 
has been done to investigate the impact of COVID-19 on bike-sharing mobility 
systems. In particular, the pandemic’s influence on bike-sharing in the Washington 
DC metropolitan area is of significant interest, and the exact correlations between 
COVID-19 infection rate and bike-sharing ridership are still unclear. 

As a result, the present study will examine the impact of the COVID-19 pandemic 
and household property on bike-sharing ridership, as well as the impact of the bike-
sharing system on COVID-19 spread and whether it should continue to operate in 
the event of a pandemic. 

2 Methodology 

The methodology for the analysis is based on (i) a numerical comparison with ordi-
nary least square (OLS) regressions to assess the relation of COVID-19 cases and 
bike-sharing ridership and (ii) adapting contagion models generally used for buses 
and light rail into a contagion model for shared bike services. We began by employing 
a time series analysis to examine the bike-sharing system’s weekly average rider-
ship with OLS regression to explore their relationship with the number of COVID-19 
cases. We utilize spatial analysis to look at the influence of household income, unem-
ployment rate, and density of D.C. tracts on bike ridership in that tract to see how 
people deal with bicycles during the pandemic. 

2.1 COVID-19’s Impact on DC Public Transport 

COVID-19’s influence on the bike-sharing system was assessed using a statistical 
method. In this investigation, ordinary least square (OLS) regressions were used. 
Ordinary least square (OLS) regression is a method for analyzing the relationship 
between a dependent variable and one or more independent variables by minimizing 
the sum of squared residuals (the difference between the observed and predicted 
values) of the dependent variable, which is shaped like a straight line (linear rela-
tionship) [19]. The aim of the regression modeling is to determine the significance 
and effect of COVID-19 on the behavior of the bike-sharing system rather than to
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produce a predictive application because there are so many exogenous elements at 
play. Figure 2 represents this variation and compares it with the reported number 
of daily new COVID-19 cases and its daily ridership. To investigate the impact of 
the COVID-19 pandemic on the D.C. bike-share, the after-pandemic ridership data 
(i.e., March 2020 to September 2021) are compared to the ridership of 2019. The 
statistical model of multivariate linear regression is as follows (Fig. 1): 

Y = β0 + 
I∑ 

i=1 

βi Xi + ε i ∈ I, 

where Y is the dependent variable, Xi is the independent variables, β0 is the model 
constant, β1 is the model coefficients, I is the number of independent variables, and 
ε is the random error. Given the amount of skewness in Table 1, the variable of the 
COVID-19 case does not have a normal distribution. To solve this problem, we use

Fig. 1 P(B) for 1, 2, and 3 infected people 

Fig. 2 COVID-19 cases and bike-share ridership after the pandemic 
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the natural logarithm of variables. Therefore, the final model is as follows where BR 
is bike ridership, and CC is COVID-19 cases. 

ln(BR) = β0 + β1 × CC + u. 

The District of Columbia has 179 census tracts, 450 block groups, and 6507 
census blocks. The average annual income, unemployment rate, and density of D.C.’s 
tracks were used for spatial analysis to observe how these characteristics of zones can 
impact the behavior of people using bikes during the pandemic. Figure 3 illustrates 
that changes in bike-share usage are influenced not just by COVID-19 but also by 
other factors such as the built environment. The use of the bicycle is affected by 
a combination of factors. We look at the influence of income, unemployment rate, 
and density in each tract as independent variables on the dependent variable, bike 
ridership. We compare each station’s pre- and-post-COVID19 bike riding rates to 
get a more accurate comparison.

In overall, during the COVID-19, public bicycle utilization was 28% lower than 
before. If the ratio of COVID-19 to pre-COVID-19 public bicycle usage is nearly the 
same for each station, the shift in utilization is due to the epidemic and has nothing to 
do with other factors. Suppose this ratio varies substantially from station to station. 
In that case, it indicates that the change is influenced not just by the COVID-19 but 
also by the station’s and surrounding area’s features, such as the built environment 
and demography. Figure 4 depicts the spatial analysis of this ratio with respect to 
income, density, and unemployment rate.

Table 1 Statistical summary of data 

Variable Standard 
deviation 

Average Max Third 
quarter 

Second 
quarter 

First 
quarter 

Min Skewness 

Bike rides 
before 
COVID-19 

3228.9 8897.1 14,831 11,871.5 9174 6296.5 626 −0.35 

Bike rides after 
COVID-19 

2911.6 6339.7 13,286 8511.2 6521.5 3711.7 730 0.1 

COVID-19 
case 

82.03 104.5 492 148 83 43.75 0 1.24 

Density 4734.9 7063.7 25,061.6 9685 5797 3653.0 9.17 1.23 

Income 29,924.2 55,088.1 142,543 79,781 48,246.5 29,791.7 4183 0.54 

Unemployment 
rate 

6.02 7.43 34.2 9.8 5.5 3.5 0.2 1.8 
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Fig. 3 Ratio of bike-share ridership after and before pandemic with respect to land use

Fig. 4 a Bike ridership usage ratio before and after pandemic in terms of x: income, y: density, and  
z: unemployment rate of tracts. b Natural logarithm of Bike ridership in terms of COVID-19 Cases 

2.2 COVID-19 Transmission 

COVID-19 can be transmitted directly via human-to-human contact/proximity due 
to droplet formation and movement. The droplets are forming at times of breathing, 
talking, sneezing, and coughing varies in both size and content. The size of the
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droplets significantly depends on various environmental factors, such as gravity, the 
direction and strength of local airflows, temperature, and relative humidity. Droplets > 
5 μm in diameter fall rapidly to the ground under gravity and therefore are transmitted 
only over a limited distance (e.g., ≤ 1 m). In contrast, if the nuclei of the droplets 
are ≤ 5 μm in diameter, they can remain suspended in the air for significant periods 
of time, allowing them to be transmitted over distances > 1 m. The term droplet is 
often taken to refer to droplets > 5 μm in diameter [12]. 

Therefore, in this study, we will suppose the droplets which have a diameter of 
roughly 5 μm and can spread throughout a 1.5-m-diameter circular region. Droplets 
of this size can stay in the air for 8–12 min, according to [35]. As a result, we will 
use airtime of 8, 10, and 12 min for the droplets while retaining the spread diameter 
at 1.5 m. Furthermore, we will assume that the probability of a person becoming 
infected as a result of being in close proximity to someone who is infected (P(A/ 
B)—which is dependent on crowding conditions and adherence to social distancing 
at the bike-share station) is equal to 1 if the relative distance between them is less 
than or equal to 1 m and 0 if the relative distance is greater than 1.5 m (five feet). 
The majority of D.C.’s bike-share stations have 15 bike docks with an average of 17 
docks, each measuring 3 × 6 ft. Only ten cyclists should be allowed at any given 
time to maintain the 1 m social separation. For a 1.5 m separation barrier, only six 
cyclists should be permitted. The possibility of wearing masks (and the quality of the 
mask) or using cleaners/hand sanitizers are not taken into account in this contagion 
probability analysis. 

Based on the above, the ratio between the number of infected riders at stations and 
the total number of riders in a given track segment or station defines the probability 
that a person is standing next to someone infected (P(B)), which is related to the 
number of people infected in the area. For the scenario where one, two, or three 
infected riders are present at a station, an illustration of this probability for different 
riders’ numbers is presented below. 

Given such reasoning, if it is assumed that the riders are exposed to the infected 
person either at the start or the end location (i.e., origin and destination—O.D.), the 
probability that each person’s susceptibility can be calculated is as follows: 

Ps = 
( 
1 − P 

( 
A 

B 

) 

start 

∗P(B)start 

) 
∗ 
( 
1 − P 

( 
A 

B 

) 

end 

∗P(B)end 

) 
. 

Here, the subscript start represents the starting station, and the subscript end 
represents the ending station of a given user’s trip. The virus can also be transmitted 
via the human-to-surface-to-human path from one person to another. Droplets created 
by the infected person when talking, sneezing, and other activities will ultimately 
fall on nearby surfaces. Anyone who contacts that surface and subsequently touches 
his mouth, nose, or eye might become infected. This is a critical transmission mode 
in shared bikes since everyone who rides them will be in close contact with the bike’s 
handles. The coronavirus can be stable for up to four hours on copper, up to 24 h on 
cardboard, and up to two to three days on plastic and stainless steel, according to the
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National Institute of Health (NIH) [29, 38] investigated the survivability of SARS-
CoV-1 and SARS-CoV-2 (COVID-19) on various surfaces in comparative research. 
Viruses were applied to copper, cardboard, stainless steel, and plastic for 7 days at 
a temperature of 21–23 °C and relative humidity of 40%. Their study shows that 
the virus lasted 15 h on copper, 24 h on cardboard, 76 h on stainless steel, and 76 h 
on plastic based on tissue-culture infectious dose (TCID50) per liter of collecting 
material. For this study, we will use a stable period of 1, 2, and 3 days. In other words, 
we will assume a person using the same bike as the infected user within the specific 
time period will get infected. 

3 Data Analysis 

The study area is Washington DC, with 179 census tracts. Washington DC’s Capital 
Bikeshare, in August 2008, became the first city in North America to launch a bike-
sharing system. Capital Bikeshare (CaBi) is metro D.C.’s bike-share system, with 
more than 4300 bikes available at 654 stations across seven jurisdictions. The vari-
ables used in this study include Bike ridership (BR), COVID-19 daily cases (CC), 
average annual household income per capita (AI), unemployment rate (UR), and 
density (DE) of D.C.’s tracks. The economic characteristics and population data for 
D.C. Census Tracts are publicly accessible, as well as data on Capital Bike-Share 
Ridership. This bike-share dataset comprises information on trip start and end times, 
the stations used at both the beginning and end of trips, and user categorization, 
distinguishing between annual members and casual users. Ridership data of CaBi 
were retrieved from January 2019 to September 2021. The number of COVID-19 
cases is available in the Centers for Disease Control and Prevention (CDC) database. 
The statistical summary of data is shown in Table 1. 

Some trips lasted a very short (or long) time, and those lasting more than four hours 
or less than one minute were excluded from the current study to increase accuracy. 
Short trips can be caused by various circumstances, such as when a user finds that 
the bike is in bad condition and returns to exchange it for a better one or when the 
bike is promptly locked before a user can take it out of the dock. Since then, it is true 
that the majority of these one-minute-or-less trips began and finished at the same 
stations. Similarly, we discovered several extremely lengthy trips. These long trips 
might be the result of the dock system failing to lock the bike upon return, which the 
users were unaware of this situation, sometimes because the station is offline, or the 
bike is lost or stolen after it was checked out.
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4 Results and Discussion 

4.1 COVID-19’s Impact on DC Public Transport 

Capital Bikeshare’s trips duration was aggregated monthly to determine if and how 
this increase in the trip’s duration is related to the coronavirus pandemic by comparing 
the monthly trip duration before and during the pandemic. The data reveal a continued 
growth in the average trip duration, from a 13-min daily average at the beginning 
of January 2019 to a 19-min average by the end of September 2021, translating 
into a 44% increase. From January 2019 to February 2020, the average monthly trip 
duration is 15.5 min, while after the pandemic from March 2020 to September 2021, 
the average monthly trip duration is 21 min. This could mean that people prefer 
short trips on foot. Only those who have always used a bicycle for daily commuting 
continue to use it. Since the average percentage of casual users before the pandemic is 
only 11% and after a pandemic is 43%, the average duration of trips for casual users 
is 35 min before and 30 min after the pandemic. This average for members is 13 min 
before and 14.5 after the pandemic. It is also important to note that tourists have made 
many trips, which have been drastically reduced due to COVID-19 restrictions. 

Considering ridership, as shown in Fig. 4, the ridership fluctuated around 6300– 
11,900 before the COVID-19. After the COVID-19, it was followed by a quick 
decline from nearly 3700–8500. The potential daily average bike ridership of 2020 
is 10560 trips [9] while 5834, meaning a 45% decrease in daily ridership. 

Regression model results are shown in Table 2. Model (1) takes the natural loga-
rithm of three days average ridership of Capital Bikeshare trips as the dependent 
variable and the average weekly number of new COVID-19 cases as the independent 
variable, Model (2) takes the ratio of average daily ridership of Capital Bikeshare 
stations trips in tracks before and after COVID-19 as the dependent variable and the 
census data of tracts as the independent variable.

In the estimated model, the coefficient is negative, which means a decrease in the 
bike ridership with increasing COVID-19 cases. These results seem to be in line with 
reality. In the fitted model, β0 indicates the elasticity of the bike ridership relative 
to COVID-19 cases. As the COVID-19 cases increase, people reduce unnecessary 
trips, and society will feel more afraid of the pandemic and getting infected, which 
means that the bike-share ridership will decrease. 

Figure 3 demonstrates that during the COVID-19, the ridership of most stations 
decreased while that of certain stations increased, with the ratio varying substantially. 
It demonstrates that before COVID-19, the stations with the lowest ridership ratio 
were focused around downtown D.C. The office employment density is a significant 
factor; it is usually negatively correlated with the ridership. It is most likely because 
the COVID-19 stay-at-home directive reduced the number of individuals working in 
offices, reducing the use of public bicycles in locations with a large concentration 
of office workers. As a result, the detrimental impact is readily apparent in the city 
center. While it is reasonable to assume that the highest strata of society use personal 
vehicles during the pandemic and that bicycle riding declines in these areas while
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Table 2 Regression results 

Model 1 Coefficient Std. err P-value 95% CI 

Constant 9.090033 0.030272 0 9.030494, 
9.149573 

COVID-19 cases −0.00534 0.00025 3.92E-65 −0.00583, − 
0.00485 

Adj. R2 0.567325 

N 347 

Model 2 

Constant 1.281053985 0.19402709 1.1339E-09 0.89692618, 
1.66518179 

Density 2.82337E-06 1.9077E-06 0.014147 −9.535E-07, 
6.6002E-06 

Income −6.76883E-06 9.1009E-06 0.045846 −2.479E-05, 
1.12489E-05 

Unemployment rate −0.008492973 0.00933344 0.036465 −0.026971, 
0.009985039 

Adj. R2 0.050141912 

N 125

the opposite is true in low-income communities, regression analysis shows that there 
is no significant relationship between wealth, population density, unemployment 
rate, and bicycle ridership before and after the pandemic. However, Fig. 3 shows 
bike-share reduced more significantly in commercial and office areas which are in 
downtown of D.C. 

4.2 Impact of the Bike-Share Services in COVID-19 
Transmission 

Table 3 shows the average, 75 percentile, and maximum number of users during 
the peak hours at 8, 10, and 12-min intervals, which indicates that human–human 
transmission would be extremely unlikely. Two strangers at a station simultaneously 
are extremely unlikely to come into close proximity. And only 19% of time intervals 
contain two or more that people in a station. However, we consider the actual average, 
50% capacity, and 100% capacity to investigate the different scenarios.

In Table 4, the number of infected persons using the contagion model is shown in 
the case of 1, 2, or 3 infected persons using a single bike-share station during a day 
while assuming that the aerosols stay in the air for a duration ranging between 8 and 
12 min.
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Table 3 Average, 75 percentile, and maximum number of users at stations 

No. of users  per 8-min  
interval 

No. of users per 10-min 
interval 

No. of users per 12-min 
interval 

Mean 0.14 0.18 0.21 

75% 4 5 6 

Max. 14 16 17

Table 4 Infection from human-to-human transmission 

One infected people Two infected people Three infected people 

8 min 10 min 12 min 8 min 10 min 12 min 8 min 10 min 12 min 

Mean – – – – – – – – – 

75% 1 1 1 2 2 3 2 3 3 

Max. 3 3 4 5 7 8 8 10 13 

Table 5 Infection from surface to human transmission 

1 day 2 days 3 days  

Mean 1 2 3 

75% 2 4 5 

Max. 5 9 15 

On the other hand, human–surface–human may be possible. The numbers of 
trips per bike per 1, 2, and 3 days are calculated from the data for the human-
to-surface-to-human transmission. The number of persons infected via surface to 
human transmission is shown in Table 5. 

In [23], the authors used a similar contagion model to study the transmission 
in D.C. Metro. The authors found that three infected persons can infect 20,000 
people during a 3-day period. According to our study, during a 3-day period, three 
infected persons can infect 27 people while using the bike-share stations. In other 
words, comparing the D.C. Metro service to the bike-share service, biking remains 
a healthier transportation alternative in terms of infection risk. 

Despite this finding, the use of bike-sharing systems may need to be regulated 
as the full capacity operation may still lead to a significant rate of infection and 
transmission. To see the impact of bike-share on virus transmission, we assume that 
the network of bike-share is connected, and the infected people are coming back to 
use the service every day and contribute to the transmission of the virus. We can make 
such an assumption because the users with membership are more likely to be using 
the services for their daily commute. According to [10, 24], the average incubation 
period seems to be around 5 days and 95% of the infected people recover after ten 
days. So, we will assume a 5-day incubation period and ten days’ recovery period for 
the modeling. In other words, each person will transmit the virus between days 5 and
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Fig. 5 Predicted number of infected people from bike-share service 

10 after getting infected. With such assumptions, Fig. 5 shows the impact of the bike-
share services on the transmission of the virus with a different operating capacity 
of the bike stations when one infected person uses the service on day one. It takes 
12 days to reach exponential contagion at full station operating capacity, 15 days 
for 75% station operating capacity. However, with a 50% operating capacity, the 
contagion does not reach exponential contagion within 27 days. 

5 Conclusion 

In this paper, the impact of COVID-19 on the D.C. bike-share system as well as the 
bike-share usage impact on disease transmission is explored D.C.’s Capital Bikeshare 
program lost around 10,000 daily users at the beginning of the pandemic in March of 
2020. Later on, the ridership numbers increased, but the Capital Bikeshare services 
are still below their daily averages from earlier years by an estimated 9000 trips per 
day. The data reveal continued growth in the average trip duration from 13 to 19 min. 
This could mean that people prefer short trips on foot instead of cycling as before the 
pandemic. Moreover, the stations with the lowest ratio of ridership after to before the 
pandemic were focused around downtown D.C. The office employment density is a 
significant factor in bike ridership. While it is reasonable to assume that the upper 
class of the society uses personal vehicles during the COVID-19 and that bicycle 
riding declines in these areas, while the opposite is true in low-income communities, 
regression analysis shows that there is no significant relationship between wealth, 
population density, and bicycle ridership before and after the pandemic. However, it 
has been shown that land use plays an essential role in bike-sharing ridership, which 
it reduced more significantly in commercial and office areas in downtown D.C. 

With such usage, to analyze the impact of bike-sharing on the dynamics of the 
COVID-19 reported case, the transmission process is classified into two types: (i)
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human-to-human transmission and (ii) human-to-surface-to-human transmission. A 
probabilistic contagion model is used to represent the first form of transmission. 
Transmission from one person to another would be infrequent. It is exceedingly 
improbable that two strangers at a station will come into close proximity at the same 
time. On the other hand, the second type is more likely to happen, and it will be 
anticipated using the average number of trips per bike throughout the study interval 
and the corresponding duration during which the virus remains stable on a given 
surface. 

The numerical analysis indicated that one infected person could infect a maximum 
of five persons, and three infected persons can infect a maximum of 28 persons during 
a 3-day interval (ignoring the possible infections beyond the bikers’ community). The 
peak value of the 7-day moving average of infected persons is 194. 

The findings show that bike-sharing has a minor impact on the COVID-19 infec-
tion rate and that the government and decision-makers should consider it as a safe 
mode of transportation that should be maintained because it can encourage people to 
use it instead of the subway or bus. In comparison to other modes of public transit, 
bike-share remains a relatively healthier option. 

The limitation is that there does not appear to be any real-world assessment of 
how bike-share users interact at stations. Also, for future studies, given the more 
specific datasets (i.e., the trip history dataset with a user identification number, socio-
economic characteristics in a given location, datasets provided at this stage with 
routing information), the interaction of users at a station can be modeled much more 
realistic. Moreover, with the travel paths’ data complemented by pedestrian density 
information along some routes, we can predict the total impact of bike-share services 
at the origins, destinations, and in between the origin-destination (O.D.) pairs. 
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What Can We Learn from On-Demand 
Transit Services for Ridership? A Case 
Study at the City of Regina, Canada 

Yili Tang, Duha Abdullah, Adesola Adewuyi, Nathan Luhning, 
and Satinder Bhalla 

Abstract The urgent need to optimize operational efficiency, boost ridership, 
enlarge effective communication technologies, and improve customer convenience 
has led to the emergence of on-demand transit (ODT) services. ODT can be advanta-
geous in several ways, including reliability, improving mobility, cost-effectiveness, 
and reducing the need for multi-transit services. This paper analyzed the trip patterns 
of on-demand services and the impacts on ridership by the difference-in-difference 
method. The pattern analyses showed that the origin–destination flow patterns are 
concentrated in large commercial and dense residential areas with significantly 
reduced travel times including the waiting times and in-vehicle times. Furthermore, 
the difference-in-difference model analyses yielded positive relations between the 
ridership and the on-demand transit services for the overall transit network while the 
effects vary with specific landuse zones. Results indicated the potential of on-demand 
transit services to benefit passengers and ridership recovery during the pandemic and 
post-pandemic. 
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1 Introduction 

Throughout the history of urban mobility, mass transit and private automobiles have 
served different purposes. While mass transit was conceived to provide a bulky, 
cut-price conveyance for passengers, cars existed for flexibility and independence. 
Yet neither is functioning productively in most cities as cities population is growing 
and the need for less pollution, congestion, and crowdedness have arisen [12, 14, 
19, 23, 24]. Travel innovations, such as on-demand transit services, offer higher per-
passenger benefits than those provided by comparable public services. In comparison 
with fixed-route mass transit, ODT offers greater flexibility and convenience. The 
service also renders less traffic and air pollution than solo travel modes. In addi-
tion, on-demand transits can serve as a practical, data-driven, and individual-centric 
solution for transportation issues. 

Given the likelihood that the future presence of ODTs will convey critical trans-
formations to the urban transportation system, exploring the implementation of this 
system has been the cornerstone of the transportation research community in recent 
years. Weinreich et al. [22] examined the fragmentation challenges and causes in app-
based, on-demand services via surveying cities and transit agencies across Texas. A 
combination of archival research and interviews was employed as a basis for docu-
menting the paper’s findings: fixed-route services jurisdictional challenges. On the 
other hand, Hazan et al. [11] discussed the possibility of on-demand services to 
make significant changes to urban mobility. The study investigated the performance 
and quality, socioeconomic footprint, impact on congestion, and pollution of the on-
demand transit experience. Furthermore, as part of the data analysis-based studies, 
two case studies were conducted concerning the ODT pilot project in Belleville, 
Canada, in Zhang et al. [25] and Sanaullah et al. [18]. Zhang et al. [25] present the 
promising benefits of ODT based on the results of user surveys and Sanaullah et al. 
[18] use the data gathered between September 2018 and May 2019 to profoundly 
analyze the level of service, spatiotemporal demand and supply, and origin and desti-
nation patterns of the users of Belleville ODT. Moreover, Bürstlein et al. [4] examine 
the first-mile commuting in Markham, a suburban community within the Greater 
Toronto Area, using a thorough different approach to data analysis. Analysis of oper-
ational systems is conducted using various on-demand solutions that can comple-
ment the current GO Transit commuter train system. Another study was conducted to 
understand passengers’ preferences and willingness to pay for on-demand transporta-
tion, in which 3985 Australians were surveyed [20]. The study reflects promising 
results regarding expanding public transportation use and lowering solo automobility 
use. Furthermore, Haglund et al. [10] and Komanduri et al. [13] assess the degree to 
which on-demand services can boost ride-sharing platforms. 

In terms of testing the efficiency of the ODT service, the MVMANT pilot project 
was launched in Dubai, UAE, Giuffrida et al. [9]. In order to determine a configuration 
that is most satisfactory to both community members and service operators, the 
program was tested in some low-demand areas using both a Geographic Information 
System (GIS) and an agent-based model. It has been observed that route choice
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strategies can be crucial to locating a balance between users and operators in terms 
of costs. 

Apart from empirical studies, a number of research developed various models 
to explore the performance of different on-demand services. For instance, in Wang 
et al. [21] an agent-based model was developed to assess the service performance 
for ODT operations delivered by a fleet of shared automated vehicles. Simulation 
of shared automated vehicles operating in parallel transit service and tailored time-
varying transit service is performed using the model. Zhao et al. [26] present another 
example of ODT modeling, where machine learning is utilized to scrutinize travel 
behavior and, especially, modeling how individual travel pattern modifications are 
delivered with an on-demand mobility alternative. A simulation study was conducted 
by Archetti et al. [2] to assess the service’s responsiveness, benefits, and scalability. 
The results indicate that a demand-driven system may be capable of accommodating 
a substantial share of user transportation demands and should therefore be imple-
mented alongside conventional systems. Daoud et al. [5] develop analytical models 
to enhance the efficiency of the on-demand system, primarily taxi and carsharing. By 
optimizing fleet control and allocating resources through the models, profitability and 
a high level of service for the general public are assured. For the purpose of examining 
the relationship of the on-demand service with other smart transportation services, 
Daoud et al. [7] develop a generic and multi-agent model to explore the issues of 
having a joint system of ODT and autonomous vehicles and to assist scheduling and 
allocation in auto fleets, respectively. Likewise, Ronald et al. [16] explored the bene-
fits of the engagement of ODT in transporting passengers and parcels, co-modality, 
where a simulation of shared ODT is developed and compared to the existing systems. 
It has been demonstrated that co-modality can enhance both the operator and the 
passenger experience, relying on the demand. Using Artificial Neural Networks, 
Deep Neural Networks, Bagging, and Random Forest methods, Alsaleh and Farooq 
[1] developed trip distribution and production models for on-demand transportation 
at dispersal areas. The analysis suggests that areas with industrial/commercial land 
use and residential land use experience higher trips distributions when compared 
with other dissemination areas. 

Besides the analytical studies, a number of ODT studies have identified manage-
ment, usefulness, regulations, and drawbacks of the services. Awareness, commuting 
considerations, and across-the-board frequency of usage of ODT were investigated 
via Devaraj et al. [8], where the three intention dimensions were correlated to work 
commute scatters and demographic characteristics. Results reveal that awareness 
does not directly correspond to usage frequency or considerations but that consid-
eration and frequency of use are endogenous. On the other hand, Dablanc et al. 
[6] examine the effect of app-based transportation services, such as ODT, on busi-
ness models, European public policies, freight trips and data, and labor legislation. 
Ruch et al. [17] modeled a framework for evaluating the advantages and disad-
vantages of ride-sharing on the transportation system. By integrating a dynamic-
routing algorithm in an agent-based simulation of traffic, Navidi et al. [15] provide 
a comprehensive comparison between conventional public transportation and on-
demand transit services. The study results indicate that replacing traditional public
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transportation with on-demand ones will diminish travel time without any cost addi-
tions. Badia et al. [3] investigated the impact of developing a user-friendly bus 
network on ridership, using data from the first three phases of the Nova Xarxa, 
Barcelona, deployment program. It is found that the structure of bus networks influ-
ences demand significantly, and bus networks facilitated for enhancing transfers can 
promote demand. 

While transit ridership has fallen during the COVID-19 pandemic, the on-demand 
transit services are growing rapidly worldwide for its merits in flexible options for 
travelers and predicable operations for transit agencies. However, existing studies 
cannot explain the demand responses of passengers, the effects on trip patterns, 
and the impacts on overall ridership in pandemic situations and for post-pandemic 
recovery. To this end, this paper examined the trip patterns of on-demand services and 
employs econometric methods to analyze the impacts of on-demand transit services 
on ridership by using the cases at the City of Regina. 

The rest of the paper is organized as follows. Section 2 illustrated the on-demand 
transit services operations, areas, and collected datasets at the City of Regina. 
Section 3 analyzed the trip patterns with respect to origin–destination flow, in-vehicle 
and waiting times, and the demand variations. Section 4 introduced the difference-in-
difference model to quantify the impacts on ridership in the overall transit network 
and for different landuse zones. Section 5 concludes the papers and discusses the 
limitations and future research of this study. 

2 Study Area 

The study is conducted on the on-demand transit pilot project executed in Regina, 
Saskatchewan province, in Canada. Regina transit initiated the on-demand transit 
service on August 31, 2020, where the service operates Monday through Saturday 
between 7 p.m. and 1 a.m. During the pilot period, bus route 10 served as a test run. 
That is, bus route 10 was switched to on-demand services in the evening. Customers 
may request a bus to pick them up and drop them off at the bus stop of their choice 
within the service area. The service areas include Normanview, Downtown, Ware-
house, Cathedral Area, Northgate Mall, and Avonhurst Shopping Mall as shown in 
Fig. 1a covering all the transit stops within the area as shown in Fig. 1b. Bookings 
can be made through the on-demand transit app, website, or telephone.

2.1 Data Sources and Descriptions 

The study included two data sources: the on-demand transit data (ODT data) and the 
transit stop-level ridership in the network (network data). The on-demand data have 
the following characteristics.
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Fig. 1 a Regina on-demand transit service area. b On-demand transit service stop locations

• Order ID: the unique identification for each trip requested for on-demand service. 
• Trip Service Date: the date a trip request is sent. 
• Pickup Location: the origin transit stop ID and name of a trip. 
• Pickup Location Geocode: the latitude and longitude if the pickup transit stop. 
• Drop-off Location: the destination transit stop ID and name of a trop. 
• Drop-off Location Geocode: the latitude and longitude of the drop-off transit stop. 
• Requested Time: the date and time a trip request is sent. 
• Passenger Count: number of passengers for a trip. 
• Status: the final status of the trip with values of “Cancelled”, “Assigned”, “In 

Active”, “Not Assigned”. 
• Arrival At Pickup Location: the date and time of a transit vehicle arriving at the 

pickup location. 
• Arrival At Drop-off Location: the date and time of a transit vehicle arriving at the 

drop-off location. 

The network data are the aggregated ridership for each stop by hours which has 
the following characteristics. 

• Stop Description: the stop ID and name. 
• Hour: the hour of the day. 
• Month: the month of the year. 
• Year: calendar year. 

Section 3 used the on-demand transit services data and Sect. 4 used both the 
on-demand transit service data and network data. 

3 Trip Patterns Analysis for On-Demand Transit Service 

To analyze trip patterns with on-demand transit services, we collected the data 
between September 2020 and September 2021.
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3.1 The Origin and Destination Flow Patterns 

The origin and destination flow patterns are concentrated in certain transit stops. 
Figure 2 shows the most frequently used transit stops considering both the pickups 
and drop-offs. The number in the bracket is the stop ID followed by the stop names. 
Among the most five frequently used transit tops, the stop [1545] and [110] are 
located in commercial areas with shopping centers and amenities, while the other 
three stops are located in residential areas. This indicates that the on-demand transit 
service has the potential to improve the convenience of travelers’ daily routine. 

Beside the aggregated frequency, Table 1 shows the top three frequencies of transit 
stops distinguished by the pickups, drop-offs, and the OD pairs. The first and third 
most frequently selected OD pairs are the routine operated by Bus Route #10 with 
fixed schedules. Travelers are continuing using the routine with on-demand transit 
service. The second most frequently selected OD pairs are the routine operated by 
other bus routes with fixed schedules and become available during the on-demand 
services’ time. This indicates that the on-demand transit services have the potential 
to attract new ridership to the selected bus route while maintain the existing trip 
demand.

Furthermore, the waiting time ranges from 3 to 7 min which has greatly reduced 
given the 30-min headway of bus route #10 with fixed schedules. The in-vehicle 
times are similar to the fixed schedule services as the on-demand services did not 
change the vehicle route. Moreover, the on-demand services also tend to eliminate 
travelers’ walking time by the door-to-door pickups and drop-offs. For instance, in 
the first OD pair, the stop “[875] 4TH AVE @ CAMPBELL ST (EB)” is not in the 
fixed schedules of bus route #10. Shifting to on-demand service saved 3–5 min of

Fig. 2 ODT origin–destination patterns (May 2021–August 2021) 
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Table 1 Frequent origins, destinations, and OD pairs 

Trip 
(%) 

In-vehicle 
time 
(minutes) 

Waiting 
time 
(minutes) 

Walking time 
saving (minutes) 

Pickup locations 

[1545] 11TH AVE @ LORNE ST (WB) 
Cornwall Center 

16.31 9 3 Na 

[875] 4TH AVE @ CAMPBELL ST 
(EB) 

9.70 7 5 3–5 min 

[110] BROAD ST @ 6TH AVE (SB) 6.00 10 5 Na 

Drop-off locations 

[1087] 3RD AVE @ ROBINSON ST 
(EB) 

9.94 7 5 Na 

[700] 13TH AVE @ PASQUA ST (WB) 9.80 6 7 Na 

[978] 2ND AVE @ GREY ST (WB) 8.78 11 4 Na 

OD pairs 

Origin:[875] 4TH AVE @ CAMPBELL 
ST (EB) 
Destination: [1087] 3RD AVE @ 
ROBINSON ST (EB) 

9.61 7 5 3–5 min 

Origin: [1545] 11TH AVE @ LORNE 
ST (WB) Cornwall Center 
Destination: [700] 13TH AVE @ 
PASQUA ST (WB) 

7.25 7 5 Na 

Origin: [110] BROAD ST @ 6TH AVE 
(SB) 
Destination: [136] DEWDNEY AVE @ 
GRACE ST (WB)  

4.62 15 5 Na

walking for travelers. The on-demand services have extend the bus stops from 11 to 
164 stops which have greatly improved traveler’s accessibility and reduced walking 
times. 

3.2 In-Vehicle Time 

Bus rides are known to be time-consuming because of the long headway and the 
stoppings along the trip. On-demand transit services allow passengers to bypass all 
of the stops made by public transportation, making it faster for them to reach the 
drop-off point. 

From the perspective of in-vehicle time, most of the ridership in-vehicle time 
falls within 20 min (90.58% Fig. 3). The bypassing has reduced the in-vehicle travel 
times. For instance, the trip from “Broad St @ 6th Ave (SB)” to “13th Ave @ Albert
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Fig. 3 Regina on-demand transit service area 

St (WB)” takes 6 min via on-demand transit services (Table 1) while 12 min using 
the fixed route #10 service during regular operating hours. 

3.3 Waiting Time 

On regular public buses, the arrival time at each stop within the city is predetermined, 
and passengers would have to adhere to the specified time frames. With the on-
demand transit services, passengers can request buses according to their needs. The 
on-demand transit service is a convenient and time-saving option, provided that 
passengers do not have to wait for very long periods before their ride is available. 

We further analyzed the waiting time as shown in Fig. 4. About 71% of trips 
experienced waiting times within 9 min, while 17% of the trips had the riders wait 
for 9–15 min as shown in Fig. 4a. This indicates the efficiency of on-demand transit 
service to reduce the waiting time given that the headway for fixed routes at the City of 
Regina is 15–40 min. Figure 4b depicts the relationship between the average waiting 
time and the monthly demand for trips. Approximately 60–70% of passengers have 
experienced a waiting time between 0 and 6 min in every month which indicates that 
the majority of the travelers are benefited from the reduced waiting times.

3.4 Demand over Service Hours and Months 

The temporal trip distributions were also executed for on-demand transit services, 
which runs  from 7:00 pm to 1:00 am,  as  shown in Fig.  5. Passengers tend to have
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Fig. 4 a Waiting time and trips percentages. b Waiting time with monthly variation

Fig. 5 Variation of trips over service hours and months 

higher demand during 8:00 PM–9:00 PM in cold months from September 2020 to 
March 2021. Most pickup locations are commercial in this timeframe, and their 
closing times coincide with the requested pickup time. Hence, these patterns may 
be attributed to work-to-home or shop-to-home trips. In warmer months from April 
to August in 2021, more trips are taken between 10 pm and 1 am. Figure 7 further 
presents the frequency of daily demand from September 2020 to September 2021. 
It is shown that the common frequency is 7–11 trips per day. The daily trips are 
increasing over the months indicating the trend of ridership increase for on-demand 
transit services. 

3.5 Times versus Demand 

In regular on-demand services, such as ride-sourcing or food delivery services, the 
times for users to get served are affected by the demand that requested the services. 
The demand is even more critical in on-demand transit services given that transit 
systems usually have fixed fleet size with capacity constraints. Figure 6 is depicted 
the relations between in-vehicle times and hourly demand and between average
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Fig. 6 In-vehicle times and average waiting times with respect to hourly demand 

Fig. 7 Monthly ridership from 2018 to 2021 

waiting time and hourly demand during the service hours. It is shown that both in-
vehicle times and waiting times have the trend to increase with the demand. This 
is because when they are multiple requests during a time period, the bus will need 
to pick up each individual travelers and also drop off them at designated locations. 
Therefore, the more requests for services, the longer in-vehicle and waiting times a 
traveler will experience for the bus vehicle to pick up and drop off other passengers. 

4 On-Demand Service Impacts on Ridership 

As shown in the above analysis, on-demand transit services are able to reduce travel 
time, increase accessibility, and provide more flexible travel options, which indi-
cates its potential to attract more ridership. While transit usage has fallen during 
the COVID-19 pandemic, on-demand transit service becomes an emerging strategy 
in urban and metropolitan areas given its convenience for travelers and predicable
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operations for transit agencies. This section quantified the impacts of on-demand 
services on ridership during the COVID-19 pandemic by using the difference-in-
difference method and interpreted how the transit agencies can be benefited from the 
on-demand services for pandemic recovery and future ridership growth. 

4.1 Overview of the Transit Network Ridership 

We collected the monthly ridership from year 2018 to 2021 at the City of Regina. 
The ridership was affected significantly since April 2020. This is because various 
restrictions have been taken corresponding to the COVID-19 pandemic since that 
time. To ensure the consistency and eliminate the pre-COVID effects, we select the 
samples from May to September in year 2020 and 2021, in total 10 months for 
analysis where all samples are within the pandemic period with similar scale of 
ridership (Fig. 7). 

4.2 Difference-In-Difference (DID) Method 

We use the difference-in-difference method to quantify the impact of on-demand 
transit services on ridership. The DID method compares the observations from treat-
ment and control groups to estimate a causal effect of a specific intervention or treat-
ment at two or more different time periods. DID estimates the treatment effects based 
on the data from pre- and post-intervention. Specifically, the DID model compares the 
outcomes Yit  for unit i = (1, 2, . . . ,  N ) during the time periods t = (1, 2, . . . ,  T ), 
with binary effects di = {0, 1}. di = 0 represents the unit in control group and di = 1 
represents the unit in treatment group. In this paper, we established the DID model 
as follows: 

Yit  = β0 + β1time + β2treat + β3(treat × time) + λXi + εi t  , 

where i represent each transit stop, t represent the months of the year as indicated 
in Sect. 5.1, Yit  represents the monthly ridership between 7:00 pm and 1:00am for 
transit stop i at month t , time is the dummy variable representing time periods that is 
equal to 1 if the observation is during the time periods where the on-demand service 
is implemented, namely, between May and September, 2021, treat  is the dummy 
variable that is equal to one if the transit stop is used for on-demand transit service 
and 0 otherwise, Xi is the covariates of the transit stops including the landuse types, 
the number of amenities nearby the transit stops and the average distance of the 
amenities to the transit stop, and εi t  is the residual term. 

The average effects of the on-demand transit service on the ridership are repre-
sented by the coefficient value β3. This can be explained by considering a simple case 
where i = {1(treat), 2(control)} and t = {1, 2}, t = 1 represent the pre-intervention



750 Y. Tang et al.

period and t = 2 represents the post-intervention period. Then, we have 

E[(y11 − y12) − (y21 − y22)] 
= [(β0 + β1(time = 0) + β2(treat = 1) + β3(treat × time = 0) + λXi + ε11) 
−(β0 + β1(time = 1) + β2(treat = 1) + β3(treat × time = 1) + λXi + ε12)] 
− [(β0 + β1(time = 0) + β2(treat = 0) + β3(treat × time = 0) + λXi + ε11) 
−(β0 + β1(time = 1) + β2(treat = 0) + β3(treat × time = 0) + λXi + ε12)] = β3 

which can be interpreted that the treatment effect is indicated by β3 

4.3 Data and Statistics 

To measure the effects of the on-demand transit services, we constructed the datasets 
comprising the stop-level ridership, the landuse characteristics, and the amenities 
characteristics for the transit stops. The stop-level ridership was collected from the 
City of Regina covering all the transit stops in the network on hourly bases from May 
to August in year 2020 and year 2021. The amenities’ characteristics are numerical 
variables constructed with the number of buildings and distance for all commercial 
services, restaurant, stores, health services, school, transit stops, lodging services, 
and tourism places. The amenities data were collected through Google Map API. 
Table 2 is summarized the mean and standard deviation of the numerical variables.

The landuse characteristics are categorical variables including two levels. The 
first level captures the exact landuse type where the transit stop is located. Table 3 
presents the sample size in different landuse zones. The second level of landuse 
characteristics captures the number of landuse types near the transit stop as shown 
in Table 2.

4.4 Effects of On-Demand Transit Service on Ridership 

Table 4 presents the regression results of the DID models using ordinary least square 
method. It includes five sets of results. The first one estimated the on-demand service 
effects in the overall transit network, the rest of the four model estimated the effects 
in specific landuse zones.

The estimation of the Network model yields a positive coefficient for the transit 
stop ridership which indicates that the on-demand transit services have the positive 
impacts on ridership increases. The effects of the on-demand services vary with 
the different types of zones. The on-demand transit service in commercial zones 
and special zones has the positive impacts for ridership increase. This could be 
the reason that on-demand services provided more accessible transit stops, flexible 
travel options as well as short waiting times which encouraged travels in commercial
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Table 2 Descriptive statistics for explanatory variables 

Explanatory 
variables 

Full sample Treatment group Control group 

Mean Standard 
deviation 

Mean Standard 
deviation 

Mean Standard 
deviation 

nearby_residential_ 
zones 

1.35 0.97 1.28 0.99 1.36 0.96 

nearby_commercial_ 
zones 

0.48 0.75 0.77 0.81 0.41 0.72 

nearby_industrial_ 
zones 

0.10 0.35 0.10 0.33 0.10 0.36 

nearby_special_ 
Zones 

0.63 0.72 0.67 0.71 0.62 0.72 

all_number 57.32 2.30 57.67 0.70 57.23 2.53 

all_distance 537.56 105.07 524.40 85.93 540.66 108.89 

food_number 15.04 13.60 15.13 15.54 15.02 13.10 

food_distance 674.69 172.57 646.65 159.03 681.80 175.21 

school_number 6.05 3.13 6.93 2.76 5.84 3.18 

school_distance 642.64 132.37 654.87 114.48 639.73 136.18 

transit_number 37.98 10.65 41.85 6.67 37.07 11.19 

transit_distance 641.18 58.83 646.08 53.66 640.02 59.95 

health_number 16.78 15.74 18.97 16.80 16.27 15.45 

health_distance 660.45 169.46 625.68 139.68 668.84 174.93 

store_number 4.64 6.03 5.90 8.08 4.32 5.36 

store_distance 654.08 203.65 626.50 206.42 660.72 202.54 

tourism_number 2.38 2.69 2.78 3.05 2.18 2.46 

tourism_distance 690.04 193.99 649.99 199.27 714.27 187.01 

lodging_number 2.11 2.35 2.13 2.63 2.11 2.27 

lodging_distance 680.61 193.30 639.98 210.53 693.13 186.17

Table 3 Sample size 

Sample group Full sample (numbers) Control Group Treatment Group 

Network 10,040 8128 1912 

Residential zones 5480 4664 816 

Commercial zones 2112 1416 696 

Industrial zones 560 480 80 

Special zones 1648 1336 312
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Table 4 Estimation of difference-in-difference model 

Network Residential 
zones 

Commercial 
zones 

Industrial 
zones 

Special zones 

Predictors Estimates Estimates Estimates Estimates Estimates 

(intercept) 13.57 −232.67 453.12 −608.48 −88.32 

Treat time 15.20 −5.89 13.82 −10.26 2.08 

Treat 57.20 *** −3.11 27.37 51.53 *** 20.27 

Nearby 
Residential 
zones 

−25.56 *** 9.70 *** −23.63 10.40 1.88 

Nearby 
commercial 
zones 

6.65 28.29 *** −29.62 24.40 *** 40.98 *** 

Nearby 
industrial 
zones 

−97.28 *** 5.48 −127.19 * −18.88 *** −35.10 

Nearby special 
Zones 

−54.18 *** −5.44 −90.29 ** −6.44 7.75 

All numbers 8.65 *** 7.32 ** 24.27 *** 13.06 * 1.01 

All distances −0.48 *** −0.12 *** −1.28 *** −0.25 *** −0.11 ** 

Food numbers 3.21 ** 3.44 *** −13.67 *** −3.49 *** 0.20 

Food distance 0.01 −0.00 0.89 *** −0.01 −0.02 

School 
numbers 

−15.44 *** 3.91 *** −73.22 *** 7.99 *** 14.44 *** 

School 
distance 

−0.06 * 0.01 −0.87 *** −0.00 −0.01 

Transit 
numbers 

2.03 *** 0.65 * 12.73 *** 1.63 * 0.16 

Transit 
distance 

0.05 −0.20 *** 0.21 −0.01 0.09 

Stores numbers −2.09 ** −2.07 *** −0.48 2.37 *** −0.11 

Stores distance −0.18 *** −0.03 * −1.78 *** −0.01 0.05 ** 

Health 
numbers 

18.76 *** 4.48 *** 78.69 *** 0.13 −5.75 *** 

Health distance −0.04 * −0.02 ** −0.01 −0.04 *** −0.01 

Tourism 
numbers 

8.09 −23.08 *** −48.65 ** −7.29 6.02 

Tourism 
distance 

−0.09 *** 0.03 ** −0.08 −0.01 −0.01 

Lodging 
numbers 

23.05 *** 5.06 * 21.47 12.01 −1.71 

Lodging 
distance 

−0.08 *** 0.01 −0.12 −0.05 ** −0.01

(continued)
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Table 4 (continued)

Network Residential
zones

Commercial
zones

Industrial
zones

Special zones

Observations 10,040 5480 2112 560 1648 

R2/R2 adjusted 0.165/0.163 0.102/0.098 0.257/0.248 0.295/0.260 0.160/0.146 

*p < 0.05, **p < 0.01, ***p < 0.001

areas that are generally dispersed. Yet the coefficients do not yield strong statistical 
significance, which indicates that there exists weak significant linear relation between 
the on-demand service and the ridership. The weak significance may also come from 
unobserved factors. One possible reason could be passengers get used to the pandemic 
situations or the vaccination coverage which directly or indirectly encouraged more 
ridership. 

On the contrary, the ridership decreases in residential zones and industrial zones 
with on-demand services. This could be the reason that the on-demand service is 
operated between 7 pm and 1 am in the case study which is mainly for back-home 
trips that generated from other areas such as commercial zones. Another reason could 
be that travelers have the on-demand services to go to more desirable places such as 
downtown shopping centers rather than the nearby services or amenities in home or 
workplaces as in residential and industrial zones. As a result, the ridership during the 
service hours was shifted from home and workplaces to commercial and downtown 
areas. 

It is also noted that the ridership in special zones increases. The special zones 
in urban areas at the City of Regina are mainly for public services which includes 
the active and passive recreational places such as parks and community gardens. 
The positive coefficient indicates that the on-demand transit services also increased 
travelers’ accessibility to essential services as well as their social activities. 

5 Conclusion and Future Research 

This paper analyzed the travel patterns and quantified the impacts of on-demand 
transit services on ridership during the COVID-19 pandemic. Results indicate that 
the origins and destinations are concentratedly selected, that are mainly located in 
large commercial areas and dense residential areas. The on-demand services are 
able to reduce significantly the waiting time with the majority trips waited less than 
6 min. It also reduced the overall travel time by eliminating the walking distance and 
stopping during the fixed routes. However, the travel times tend to increase with the 
demand given the fixed fleet size of the transit systems. This indicates the necessity 
to optimize the bus fleet size and routine with large-scale on-demand transit service 
implementations.
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Furthermore, the quantitative analyses have shown the positive impacts of on-
demand transit services to increase the ridership, which indicate its capability to 
improve passengers’ satisfaction and generating mobilities as a recovery strategy 
during the COVID-19 pandemic as well as post-pandemic. 

The study limited the analyses in short-term periods and with static character-
istics which can be improved for future research to analyze the temporal–spatial 
impacts. This paper also opens new avenues in on-demand transit services such as 
the optimization of operations and demand response modeling. 
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The Impact of Curfew on Transit 
Demand and In-Vehicle Density 

Haesung Ahn, Sungho Lim, and Yong Hoon Kim 

Abstract Many countries have implemented a restriction on the operation hours of 
restaurants and bars at night during COVID-19 to curb the spread of the virus. In 
Canada, transit demand has plunged significantly during curfew hours. Seoul also 
implemented a similar type of restriction and cut the number of operating buses by 
20% after 9 p.m. The impacts of the restrictions on transit demand and in-vehicle 
density varied according to transit mode, time, and location. This study aims to 
analyze the impacts of the restrictions using Seoul smart card data from August 24 to 
September 11, 2020. We observed several significant findings regarding changes in 
transit demand patterns. First, the demand from 9 p.m. to midnight shifted to alterna-
tive departure times. Second, there was a curfew rush hour at approximately 9 p.m., 
when many people rushed home simultaneously, increasing volumes by 34%, while 
transit demand after 9 p.m. plunged by 30% compared to before curfew periods. 
Third, passengers showed different sensitivity to their transit modes. This is because 
they understood the frequency of bus operations would be reduced as a part of the 
restriction. Fourth, the curfew rush hour demand emerged in high-density social-
izing establishments. Lastly, due to the curfew rush hour effect, in-vehicle density 
significantly increased on certain bus routes, potentially endangering passengers by 
spreading the virus. These findings provide insights for implementing restrictions on 
transit operation and pandemic preparedness planning. 
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1 Introduction 

COVID-19 outbreaks forced many countries to implement various restrictions to 
curb the spread of the virus. The limits have varied from scaling back hours of oper-
ation at social establishments to conducting area-wide curfews. Ontario and Quebec 
governments enforced robust restrictions: stay-at-home orders and curfews during 
the pandemic’s peak. The Ontario government declared a state of emergency at the 
pandemic’s beginning, but the situation was not alleviated quickly. The government 
issued a stay-at-home order in January 2021, enforcing that everyone must stay home 
except for the essential purposes of trips, such as picking up groceries or going to 
medical appointments [11]. The Quebec provincial government enforced curfews 
after 8 p.m. from January 6, 2021, to May 28, 2021 [8]. 

Noticeably, the fear of the virus and imposed restrictions affected transit demand. 
Figure 1 depicts the demand fluctuations over the restrictions [17]. In particular, the 
curfew affected transit demand during the restricted hours significantly. According to 
a real-time transit information provider’s data, the transit demand in Montreal from 
8 p.m. to 9 p.m. was reduced to half compared to before the curfew [20]. 

On the other side of the Pacific Ocean, South Korea also introduced similar restric-
tions that forced the owners of socializing establishments to close and banned in-
person dining after 9 p.m. In addition, Seoul transit officials cut the frequency of bus 
services by 20% after 9 p.m. [2, 13]. The transit officials expected people to refrain 
from nightlife and return home early due to the restrictions. However, some people 
stayed at social establishments until around 9 p.m. and subsequently rushed home. 
Their responses could lead to an unexpected peak in transit. Further studies on how 
transit users responded to the restrictions are needed to understand their behavior 
and prepare for the next potential pandemic event. 

This study aims to analyze transit users’ behavior over time under COVID-
19 restrictions. We estimated in-vehicle crowdedness by reconstructing in-vehicle 
passengers from Seoul transit smart card data. Many researchers have studied transit 
users’ behavior based on smart cards, which are central to automated fare collection
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(AFC) systems. This dataset contains information, such as card ID, trip data (trip 
mode, origin/destination, travel time, and fare), and personal identification data [5, 
9, 21]. In particular, the Seoul smart card system collects almost all transit users’ 
information: 100% of subway users and 99% of bus riders out of 13 million daily 
transit passengers [12]. It is also noted that the card data include multimodal trans-
fers, so it allowed us to track a complete multimodal trip trajectory. Accordingly, this 
study can understand entire transit users’ behaviors more comprehensively. This may 
overcome the issues of traditional travel surveys, census records or mobile app data. 
Thus, transit usage variability in response to external factors such as COVID-19 
restrictions is examined using space and time data from individual trip informa-
tion extracted from smart card data. The study team accessed these data sets from 
Seoul Big Data Campus [14]. We compare card data from before the restriction 
(August 24, 2020, Monday) to the end (Friday, September 11, 2020). Our study can 
provide insights to decision-makers in developing and determining the efficiency of 
pandemic-related transportation policies. 

This paper is organized as follows. Section 2 introduces COVID-19 restrictions on 
operating social establishments and transit supply. Section 3 discusses transit users’ 
demand changes in detail. Section 4 summarizes the main findings and future study 
directions. 

2 COVID-19 Restrictions 

2.1 Curfew Under COVID-19 Situation 

Government officials have conducted various restrictions under the COVID-19 crisis: 
stay-at-home order, curfew, reduced hours of operation for social establishments such 
as restaurants and bars and reduced transit service frequency. This study focuses on 
the curfews imposed in Montreal and Seoul. Table 1 shows a summary of regulations 
in the two cities. Montreal conducted a curfew policy to curb the spread of the virus. 
The duration of the curfew was from January to May 2021, starting at 8 p.m. or 9:30 
p.m. (red zones or orange zones) until 5 a.m. of the next day. All restaurants had to ban 
indoor dining, but delivery was available after 7:30 p.m. [16]. Seoul also restricted 
the hours of operation for in-person dining at restaurants and bars. Even though 
measures limiting the operational hours in Seoul were not identical to the curfews 
imposed in Montreal, both restrictions significantly led to travel demand declines. 
Hence, we regard the restrictions in Seoul as essentially a curfew. However, there is 
a difference between the two cities in the fines from the violation of the curfews. In 
Montreal, the curfew was fined, whereas citizens in Seoul were not the target by the 
fine, but the owners of the social establishments were imposed the legal duty.
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Table 1 Restrictions in Montreal and Seoul 

Restriction Montreal Seoul 

Curfew Red zones (from 8 p.m. to 5 
a.m.) 
(January 6–March 16, April 
11–May 2, 2021) 

– 

Orange zones (from 9:30 p.m. 
to 5 a.m.) 
(March 17–April 10, May 
3–May 28, 2021) 

Reduction of hours of 
operation 

Restaurants can provide only a 
delivery service after 7:30 p.m. 

Restaurants can only offer 
take-out and a delivery service 
after 9 p.m. 
(August 31–September 13, 2021) 

Fine To an individual who breaks the 
rule, in the range of 
$1000–$6000 

To restaurant owners, up to $3200 

2.2 Reduction in Bus Supply 

In Montreal, two transit providers, STM and Exo, maintained transit service without 
reducing supply during curfew [3, 18]. In contrast, transit officials in Seoul announced 
that they would reduce the frequency of bus service after 9 p.m. by 20% from August 
31 to September 11, 2020. We analyzed all 325 bus routes from 9 p.m. to 1 a.m. from 
smart card data, and Fig. 2 shows the number of buses in operation during nighttime. 
The number of buses in service was reduced by 15%, from about 3,500 to 3,000, 
after the restriction. The reduced frequency of bus service could affect transit users’ 
behavior. Whereas some users could avoid taking buses during restricted hours, 
the rest could maintain their usage. In the following section, we analyzed induced 
demand changed by the reduced frequency of bus service.

3 Analysis of Transit Demand Under Curfew 

3.1 Trip Departure Time Change in Seoul 

Table 2 shows the total number of transit passengers before curfew (August 28) and 
after curfew (September 11) from the card data. All-day demand showed a minor 
difference during the periods, increasing by 8 thousand trips out of 6 million with a 
0% growth rate. In particular, the morning transit demand between 5 a.m. and 1 p.m. 
was reduced by a mere 2 hundred out of 2.5 million passengers. With the neglectable 
amount of increase, the curfew seemed not to affect all-day and morning demand. 
By contrast, the demand during curfew hours, from 9 p.m. to the end of the day, was
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Fig. 2 Decrease in bus supply under curfew for three weeks (9 p.m.–1 a.m.) in Seoul

Table 2 Change of transit demand on Friday by different time slots in Seoul 

Time slots Total number of trips (bus + subway) 
Before curfew 
(August 28) 

After curfew 
(September 
11) 

Difference Growth rate 
(%) 

All-day 6,012,670 6,020,707 8,037 0 

Before curfew 
hours 

5 a.m.–1 p.m. 
(morning) 

2,529,717 2,529,504 −213 0 

1 p.m.–9 p.m. 
(afternoon and 
evening) 

2,934,593 2,997,041 62,448 2 

During curfew hours 
(9 p.m.—end of the day) 

548,360 494,162 −54,198 −10

decreased significantly by 5.4 thousand passengers, or a drop of 10%. It seemed that 
people reduced nighttime demand due to curfew. We believe that the reduced demand 
during curfew hours shifted to other hours: afternoon and evening. This is because 
the demand for the hours, 1 p.m. to 9 p.m., was increased by 6.2 thousand, and this 
number is similar to the reduced demand during curfew hours. The data show that 
curfew affected late-night transit demand, and most of the demand shifted prior to 
the beginning of curfew. 

3.2 Curfew Rush Hour in Seoul 

We analyze smart card data to understand people’s departure time changes in detail. 
Figure 3 presents transit users’ departure time changes responding to curfew over
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Table 3 Proportion of app usage on Friday under different curfew levels in Montreal 

Time slots Proportion of app usage 

Before curfew 
(January 8) 
(%) 

Red zone 
(January 15) 
(%) 

Orange zone 
(March 19) 
(%) 

Red zone 
(April 16) (%) 

Before curfew 
hours 

5 a.m.–1 p.m. 
(morning) 

32.1 36.3 37.2 39.5 

1 p.m.–8 p.m. 
(afternoon and 
evening) 

49.1 53.4 50.1 51.4 

During curfew hours 
(8 p.m.—end of the day) 

18.8 10.3 12.6 9.1

time. In general, trip demand reduces as time goes on at night, and there was a slight 
increase around 10 p.m. before COVID-19. This is because many social activities, 
such as nighttime work and studies at private academic institutes, finish around 10 
p.m., so transit demand increases for a while. However, as shown in Fig. 3, people 
rushed to transit stations around 9 p.m. instead of 10 p.m. due to the curfew. We 
found an induced rush hour and an increased departure rate around the curfew hour. 

Commuters who stayed in restaurants tried to maximize their time at these social 
establishments and headed home around the beginning of the restriction. In particular, 
from 9 p.m. to 9:20 p.m., the demand increased by 34%. We shall call the moment 
with sudden increased demand Curfew rush hour from 8:40 p.m. to 9:20 p.m. During 
the curfew rush hour, the demand surge might lead to a crowded in-vehicle density on 
buses. These crowded in-vehicle environments could make people feel uncomfortable 
and increase the probability of virus transmission in transit. 

We can observe a similar phenomenon in drug market restrictions. The balloon 
effect is a negative consequence of an action taken against the drug market, similar 
to squeezing a latex balloon; one side will shrink, and another side will be swollen

Fig. 3 Number of boarding passengers on bus and subway by 20 min in Seoul 
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Fig. 4 Concept of balloon effect in COVID-19 restriction affecting transit demand 

[4]. As we observe in Fig. 3, the demand after 10 p.m. reduced considerably, and 
it seemed that the people who used transit after 10 p.m. moved to around 9 p.m. or 
earlier hours. We could say that the curfew induced people to run home and caused 
curfew rush hour simultaneously. This may lead to an increase in in-vehicle density. 
It is similar to the balloon effect of the drug market that demand can move to less 
restricted areas or hours to shun the restrictions, as shown in Fig. 4. 

Therefore, it highlights that policymakers and transit operators need to carefully 
consider these users’ behavior, including the balloon effect. 

3.3 Transit Users’ Reactions Based on Preannounced 
Information in Seoul 

Authorities preannounced that frequency of bus services would be reduced by about 
20% after 9 p.m. With the announcement, transit users could expect the in-vehicle 
density on buses to be crowded in advance. We believe that transit users would prefer 
the subway to the bus based on the expected in-vehicle density. We compared the 
mode shares before and after the bus frequency restriction by two time slots: daytime 
(from 5 a.m. to 8 p.m.) and nighttime (from 8 p.m. to 4 a.m.), as depicted in Fig. 5.

The change of transit mode shares before and after the bus restriction varies over 
time. During the daytime, the bus mode share before and after the restriction was 
changed from 51.1 to 51.8%, showing a minor change (0.7%). On the other hand, 
the bus share reduced by—2.3%, from 58.6 to 56.3% at nighttime. The reduced bus 
demand seems to have moved to the subway, which experienced a 2.3% increase. In 
a megacity such as Toronto or Seoul, increasing transit mode shares is challenging 
despite a 1% change, so the increase of 2.3% could reflect that many people chose 
the subway. 

Therefore, we ascribe mode shares’ change to the preannounced policy of reducing 
bus frequency. It seems that people who took the bus during the restricted hours
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a) Daytime mode share 

b) Nighttime mode share 
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Fig. 5 Change of transit mode shares before and after the bus frequency restriction in Seoul

changed their mode to the subway based on the prior information of reduced bus 
service. 

3.4 Increased Bus Demand Due to Restrictions by Spatial 
Features in Seoul 

Many researchers have investigated the relationship between landuse data associated 
with transit stops [1, 6, 10, 22]. We also consider spatial statistical data to understand 
the relationship between landuse and ridership change. We employ the unit number 
of social establishments, including restaurants, cafeterias, and bars per unit area of 
a community (per 1 km2 ), based on open data source [15]. 

Figure 6 shows ridership in a heat map to depict ridership change by bus stops. 
It shows a meaningful change in the number of boarding passengers during curfew, 
especially from 9 p.m. to 9:20 p.m. As most social establishments were forced to 
close, many people headed for transit stations simultaneously. Accordingly, commu-
nities with more than 600 social establishments per 1 km2 , showed an abrupt increase 
in the number of boarding passengers. Most areas have a surge of transit demand 
that matches peripheral university areas or hot places.

From Fig. 6, we can deduce the curfew rush hour demand unexpectedly congre-
gated in some specific areas with a high density of social establishments. The abrupt 
demand increase in the areas could cause a spike to in-vehicle density on the buses 
which pass the areas. In the following section, we can see the in-vehicle density 
situation from the surge of demand.
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a) August 28 at 9 p.m. (Before curfew) 

b) September 11 at 9 p.m. (2 weeks after curfew) 

Fig. 6 Heat map: number of boarding bus passengers in Seoul

3.5 Increased In-Vehicle Density on Buses by Spatial 
Features in Seoul 

We estimated in-vehicle density to understand the risk of crowdedness on buses. 
Securing appropriate in-vehicle density in transit has become a critical social
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distancing in the pandemic era. To estimate the in-vehicle density, we calculate 
every station’s number of boarding and alighting passengers. In South Korea, almost 
all passengers tag their smart cards when they get off to obtain a fare discount while 
changing travel modes. We can measure the accurate onboard number of passengers 
from the tags. Most buses have 25 seats with 12 m in length, and 100% in-vehicle 
density means that all seats are occupied, and 25 people are standing. Kim’s team 
surveyed bus users to understand the endurable level of in-vehicle density in South 
Korea. About 800 respondents responded that 50% is their endurable density in the 
bus and 60% for the subway [7]. 

We analyzed the in-vehicle density from 9 p.m. to 9:20 p.m. and displayed 
segments with greater than or equal to 50% of the density on the map. Figure 7 
shows clearly that many segments with greater than 50% of the density are added 
after the restriction. In particular, Fig. 7b indicates that many condensed buses had 
to travel long distances along major roads. Given that the objective of the restriction 
is to refrain from gathering at night to reduce the probability of the spread of the 
virus, the condensed buses seem to bring about adverse results on the buses. Thus, 
policymakers should consider people’s behaviors before imposing restrictions.

3.6 Transit Demand Change Under Curfew in Montreal 

In Montreal, the curfew was conducted differently under the COVID-19 situation. 
The red zone means that the curfew started at 8 p.m. as a stricter control measure 
to lower the probability of virus transmission. During the orange zone period, the 
curfew started at 9:30 p.m. We analyzed the Transit app data, which measures demand 
for public transit based on millions of app opens [20]. In particular, we compared 
the proportion of app usage by time slots under the different curfew levels: the 
red or orange zones, to check whether the users changed their transit usage time. 
As discussed in Seoul’s case, the curfew affected late-night transit usage, so the 
proportion of app usage during the curfew hours was reduced from about 19 to 10% 
(red zone) and 13% (orange zone), respectively. 

Also, we analyzed weekly app usage proportions to find whether there was a 
curfew rush hour in Montreal. Figure 8 indicates the fluctuations of the app usage 
from 7 p.m. to 9 p.m. (before/after the curfew hour) under different curfew levels. On 
January 8 (before curfew), app usages for both hours were about 4.5%, respectively. 
However, during the red zone, the usage of the beginning of the curfew hour (8 
p.m.–9 p.m.) was reduced by—2.5%, whereas before curfew hour (7 p.m.–8 p.m.) 
maintained the proportion for 3 weeks and increased gradually up to 5.8% on March 
5. The difference in proportion for the two hours was diminished during the orange 
zone because 8 p.m.–9 p.m. was no longer affected by the curfew. We believe that a 
change in the app usage pattern could infer the transit user’s demand change against 
the restriction. Further data collection would be needed to determine exactly how 
users responded to the curfew around 8 p.m., which was the very beginning moment 
of the restriction.
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9) August 28 at 9 p.m. (Before curfew) 

b) September 11 at 9 p.m. (2 weeks after curfew) 

Fig. 7 Heat map: segments with greater than or equal to 25 passengers per bus in Seoul

4 Concluding Comments 

Many governments have conducted various restriction policies depending on their 
own situation to prevent the spread of COVID-19. The curfew restriction policy 
may discourage people from gathering and induce them to go home early. We found
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Fig. 8 Fluctuation of an hourly proportion of app usage under curfew level in Montreal

five meaningful transit users’ behavior against the restrictions from the smart card 
analysis. 

First, curfew policies mainly impacted nighttime transit demand, and most of the 
demand shifted before the curfew hour. The demand for all-day and morning time, 
from 5 a.m. to 1 p.m., showed a slight change from the curfew. However, the demand 
during curfew hours was reduced, whereas the demand for afternoon and evening was 
increased significantly. The amount of reduced and increased demand was similar 
enough to cancel each other, and the all-day demand was not affected by the curfew. 
Thus, we believe that most of the demand during curfew hours moved prior to the 
beginning of the curfew. 

Second, we found evidence of a curfew rush hour. People rushed to transit stations 
at the start of curfews due to the early closure of social establishments. It showed a 
sudden increase in demand (up to 30%) shifted from other hours. We call this curfew 
rush hour, and this sudden demand surge might lead to a more crowded in-vehicle 
density on buses. Government officials should consider the possibility of condensed 
transit demands during the hour prior before imposing any curfews in potentially 
new pandemic events. 

Third, people chose transit modes differently based on the preannounced infor-
mation. Due to the restriction on the frequency of bus services, subway mode shares 
increased by 2% compared to before restrictions. 

On top of that, the high density of social establishments could bring about transit 
demand concentration. The abruptly increased curfew rush hour demand emerged 
near the hot places. 

Lastly, concentrated transit demand in hot places caused crowded in-vehicle 
density on many buses, and the crowded conditions could endanger the passengers 
on buses. Accordingly, restrictions could exacerbate virus transmission contrary to
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expectations. We believe the deteriorated in-vehicle density as a result of the curfew 
policy which created a paradoxical situation. 

Our research suggests that policymakers and transit operators should take into 
account users’ reactions to restrictions. People could react adversely to policymakers’ 
expectations and sustain their nightlife until the beginning of restriction, even in the 
pandemic era. In particular, with those people’s propensity for reaction to restriction, 
the supply of some transit lines which pass through highly dense social establish-
ments should be maintained at a regular frequency. On the other hand, some areas 
with a low density of social establishments showed little transit demand during 
curfew rush hour. To provide additional service where needed, we could learn what 
TransLink did in 2020. TransLink reduced the service in the low-demand lines such 
as SeaBus and West Coast Express to increase the frequency of lines serving Down-
town Vancouver based on continuous monitoring of ridership fluctuation [19]. For 
these reasons, transportation experts need to implement their policy regarding transit 
supply carefully and flexibly. 

People’s recognition of the threat of the virus could vary considerably by indi-
vidual’s propensity or amount of information. Transit users may spontaneously abide 
by restrictions when they fear the possibility of being infected by the COVID-19 virus 
and drastically cut nighttime activities. If the majority of people feel the prevailing 
fear of the virus, curfew and reducing transit frequency restrictions could be effective 
and practical measures. However, as we deduced in Seoul’s case, people do not all 
consider the virus situation seriously and could be reluctant to reduce their nightlife. 
Future work will measure the fear index of the virus and establish optimal methods 
for operating transit to secure economic, flexible, and practical methods. Further-
more, this research could offer a better way of transit operations by considering the 
density of social establishments. 
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A Review of the Application of Hybrid 
Models in Flood Risk Assessment 
Methods 

Aditya Rebally, Caterina Valeo, Jianxun (Jennifer) He, and Saeid Saidi 

Abstract Transportation networks, which are vital to society’s function, are vulner-
able to extreme events like floods. Under the influence of climate change, the intensity 
and the frequency of these food events are increasing globally at an alarming rate. 
These events result in a series of flood impacts and associated cascading effects, which 
reduce the overall resilience of the road network. Flood risk assessment methods, 
which are applied to analyze these impacts are almost always associated with hybrid 
methods/models, which improvise the overall assessment methodology and impact 
quantification. The present article is a short review of the hybrid models like GIS-
based models, cellular automata, traffic simulation, and input–output models, which 
are the most applied in the flood assessment methods. Of these models, GIS-based 
models have wide range of applications and depict the impacts in spatial scale. The 
Calgary floods of 2013 is used to display the spatial impact and flood prone/risk 
areas. 

Keywords Transportation · Flood impacts · Resilience · Flood assessment models 

1 Introduction 

It is acknowledged that hydrometeorological disasters like floods cause devastating 
effects on infrastructure, nature, and on lives [29]. Transportation infrastructure, 
which is one of the critical infrastructures necessary for the regular functioning of 
the current society is affected and is vulnerable to extreme flooding events [28]. 
Climate change combined with the rapid urbanization, global population growth, 
and exploitation of nature resulted in increased frequency and magnitude of these 
events in the last decade, and is predicted to increase further in the coming years,
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Flood Impacts 

Direct Indirect Tangible Intangible 

Fig. 1 Flood impact classification [3] 

with Intergovernmental Panel on Climate Change (IPCC) claiming that the human 
interference in nature resulted in these events being almost unstoppable [23]. The 
flooding events when occur leave multiple impacts along their path on the infrastruc-
ture. These impacts can be classified in terms of physical characteristics of flood water 
contact as direct and indirect impacts [3]. Direct impacts refer to the flood impacts 
resulting from the physical contact of flood waters and indirect impacts refers to 
the flood impacts on infrastructure without any physical contact with flood waters 
[3]. In economic terms, it can be divided into tangible and intangible, with tangible 
referring to the impacts which can be computed, and intangible impacts refer to the 
impacts which are difficult to compute and to define [3]. A general classification of 
flood impacts is shown in Fig. 1. 

Apart from the physical and economic classification, flood impacts, which are 
dependent on spatio-temporal scale can also be defined in terms of spatial and 
temporal scales [22]. In general terms, flood impacts in temporal scale can be divided 
into short-term, medium-term, and long-term impacts. Short-term flood impacts refer 
to the impacts which occur during the flood period before the flood recovery phase 
and may occur with flood water contact. Medium-term impacts refer to the impacts 
which occur during the recovery phase, and with or without flood water contact. 
Long-term impacts refer to the impacts which occur post recovery phase with no 
flood water contact [5]. For these temporal scales, no specific timeline is defined, 
and the time scales are determined from case-to-case basis, based on the flood period 
and the recovery process. In spatial scale terms, the classification is carried out based 
on the scale of the flood impacts, i.e. community scale, urban scale, and regional 
scale [5]. With community scale referring to small-scale communities or specific 
areas with limited population, urban scale referring to an urban city with medium 
to large population densities, and regional scale refers to a state or a province and 
includes both the urban and community scale in it. A specific area is not assigned 
to the spatial scale as the area changes depending on space and time. A general 
schematic of the spatio-temporal classification is shown in Fig. 2.

These flood impacts are assessed through flood impact assessment methods which 
are classified primarily into probabilistic method, analytical method, fuzzy inference, 
graph theory, and empirical methods [8, 21]. A general schematic of flood assessment 
methods is shown in Fig. 3. Probabilistic method is applied to assess the performance 
of the transportation network by generating a probability density function through the 
application of historic climate data, transportation network data, etc. A probabilistic
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Fig. 2 Flood impact classification in spatio-temporal scales

approach assesses the impact by generating multiple flood scenarios by incorporating 
uncertainties to the assessment [13]. 

Analytical methods are generally applied to assess the flood impacts in economic 
terms. It divides the system into multiple short or separate entities to analyze the flood
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Fig. 3 General classification of flood impact assessment methods [16, 17, 20] 
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impacts quantitatively. During the flood event, much of the data can be missing or 
misinterpreted [32]. Fuzzy inference, which is being applied frequently from the last 
decade incorporates the uncertainties from the vague data and uses the ‘if-then’ fuzzy 
rules, etc. to generate a crisp value or fuzzy set value to the impact. Although the appli-
cation area is vast, the increase in rules might become complicated based on space 
and time [1, 19]. Graph theory, which represents the present transportation network 
can be depicted pictorially by dividing the network in the form of nodes and links, 
i.e. the junctions as nodes and the connecting roads or bridges as links. This allows 
for performing multitude of combinations for flood impacts thereby determining the 
resilience of infrastructure. But the interconnectivity of multiple infrastructures can 
be difficult to represent and analyze. Graph theory mostly uses statistical data of 
historical climate, road network, and/or digital terrain model information (DTM) 
[37]. Empirical methods are very much like probabilistic methods except in empir-
ical, apart from the historical climate datasets, non-conventional datasets like surveys, 
interviews, etc. are also applied which may result in misrepresentation of the flood 
impacts [30]. 

Apart from the above-mentioned classification, there are multiple models like 
input–output model, traffic model, hydrological models, GIS-based models, etc., 
which although are not part of flood impact assessment methods, are applicable 
to almost every other known flood impact assessment method [2, 7]. Because of 
their representation of transportation networks, these models can be combinedly 
represented as hybrid methods. 

These flood assessment methods are utilized to generate flood scenarios and 
provide an optimal form of results to increase the overall resilience of infrastructure 
and/or region. Resilience in terms of flood is defined as the ability of the infras-
tructure to retain its basic functionality during the extreme hazard event and return 
to its original functionality before the event with minimal external interference [3, 
15]. In addition, these flood risk assessment methods can integrate multiple aspects 
of socio-economic, natural sciences, etc., to generate a complex decision-making 
process to increase the resilience, which can result in reduced flood impacts, deter 
the aftereffects of floods, etc. For this, flood modelling is one of the essential tools 
which helps in developing policies required for flood risk management and mitiga-
tion [31]. Hazard determination, vulnerability analysis, and risk determination are 
few of the basic steps carried out for a flood risk analysis [8]. A general flood risk 
assessment process is carried out in multiple steps, depicted as: event identification, 
assessment, impact estimation, risk evaluation, and flood risk assessment. A general 
flood risk assessment methodology needs to assess the flood impacts at multiple 
spatio-temporal scales. 

The present article is a review of hybrid methods of the flood assessment method-
ology and provides an application of the applied model for the 2013 floods in the 
city of Calgary by using the existing GIS data and imagery from City of Calgary 
[9]. Section 2 provides a brief introduction to the hybrid models, followed by its 
application in the present flood assessment process. Section 3 provides a glimpse 
of the 2013 Calgary floods and the analysis done by using the hybrid models and a 
short discussion on how the direct and indirect impacts are classified.



A Review of the Application of Hybrid Models in Flood Risk … 775

2 Flood Impact Assessment Methods 

Hybrid methods/models are a cluster of models which are applied as part of the 
flood assessment methodology to generate multiple scenarios to analyze the effects 
of the flood on the infrastructures. These hybrid models, which operate on mathe-
matical complexities are referred to as simple models which can provide reasonable 
hypothesis/output with available data, with the results depending on the quality of 
data applied [27]. Based on this, multiple models have been built and applied to 
flood assessment methods. The most applied models in the hybrid methodology are 
GIS-based models, input–output models, cellular automata models, traffic simula-
tion models, hydrological models, etc. These models, even with limited data available 
have been useful in mapping the flood impact models [12, 27]. The present section 
provides an introduction for these models. 

2.1 Input–Output Model 

Input–output models are one of the tools used for the economic footprint assessment 
following an extreme event like flood. It uses the statistical information of goods and 
services among multiple industries to generate an assessment, i.e. by utilization of 
the relations between consumers and producers [34, 36]. By using these relations, it 
can also assess the indirect economic impacts of the event. A general IO model can be 
divided into three sub steps: the input matrix which shows the cost of inputs, the output 
matrix which indicates and links the goods and services by each sector/industry, and 
finally the goods which are available for consumption which is represented as the final 
demand matrix [34, 36]. Regarding the application of IO model to transportation, 
it can be combined with the traffic scenarios to generate the start and end point of 
destination to assess the economic loss in terms of the time lost due to the interactions. 
These models can also be applicable for quantifying the cascading effects on the 
infrastructure/industry [17]. The IO model applied in Kinshasa to assess the flood 
effects on the urban transport and its accessibility can be a prime example for this case. 
The impacts are quantified by using the time lost during transit, traffic congestion, 
transit loss due to road conditions, etc. [10] 

2.2 GIS-Based Models 

Flood impact analysis developed by using the GIS models helps to visualize the 
flooding and its respective impacts on the infrastructures by using the available 
data sets like flood depth, climate change, elevation data, etc. [11]. GIS models 
also use ground surveys, aerial observation, etc. to generate the flood maps. The 
primary advantage of these GIS models is its ability to visualize the flooding extent
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and generate a possible future flood scenario and the flood impacts on respective 
infrastructure [2]. GIS models in comparison with traditional mapping can merge 
multiple spatial datasets along with qualitative and quantitative assessment, based 
on which numerical assessments are carried out in a systematic way to generate the 
necessary flood maps. Apart from these, the flood risk maps generated through the 
GIS model can identify the links which are most vulnerable to the present and future 
flooding and can aid in the decision-making process to improve the resilience of the 
infrastructure [6, 38]. Although GIS models have wide applicability, the process can 
be time consuming, with increase in spatial context and with data limitations in those 
cases [14, 25]. 

An example for the GIS modelling approach can be the 2013 Calgary flood, which 
is one of the most devastating extreme events of the province which resulted in a net 
loss of $ 6 billion in the form of insurance, infrastructure damage, and repairs [18]. 
Multiple assessments were carried out for this flood, but almost every assessment 
carried out had a GIS model representation incorporated into it. Figure 4 provides a 
spatial scale representation of the flood affected areas and the potential flood zones. 
The spatial representation from the GIS mapping can potentially help in the flood 
risk management and the decision main process to increase the overall resilience 
of the vulnerable structures, herby decreasing the impacts from the future extreme 
events.

2.3 Traffic Simulation Model 

A general evacuation strategy/route depends on multitude of factors like warning and 
response time, evacuation routes, traffic flow, and other external conditions [33]. Due 
to these multiple factors influencing the traffic flow, and with the added complexity 
of the flooding event and its aftermath, traffic simulation models can be said to be 
indispensable for the analysis and evacuation planning [4, 26]. Traffic simulation 
models are one of the primary tools w.r.t evacuation planning following an extreme 
vent like flood. It is generally applied with other flood assessment methods mentioned 
above to determine the congestion of the transportation network during the flood 
event, thereby assessing the flood impacts [4, 26]. These traffic simulation models 
can provide an insight into the possible time to start evacuation, and possible routes 
for emergency services during the flooding event [4, 33]. With increased demand for 
transportation combined with limited network capacity, the traffic simulation models 
need to be robust enough to accommodate and test multiple emergency situations, 
taking into consideration multiple modes of transport [4].
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Fig. 4 Spatial representation comparison map of 2013 Calgary flood and a one in eight-year return 
period flood extent in GIS modelling (Data retrieved from city of Calgary open data portal website 
[9, 24])
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2.4 Cellular Automata Models 

Cellular automata models are those where one can explore how local actions generate 
global actions through specific rules [12, 16]. These models divide the flood domain 
into finite number of grids, with each grid having a defined number of states. The 
evolution of flooding in spatio-temporal scale is translated into rules, which update the 
state of each cell based on the state of the surrounding neighbour cells and updating 
the cell continuously with each time step [12]. These CA models, which form an 
alternative grid-based simulation framework can express complex flow dynamics of 
spatial patterns, which are difficult to represent through mathematical terms [16]. 
These models generally use manning equation to calculate the intercellular flux rates 
with multiple time step variations which are comparatively faster than the urban 
inundation model used in flood assessment [35]. But the downsize of the models 
based on CA is that the time steps are dependent on the size of the cells. With smaller 
cell size, the time step needs to be reduced quadratically for numerical stability, which 
in turn decreases its computational resolution of the grids [12]. 

3 Discussion 

One of the factors which should not be disregarded in flood model review is the formu-
lations, which enhance the functionality of the flood model. An optimal flood model 
needs to represent the external spatial factors like slope, gravity, mass, momentum, 
etc., as a function of hydraulic processes with simplicity. But due to the limitations in 
data availability and the complexities involved in dynamic representation of multiple 
factors in the model, makes the applicability of these models in limited context. 
Among the flood models, the CA-based models, and GIS-based models are applied 
frequently in the urban flooding’s due to its representation of the spatial context, but 
the accuracy is dependent on the quality of data available for the event. Even with 
these computational and data limitations, flood modelling is still the primary aspect 
of flood risk management. The data limitations may give rise to uncertainties or errors 
in the modelling, which can undermine or overestimate the expected results. These 
uncertainties, which account for variations in real world and model predictions are 
needed in assessing the level of reliability of the model. 

In flood modelling, estimation of the uncertainties which arise from the model, 
input parameters and data, can be considered a crucial step in understanding the 
functionality of the flood modelling and their application in flood risk management. 
This may provide an estimation of up to what extent the models can be applied to other 
significant geographical locations with the same kind of data availability and scale. 
Apart from the uncertainty analysis carried out with flood modelling, the sensitivity 
analysis which helps in understanding the performance of the model can predict the 
effects of the input variables on the variations depicted in the model predictions and
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the real scenarios. But limitations in the sensitivity analysis can lead to ambiguous 
results, which fail to reproduce the actual model behaviour [36]. 

The traffic simulation models, although can provide a near accurate assessment 
for the purpose of evacuation and emergency services during the flood and post-
flood period, it suffers from data limitations as the data during the flood and post 
flood till the recovery phase may not be reliable or may even have gaps in them. 
Although multiple models and methods exist which incorporate multiple parameters 
in spatial scale, most of the models do not depict the temporal scale or the temporal 
parameters of the flood extent. This can also be viewed from the 2013 Calgary flood 
map in Fig.  4, where the map shows the flood extent with multiple return periods 
and the flood zone areas, but the depiction of the same flood maps with varying time 
post flood is complicated and cannot be achieved without the combination of other 
existing methods like graph theory, fuzzy logic, etc. 

4 Conclusion 

Flood, which have multiple effects on transportation in the form of physical and 
economic consequences are assessed by using the flood risk assessment methodolo-
gies. Among these methodologies, the hybrid methods which are a cluster of models 
form a core part of the flood risk assessment and management, and are applied to 
represent the flood effects by using the applicable data. These models predict the 
flood extent with near accuracy in spatial scale have uncertainties resulting from the 
data applicability. But the applicability and prediction capability of these models in 
spatial scale is limited and can only be achieved by combining these models with 
other applicable flood risk assessment methodologies. 
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Assessing Risk of Climate Change 
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Approach 
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Abstract Addressing the impact of climate change on transportation infrastructure 
is one of the global challenges of this century. The impacts of climate change are 
visible across the globe and have been growing progressively worse over the last 
50 years. The climate in North America will continue changing during the twenty-
first century; current predictive models indicate that the mean annual temperature 
will rise by between 1 and 5.5 °C. Annual precipitation is likely to increase by up to 
5% in most Canadian regions, while the intensity of daily precipitation and the prob-
ability of extreme precipitation intensities may increase across the entire country. 
Mean annual and extreme wind speeds are expected to increase and the sea level in 
some areas is likely to rise by up to 0.9 m by the end of the century. These changes 
create an environment of uncertainty when assessing the risk of climate change on 
existing bridge structures. In collaboration with the National Research Council, this 
is ongoing research which requires much effort in assessing the risk and developing 
a tool for engineers to assess existing bridges. A risk assessment tool is developed 
to equip practicing engineers and decision-makers with the challenging task of eval-
uating bridges structurally while considering the impact on socioeconomics. The 
presented protocol incorporates projected temperature values based on representa-
tive concentration model 6.0 (RCP 6.0) as outlined by the Intergovernmental Panel 
on Climate Change (IPCC). The methodology developed evaluates the impact of 
projected temperature on a given bridge both structurally and socioeconomically. 
This tool allows decision-makers to evaluate a portfolio of bridges to determine the 
level of risk and provides input toward prioritization of intervention projects and, 
therefore, resource allocation. The methodology is a systematic multidisciplinary 
approach that can be applied to assess existing bridges considering climate change.

S. Altamimi (B) · L. Fang 
Department of Mechanical and Industrial Engineering, Ryerson University, Toronto, ON, Canada 
e-mail: saltamim@ryerson.ca 

L. Amleh 
Department of Civil Engineering, Ryerson University, Toronto, ON, Canada 

© Canadian Society for Civil Engineering 2024 
R. Gupta et al. (eds.), Proceedings of the Canadian Society of Civil Engineering Annual 
Conference 2022, Lecture Notes in Civil Engineering 359, 
https://doi.org/10.1007/978-3-031-34027-7_52 

783

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34027-7_52&domain=pdf
mailto:saltamim@ryerson.ca
https://doi.org/10.1007/978-3-031-34027-7_52


784 S. Altamimi et al.

Keywords Risk assessment · Impact of climate change · Structural impact ·
Socioeconomic impact 

1 Introduction 

In 2021, the Intergovernmental Panel for Climate Change (IPCC) published that we 
continue to experience unprecedented changes to Earth’s climate in every region 
across all climatic systems and these changes have been visible across the globe 
and progressively worsened over the last 50 years [1]. These changes include rising 
sea levels and increasing global surface temperature. Current predictive models, 
including those by IPCC, indicate that the mean annual temperature will rise by 
between 1 and 5.5 °C along with increasing wind speeds and sea level. For some 
areas, the sea level is projected to rise by up to 0.9 m by the end of the century. 
For most Canadian regions, annual precipitation is forecasted to increase by up to 
5%. Extreme precipitation is expected to be intensified. Recent news reports have 
highlighted many of these events such as flash floods, wildfires and other climatic 
disasters. Some have made major headlines and interrupted many facets of everyday 
essentials such as British Columbia’s record rainfall in November 2021. 

These extreme events created unknown level of risk and many challenges for 
practitioners assessing the health of bridge infrastructure [2]. These risks create 
challenges in managing the existing portfolio of bridge infrastructure and considering 
the impact when planning for future infrastructure. There is a need to create a protocol 
to determine the impact of projected climatic data, specifically temperature, on bridge 
structural integrity as well as the impact on socioeconomics factors. This paper 
presents a protocol that can be applied in practice by practitioners to evaluate the 
risk of projected temperature value of IPCC model, which then is applied through 
an interdisciplinary approach to assess the structural and socioeconomic impact of 
projected climate change temperatures. The protocol is applied to a case study in 
London, Ontario to demonstrate its application and usability. 

2 Background 

Infrastructure is vulnerable to the uncertainty of climate change. Palu and Mahmoud 
[3] found that there will be a continuous reduction in bridge capacity as the climate 
warms if no intervention is conducted. Thermal stresses are impacted by the projected 
increase in temperature, which, according to IPCC models, is determined to continue 
to increase at an unprecedented rate [4]. As stated by Croce et al. [5], “The frequency 
of extreme events is continuously evolving, and changes are likely to continue in the 
future.” Climate change will continue to create extreme and frequent climatic events 
that will need to be considered when assessing the health and safety of existing 
infrastructure in general and bridges in specific.
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The 2016 Canadian infrastructure report card (a report by Canadian construction 
associations and the Federation of Canadian Municipalities (FCM)) found that 26% 
of the Canadian bridge inventory was rated fair and less [6], and these are the rating 
of the current portfolio of bridges without the implication of projected climatic data. 
Bridges and highways are essential for infrastructural assets that connect commu-
nities and are critical to healthy economies. Bridges are particularly vulnerable to 
extreme climate changes. 

A major challenge for policy and decision-makers in planning infrastructure 
programs is assessing and minimizing the risk and impacts of climate change. One 
effective way to do this is to ensure that climate change adaptation is considered 
part of standards, code specifications, existing management, and decision-making 
processes [7]. There are significant economic implications for bridge vulnerabilities 
due to climate change. Studies have shown that by the year 2100, it will be less 
expensive to improve the condition of bridges in early stages of design rather than 
to respond to a negative impact (or catastrophic event) on a bridge infrastructure 
[8]. Climate change has both direct and indirect effects on structural assets. It can 
also impact the socioeconomic health of any community or jurisdiction. Addressing 
the impact of climate change on bridge assets is critical to the sustainability of our 
economy, and therefore, creating a protocol to assess the risk due to projected temper-
ature on existing bridge structure is important and a challenging task which this paper 
will propose a methodology to address. 

3 Protocol  

IPCC’s sixth assessment report concluded a high degree possibility of increased 
global warming level of 1.5 °C over the next ten years. IPCC has developed four 
projections of climate change scenarios (representative concentration pathways, 
RCPs) ranging from a very high temperature increase (RCP 8.5) through to a very 
low increase (RCP 2.6): RCP 8.5, RCP 6.0, RCP 4.5 and RCP 2.6. The impact of 
these projected values on structural integrity is an important area of research that may 
change design code [9]. The impact of climate change is experienced significantly 
in higher-latitude jurisdictions such as Canada [10]. 

A risk assessment protocol was developed to evaluate the risk of climate change on 
the existing bridge structure considering projected RCP 6.0 temperature values. The 
protocol assesses the risk based on structural integrity, by evaluating utilization factor, 
and socioeconomic impact. The protocol provides an approach that practitioners can 
apply to identify risk factors and inform decision-makers on the next steps. Figure 1 
shows a schematic diagram of the assessment protocol to conduct a risk assessment on 
an existing bridge structure considering projected temperature values. The protocol 
is applied to a case study presented in the next section.
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Step 1: Selecting a bridge 

Step 2: Disassembling the 

bridge to components 

Step 3: Calculating utilization 

ratio with projected 

temperature 

Step 4: Identifying severity 

factor 

Step 5: Calculating overall 

risk 

Step 4a: Calculating 

governing utilization ratio 

Step 4b: Evaluating 

socioeconomic impact 

Fig. 1 Schematic of risk assessment protocol 

4 Case Study 

The described methodology was applied to a case study to determine the impact of 
climate change, specifically temperature projections, on the structural integrity and 
socioeconomic impact of an existing bridge. 

4.1 Selecting a Bridge 

The Westminster Drive Underpass, located in London, Ontario, as shown in Fig. 2, 
was selected because of its age and condition. A case study by D’Andrea et al. [11] 
described the Westminster Drive Underpass original bridge with a 28.8 m single-span 
rigid frame bridge, constructed in 1959, comprising three variable depth reinforced 
concrete box girders. This flyover structure merged two lanes of Westminster Drive 
over four lanes of Highway 401 traffic. The abutments were situated adjacent to the 
highway shoulders, within the clear zone, and would not allow for the widening of the 
highway. D’Andrea et al. [11] further explained that the Ontario Ministry of Trans-
portation (MTO) identified approximately 40 bridges on Highway 401, primarily



Assessing Risk of Climate Change on Existing Canadian Bridge … 787

Fig. 2 Westminster Drive underpass bridge [12] 

underpasses, that needed to be replaced in the next 20 years to support the highway. 
Even though Westminster Drive itself might not have been critical to the surrounding 
area traffic flow, the underpass was critical to the function of Highway 401. The 
spans for the new structure will need to accommodate future highway widening by 
providing full clear zones for an ultimate 8-lane configuration of Highway 401 [11]. 

In the case study of D’Andrea et al. [11], the replacement was constructed using 
the get-in-get-out (GiGo) bridge concept. The new structure consisted of a two-span 
continuous integral abutment bridge with 29.8 m each. This configuration required 
the pier to be situated in the median. This reference bridge was selected to demonstrate 
the use of the protocol assessment model on the original bridge design and then again 
on the replacement structure. 

4.2 Disassembling the Bridge to All Systems and Components 

Each of the London underpass bridge components is disassembled into its elements, 
and the impact of temperature on its functionality is identified, as illustrated in Table 
1.



788 S. Altamimi et al.

Table 1 Disassembling of the bridge into components 

# System Sub-item # Components Critical to structure 
integrity? (Y/N) 

Impacted by 
climate? (Y/N) 

1 Superstructure 1.1 Cast-in-place 
slab 

Y Y 

1.2 Girders Y Y 

2 Substructure 2.1 Abutment N N 

2.2 Pier (Columns) 
In this case it is 
pile 

Y Y 

3 Non-structure 3.1 Joints N N 

3.2 Drainage system N Y—Indirect 

4.3 Calculating Utilization Ratio 

This step involves the calculation of the utilization factor (also known as utilization 
ratio, U/R) for each component based on design temperature (per code) and projected 
temperature (based on RCP 6.0). The utilization factor is the ratio between actual 
performance value and maximum allowable capacity. Therefore, it is: 

• Utilization factor of a bridge = performance value/maximum allowable capacity, 
• To calculate the bridge U/R, the U/R ratio of each component of the bridge must 

be calculated, and 
• The governing U/R value is the highest across all the components, indicating the 

highest probability of failure. 

The utilization factor for each component using the design temperature and 
projected temperature values considering climate change model RCP 6.0 is calcu-
lated. For the original London underpass reference bridge (one-span bridge), Table 
2 shows the utilization factors calculated for the components [13]. 

Table 2 Utilization factor of Westminster reference bridge* [13] 

Response Capacity Load combination 

1 2 

UF UF UF UF 

DT PT (2050) PT (2100) 

Girder positive moment 13,740 kN·m 0.77 0.837 0.85 0.86 

Girder shear 4933 kN 0.29 0.29 0.29 0.29 

Pile moment 502 kN·m 0.72 0.97 0.99 1 

Pile shear 4800 kN 0.075 0.1 0.11 0.12 

*DT: design temperature; PT: projected temperature (based on RCP 6.0 models); and UF: Utilization 
factor
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Table 3 Utilization factor of Westminster reference bridge [13] 

# System Sub-item # Components Critical to 
structure 
integrity? (Y/ 
N) 

Impacted by 
climate? (Y/ 
N) 

Utilization 
factor 

1 Superstructure 1.1 Cast-in-place 
slab 

Y Y Non relevant 

1.2 Girders Y Y Moment: LC 
PT (2100): 
0.86 
Shear: LC 
PT (2100): 
0.29 

2 Substructure 2.1 Abutment N N Non relevant 

2.2 Pier 
(Columns) 
In this case it 
is pile 

Y Y Moment: LC 
PT (2100): 
1.00 
Shear: LC PT  
(2100): 0.12 

3 Non-structure 3.1 Joints N N Non relevant 
UF as the 
impact is 
indirect 

3.2 Drainage 
system 

N Y—Indirect Non relevant 
UF as the 
impact is 
indirect 

The original Westminster Drive Underpass 1-span bridge (original bridge) 
capacity was calculated using the 300 MPa for steel yield strength and 20 MPa 
for concrete compressive strength. From Table 2, the load combination utilization 
factor is most relevant because of the impact of temperature factor based on design 
and projected climate change. More specifically, the projected temperature (PT) for 
the year 2100 will be used to determine the impact of climate change on the overall 
bridge infrastructure risk, as shown Table 3. 

4.4 Identifying Severity Factor 

The severity factor is calculated by determining (1) governing utilization factor and 
(2) socioeconomic impact. Once the severity factor is determined, the risk can be 
calculated.
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4.4.1 Determining the Governing Utilization Factor 

The governing utilization factor as an input to the assessment protocol is obtained 
from Table 3. The following utilization factors were calculated for the Westminster 
Drive Underpass original 1-span bridge. These results [13] were used to determine 
the maximum utilization factors: 

• For the superstructure, the UF for the moment was 0.86, and the UF for the shear 
was 0.29. The higher utilization factor of 0.86 was used. 

• For the substructure, the UF for the moment was 1.00, and the UF for the shear 
was 0.12. The higher utilization factor of 1.00 was used. 

• For the non-structure, there was no UF calculated, and the impact was considered 
on an indirect basis only. 

From the calculated utilization factors, the maximum utilization level is selected 
to be the overall governing utilization factor for the original 1-span Westminster 
Drive Underpass bridge. Therefore, the input to the protocol will be 1.00 calculated 
based on the projected temperature (in the year 2100) because of the impact on the 
flexure moment capacity on the substructure, i.e., UF PT(2100). 

4.4.2 Assessing the Socioeconomic Impact 

The assessment protocol outlines the following criteria: 

• How long and how significant was the interruption to do the re-work? From the 
MTO reports, the work required complete rehabilitation and re-building of the 
underpass. This was a significant out-of-service-time for more than ten days. 
However, it was also clear that the underpass re-build was performed to support 
the future expansion of Highway 401. It was necessary to support the future needs 
of the surrounding community infrastructure; however, the rehabilitation re-work 
did not stop services and goods from reaching the area as there are alternate routes 
to access the community. 

• How much impact did it have on the surrounding ecosystem? There were no reports 
of damage to the surrounding ecosystem, either temporarily or permanently. 

• How significant was the interruption to do the re-work? Even though the re-build 
was done using the GiGo method, it did interrupt the current underpass; however, 
other alternative means of access were available to the community. 

Therefore, based on the scoring criteria, summarized in Table 4, a score of 2 
was achieved on the socioeconomic factor, resulting in a medium impact score. The 
factors that resulted in a score of 2 are: 

• Time-out-of-service ≥ 10 days, 
• Major interruption to service with high cost for the workaround, 
• Alternative structures are available, 
• Non-permanent damage to the surrounding ecosystem, and
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• Partial re-build of structure is required. 

Similarly, a score of 3 was achieved for the utilization factor, due to a U/R score 
of 1.00 calculated above, resulting in a high impact on this factor. 

Table 4 Severity factor 

Socioeconomic factor Rating 
(A) 

Utilization factor Rating 
(B) 

Complete termination of service 
for undefined time period 
Time-out-of-service ≥ 10 days 
Significant damage to 
surrounding ecosystem that have 
a permanent impact 
Complete re-build of structure is 
required 

High (3) Totally and permanent damage to the 
system and fails to satisfy design limit 
Utilization factor ≥ 100% 

High (3) 

Major interruption to service 
with significant cost for work 
around 
Time-out-of-service < 10 days 
Alternative structures are 
available 
None-permanent damage to 
surrounding ecosystem 
Partial re-build of structure is 
required 

Medium 
(2) 

Significantly reduces the effectiveness 
of the system such that it would fail 
to satisfy the design requirements. 
However, the system would still 
operate 
90% ≤ Utilization factor < 100% 

Medium 
(2) 

Some interruption to service 
with workaround options 
available 
Little damage to surrounding 
ecosystem that can be cleaned up 
No re-build of structure is 
required 
No Time-out-of-service 

Low (1) Reduces effectiveness, design 
requirements would still be satisfied 
Utilization factor < 90% 

Low (1)
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4.5 Calculating the Risk 

In this step, the overall risk due to climate change is calculated as follows: 

Risk = Severity Factor × Occurrence of Failure (1) 

Because the original Westminster Drive Underpass bridge was already determined 
to be replaced based on age and condition, the assessment would be a high score 
on the occurrence of failure. The completed assessment is shown in Table 5, which 
gives an overall rating of 8. This result confirms that the Westminster Drive Under-
pass is in the critical risk level category. This result was determined based on the 
projected temperature (2100) on load combination 2 of the original Westminster 
Drive Underpass bridge (1-span) on the substructure (pile).

4.6 Discussion on Case Study 

As the assessment protocol concluded a high-risk rating score of 8 for the original 
1-span bridge, the Westminster Drive Underpass bridge would be classified as crit-
ical for re-building. Further analysis was conducted on the re-build of the 2-span 
underpass bridge, and the following utilization factors were determined, as shown 
in Table 6. The utilization factor decreased significantly on the pile moment from 
1.00 to 0.8, which was used in the protocol for the 1-span bridge. When the new 
bridge was re-assessed using the presented protocol, the new 2-span bridge received 
a score of 6 (reduction of 2 points from the original 1-span bridge). This confirmed a 
lower risk level and ensured that the re-build of the bridge was effective. This further 
demonstrates that the model effectively predicted the need to intervene due to the 
critical level of integrity of the original 1-span bridge.

5 Summary 

This paper presented a multidisciplinary approach to assessing climate change risk 
on existing bridge structures. The methodology is applied to a case study to demon-
strate the application and ease of adaption in practice to provide a tool to practitioners. 
Further, in collaboration with the National Research Council of Canada, this method-
ology informs the impact of climate change on future design code requirements when 
considering projected climatic data as presented in RCP 6.0 models.
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Table 6 Utilization factor for 2-span bridge 

Response Capacity Load combination 

1 2 

UF UF UF UF 

DT PT (2050) PT (2100) 

Girder positive moment 17,950 kN·m 0.28 0.42 0.43 0.44 

Girder negative moment 13,420 kN·m 0.56 0.67 0.7 0.72 

Girder shear 5750 kN 0.28 0.3 0.305 0.31 

Pile moment 574 kN·m 0.46 0.72 0.77 0.81 

Pile shear 4800 kN 0.06 0.12 0.125 0.13 

*350 MPa for steel yield strength and 30 MPa for concrete compressive strength
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Abstract The re-utilization of construction and demolition wastes (CDWs) in 
the emerging geopolymer technology has been recognized as an environmentally 
friendly solution for tackling the ecological challenges caused by the increased 
landfilling of CDWs and sustainability issues of Portland Cement (PC) produc-
tion. Geopolymers are synthesized as a result of intricate chemical interactions 
between aluminosilicate-based precursors and highly alkaline solutions resulting in 
the production of amorphous inorganic geopolymers possessing three-dimensional 
cross-linked networks of Si–O–Al and Si–O–Si bonds. The aim of this study is to 
investigate the effect of incorporating different types of aggregates including recy-
cled concrete aggregates sand (RAS), silica sand (SS) and natural sand (NS) on the 
rheological properties of geopolymer mortars (GPM) prepared from CDW-materials 
comprising a combined powder mixture of recycled clay brick (RCB), recycled 
ceramic tile (RCT) and recycled concrete (RCW) wastes as silico-aluminate binders. 
Yield stress, viscosity and shear stress were tested at 100% of RAS, SS and NS 
contents in GPMs prepared with sodium silicate and sodium hydroxide solutions 
as alkaline reagents and predefined chemical design factors of SiO2/Al2O3, Na2O/ 
SiO2, H2O/Na2O and water-to-binder (W/B) ratios. The correlation between the 
rheological properties of GPMs and the predefined design parameters was consid-
ered. The highest yield stress and viscosity were obtained at medium SiO2/Al2O3 

molar ratio of 5.6 for all three GPM systems, while further increase in silicate species 
caused reduced stresses and viscosities. Comparable shear thinning behavior, higher 
viscosity and accelerated polycondensation properties were observed with increased 
RAS amounts compared to SS and NS.
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1 Introduction 

The generation of construction and demolition wastes (CDWs) has been steadily 
increasing worldwide owing to intensified infrastructure activities and urbanization 
as rural areas are increasingly integrated into urban zones. An estimated 7–10 billion 
tons of CDWs are generated globally every year accounting for about one-third of 
the total global solid waste streams [24]. CDWs in Canada constitute up to 40% of 
solid waste streams, of which only 20% is recycled [28], though developing countries 
recycle less than 5% of the produced CDWs; more than 85% of CDWs ends up in 
landfills and unlicensed waste sites [25] causing substantial ecological, economic 
and health concerns. Recycled clay brick (RCB), recycled ceramic tile (RCT) and 
recycled concrete (RCW) wastes constitute more than 90% of CDWs [22]. RCW 
is of greater importance, given the fact that it accounts for almost 40–50% of total 
CDWs output [3, 17]. Meanwhile, the construction sector contributes significantly to 
global warming and greenhouse gas (GHG) emissions; it also consumes substantial 
amounts of natural resources, consuming approximately 9 billion tons of aggregates 
and 5 billion tons of Portland Cement (PC) [20] amounting to 626 kg of PC per capita, 
which is projected to increase by 4% annually accumulating to more than 200% by 
2050 [16, 26]. PC production is an energy-intensive process, approximately 4 GJ of 
energy and 1.5 tons of raw materials are consumed to produce 1 ton of PC, in fact 
the PC industry is responsible for around 8–15% of global anthropogenic CO2 emis-
sions [21]. In the coming years, the combined effects of increased PC production 
and excess CDWs will exacerbate CO2 emissions and global warming potential of 
the concrete industry. Hence, recent efforts to reduce global warming emissions and 
mitigate climate change are leading to innovative research trends that explore alterna-
tives to PC-based concrete and recycling of CDWs in circular economy. Geopolymers 
have emerged as the most promising sustainable alternative to PC due to their low 
CO2 footprint and energy requirements. Geopolymer production can reduce CO2 

emissions by up to 80% while requiring 60% less energy than PC [16]. Geopoly-
mers or inorganic Polysialates are produced from aluminosilicate precursor mate-
rials possessing amorphous to semi-crystalline microstructures [7]. Silico-aluminates 
from solid precursor sources chemically react with alkaline hydroxide and silicates 
to form a three-dimensional (3D) alkali aluminosilicate network, in which silica and 
alumina tetrahedrals are connected by covalent Al–O–Al, Si–O–Al and Si–O–Si 
bonds. 

Researchers have conducted extensive research on geopolymeric materials in 
recent years, which has helped improve our understanding of the geopolymerization 
process. Indeed, chemical parameters such as SiO2/Al2O3, Na2O/SiO2 (or Na2O/ 
Al2O3), SiO2/Na2O, H2O/Na2O, Na2O% and liquids-to-solids (W/B) ratios have 
been employed for the design and optimization of mechanical and microstructural
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properties of various types of geopolymeric materials [11–14, 16]. Nonetheless, 
the rheological properties of geopolymers incorporating CDWs both as binders and 
aggregates are rarely explored in the current literature, indeed research studies on the 
assessment of the influence of chemical parameters such as SiO2/Al2O3, Na2O/SiO2, 
SiO2/Na2O, H2O/Na and W/B ratios on the rheological characteristics of CDW-based 
geopolymers are non-existent. Rheology can characterize the flow of freshly mixed 
materials including workability loss, pumpability and compaction under varying 
shear rates and stresses. Metakaolin-based geopolymer pastes have been character-
ized as Newtonian fluids, where viscosity is controlled by the suspending alkaline 
silicate solution, rather than by the direct colloidal contact between the precursor 
particles [9]. Yet, other researchers have demonstrated that geopolymers are in fact 
suspended liquid–solid dispersion systems and reported the influential effects of 
interparticle colloidal and inertial contacts as well as viscous interaction between 
particles and alkaline reagents on the rheological properties of geopolymers [4, 6]. 
Indeed, Sitarz et al. [23] showed that geopolymer mortars (GPMs) are non-Newtonian 
pseudoplastic suspension systems demonstrating shear thinning behavior. Thus, the 
composition of alkaline reagents as well as the solubility of the elemental oxides in 
precursors play a significant role in determining the rheological properties of fresh 
GPMs. Accordingly, investigation of the influence of chemical design parameters 
such as SiO2/Al2O3, Na2O/SiO2, SiO2/Na2O, H2O/Na and W/B ratios could provide 
vital information about the rheological properties of CDW-based GPMs. 

Therefore, this study investigated the correlation between predefined SiO2/Al2O3, 
Na2O/SiO2, H2O/Na and W/B ratios and the type of fine aggregates on the fresh state 
rheological properties including plastic viscosity, shear stress, yield stress and stress– 
strain relationship of CDW-based GPMs. An algorithmic mixture design procedure 
of specific precursor percentages, SiO2/Al2O3 and Na2O/SiO2 ratios was employed 
to develop geopolymer mortar systems comprised of recycled clay brick (RCB), 
recycled ceramic tile (RCT) and recycled concrete (RCW) wastes and metakaolin 
(MK) as silico-aluminate binders in binary, ternary and quaternary arrangements 
with 100% recycled aggregate sand (RAS), silica sand (SS) and natural sand (NS) 
as fine aggregates. 

2 Experimental Work 

2.1 Materials 

CDW-based materials including recycled clay brick (RCB), recycled ceramic tile 
(RCT) and recycled concrete (RCW) wastes were used as silico-aluminate binders 
along with metakaolin (MK) as supplementary cementitious material (SCM) while 
recycled aggregate sand (RAS), silica sand and natural sand (NS) were used as fine 
aggregates. The CDW-based materials were obtained from a CDW sorting site in 
Toronto, Canada. The raw CDWs were crushed, pulverized and sieved on a 75 µm
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sieve while RAS was obtained using a jaw crusher to conform to grading requirement 
of [2] while the median particle sizes for precursor powders were determined to be 
19.9, 15.5, 15.1 and 4.5 µm, respectively, as shown in Fig. 1. The chemical composi-
tions of RCB, RCT and RCW precursors as determined by X-ray fluorescence (XRF) 
are presented in Table 1. The specific gravities RCB, RCT, RCW and MK precursor 
powders were measured as 2.69, 2.87, 2.71 and 2.40 g/cm3, respectively, conforming 
to [1]. The alkaline reagents utilized in this study were sodium silicate and sodium 
hydroxide. Sodium silicate was industrial grade reagent solution with 28.7 wt.% 
SiO2 and 8.9 wt.% Na2O and silica modulus of 3.22, while NaOH pellets were with 
97% purity before being dissolved in distilled water. ViscoCrete 1000 was utilized 
as a high range water reducing admixture (HRWRA), a polycarboxylate-based SP 
produced by Sika with an approximate solid concentration of 40% and a specific 
gravity of 1.06 g/cm3 to produce high plasticity and enhance slump retention. 

Fig. 1 Particle size distributions of RCB, RCT, RCW and MK precursors and RAS, SS and NS 
fine aggregates 

Table 1 Elemental oxide compositions (wt.%) of RCB, RCT, RCW and MK by XRF analysis 

Chemical 
component 

SiO2 Al2O3 Fe2O3 MgO CaO Na2O K2O Loss on 
ignition 
(LOI) 

Specific 
gravity 
(g/cm3) 

RCB 60.31 15.61 7.72 3.05 5.6 0.56 4.48 0.41 2.69 

RCT 61.22 10.33 1.01 17.63 6.01 0.27 0.75 0.3 2.87 

RCW 23.81 4.16 1.96 8.41 30.33 0.60 0.67 9.6 2.71 

MK 55.74 38.07 1.84 0.03 0.18 0.02 0.27 1.17 2.40
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2.2 Mixture Design Method and Composition of GPMs 

The proportioning of CDW-based geopolymer mortars was initially based on calcu-
lating the SiO2/Al2O3 and Na2O/SiO2 molar ratios in precursor powders determined 
by XRF analysis, followed by targeting specific chemical parameters in the total 
GPM system at a constant W/B ratio of 0.32. A similar binder to fine aggregate ratio 
of 1:2.50 was selected for all GPM systems when the desired fluidity was obtained 
based on a preliminary study where binder to aggregate ratios of 1:2.50, 1:2.75 and 
1:30 (authors’ preliminary research) were extensively investigated. The dosage of 
high range water reducing (HRWRA) superplasticizer (SP) manufactured by Sika 
(ViscoCrete 1000) was added at a constant 1% of the binder weight as higher SP 
content proved to negatively affect the mechanical properties of GPMs. A total of 9 
compositions were synthesized in this study where RAS, SS and NS were used as 
fine aggregates for comparison purposes, having five compositions each with varying 
molar ratio of SiO2/Al2O3 ranging from 5.3 to 5.7, while molar ratio of Na2O/SiO2 

was kept constant at 0.18; the same ranges of SiO2/Al2O3, Na2O/SiO2 and W/B 
were used for GPMs containing different fine aggregates. In Fig. 2, the sequen-
tial algorithmic mix design procedure used for estimating the amounts of different 
precursors, fine aggregates, alkaline solutions and water to reach the targeted SiO2/ 
Al2O3, Na2O/SiO2 and W/B is summarized. Table 2 presents the mixture propor-
tions of GPM systems, where chemical factors of SiO2/Al2O3 and Na2O/SiO2 are 
nominal molar ratios representing synthesis parameters of the whole GPM system 
rather than reactive components. In addition to the pre-targeted parameters, H2O/ 
Na2O and Na2O% are also reported in Table 2. The synthesized GPMs were denoted 
based on the type of CDW precursor and values of SiO2/Al2O3, Na2O/SiO2 and W/B 
ratios and type of incorporated fine aggregate. For example, BCMK-5.3-0.18-0.32-
30MK-RAS denotes a GPM composition prepared with SiO2/Al2O3 = 5.3, Na2O/ 
SiO2 = 0.18, W/B = 0.32 containing 30% MK as precursor and 100% recycled 
aggregate sand as fine aggregate type.

2.3 Experimental Methodology and Rheological 
Characteristics 

The geopolymer mortars were synthesized in a mixer with 10-L capacity. In the first 
step, the NaOH solid flakes were dissolved in distilled water and allowed to cool 
for 24 h to exhaust exothermic heat generated during dissolution of NaOH flakes 
followed by being mixed with the required Na2SiO3 solution and stirred for around 
15 min and let cool for another 3 h before being mixed with dry precursors and fine 
aggregate. Dry precursors and fine aggregate were initially mixed at the lowest mixing 
speed for 1 min followed by being mixed with alkaline solution for another minute 
at the same speed, and the blending speed was steadily increased every 1 min until 
the completion of the mixing process at 5 min. The fresh GPMs were then tested for
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Fig. 2 Flowchart and algorithmic mix design sequence

rheological characteristics including yield stress, plastic viscosity, stress–strain rela-
tions, and time-dependent viscosity were investigated using Brookfield’s rotational 
DV3TRV rheometer. The yield test was conducted using V-73 vane spindle rotating 
at a speed of 3.5 RPM shear rate while viscosity measurements were made with RV-6 
spindle with a hysteresis loop rotation where the rotation of the spindle was steadily 
increased from 0.5 to 200 RPMs in the up ramp phase and then steadily reduced 
from 200 to 0.5 RPMs in the down ramp phase, both spindles were immersed up to 
primary immersion mark in GPM located on the spindle shaft. The corresponding 
step-up method-based shear rates (sec−1) program comprising ramp-up and ramp-
down phases is shown in Fig. 3. The shear rate protocol employed in this study 
was similar to those described in earlier studies on geopolymeric materials, as these 
shear rates are proven to be suitable for precisely simulating gravity-induced flow 
of geopolymeric materials [6, 10]. For the assessment of time-dependent viscosity
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Fig. 3 a Applied shear rate loop protocol and b shear rate versus speed relationship 

behavior, the same step-up shear protocol was administered at 1 and 30 min. The 
rheometer data collection was set up as multipoint averaging form where data was 
collected every 5 s and averaged every 10 s. A modified Bingham mathematical 
model shown in Eq. (1) was used to analyze data and the relationship between shear 
rate, shear stress and viscosity values was calculated according to [18]. Meanwhile, 
in order to understand the influence of chemical factors and the effect of different 
precursors and fine aggregates on the fresh rheological properties of GPMs, the 
rheological data were fitted using modified Bingham model. 

τ = τ0 + μ ̇γ + C γ̇ 2 , (1) 

where τ is shear stress (Pa), τ0 is yield stress (Pa), μ is plastic viscosity (Pa s), γ̇ is 
shear rate (1/s) and C is a second order parameter (Pa s2). 

The shear stress was calculated according to Eq. (2) as follows: 

τi = kατ αi , (2) 

where kατ is a torque conversion factor for spindle used in the test as provided in 
[18], αi is the scale deflection on the torque dial. 

The flow index (n) can be determined from the log τi − log Ni using power-law 
graphing tool, where Ni is the rotational speed in RPM. 

The corresponding shear rate γi values can be calculated from Eq. (3) as follows: 

γi = kNγ (n)Ni. (3) 

All rheological measurements were conducted with a delay of 1 min after comple-
tion of the mixing process. A standard 600 ml low-form Griffin graduated beaker 
was used for all rheological testing.
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3 Results and Discussion 

3.1 Viscosity and Shear Stress of GPMs 

Shear stress versus shear rate and viscosity versus shear rate of GPMs containing 
100% natural sand (NS), 100% silica sand (SS) and 100% recycled aggregate sand 
(RAS) as fine aggregates are shown in Figs. 4, 5 and 6, respectively. The applied share 
rate ranged from 0.1006 to 42.24 (sec−1) characterizing a greater level of structural 
destruction of GPMs at the peak shear rate and preventing the structural molecules 
to assemble back together [6]. All compositions exhibited shear thinning behavior 
in which viscosity decreases with the increased applied shear rate as seen in Fig. 4c 
and d at 1 and 30 min after mixing, the same is true for SS (Fig. 5) and RAS-based 
(Fig. 6) GPMs at the same testing intervals. It was observed that the rheology of 
GPM mortars is highly influenced by the chemical design parameters employed in 
this study including SiO2/Al2O3 and Na2O/SiO2 as well as H2O/Na2O. In addition, 
the concentrations of CDW-based precursors that directly correlates to the SiO2/ 
Al2O3 and Na2O/SiO2 molar ratios and the type of fine aggregate were influential in 
controlling the rheological behavior of GPMs. 

Fig. 4 Shear stress and viscosity versus shear rate of GPM incorporating 100% natural sand a shear 
stress versus shear rate at 1 min b shear stress versus shear rate at 30 min c viscosity versus shear 
rate at 1 min and d viscosity versus shear rate at 30 min
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Fig. 5 Shear stress and viscosity versus shear rate of GPM incorporating 100% silica sand a shear 
stress versus shear rate at 1 min b shear stress versus shear rate at 30 min c viscosity versus shear 
rate at 1 min and d viscosity versus shear rate at 30 min

3.1.1 GPMs Incorporating Natural Sand 

As seen in Fig. 4, the increased shear rate resulted in decreased viscosity of 100% 
natural sand-based GPMs indicating a pseudoplastic or shear thinning behavior which 
signifies a higher fluidity or flow level at increased shear stresses. The chemical design 
parameters highly influenced the rheological behavior of the GPMs both at 1 and 
30 min post mixing. At a constant Na2O/SiO2 = 0.18 and water-to-binder (W/B) 
ratio of 0.32, the viscosity increased with increasing SiO2/Al2O3 molar ratio as seen 
in Fig. 4c and d, which indicates a reduced flow tendency at higher SiO2/Al2O3 molar 
ratio. For example, 1 min after mixing, at a constant Na2O/SiO2 = 0.18 and at the 
same shear rate of 0.1 s−1, viscosity and shear stress increased from 54 to 120 Pa s and 
19.30 to 47.70 (Pa), respectively, when SiO2/Al2O3 molar ratio was increased from 
5.3 to 5.7. The enhanced viscosity and shear stress can be ascribed to the increased 
silicate species at higher of Na2SiO3 alkaline solution content in the geopolymeric 
gel system [5, 16]. Meanwhile, higher silicate species in the GPM system could 
result in rapid oligomerization hence resulting in accelerated gelation and enhanced 
viscosity requiring increased stresses to shear the colloidal particles in the liquid– 
solid suspending colloidal GPM systems. Similar rheological patterns were also 
observed for GPM-NS at 30 min after mixing though with significantly higher shear 
stresses and viscosities indicating initiation and progressing of the geopolymerization
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Fig. 6 Shear stress and viscosity versus shear rate of GPM incorporating 100% recycled aggregate 
sand a shear stress versus shear rate at 1 min b shear stress versus shear rate at 30 min c viscosity 
versus shear rate at 1 min and d viscosity versus shear rate at 30 min

phases, especially polycondensation and its influence on the rheological properties 
of GPMs. 

Furthermore, shear stress and viscosity enhanced as the NS-based GPMs aged 
from 1 to 30 min indicating polycondensation and agglomeration of geopolymeric 
materials. For instance, the shear rate and viscosity of BCTMKNS (SiO2/Al2O3 = 
5.7) augmented from 214 to 233 Pa and 120 to 148 Pa s, respectively, between 1 and 
30 min. The same trend is true for other NS-based GPM compositions. However, 
composition TCMKNS (SiO2/Al2O3 = 5.6) exhibited a rapid increase in viscosity 
between 1 and 30 min, which can be attributed to the threshold optimal SiO2/Al2O3 

ratio of 5.6 as well as ascribed to the physical properties of the composition as seen 
in Table 2, which contains 25% RCT, 45% RCW and 30% MK as precursors in its 
composition, both RCW and RCT have finer median particle sizes than RCB and 
thus higher specific surface areas of 1.281 and 1.181 m2/g compared to 0.854 m2/g of 
RCB. This likely resulted in greater consumption of readily available water and hence 
likely caused greater increase in viscosity for TCMKNS-based GPM compared to 
other GPMs at 30 min.
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3.1.2 GPMs Incorporating Silica Sand 

The rheological properties pf silica sand (SS)-based GPMs including viscosity and 
shear stress at varying shear rate and post mixing times are presented in Fig. 5. A  
similar trend for shear stress and viscosity of GPM-SS systems can be observed to that 
of NS-based GPMs, though with declined viscosities and shear stresses indicating 
an increased flow tendency with SS aggregates as well as the important effect of the 
fine aggregate type on the rheological properties of SS-based GPMs. For example, 
the shear stress for composition with SiO2/Al2O3 = 5.7 at the maximum shear rate 
of 42.24 s−1 declined from 214.32 Pa for BCTMKNS to 172.83 Pa for BCTMKSS at 
1 min testing age. Similarly, for the same composition, viscosity declined from 120 to 
95 Pa s when silica sand replaced natural sand. The SS-GPM systems showed a slower 
increase in shear stresses and viscosities. For example, at 30 min, the maximum shear 
stress value declined from 233 to 196 Pa when natural sand was replaced by silica 
sand. A similar trend was observed for viscosity, where the maximum viscosity value 
declined from 362 to 248 Pa s when SS was added instead of NS at 30 min testing 
age. This suggests a slower consumption of water when SS is incorporated to GPMs 
due to its round particles shape despite having finer grains compared to both NS 
and RAS aggregates (Fig. 1). Nevertheless, an important observation that can be 
made from Fig. 5 is that higher viscosity and shear stress are shown by TCMKSS 
(SiO2/Al2O3 = 5.6) both at 1 and 30 min compared to BCTMKSS and BCMKSS 
GPMs. The probable reason for the development of higher shea stresses and viscosity 
in TCMKSS (SiO2/Al2O3 = 5.6) could be reaching a threshold level for SS-based 
GPMs as further increase in SiO2/Al2O3 likely caused imbalanced silico-aluminate 
gel system causing rapid and substantially higher disintegration of geopolymeric 
bonds hence greater flow tendency and decline in viscosity when SiO2/Al2O3 was 
enhanced to 5.7. Meanwhile, the fineness of the precursor particles can also affect the 
rheological properties of GPMs as TCMKSS contain higher amounts of particles with 
larger specific surface areas compared to the two other SS-GPM compositions thus 
likely increasing the water consumption causing increase viscosity [16, 27]. These 
observations confirm that the particle shape of both precursors and fine aggregates 
likely played an important role in influencing the viscosity and shear stresses of 
GPMs. 

3.1.3 GPMs Incorporating Recycled Aggregate Sand 

The viscosity and shear stress results of recycled aggregate sand-based GPMs are 
depicted in Fig. 6. The RAS-based GPM system showed shear thinning behavior of 
viscosity reduction with increased shear rate just like the previous NS and SS-based 
GPM systems. Yet, significant increases in viscosities were observed with the incor-
poration of RAS into GPM systems, while shear stress saw considerable enhancement 
compared to SS-GPMs and NS-GPMs. Like SS-GPM systems the increase in SiO2/ 
Al2O3 molar ratio from 5.3 to 5.6 resulted in maximum improvement in viscosity and 
shear stress. As an illustration, the shear stress for TCMKRAS (SiO2/Al2O3 = 5.6)



Rheological Properties of Geopolymer Mortars Incorporating … 811

enhanced from 172 to 239 Pa when SS was replaced by RAS for the 1 min testing 
regime. The rheological properties responded the same way at 30 min testing regime 
with improved shear stresses for all three RAS-based compositions. Similar to the 
rheological characteristics at 1 min testing age, the incorporation of RAS aggregates 
significantly enhanced the viscosity of all compositions compared SS and NS-based 
GPMs. For example, at 30 min post casting age, the viscosity of TCMKRAS (SiO2/ 
Al2O3 = 5.6) composition augmented from 248 to 378 Pa s when RAS replaced SS 
indicating a 130 Pa s or about 52% increase in viscosity. These findings reveal an 
increased consumption of water by RAS which may have contributed to the decline 
of fluids available in the mixture for lubrication and ease of movement resulting not 
only in increased torque and shear stresses but also viscosity as highly viscous solid 
phase of alkaline solution remain in the geopolymer system until the geopolymer-
ization process takes place and consumes the available alkalis in the geopolymeric 
viscous gel system [9, 16]. Meanwhile, the threshold level for maximum shear stress 
and viscosity was reached at SiO2/Al2O3 = 5.6 similar to SS-GPMs when optimal 
viscous silicate species were supplied. However, an enhancement in SiO2/Al2O3 

likely triggered greater flow tendency due to significant silicate species in the system 
while concentration of aluminate species declined hence resulting in an unbalanced 
silico-aluminate system initiating a reverse effect on the viscosity of the RAS-GPMs, 
hence resulting in reduced viscosity and shear stress [15]. 

3.2 Yield Stress of GPMs 

The influence of predefined SiO2/Al2O3 molar ratios and types of fine aggregates 
on the yield stress of GPMs is shown in Fig. 7. The relationship between the yield 
stress and SiO2/Al2O3 parameter shows that the threshold level of silicates at the 
medium value of SiO2/Al2O3 resulted in maximum yield stress corresponding to 
the maximum viscosity and shear stress results presented in the previous section. 
Evidently, at a constant Na2O/SiO2 ratio of 0.18, increasing SiO2/Al2O3 from 5.3 
to 5.6 resulted in enhanced yield stress; however, further increment to 5.7 led to 
reduced yield stress indicating the liquification of GPMs due abrupt disintegration of 
geopolymer gel system at excessive silicate level caused by higher SiO2/Al2O3 molar 
ratio [6, 16]. The same trend was observed for GPMs incorporating the three different 
fine aggregate types including RAS. This increased liquification can be attributed to 
the enhanced solubility of precursors at higher SiO2/Al2O3 molar ratios causing 
reduced interparticle interaction and forces [6, 8]. The considerably higher yield 
stress for TCMKRAS (SiO2/Al2O3 = 5.6) indicates the possible rapid absorption of 
available water and formation of highly viscous residual paste around the recycled 
fine aggregate creating thin film of a new interfacial transition zone around RAS 
resulting in highly viscous GPM gel system, hence requiring higher shear stresses 
to initiate yielding of the geopolymer mortars.

Figure 8 illustrates the initial shear stress versus shear strain of GPMs before 
yielding. As seen, GPM systems with the medium level SiO2/Al2O3 ratio of 5.6
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Fig. 7 Yield stress versus SiO2/Al2O3 molar ratios for GPMs incorporating a 100% natural sand 
b 100% silica sand and c 100% recycled aggregate sand

exhibited higher yield stress levels indicating higher level of geopolymeric interac-
tions due to the presence of optimal silicate species and more reactive precursors in 
the geopolymer system. Meanwhile, higher amounts of RCW precursor probably led 
to the increased formation of higher C–A–S–H/C–S–H geopolymeric gels leading 
to rapid polycondensation, thus leading to higher stress and viscosity [19]. However, 
as mentioned previously, with the incorporation of RAS, increased water absorption 
could also lead to equivalent and/or higher yield stresses. Furthermore, it can be 
clearly seen that more fluid systems such as silica sand-based GPMs lead to lower 
yield stresses, whereas the RAS incorporating GPMs lead to the rapid rise of shear 
stresses at relatively low shear strains when compared to SS or NS-based GPMs. 
For instance, for TCMKSS (SiO2/Al2O3 = 5.6), the yield stress reached 45.9 Pa in 
about 0.18 microstrain, while the yield stress of 70 Pa for TCMKRAS (SiO2/Al2O3 

= 5.6) was reached in comparatively lower strain of 0.015 microstrain confirming 
the previous statement about rapid consumption of water and alkaline reagents in 
the system causing rapid rise of yield stresses. Furthermore, the increasing shear 
stress as the strain enhances confirms the previous statement about the shear thin-
ning thixotropic behavior of GPMs indicating the breakage of chemically formed 
linkages between the geopolymeric gels and fine aggregates under increased shear 
strains.

The shear stress versus torque and strain versus torque envelopes prior to yielding 
of the GPMs are plotted in Fig. 9. Varying levels of torque (%) were required to reach
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Fig. 8 Shear stress versus shear strain for GPMs incorporating a 100% natural sand b 100% silica 
sand and c 100% recycled aggregate sand

yield stresses for different GPMS systems. Higher torque (%) and shear stresses 
were needed to initiate yielding of TCMK-based GPMs compared to BCTMK and 
BCMK geopolymers in all three different GPM systems. For instance, in NS-based 
GPMs, a maximum shear stress of 48.2 Pa was registered for TCMKNS (SiO2/Al2O3 

= 5.6) compared to 42.1 Pa for BCTMKNS (SiO2/Al2O3 = 5.7). This confirms the 
previous statement about the formation of C–A–S–H/C–S–H gels causing accelerated 
geopolymerization and the importance of proper balancing of SiO2/Al2O3 in the 
geopolymer gel system. Furthermore, a considerably higher torque was required to 
trigger the yielding of recycled aggregate-based GPMs compared to SS and NS-
based GPM systems. As explained earlier, the addition of RAS likely resulted in 
increased consumption of liquids and alkaline gels due to the presence of residual 
pastes around their particles hence causing more viscous geopolymeric gel system. 
Therefore, a greater torque (%) was required to cause the breakage of chemically 
formed geopolymer linkages to initiate reversable structural breakdown.

4 Conclusions 

This study investigated the influence of chemical parameters such as SiO2/Al2O3 and 
Na2O/SiO2, as well the effects of precursor and fine aggregates type on the rheological 
characteristics of sustainable CDW-based geopolymer mortars incorporating RCB,
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Fig. 9 Shear stress and shear strain versus torque for GPMs incorporating a 100% natural sand 
b 100% silica sand and c 100% recycled aggregate sand

RCT and RCW along with MK as precursors. Recycled aggregate, silica and natural 
sands were utilized as fine aggregates for comparison purposes. Following main 
conclusion can be drawn from this study: 

1. All geopolymer mortar systems exhibited shear thinning behavior under 
increasing shear rates when characterized by modified Bingham mathematical 
model. 

2. The shear stress, viscosity and yield stress of GPMs increased as the SiO2/Al2O3 

were increased to a medium threshold level; however, excessive silicate led 
to enhanced flow tendency, except for BCTMKNS (SiO2/Al2O3) GPM system 
which showed higher viscosity at 1-min post mixing age. 

3. The presence of precursors with higher specific surface areas resulted in increased 
viscosity and greater formation of geopolymeric gels in the GPM systems, hence 
requiring higher yield and shear stresses to attain equivalent viscosity levels. 

4. The incorporation of recycled aggregate sand led to likely absorption of water and 
alkaline solution leading to rapid rise in viscosity and thus abrupt enhancement 
of yield stresses. 

5. The incorporation of RCW precursor likely led to generation of augmented C–A– 
S–H/C–S–H species resulting in higher viscosity and yield stresses as exhibited 
by TCMK-based systems.
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Applications of Recycled Gypsum 
from Waste Drywalls in the Construction 
Industry: A Review 

Alireza Jafari and Pedram Sadeghian 

Abstract Reusing and recycling construction and demolition waste materials are 
one of the main approaches to reduce the environmental impacts of the construc-
tion industry. Waste gypsum drywalls from ever-growing renovation projects and 
scrap drywalls from new constructions have become a major issue for municipali-
ties. Several researchers have studied the potential use of recycled gypsum from waste 
drywall as a second-raw construction material, especially for concrete construction. 
However, there is no comprehensive review study on the topic while it can identify 
research gaps and provide a direction for future studies. With this background, this 
review paper focuses on the applications of recycled gypsum drywall (RGD) in the 
construction industry and its environmental and economic benefits. Additionally, this 
paper proposes the best mixtures for the concrete containing RGD through the liter-
ature review. The cementitious composite of this mixture can be used in other intro-
duced applications. To this end, applications of RGD in the construction industry 
were classified into seven groups, including supplementary materials in concrete 
materials, soil stabilization, ceramic industry, recycled aggregates, cement produc-
tion, plaster, as well as blocks and walls, and new achievements in each group were 
discussed. Then, the most eco-friendly concrete mixture with acceptable mechan-
ical strength was proposed, assisting researchers in future studies. The results illus-
trate that reusing RGD can significantly reduce the carbon dioxide emissions of the 
concrete and provide economic benefits. A combination of ordinary Portland cement, 
recycled gypsum, fly ash or perlite, and slag was proposed as the most appropriate 
cementitious concrete composite. 
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1 Introduction 

Todays, reusing and recycling waste materials are well-known as one of the strategies 
to not only decrease the cost of produced materials but reduce the environmental 
impacts of industries and materials. Given these benefits and the critical situation of 
global climate-changing, which results from releasing a vast amount of greenhouse 
gases, many researchers have established their studies on reusing and recycling waste 
materials in industries. 

One of the primary sources of waste materials that contributes to approximately 
27% of total solid waste materials in Canada is the construction industry [56]. Mean-
while, many construction and demolition waste materials can be recycled and reused 
in the construction industry, significantly reducing the demand for landfill space 
and virgin and raw materials. Additionally, using recycled construction and demoli-
tion waste materials can noticeably decrease the carbon dioxide (CO2) emissions of 
the construction industry. This reduction is also accentuated due to the 65% of the 
contribution of CO2 in greenhouse gases effects and the critical situation of global 
climate-changing [20, 38]. 

Gypsum is one of the most common construction materials that have been used for 
hundreds of years due to its suitable characteristics. Currently, the majority of gypsum 
in the construction industry is used in manufacturing gypsum drywalls because of its 
heat and sound insulation characteristics, which increase the utilization of the walls 
in the construction industry. Regarding this increasing demand, drywall waste has 
also been raised to the extent that the gypsum drywalls contribute to about 9% of total 
construction and demolition waste in Canada, typically disposed of in the landfills 
[41]. Disposing of the gypsum drywall, however, has some environmental impacts 
not only on the landfill space but on the underground water sources since the gypsum 
can react with the rain and leachate and produce toxic liquids [41, 43]. On the other 
hand, previous studies indicated that gypsum has a close recycling loop and can be 
completely recycled at least three times [9, 10]. Therefore, studying the applications 
of recycled gypsum drywall (RGD) is necessary for protecting the planet. 

Despite the above advantages of RGD, its utilization has been limited in the 
construction industry due to the sparse number of studies on its applications and 
benefits. Therefore, providing a review paper on the applications of RGD can indicate 
the research gaps and provide a direction for future studies. 

Given this fact, the present paper aims to provide a comprehensive review of the 
applications of RGD in the construction industry to not only indicate its applications 
as well as environmental and economic benefits but also introduce the most appro-
priate mix for the cementitious composites containing RGD. To this end, earlier 
studies were classified into seven groups based on their proposed applications for 
RGD in the construction industry. Then, a brief comprehensive review of the appli-
cations was represented. Next, the environmental and economic benefits of using 
RGD were determined, and the most appropriate mix for the cementitious compos-
ites containing RGD was introduced. Finally, the research gaps were identified based 
on the literature, and several research directions were proposed for future studies.
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2 Methodology 

This study focuses on the English published papers between 2019 and 2021, which 
have one or any combination of recycled gypsum, gypsum, drywall, and wallboard 
words and are related to the applications in the construction industry on Google 
Scholar. The period includes studies that not only covered the past applications of 
RGD but introduced new applications of RGD in the construction industry, while 
the earlier studies than 2019 mainly focused on the applications of RGD as a soil 
amendment for agricultural purposes, animal bedding, and water treatment. 

3 Paper Structure 

The first section briefly introduces RGD’s characteristics and recyclability. The 
second section indicates applications of recycled gypsum that have been studied 
during the determined years. The third section is allocated to the environmental 
benefits of using RGD in introduced applications, while the economic benefits of 
this utilization are discussed in the fourth section. The most appropriate mix for 
creating the most environmentally friendly cementitious composites is proposed 
through literature in the next section. Finally, the main research directions and gaps 
are identified based on the reviewed papers. 

4 Recycled Gypsum Drywall 

RGD is powder or aggregate forms of gypsum drywalls that are currently consid-
ered as construction waste materials. The powder form can be treated thermally at a 
temperature between 125 and 180 °C for around 24 h to increase its reactivity, which 
is called the calcination process [55]. However, according to the literature [55], 
thermal treatment can improve the reactions of the RGD, some researchers such 
as Hansen and Sadeghian [20] showed that RGD powder can be used as a supple-
mentary material without any heat treatment, which can improve the sustainability 
index of reusing RGD as a cementitious material. These powders were typically 
used as supplementary cementitious materials or filler in soil stabilization [27, 52], 
manufacturing drywalls [19], concrete materials [14, 20, 39], plaster [34, 44], blocks 
[25], cement production [4], and ceramic industry [16]. The aggregate form has been 
generally employed as recycled aggregate in concrete and composite materials [18].
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5 Applications 

This section aims to briefly introduce the studied applications of RGD in the literature. 
The applications of RGD can be clustered as supplementary materials in concrete 
materials, soil stabilization, ceramic industry, recycled aggregate, cement production, 
plaster, and blocks and walls. 

5.1 Supplementary Materials in Concrete Materials 

Supplementary cementitious materials are materials used as a partial replacement for 
ordinary Portland cement (OPC) and contribute to the hardening and strengthening 
reactions of the concrete through hydraulic and pozzolanic activity. The substitution 
can significantly reduce the environmental impacts of cementitious composites since 
OPC is responsible for around 5–7% of CO2 emissions of the construction industry 
and consumes a vast amount of energy while its production is also required a vast 
amount of raw materials that can deteriorate the environment [22, 54]. 

RGD is one of the supplementary cementitious materials that has been studied in 
the literature. Although utilizing the combination of RGD and OPC could signifi-
cantly reduce the strength of concrete [20], recent studies approved that adding fly 
ash [20], mine waste such as perlite [14], and slag [39] could significantly enhance 
the compressive strength of concrete while substantially reducing the OPC demand 
and the harmful environmental impacts of cementitius composites. The recent studies 
also indicated that the RGD acted as an activator for alkali materials such as fly ash 
and slag and improved their participation in the concrete strengthening reactions 
[20, 23, 39]. Additionally, [23] also presented that employing RGD could improve 
the waterproof characteristics of concrete. In addition to the strength of concrete, 
an earlier study demonstrated that using the combination of OPC, RGD, and fly ash 
could significantly improve the water resistance and reduce the drying shrinkage of 
cementitious mortars and concrete [28]. Additionally, [53] denoted the potential of 
RGD in 3D-printed composite materials, which showed the efficiency of RGD as 
supplementary cementitious materials. Table 1 briefly shows the previous studies on 
using RGD as supplementary cementitious materials.

5.2 Soil Stabilization 

Traditionally, gypsum was used for soil stabilization because of its appropriate char-
acteristics and price. Recently, using RGD for soil stabilization has been frequently 
studied so that the topic is mentioned in a large number of published papers on appli-
cations of RGD. The majority of the articles were studied stabilizing expansive and
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Table 1 Recent studies on using RGD as supplementary cementitious materials 

Study Materials Objectives of study 

OPC RGD Fly 
ash 

Slag Others S WR D Others 

Hansen and 
Sadeghian [20] 

√ √ √
– –

√
– – – 

Hansen [21]
√ √ √

– –
√

–
√

– 

Chernyshova et al. 
[14] 

√ √
– – Mine waste 

√
– – – 

Hong et al. [23]
√ √

–
√

–
√

– – Electrical 
resistivity 

Lu et al. [35]
√ √ √

– –
√ √

– – 

Nguyen et al. [39] –
√

–
√

–
√

– – Bending 
beam 
(fracture) 

Mukhametrakhimov 
et al. [37] 

√ √
– – Metakaolin 

√
– – – 

Nguyen et al. [40] –
√

–
√

–
√

– – Effect of 
retarder 

S: Strength, WR: Water resistance, D: 
Although recent studies indicated the potential of RDG as supplementary materials, one of the main 
adverse effects of utilizing RGD is that it significantly reduce setting time of the composite. Due to 
this adverse effect, some researchers, such as [40], examined the effect of retarders on the setting 
time and compressive strength of concrete containing RGD and slag. Their results represented that 
the citric acid retarder could significantly improve the compressive strength of the concrete while 
increasing the setting time of the fresh mix. However, they proposed an appropriate retarder; the 
effect of other retarders and superplasticizers on the properties of concrete containing RGD is still 
unknown. Additionally, the impact of adding RGD to concrete on its durability characteristics is 
undetermined.

clayey soils with a composite containing RGD for the structural foundation, back-
fills, and road base and subbase [24, 30, 33]. In addition to using the RGD powder, 
some researchers utilized the RGD aggregates for soil stabilization. Their results 
illustrateed that the RGD aggregates could be used in road subbase and pipeline 
bedding [24]. Table 2 demonstrates the recently published papers on using RGD for 
soil stabilization and their research goal.

According to Table 2, most studies on stabilizing soils by using RGD only exam-
ined the unconfined compressive strength of their mixes, while one of the main points 
of reusing the RGD in the construction industry is the penetration of the leachate to 
groundwater and soil pollution. Therefore, although replacing OPC with RGD has 
some environmental benefits regarding CO2 emission reduction, other environmental 
impacts of this replacement should be studied in the future. Additionally, there are 
spare numbers of studies on the durability of stabilized soil by recycled gypsum and 
the effect of the water on the mechanical and durability properties of the stabilized 
soil, which can be studied in future studies.
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Table 2 Recent studies on soil stabilization and their objectives 

Study Materials Objectives 

RGD Soil OPC Others 

Krishnaiah et al. 
[33] 

√ √
– – Strength of expansive clay 

soil 

Kamara et al. 
[29] 

√ √ √
Slag, Quarry waste dust, 
and asphalt filler 

Strength, high-pressure 
flow, and freeze/thaw 

Tan and Adajar 
[50] 

√ √
– Rice husk ash Strength, Expansion index, 

and Atterberg’s limits 

Imteaz et al. [24] 
√* √

– – Suitability of RGD in 
aggregate form for non-load 
bearing embankment 

Maqsood et al. 
[36] 

√ √
– – Strength, unconfined creep, 

and cyclic loading 
properties 

Allah et al. [3]
√ √

– – Strength of unbounded 
paving materials 

Janbaz et al. [27] 
√ √ √

– Unconfined compressive 
strength 

Cheng et al. [13] 
√ √ √

Fly ash, quicklime, and 
skeleton soil 

Unconfined compressive 
strength 

AL-Adili et al. 
[2] 

√ √
– – Unconfined compressive 

strength 

Apriyanti et al. 
[5] 

√ √
– – Shear and unconfined 

compressive strength 

Rustam et al. [48] 
√ √

– – Shear and unconfined 
compressive strength 

Thul et al. [52]
√ √

– Tin tailing Strength, Atterberg’s limit, 
and free swell index 

Bure and Kamara 
[11], Kamara 
et al. [30] 

√ √
– Reclaimed asphalt filler, 

medium hydrated tailing, 
slag, by-pass dust 

Unconfined compressive 
strength 

*RGD used in aggregate form

5.3 Ceramic Industry 

Utilizing RGD as a raw material in the ceramic industry is another application of RGD 
that has been studied in the reviewed papers. However, there is only one published 
article on this application among the reviewed papers, which examined the effect 
of temperature on the ceramic composites containing RGD [16]. The encouraged 
readers referred to the past reviewed paper on this topic [4].
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5.4 Recycled Aggregates 

One of the potential applications of RGD is its usage as recycled aggregate, which can 
reduce the required energy for grinding and extraction of aggregates while slowing 
down the natural source depletion [51]. Unfortunately, there is no study on using 
the RGD as recycled aggregate in concrete. Therefore, it can be a topic for future 
studies that reduce the environmental impacts of disposing of gypsum, the demand 
for natural aggregates, and the deterioration of the environment due to the extractions. 

5.5 Cement Production 

In addition to studies on using RGD as supplementary cementitious material, some 
researchers focused on utilizing RGD in cement production [31]. Although these 
studies were quite limited in recent years, their results showed the potential of RGD 
as a replacement for natural gypsum in cement clinker [31]. According to a study, 
replacing natural gypsum with RGD not only reduced the environmental impacts of 
extracting gypsum but also boosted the compressive strength of composites made of 
the cement. This outcome is completely aligned with the proposed close recycling 
loop of RGD in earlier studies [9]. 

5.6 Plaster 

Utilizing the RGD as a partial or complete replacement of commercial gypsum in 
manufacturing plaster were studied in recent articles. The reviewed papers focused 
on not only the mechanical properties of plaster containing RGD [34] but the worka-
bility [45], sound absorption [42], and thermal properties [46] of the plaster as well. 
Additionally, an earlier study evaluated the effect of the heating process on the RGD 
plaster, which showed the effect of the thermal treatment on the RGD properties 
[46]. According to the articles, the plaster containing RGD plaster had the same 
mechanical, workability, and sound absorption as the commercial gypsum plaster. 
Pedreño-Rojas et al. [46] also demonstrated that the plaster with entirely replaced 
RGD could achieve the appropriate performance. Table 3 summarizes the reviewed 
articles on the partially and entirely RGD replaced plasters.

5.7 Blocks and Walls 

The final studied application of the RGD in the literature is employing RGD in the 
manufacturing blocks, bricks, and drywalls [6, 7, 15]. According to [15], the RGD
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Table 3 Reviewed paper on using RGD in plaster 

Study Type of replacement Results 

Partially Entirely 

Pedreño-Rojas et al. [47] –
√

The RGD plaster achieved higher strength 
and thermal conductivity than the 
commercial gypsum plaster 

Pedreño-Rojas et al. [45] 
√ √

There was no difference between the 
microstructure of plasters made of heated 
and unheated RGD. Their results also 
demonstrated that the RGD plaster could 
achieve sufficient mechanical strengths 
and thermal conductivity compared to 
reference plaster 

Cristina et al. [17] –
√

Heating treatment up to 150 ◦C efficiently 
increased the reactivity of the RGD by 
returning its microstructure to the 
commercial gypsum. Their tests also 
demonstrated that the RGD plaster 
obtained a higher setting time and 
compressive strength 

Oliveira et al. [42] –
√

The sound absorption of RGD plaster was 
similar to the commercial plaster 

Pedreño-Rojas et al. [46] –
√

Commercial gypsum could be completely 
replaced with the unheated RGD in the 
plaster based on the mechanical properties 
and thermal conductivity 

Bartolomei et al. [8]
√

– Employing RGD could improve thermal 
stability and reduce the flammability of 
the composite

could be efficiently used as a mineral foaming agent in manufacturing lightweight 
bricks, which improved the mechanical properties and thermal conductivity of the 
bricks. Additionally, using RGD is an efficient method to reduce the CO2 emission 
of bricks [15]. A recent study also represented that the walls manufactured by RGD 
had superior mechanical performance compared to the conventional ones [7]. Iqbal 
et al. [25] also used the RGD for producing unfired mud blocks based on the fire 
resistance and inflammability of the RGD. In the end, Arumugam and Shaik [6] 
reported that the gypsum could activate the fly ash in the mud bricks and, therefore, 
act as a cementitious material in brick manufacturing.
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6 Environment Benefits 

This section examines the environmental benefits of using RGD as a supplementary 
cementitious material. One of the main environmental factors that was widely studied 
in the environmental evaluations of concrete materials is CO2 emission since this gas 
is responsible for around 65% of greenhouse gases’ effects [38]. Another factor that 
can be considered as an environmental benefit of employing RGD is the reduction 
of landfill pollution due to decreasing the amount of RGD by reusing the waste as 
secondary raw materials. The RGD contains nanometal particles that can pollute the 
landfill’s soil and underground and surface water while reacting with rainwater and 
producing leachate [41, 43]. In addition, the reaction between RGD and rainwater 
releases hydrogen sulfide gas which is toxic, flammable, and dangerous for public 
health [41]. 

However, other parameters such as underground and surface water pollution are 
also important; this section mainly focuses on the effect of using RGD on the CO2 

emission of concrete. Additionally, due to the variability of the CO2 emission of trans-
portation, which is affected by the type of transporting vehicle and distance, this study 
only focused on the CO2 emissions of the material production. The data on the CO2 

emissions of the materials and the mix design contents were also achieved through 
literature. The main property for mix design selection was the 90-day compressive 
strength of hardened concrete since this characteristic is one of the essential features 
of concrete. 

Tables 4 and 5 show the estimated CO2 emissions of materials and the mix designs 
used to calculate the CO2 emissions of concrete mixtures with the 90-day compressive 
strength of 35 MPa. Additionally, since the previous article denoted that the RGD 
can be used as supplementary cementitious material without thermal treatment, this 
study ignores the CO2 emissions from heating the RGD [20]. Table 6 indicates the 
estimated CO2 emissions based on the mentioned data in Tables 4 and 5. Figure 1 
also illustrates the estimated CO2 emissions. 

According to Table 6, using a combination of RGD, OPC, and fly ash could reduce 
the CO2 emissions of the concrete with the compressive strength of 35 MPa up to 
55.7%. It is worth mentioning that increasing the substitution rate by using slag could 
also reduce the CO2 emissions of concrete more than the estimated amount; however, 
due to the lack of data on the compressive strength of concrete made of a combination 
of slag, OPC, RGD, and fly ash, this article could not estimate the reduction.

Table 4 CO2 emissions of mix design components 

Material OPC Fly ash RGD Slag Fine aggregates Coarse aggregates 

CO2 emissions (kg/ 
kg) 

0.82a 0.027a 0.034b 0.143a 0.0139a 0.0459a 

aSource [26] 
bSource [55]
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Table 5 Weight of mix design components with the specified compressive strength of 35 MPa 

Materials Weight of materials (kg/m3) 

OPC Fly ash RGD Fine aggregate Coarse aggregate 

Mix design 1a 435 – – 672 1093 

Mix design 2b 138.32 197.6 59.28 574.6 1184.3 

aACI method (211.1-91) 
b[20] 

Table 6 Estimated CO2 emissions of the mix designs 

Materials CO2 emission (kg) 

OPC Fly ash RGD Fine aggregate Coarse aggregate Total 

Mix design 1 356.7 – – 9.34 50.17 416.21 

Mix design 2 113.42 6.72 1.6 7.99 54.36 184.09 

Fig. 1 Estimated CO2 
emissions of the mix designs
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7 Economic Benefits 

This section aims to introduce and evaluate the economic benefits of utilizing RGD 
based on the cost of materials. According to the last section, due to the variety of 
transporting types and distances, the cost of material transportation was ignored in 
this section. Tables 7 and 8 show the price of each material and the cost of mix designs 
determined in Table 5. The sources of unit prices were also mentioned in Table 7. 
Figure 2 also demonstrates the estimated cost of two mix designs schematically.

According to the estimated cost, 35 MPa-compressive strength concrete 
containing RGD, OPC, and fly ash is around 11.8% cheaper than pure OPC concrete. 
Additionally, it is anticipated that the estimated cost will decrease by increase the
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Table 7 Unit price of concrete mix design components 

Material OPC RGD Fly ash Fine aggregate Coarse aggregate 

Unit price (CAD/kg) 0.24a 0.25b 0.21a 0.021a 0.013a 

aOcean contractors: https://www.oceancontractors.ca 
bSource www.usagypsum.com 

Table 8 Estimated cost of mix design 

Material Cost of materials (CAD) 

OPC RGD Fly ash Fine aggregate Coarse aggregate Total 

Mix design 1 104.4 – – 14.11 14.21 132.72 

Mix design 2 33.2 14.82 41.5 12.07 15.4 117 

Fig. 2 Estimated cost of 
mix designs
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replacement rate and using slag as another cement alternative since the slag is a waste 
of steel production and is cheaper than OPC. 

8 Discussion on the Most Appropriate Mixture 

This section aims to discover the most appropriate mix for the composite containing 
gypsum. Based on the literature, the strength of gypsum products in contact with 
water reduced between 50 and 60% due to the dissolution of ettringite crystals, sepa-
ration of structural elements due to the wedging action of water films, and recrys-
tallization process [1, 12, 32, 49]. Given this strength reduction, [12] proposed a 
gypsum-ordinary Portland cement composite to reduce the effect of water on the 
strength reduction of the gypsum composite. Accordingly, many researchers studied

https://www.oceancontractors.ca
http://www.usagypsum.com
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the gypsum composites containing slag [39], ordinary Portland cement [20], fly 
ash [20], pozzolana [37], and mine waste [14] to improve the strength of concrete 
containing gypsum. 

According to [14], adding the perlite mine waste with a specific surface area 
of 600 m2/kg could improve the compressive strength of gypsum composite, while 
the best chemical additive to the mixture is S-3. It is worth mentioning that the 
chemical compositions of the perlite was approximately similar to the fly ash. On 
the other hand, some researchers like [20] used the combination of ordinary Portland 
cement, fly ash, and RGD to manufacture the concrete specimens. Their findings 
illustrated that RGD could act as an activator for fly ash while the combination of 
gypsum and fly ash could reduce up to 50% of ordinary Portland cement demand, 
which significantly reduced the CO2 emissions of the concrete industry. Additionally, 
recent studies approved that adding gypsum to the slag composite could improve the 
hydration reactions of slag while the dosage of gypsum was lower than 30% [39]. 

Based on the above mentioned and the similarity between the chemical composi-
tions of slag and ordinary Portland cement, it is anticipated that the combination of 
recycled gypsum drywall, ordinary Portland cement, fly ash or perlite, and slag can 
result in concrete that can meet the concrete structural requirements while the RGD 
percentage is limited to 30% of cementitious materials in the mixture. 

9 Main Insights and Research Directions 

This section discusses valuable insights based on the literature review and provides 
research directions for future studies. It includes understanding the most promising 
research lines that can better contribute to dealing with the open and difficult research 
challenges of using RGD in the construction industry. The main insights and research 
directions of the literature review are: 

• The majority of studies examined the mechanical strengths of mixtures containing 
RGD. However, these factors are the critical parameters for constructions; the 
durability parameters are also significant since they are used to evaluate the life-
time of buildings. Therefore, examining the durability parameters of the mixtures 
such as concrete containing RGD and the cement or plaster should be examined 
in future studies. 

• In contrast tothe effect of RGD dosage on the mechanical strength of the construc-
tion composites, its influence on the microstructure of the composites such as 
concrete was not fully determined. Thus, evaluating and surveying the effect of 
RGD on the chemical reactions and microstructure of the construction materials 
can be considered as one of the research fields in using RGD as the second-raw 
construction materials. 

• Soil stabilization is one of the main applications of RGD. However, with regard 
to the reactions between RGD and rainwater, the environmental impacts of soil 
stabilization with RGD should be conclusively examined in the future.
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• One of the applications of RGD that was rarely studied in the literature is using 
RGD as recycled aggregates, which can significantly reduce the demand for 
extracting the natural aggregates. Given the fact that the source of natural aggre-
gates will be depleted by 2050, examining the effect of RGD as recycled aggregate 
can provide a new source of aggregates for concrete manufacturers. 

• However, the previous studies indicated the applicability of RGD in the construc-
tion industry; the RGD cost can significantly limit its usage. Therefore, however, 
this research direction is not related to the utilization of RGD in the construction 
industry at first glance; investigating new approaches to minimize the production 
cost of RGD powder can significantly expand its applications in not only the 
construction industry but also other industries. 

10 Conclusions 

This paper reviewed the applications of recycled gypsum drywall (RGD) in the 
construction industry through the literature published between 2019 and 2021. Then, 
the environmental and economic benefits of using RGD as a supplementary cemen-
titious material were determined, and the most appropriate mixture was proposed 
based on the reviewed articles. The main conclusions of this study are: 

• RGD can be fully recycled based on the literature and used as supplementary 
cementitious material and aggregate in the construction industry. 

• RGD can be used as supplementary cementitious material whether it is thermally 
treated or not. 

• Utilizing the combination of RGD and fly ash as supplementary cementitious 
materials can reduce the CO2 emissions of the concrete by at least 55.7%. 

• Employing the combination of RGD and fly ash as supplementary cementitious 
materials can decrease the cost of concrete by at least 11.8%. 

• The combination of RGD, OPC, fly ash or perlite, and slag as cementitious 
materials can result in economically eco-friendly concrete. 

• Perlite mine waste can be used as a replacement for fly ash to reduce the cost of 
concrete containing RGD. 

• Several insights and research directions were proposed for future studies. 
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A Study on the Mechanical 
and Durability Properties of Rubberized 
Concrete 
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Abstract Even though concrete is a huge contributor to global greenhouse gas 
emissions, it has become an indispensable part of our everyday life. The use of 
recycled materials in concrete has the potential to provide an eco-friendly solution 
to concrete construction technology and reduce its carbon footprint to some extent. 
Research has been carried out for decades to make concrete an environmentally 
friendly material and the inclusion of rubber crumb as a replacement for aggregate 
is gaining popularity in recent times. This also solves the disposal problem of scrap 
rubber tires which is a serious concern considering the huge market of rubber tires all 
over the globe. Contrasting results are observed in previous research on the effect of 
crumb rubber in concrete. Moreover, a proper guideline is necessary for incorporating 
rubber crumb in concrete as its properties vary with the origin of the rubber scraps. 
To determine an optimum replacement level of crumb rubber in concrete, this study 
investigated the properties of cement concrete made with crumb rubber replacing 
particles at levels 10, 30, and 50% with fixed water-to-cement ratio of 0.31. Concrete 
properties that were examined in this comprehensive study include fresh property: 
slump and mechanical properties: compressive strength and failure pattern. It was 
observed that up to 10% replacement of sand with crumb rubber in concrete resulted 
in comparable mechanical properties. 
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1 Introduction 

Concrete, which is the second most-consumed material after water [40], is also a huge 
emitter of CO2. The global availability of its constituents, low cost, and flexibility in 
forming various shapes makes concrete such a ubiquitous material. Unfortunately, 
concrete’s main constituent, cement, is solely responsible for about 8% of the world’s 
total greenhouse gas emission and 90% of the cement sector’s emission occurs during 
the production of clinker [37]. Consequently, extensive research is being carried out 
to explore innovative ways of reducing concrete’s environmental impact. Using waste 
and recycled materials as a replacement for one or more of the ingredients of concrete 
can be a probable solution in this regard. Like any other waste material, crumb rubber 
(CR) derived from recycled rubber waste has a great potential to be used in concrete 
and make it environment friendly by lowering GHG emissions [17]. 

Using waste rubber materials as aggregates of concrete not only provides an eco-
friendly solution in concrete production but also solves the disposal problem of the 
huge amount of rubber discarded every year after the end of their life. It is estimated 
that one billion rubber tires reach their expiration date every year and hardly half 
of them are properly recycled [11, 38]. Utilizing this huge amount of discarded 
rubber waste in the construction sector in the form of CR is a sustainable solution to 
meet the environmental challenges [9]. Tire-derived aggregates and CR have been 
successfully used as coarse and fine aggregate replacements, respectively, in concrete 
[9, 19, 29]. 

However, significant compressive strength reduction in concrete using CR leads 
to limited structural applications as a construction material, mostly in non-structural 
forms [1, 11]. Contrastingly, rubberized concrete showed better performance in terms 
of strain development, energy absorption capacity, ductility, thermal, and dura-
bility aspects [17, 22, 27, 34, 36, 44, 49]. However, consistent results of rubber-
based concrete are difficult to predict because of the variation of rubber’s chemical 
composition with varying sources. 

Rubber-based concrete showed varying results in previous studies. Increasing 
rubber content in the concrete mixture significantly decreases its workability [2, 
21–23, 25, 30, 41, 45, 48]. The low slump value can attribute to the increase in 
inter-particle friction between CR and cement matrix and the entrapped air [42]. 
Furthermore, the mixing process and pre-treatment of CR could also influence its 
workability [47, 50]. 

Effect of using CR in concrete on its compressive strength has also been studied. 
Rubber used as coarse aggregate decreased concrete strength more than it being used 
as fine aggregate [30, 31, 46, 48]. Some other studies observed that coarse aggre-
gate replaced with rubber performed better in terms of strength than fine aggregate 
replacement [3, 18]. Untreated CR unanimously reduced the compressive strength 
of concrete as observed by many researchers [29, 48, 50], while a few examples of 
strength improvement are also observed with NaOH-treated CR [47]. NaOH-treated 
CR has also been observed to provide satisfactory compressive and flexural strength 
in recycled aggregate concrete, although CR lowered the strength values [43]. Similar
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to compressive strength in most of the research, the addition of rubber particles in 
the cement matrix reduces flexural and splitting tensile strength [26, 48, 50]. CR not 
only affects the strength of concrete but also impacts the toughness and elasticity of 
concrete. Modulus of elasticity was found to decrease with the reduction in compres-
sive strength for rubberized concrete [26]. Moreover, increasing the rubber content 
would keep decreasing the modulus of elasticity [50]. 

The inconsistencies in fresh, durability, and mechanical properties of CR-replaced 
concrete observed in these previous studies give rise to the necessity of further 
research. In addition, there is no available guideline in the usage of rubber crumb 
waste in concrete, whereas these scraps can be an environment-friendly solution in 
the construction industry. Hence, to find a directive to the most suitable replacement 
level of CR and investigate the properties of concrete, this study was carried out. It 
investigates the fresh, mechanical, and durability properties of cement concrete made 
with CR replaced of sand particles at levels 10, 30, and 50% with fixed water-to-
cement ratio (0.31). Since CR has a specific gravity lower than sand, a weight-based 
replacement was not possible, and a volumetric replacement method was considered. 
The mixtures used in this study targeted lower-strength concrete to be used in non-
load-bearing masonry structures. Hence, untreated well-graded CR was used. Slump 
values of the concrete mixtures were determined as fresh property of concrete. More-
over, mechanical properties for instance compressive strength and failure pattern of 
rubber-based concrete were also observed and compared with control specimens. 
Rapid chloride permeability test and freeze-thaw were used as durability tests on 
concrete cylinders. 

2 Experimental Program 

2.1 Materials 

Concrete mixtures of this study consisted of general use (GU) cement, sand and CR 
as fine aggregates, gravel as coarse aggregates, and water. The maximum nominal 
size of sand was 4.75 mm and gravel 20 mm. CR was produced by shredding waste 
rubber tire in a commercial manner. Sand was replaced by CR by volume at 10, 30, 
and 50% levels. 

CSAA23.2-6A [15] and CSAA23.2-10A [12] standards were followed for deter-
mining water absorption and specific gravity of sand and gravel, respectively. CR 
floats on water instead of being submerged in it. This happens because the rubber 
crumb has a specific gravity like that of water. Hence, these physical properties of 
CR were determined using ethyl alcohol according to the standard FM 5-559 [20]. 
All the other properties except absorption capacity and specific gravity were deter-
mined using the same testing standard as sand. The sieve analysis and gradation of 
both sand and CR were carried out according to the specifications of CSAA23.2-2A 
[13]. The fineness modulus of sand was 2.24 which was lower than that of rubber
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Fig. 1 Gradation curve of a sand, b crumb rubber 

Table 1 Physical properties 
of aggregates Variables Gravel Sand Crumb rubber 

Bulk specific gravity (SSD) 2.66 2.60 1.15 

Bulk specific gravity (dry) 2.64 2.56 

Apparent specific gravity 2.71 2.67 

Fineness modulus – 2.24 3.68 

Absorption capacity (%) 0.98 1.52 1.20 

Bulk density (kg/m3) 1563 – – 

crumb, 3.85. This signifies that CR was coarser than sand particles. Figures 1a and 
b illustrate the gradation curves of sand and CR, respectively. The figures also show 
the upper and the lower limits of gradation according to CSA standard. 

Figure 1 shows that both the sand and CR are well graded. They also are well 
within the range determined by CSA. However, CR particles were manually mixed 
to fit them within the CSA ranges since the CR originally supplied by a company 
was gap graded. The physical properties of the coarse and fine aggregates along with 
CR are shown in Table 1. Table 2 shows the chemical composition of CR.

2.2 SEM Images of Crumb Rubber 

For viewing the morphological pattern of CR and cement paste at a microscopic 
level, Mira3 Tescan Scanning Electron Microscope (SEM) images of rubber crumb 
were observed. Three different magnifications of the particles were produced and are 
shown in Fig. 2. These SEM images can well distinguish probable air entrainment 
between the particles. In the SEM images of Fig. 2, the tire particles are seen as 
being fragmented into jagged shapes and there are irregular rough surfaces. These 
fragmented and rough surfaces of the particles let air be trapped between them 
during mixing. The hydrophobic nature of rubber also results in a high percentage 
of air entrainment in the samples [10, 35]. The deformation of CR under external
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Table 2 Chemical properties 
of crumb rubber Elements Percentage 

Carbon 69.95 

Oxygen 20.93 

Sodium 0.38 

Magnesium 0.23 

Aluminum 0.71 

Silicon 1.53 

Sulfur 1.42 

Potassium 0.12 

Calcium 0.22 

Iron 2.43 

Copper 0.15 

Zinc 1.91 

Total 99.98

Fig. 2 Crumb rubber particles at magnification levels of a 28x, b 80x, and c 500x using Scanning 
Electron Microscope (SEM) 

load is much higher than the cement paste. This causes a weak Interfacial Transi-
tion zone (ITZ) compared to concrete with regular aggregates [28]. These are the 
reasons behind the feeble bonding of CR with cement paste, hence the lowering of 
compressive strength. 

2.3 Mixture Design 

In this study, four mixtures were cast and experimented where the water-to-cement 
(w/c) ratio was fixed as 0.31. CR was incorporated in the mixtures in a volumetric 
replacement of fine aggregate by 10, 30, and 50%. The control mixture and these
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Table 3 Mix details of the concrete cylinders (per m3) 

Batch 
code 

Crumb 
rubber 
(%) 

Water 
(kg) 

Cement 
(kg) 

Gravel 
(kg) 

Sand 
(kg) 

Crumb 
rubber 
(kg) 

Air 
entraining 
admixture 
(ml) 

Water 
reducer 
(ml) 

R0 0 119 385 1142 633 0 192 3140 

R10 10 119 385 1142 570 29 192 3140 

R30 30 119 385 1142 443 86 192 3140 

R50 50 119 385 1142 317 143 192 3140 

CR-replaced mixtures were denoted by R0, R10, R30, and R50, respectively. The 
target compressive strength was 35 MPa. Table 3 shows the mixture proportions of 
concrete that were used in this study. 

3 Results and Discussion 

3.1 Fresh Properties 

Slump values of fresh concrete have been determined according to the specification 
of [14] and are presented in Fig. 3. It can be observed from the figure that slump 
value is decreasing with the increase in CR percentage in concrete. For instance, the 
control mix R0 showed the highest slump value among all the samples, which is 
95 mm. On the other hand, the slump value was reduced by 5.3, 21.1, and 36.8% for 
the mixtures R10, R30, and R50, respectively. This reduction may attribute to the 
nature of CR to keep moisture away while attracting air on their rough surface [4]. 

Fig. 3 Slump values of the 
concrete mixtures
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Fig. 4 Compressive strength of concrete cylinders 

3.2 Mechanical Properties 

3.2.1 Compressive Strength 

Compressive strength was carried out on concrete cylinders according to the speci-
fication of CSAA23.3-9C [16]. The results have been presented in Fig. 4. Concrete 
compressive strength has been determined for up to 56 days of curing age. From the 
graph in Fig. 4, it can be seen that the addition of CR decreases the compressive 
strength compared to the control concrete. The control mixture R0 resulted in the 
highest compressive strength, 39.6 MPa at 28 days and 45.2 MPa at 56 days. At 
56 days of curing, the compressive strengths of R10, R30, and R50 were reduced by 
8.2, 41.8, and 58.6%, respectively, compared to control mixture R0. 

It can also be observed that the strength gain rate over the curing period of 
56 days was the highest for R0 and it gradually decreased for R10, R30, and R50. 
Moreover, the target compressive strength of 35 MPa was only achieved by R0 and 
R10 at 28 days. For R30 and R50, the 28-day compressive strengths were 22.9 and 
16.2 MPa, respectively. The reduction in strength with an increased percentage of 
CR can attribute to the weak bond between CR and cement particles. 

3.2.2 Failure Pattern 

Figure 5 illustrates the failure pattern of the concrete cylinders upon compressive 
load. Combined cone and shear failure occur for the control concrete R0 (Fig. 5a) 
which has no CR in it. However, the specimens with CR in them failed in a more 
gradual manner compared to the brittle failure characteristics of the control one. 
The failure pattern of concrete with 10% and 50% CR (Figs. 5b and d, respectively) 
showed a well-defined cone on both ends which are similar to the Type 1 failure 
mentioned in ASTM C39 [6]. Figure 5c shows the failure pattern of R30 concrete
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Fig. 5 Failure pattern concrete specimens upon compression; a R0, b R10, c R30, d R50 

which is close to the Type 2 pattern, which is a cone on one end and a vertical crack 
running through the cylinder. 

3.3 Durability Properties 

3.3.1 Rapid Freeze-Thaw Durability Test 

Procedure A of ASTM C666 [8] was followed in determining the freeze-thaw dura-
bility of the concrete prisms. In this test procedure, these prisms were moist cured for 
14 days before starting the freeze-thaw test. Concrete samples underwent repeated 
freeze-thaw cycles and rapid deformation. Hence, concrete deteriorated because of 
the formation of cracks in it. As a result, a change in dynamic modulus of elasticity 
was evident during the 300 cycle periods. Dynamic modulus of elasticity is a property 
that denotes the concrete quality in terms of degradation due to cracks. The relative 
dynamic modulus of elasticity of concrete specimens is presented in Fig. 6.

By observing Fig. 6, it can be concluded that all the concrete samples showed a 
decrease in the relative dynamic modulus of elasticity with the increase in the number 
of freeze-thaw repetitions. Although all the specimens started showing a decline after 
the 72nd cycle, the least significant drop was observed for R50 samples, which is 
3%. On the other hand, the control concrete prism showed the lowest drop at 72nd 
cycle, 91%. The values of relative dynamic modulus of elasticity kept decreasing 
and the declining rate was higher for the control specimens even at the 300th cycle. 
The reference mixture R0 showed the lowest value of dynamic modulus of elasticity 
which was 66%. R10 and R30 showed a gradual increase in the value of dynamic 
modulus of elasticity 70 and 73%, respectively. The value was at maximum for R50 
which was 80%. The trend signifies that increasing CR content in concrete increases
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Fig. 6 Relative dynamic modulus of elasticity of concrete prisms in freeze-thaw test

its freeze-thaw resistance. It should also be noted that all of the samples survived 
the freeze-thaw test up to the 300th cycle. All of them also followed the criteria of 
the value being at least 60% according to ASTM C666 [8] so that the test was not 
needed to terminate. 

The hydrophobic nature of CR results in porous concrete upon their inclusion in 
the mixture. CR also creates air pockets as it repels moisture and attracts air to its 
surface. Crumb rubber creates porous concrete, thereby entrapping air in the voids. 
The water inside concrete creates internal stress after freezing occurs. This results 
in micro-cracks once the internal stress becomes greater than the tensile strength of 
concrete [39]. The energy dissipation and absorption capacity of CR make crumb 
rubber concrete perform better under frost conditions and hence freeze-thaw test 
[33]. 

Figure 7 illustrates the change in weight in percentages for the freeze-thaw cycles. 
All the mixtures show weight gain in the initial stages. This occurred due to the 
water absorption and continuous hydration of the mixtures [24]. After the initial 
stage, weight loss can be observed in the prisms. Weight loss in the freeze-thaw test 
signifies surface scaling or spalling at the concrete surface [32]. Both mechanisms 
continued to occur for the whole freeze-thaw duration over all 300 cycles. These 
changes indicate the damage process due to the freeze-thaw cycles on the prisms.

At the 300th cycle, control concrete R0 showed the highest weight change, 2.71%. 
On the other hand, R50 showed the lowest weight change which was 1.93%. More-
over, the weight change and loss of rubberized concrete remained constant throughout 
the whole process. This also signifies that CR resisted any micro-cracks occurring 
in the concrete because it was more deformable than control samples.
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Fig. 7 Weight change percentages of concrete prisms in the freeze-thaw test

3.3.2 Rapid Chloride Permeability Test 

A rapid chloride permeability test was performed on all the concrete specimens 
according to the specification of ASTM C1202 [5]. A 2 inch slice of concrete was 
placed between two cells containing NaOH and NaCl solution. A potential of 60 V 
was maintained between the two cells, and the total passed charge was calculated 
over a period of 6 h. The more permeable the concrete is, the more charge it should 
let through. Hence, it is an indirect representation of concrete permeability. 

Figure 8 represents the total charge passed in coulombs for the concrete mixtures 
from the RCPT test. From the graph, it can be observed that CR reduces the charge 
passed through the concrete specimens compared to the control concrete. The reduc-
tion in total charge was 41, 56, and 39% for R10, R30 and R50 samples compared 
to control, respectively. Moreover, where the control concrete stood in the moderate 
permeability range, all the three rubberized samples were in the low permeability 
range by the classification defined by ASTM C1202 [5]. However, although all the 
rubberized concrete hindered the passage of chloride ingress and reduced the overall 
charge passed, 50% CR inclusion increased the charge values slightly. Hence, CR 
inclusion of up to 30% of the fine aggregate in concrete lowered the coulomb value 
and showed better permeability. However, a higher percentage (50%) of CR inclusion 
resulted in more air void in the concrete, which eventually increased the coulomb 
value, although still lowers than control concrete.
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Fig. 8 RCPT test results of 
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4 Conclusions 

Various fresh, mechanical, and durability characteristics of concrete with incor-
porated rubber crumbs were observed and compared with concrete with no CR 
inclusion. The results can be summarized as follows: 

1. CR inclusion in concrete reduces slump hence workability of the fresh concrete 
mixture. The highest reduction was observed for the highest percent replacement 
of CR in concrete, which was 36.8%. This reduction in a slump can be attributed 
to the hydrophobic nature of CR and eventual air void creation in the mixture. 

2. CR reduced compressive strength of concrete. The reduction in strength is 
quite significant at 30% or higher percentages of fine aggregate replacement. 
However, the 10% replaced specimen provided comparable results with the 
control concrete, not lower than 35 MPa. 

3. The failure pattern upon compression load of the specimens showed more gradual 
failure in the CR-replaced concrete compared to the reference sample which was 
more brittle. 

4. CR significantly improved the durability of concrete, both in terms of freeze-
thaw resistance and chloride permeability. Freeze-thaw resistance was gradu-
ally improved with the increase in CR content. However, chloride permeability 
decreased up to 30% of CR inclusion, and then, it increased at 50%. 

5. Considering the compressive strength, durability, and failure pattern of all the 
four mixtures used in this study, it can be concluded that a 10% replacement of 
fine aggregate with CR is an optimum percentage for rubberized concrete. 
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46. Topçu İB, Demir A (2007) Durability of rubberized mortar and concrete. J Mater Civ Eng 
19(2):173–178. https://doi.org/10.1061/(asce)0899-1561(2007)19:2(173) 

47. Tudin DZA, Rizalman AN (2020) Properties of cement mortar containing NaOH-treated crumb 
rubber as fine aggregate replacement. IOP Conf Ser: Earth Environ Sci 476(1). https://doi.org/ 
10.1088/1755-1315/476/1/012030 

48. Wanasingh D, Aslani F, Dai K (2021) Effect of age and waste crumb rubber aggregate propor-
tions on flexural characteristics of self-compacting rubberized concrete. Struct Concr: J FIB. 
https://doi.org/10.1002/suco.202000597 

49. Yi O, Mills JE, Zhuge Y, Ma X, Gravina RJ, Youssf O (2021) Performance of crumb rubber 
concrete composite-deck slabs in 4-point-bending. J Build Eng, 40(May). https://doi.org/10. 
1016/j.jobe.2021.102695 

50. Youssf O, Mills JE, Benn T, Zhuge Y, Ma X, Roychand R, Gravina R (2020) Development 
of crumb rubber concrete for practical application in the residential construction sector— 
design and processing. Constr Build Mater, vol 260. https://doi.org/10.1016/j.conbuildmat. 
2020.119813

https://doi.org/10.1061/(ASCE)0899-1561(2007)19
https://doi.org/10.1061/(asce)0899-1561(2007)19:2(173)
https://doi.org/10.1088/1755-1315/476/1/012030
https://doi.org/10.1088/1755-1315/476/1/012030
https://doi.org/10.1002/suco.202000597
https://doi.org/10.1016/j.jobe.2021.102695
https://doi.org/10.1016/j.jobe.2021.102695
https://doi.org/10.1016/j.conbuildmat.2020.119813
https://doi.org/10.1016/j.conbuildmat.2020.119813


Effect of Ultrafine Granulated Blast 
Furnace Slag on the Strength 
Development of Portland Cement Mortar 

Saeid Ghasemalizadeh and Rahil Khoshnazar 

Abstract The current study evaluated the effects of ultrafine granulated blast furnace 
slag (GBFS) on the compressive strength development of Portland cement mortar. 
The previous studies have investigated the effects of ultrafine slag (UFS) with sizes 
of around 3–5 µm on the concrete performance. Despite the great potential of smaller 
size GBFS particles to enhance the concrete performance, such effects are not clearly 
known. In this study, UFS particles with sizes of around 1 and 0.6 µm were prepared 
using a planetary ball mill. UFS was then used to replace Portland cement by 5, 10, 
and 15 wt.% in preparing mortar specimens. The compressive strength of the speci-
mens was measured at different ages. Isothermal calorimetry was also used to provide 
insight into the strength development mechanisms of specimens. The results showed 
that UFS powders significantly increased the 1-d and 3-d compressive strength of 
mortar specimens by up to 46 and 52%, respectively. The compressive strength 
increase was proportional to the replacement level of Portland cement with UFS 
powders. Compared to the 1 µm UFS, only a minor enhancement in 1-day compres-
sive strength of the specimens containing 0.6 µm UFS was observed. The 28-day 
compressive strength of all specimens was similar regardless of their UFS content. 
The isothermal calorimetry results showed that the UFS powders increased the early 
hydration rate of Portland cement. A preliminary analysis of energy consumption 
of UFS preparation showed that partial replacement of Portland cement with UFS 
could result in cementitious binders with less GHG emission. 
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1 Introduction 

Portland cement concrete is the most widely used man-made product on the earth. 
About 30 billion tons of Portland cement concrete are produced globally per year 
[9]. This has made the concrete industry one of the largest consumers of natural 
resources and a major source of anthropogenic greenhouse gas (GHG) emissions. 
The production of Portland cement is the primary source of GHG emissions in 
the concrete production process. Considering the increasing demand for concrete 
due to population growth in urban areas and the need for concrete structures and 
infrastructure, the cement and concrete industry should pursue applicable strategies 
to satisfy both the increasing demand and the need for reducing the environmental 
impacts of the cement and concrete production. 

One of the low-cost and practical methods of reducing the GHG emissions of 
the cement and concrete industry is the utilization of supplementary cementitious 
materials (SCMs) as Portland cement replacements in concrete manufacturing. The 
use of SCMs as partial substitutions for Portland cement can have economic and 
environmental advantages and benefit the concrete performance. However, due to 
the slower reactivity of most SCMs compared to the Portland cement at early ages, 
the early-age compressive strength of the cementitious materials with SCMs has 
mainly resulted from the hydration of Portland cement [15]. Hence, the appropriate 
replacement level of Portland cement with SCMs should be carefully determined. 
When a small or moderate amount of SCMs is used in the cementitious binder, 
SCMs can increase the hydration rate of the Portland cement because of the filler 
and nucleation effect at early ages. In addition, the later-age compressive strength 
of concrete will be further enhanced due to the pozzolanic and/or hydraulic reaction 
of SCMs. However, for the high replacement levels of Portland cement with SCMs, 
due to the lower reactivity of SCMs and lower Portland cement content, the obtained 
cementitious binder contains less hydration products at early ages. Therefore, the 
early-age compressive strength of the resulted concrete is typically low. That would 
be a limiting factor toward using large volumes of SCMs in many applications. 

One of the methods for increasing the reactivity of SCMs is reducing their particle 
size through fine or ultrafine grinding of particles. Grinding of the particles produces 
powders with an increased surface area and reactivity. Nowadays, different types of 
milling with a high-energy efficiency have been invented to reduce the particle size 
of different materials into different ranges. The previous studies investigated the fine 
or ultrafine grinding of fly ash, granulated blast furnace slag (GBFS), and kaolinite 
clay [8, 10, 11, 16]. 

For the case of GBFS, Kumar et al. [8] used attrition milling to obtain ultrafine 
GBFS with a mean diameter of around 4 µm. The 28-d compressive strength of mortar 
samples containing 60 and 70 wt.% of ultrafine GBFS was approximately 15 and 
36% higher than that of the sample with only Portland cement. Bouaziz et al. [5] used  
a high-energy planetary ball mill and obtained ultrafine GBFS with a mean diameter 
of 5 µm. The obtained particles were then used to replace 45 wt.% of Portland 
cement in preparing paste samples. Both short and long-term compressive strengths
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of the samples containing ultrafine GBFS obtained from high-energy milling were 
improved by up to 10% compared to the reference Portland cement paste. 

Sharmila and Dhinakaran [14] utilized ultrafine GBFS with a particle size of 
5 µm to replace 5, 10, and 15 wt.% of Portland cement in preparing high-strength 
concrete. They observed that the ultrafine GBFS accelerated the compressive strength 
gain of concrete at the early ages. The 7-d compressive strength of concretes with 
5, 10, and 15 wt.% of ultrafine GBFS was equal to 63%, 74%, and 60% of their 
28-d compressive, respectively. Another study obtained GBFS particles with a mean 
diameter of 3 µm through a wet-grinding process using water as a wetting agent in a 
stirred media mill [16]. The obtained slurry was utilized to replace 50% of Portland 
cement in mortar specimens to measure the activity index of the obtained ultrafine 
GBFS. The results showed that the activity index of GBFS prior to the wet grinding 
was 90.8%, which increased to 126.5% for GBFS after 50 min of milling [16]. 

Most of the previous studies reduced the particle size of GBFS into the ranges of 
3–5 µm. However, the effects of smaller size GBFS particles on the performance of 
cementitious systems are not clearly understood. The current study aims to fill this 
research gap by investigating the influence of ultrafine GBFS with a mean particle 
size of about 1 µm and smaller on the hydration and mechanical properties of 
cementitious mortar samples. Compressive strength measurements and isothermal 
microcalorimetry were conducted to investigate the strength development and hydra-
tion heat of samples. Finally, the energy efficiency, limitations, and advantages of 
grinding the GBFS particles were also discussed. 

2 Materials and Method 

2.1 Materials 

Ordinary Portland cement type general use cement (GU/GUL cement, QUIKRETE) 
complying with the Canadian standard (CSA A3001) was used in this study. A 
commercial GBFS (Lafarge) was used for preparing the ultrafine slag (UFS) powders. 
In addition, a high-early strength Portland cement (HE cement) from Lafarge was 
utilized to compare the early-age strength development of the proposed mixtures with 
the HE cement. The oxide composition of the cementitious materials is presented in 
Table 1. A polycarboxylate-based superplasticizer (Glenium 3030, Master Builders 
Solutions) was also used in preparing the mortar samples incorporating UFS particles 
to keep the slump flow of the samples constant.
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Table 1 Oxide composition of the GU cement, GBFS, and HE cement (wt.%) 

SiO2 Al2O3 Fe2O3 CaO MgO SO3 K2O Na2O Others LOI 

GU cement 18.29 3.79 3.32 60.15 4.53 3.29 0.39 0.12 6.12 5.89 

GBFS 31.02 12.81 1.05 42.34 5.34 2.56 0.25 0.29 4.34 3.16 

HE cement 18.71 4.71 3.07 60.05 4.10 3.09 0.27 0.10 5.9 5.85 

2.2 Sample Preparation and Testing 

The GBFS was ground to ultrafine powders with two different particles sizes (UFS1 
and UFS2) using a laboratory-scale planetary ball mill (Restch PM 100 CM). The 
UFS particles were characterized by dynamic light scattering (DLS) and scanning 
electron microscopy coupled with energy dispersive X-ray spectroscopy (SEM/ 
EDX). 

Reference mortar samples were prepared according to the ASTM C109 (2021) 
for the compressive strength test. The obtained UFS powders were used to replace 
the GU cement at 5, 10, and 15 wt.%, as indicated in Table 2. The UFS powders were 
first shear-mixed in water containing the superplasticizer for preparing the samples. 
Then, the mixtures were mechanically mixed according to the ASTM C305 [3]. The 
mortars were cast in cubic molds with the dimension of 50 mm × 50 mm × 50 mm. 
The samples were de-molded after 24 h and were kept in a fog room until the specified 
testing age. The compressive strength tests were performed at ages of 1, 3, 7, and 28 
d, according to the ASTM C109 [1]. 

Cement paste samples with a water to cementitious materials ratio of 0.42 were 
also prepared for the isothermal calorimetry test. The test was conducted using an 
isothermal microcalorimeter (TAM Air, TA instruments) according to the [2]. Quartz 
sand with the same thermal mass as the tested specimens was put in reference cells to 
measure the baseline of the experiments 24 h before the main experiments. Approx-
imately 40 g of the cementitious pastes, according to the binder composition of 
Table 2, were prepared in a plastic container. Around 9–10 g of each paste were 
poured into a glass ampoule and then were placed in testing cells of the calorimeter

Table 2 Binder composition for the paste and mortar samples (wt.%) 

GU HE UFS1 (1 µm) UFS2 (0.6 µm) 

R-GU 100 – – 

R-HE – 100 – – 

UFS1-5 95 – 5 – 

UFS1-10 90 – 10 – 

UFS1-15 85 – 15 – 

UFS2-5 95 – – 5 

UFS2-10 90 – – 10 

UFS2-15 85 – – 15 
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Fig. 1 Particle size 
distribution of the UFS 
powders 

approximately 5 min after mixing the binders with water. The heat evolution of 
samples was recorded for 96 h. 

3 Results and Discussion 

3.1 Characteristics of the UFS Particles 

The particle size of the UFS powders as determined by the DLS method is presented 
in Fig. 1. The results are the average of 3 measurements. The average particle size 
of the UFS powder was around 1.0 and 0.6 µm for UFS1 and UFS2, respectively. 

Figure 2 shows the SEM images of UFS1 and UFS2 particles compared to the 
as-received GBFS. EDX analysis was also used to define the elemental composition 
of the powders. Before and after milling, the main elements detected for the obtained 
powders were Ca, Si, Al, and Mg. Possible iron and chromium contamination of the 
final powder by elements from balls and jars was not detected.

3.2 Compressive Strength of the Mortar Samples 

Figure 3 shows the compressive strength of the mortar samples at the ages of 1, 3, 
7, and 28 d. The compressive strength of the samples containing UFS particles was 
higher than that of the samples made with only GU cement at the early ages. The 
compressive strength increase was more pronounced at the higher replacement levels 
of the GU cement with the UFS particles. The average 1-d compressive strength of 
R-GU was 11.2 MPa, while the average 1-day compressive strength of UFS1-15 and 
UFS2-15 was 15.2 and 16.4 MPa, respectively. The average 3-d compressive strength 
of R-GU, UFS1-15, and UFS2-15 was 20.8, 31.9, and 32 MPa, which indicated an
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Fig. 2 SEM images: a as-received GBFS, b UFS1, c UFS2

approximately 52% increase due to the use of the UFS particles. Mortar samples 
containing 10 and 15 wt.% of UFS gained more than 70% of their 28-d compressive 
strength at the age of 3 d. The 1-d and 3-d compressive strength of R-GU samples 
were around 65% of the compressive strength of R-HE samples at a similar age. 
Replacing GU cement with 5, 10, and 15 wt.% of UFS increased the 1-d and 3-
d compressive strength of samples to the level of around 75, 83, and 90% of the 
compressive strength of R-HE samples at similar ages. 

Only minor enhancement in the 1-d compressive strength of the mixtures was 
observed for samples containing UFS2 compared to those containing UFS1. At 5, 
10, and 15 wt.% replacement, the average 1-d compressive strength of samples with

Fig. 3 Compressive strength of specimens at the ages of 1, 3, 7, and 28 days 
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UFS2 was only 6, 5, and 8% higher than those of the samples with UFS1, respectively. 
At later ages (3, 7 and 28 d), no significant difference was observed between samples 
containing UFS1 and UFS2. 

The enhancing effect of UFS on the compressive strength of the samples was 
reduced at later ages. The average 7-d compressive strength of R-GU was 27.9 MPa, 
while for the mixtures containing UFS, the average 7-d compressive strength varied 
between 33.3 and 38.3 MPa. At the age of 28 days, all the samples indicated approx-
imately a similar compressive strength value regardless of their UFS content and 
size, and the average compressive strength values varied between 41 and 45 MPa for 
different samples. 

3.3 Heat Flow Measurements 

Figure 4 shows the normalized heat flow and normalized cumulative heat based 
on the cement mass for different pastes for a period of 96 h. R-GU hydration heat 
curve included two peaks. The first peak indicated the formation of calcium-silicate-
hydrate (C–S–H) due to the reaction of tri-calcium-silicate (C3S). The second peak 
was related to ettringite formation due to the hydration of tri-calcium aluminate 
(C3A) in the presence of gypsum [12].

When UFS1 and UFS2 were added to the mixtures, no significant change was 
observed in the initiation of the acceleration period. However, a considerable increase 
in the intensity of the first peak occurred. These changes were more pronounced by 
increasing the proportion of the UFS particles in the binders. The increased heat flow 
was likely due to the presence of extra nucleation sites provided by the UFS particles 
for the formation of C–S–H. In addition, the shearing rate possibly increased due to 
reduced inter-particle distance in systems containing UFS. The increase in shearing 
rates speeds up the ion dissolution from the cement grains and results in the enhanced 
formation of C–S–H [4]. The presence of UFS particles also altered the position of 
the first peak. In the pastes with UFS, the first peak occurred faster (shifting to the 
left), and the change was more evident by increasing the UFS content in the binder. 

The incorporation of UFS into the cementitious systems also influenced the posi-
tion and intensity of the second peak. The changes in the second peak were more 
pronounced by increasing the content of UFS powders in the binders. In UFS1-15 
and UFS2-15 curves, the position of the first and second peaks is pretty close to 
each other. Zunino and Scrivener [18] stated that the sulfate ions are adsorbed on the 
surface of C–S–H formed from the hydration of C3S. An increase in the rate of C– 
S–H formation increases the sulfate adsorption on the C–S–H surface; therefore, the 
depletion of gypsum occurs faster. After depletion of sulfate ions, sulfate is desorbed 
from the C–S–H and becomes available to react with C3A to form ettringite [18]. 

Figure 5 presents the heat flow per gram of cement for UFS1-15 and UFS2-15 
and R-GU samples for a better comparison of the effect of the particles size of 
UFS powders on the heat flow curves. The heat flow and hydration peaks of UFS1-
15 and UFS2-15 are generally similar. Finer particles of UFS2 had only a minor
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Fig. 4 Normalized heat flow and normalized cumulative heat for different cementitious pastes 
containing a UFS1 and b UFS2

enhancing effect on the amount of first and second peaks compared to the UFS1 
particles. However, the cumulative heat of these samples after 96 h of hydration is 
approximately the same and is about 30% higher than that of R-GU. The same trend 
was also observed for mixtures with 5 and 10% replacement of GU with UFS2 and 
UFS1. The cumulative heat of samples with 5 and 10% GU replacement with the 
UFS powders was about 7 and 15% higher than that of R-GU at a similar age.
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Fig. 5 Normalized heat flow and cumulative heat for the hydration of UFS1-15, UFS2-15, and 
R-GU samples 

4 Potential Environmental Advantages and Disadvantages 
of Using Ultrafine Slag 

Reducing the particle size of GBFS to UFS needs extra energy consumption for 
grinding that produces additional GHG emissions. In most cases, electricity is used as 
energy for grinding. The extra electrical energy and GHG emissions should be consid-
ered to evaluate the environmental advantages and disadvantages of UFS utilization 
in concrete. The GHG emission of electricity generation and consumption varies 
between different regions. For example, in different regions of Canada, the GHG 
emission for 1 kWh electricity consumption varied between 0.0013 and 0.89 kg of 
CO2-eq in 2019 [7]. The GHG emissions associated with electricity consumption are 
higher in regions where sources such as coal and natural gas are used for electricity 
generation. On the other hand, electricity generation by nuclear, hydro, wind, and 
solar sources in some areas results in less GHG emissions [7]. 

Few studies have reported the required electricity consumption for reducing the 
particle size of SCMs and, in particular, GBFS. Different types of mills with different 
energy efficiency have been used for the ultrafine grinding of SCMs [6, 8, 16]. The 
final particle size of the obtained ultrafine powders after grinding was larger than or 
equal to 2 µm in these studies. In one of the studies, Sebaibi and Boutouil [13] stated 
that increasing the Blaine specific surface area of each ton of GBFS from 4500 cm

2 

g 

(standard GBFS) to 9000 cm
2 

g (GBFS with the mean diameter of 2.5 µm) required 
300 kWh more electrical energy. In another study, [6] used a supersonic steam jet 
mill to reduce the GBFS particle size and reported that 17 kWh electrical energy and
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0.88 tons of steam were required to produce one ton of GBFS with a mean particle 
size of 2.25 µm. 

In the current study, the UFS powders were obtained by a laboratory-scale plan-
etary ball mill. The electricity consumption associated with the production of the 
UFS particles of our study can be different from, and likely higher than, that in 
bulk production of UFS. However, the electricity consumption analysis of this study 
showed that the GHG emission resulted from GBFS grinding to obtain 1 ton of 
UFS1 could range from approximately 11–7500 kg of CO2-eq in different regions 
of Canada. The GHG emission of grinding will be the lowest in provinces such as 
Quebec and Manitoba. The GHG emission associated with the production of each 
ton of Portland cement is 700–900 kg of CO2-eq [17]. Thus, partial replacement 
of Portland cement with UFS1, at least in provinces with a low GHG emission for 
electricity generation, results in cementitious binders with less GHG emission. The 
results presented in Sect. 3.2 also indicated that the use of 5–15 wt.% UFS with 
type GU Portland cement resulted in a higher early-age compressive strength of the 
Portland cement mortars. Hence, the utilization of UFS may allow a high replace-
ment level of Portland cement with conventional SCMs in cementitious binders 
without compromising the early-age properties of the concrete mixtures. Moreover, 
the compressive strength results showed that the combination of UFS and type GU 
Portland cement could be considered an alternative for HE cement. Production of 
UFS2 required further grinding which results in higher electricity consumption and 
higher GHG emissions compared to the UFS1 production. The compressive strength 
measurements, however, showed that the enhancing effects of the UFS1 and UFS2 
on the compressive strength of the mortars were relatively similar. Thus, a more 
comprehensive study on the effects of UFS2 particles on the engineering properties 
of concrete and its environmental impacts will be needed to determine the suitability 
of using UFS2 in concrete production. 

It is also worth mentioning that partial replacement of Portland cement with GBFS 
also provides other benefits in addition to the potential carbon footprint reduction. 
The GBFS utilization in concrete avoids landfilling of slag. In addition, reducing 
the share of Portland cement in concrete preserves natural resources required for the 
production of Portland cement. Analyzing the effects of replacing type GU Portland 
cement with UFS on different environmental impacts through a comparative life cycle 
assessment (LCA), that considers the effects of regional availability of slag, energy 
use and efficiency of grinding facilities, and transportation of UFS, can provide more 
insights into the potential advantages and disadvantages of using UFS for different 
projects. 

5 Conclusion 

The current study assessed the effect of using UFS as partial Portland cement replace-
ment on the compressive strength, heat flow, and environmental impacts of cemen-
titious mixtures. Two different ultrafine slags with average particle sizes of around
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1 (UFS1) and 0.6 µm (UFS2) were obtained by ultrafine grinding and used as 5– 
15 wt.% replacement of the Portland cement in cementitious mixtures. The main 
conclusions are summarized as follows: 

• Substitution of type GU Portland cement with 5–15 wt.% UFS powders increased 
the compressive strength of mortar samples at early ages (1, 3, and 7 d). The 
improving effects of the UFS powders were more pronounced at 1 and 3 d. This 
resulted in mortar samples with superior compressive strength, comparable to that 
of mortars prepared with the HE cement at similar ages. The use of finer UFS2 
powders slightly enhanced the 1-d compressive strength of the mortar samples 
compared to the UFS1 utilization. Its effects, however, were similar to those 
observed for the UFS1 powders at other testing ages. 

• The calorimetry results indicated that the presence of UFS powders increased 
the heat evolution of the Portland cement systems. The increase in the heat flow 
was enhanced by increasing the replacement level of the GU cement with the 
UFS powders. However, there was only a slight difference in the heat flow curves 
of samples containing UFS1 and UFS2, and both samples resulted in a similar 
cumulative heat after 96 h of hydration. 

• A preliminary analysis showed that depending on the source of electricity, 
obtaining the UFS1 powders could have lower GHG emissions than that required 
for the Portland cement production. Thus, replacing Portland cement with UFS1 
can reduce the embodied GHG emissions of concrete mixtures in addition to 
enhancing their early-age properties. It will also have other environmental bene-
fits such as landfill avoidance of slag and preservation of the natural resources 
used for the Portland cement production. Further grinding of UFS1 particles to 
achieve UFS2 might not be justified due to the small enhancing effects on the 
compressive strength of the mortar samples of this study. A more comprehensive 
analysis of the engineering and environmental performance of concrete mixtures 
incorporating UFS particles will be needed to determine the optimum particle size 
of the UFS for specific concrete applications. 
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Abstract This paper presents the results of an experimental study on the effects 
of the addition of waste glass fiber-reinforced polymer (GFRP) materials from wind 
turbine blades (WWTB)—designated as WWTB-GFRP—into concrete as fiber rein-
forcement. Compressive and flexural strength and flexural toughness of concrete 
cured in standard conditions for 28 days were investigated. Fiber addition rates of 
1–1.75 vol. % have been used for two types of WWTB-GFRP: with wood component 
and after wood removal. According to the test results, the increase in the WWTB-
GFRP fiber content leads to a slight to negligible decrease in compressive strength of 
6% maximum (for 1.75% of fibers with wood added), an increase in flexural strength 
up to 22% (for 1.75% of fibers added after wood removal), and an increase in flex-
ural toughness by more than 4 times (for the mixture with 1.75% of fibers without 
wooden content). Mixtures containing fibers without wood content demonstrated 
better results in all tests. In general, the results presented in this paper support the 
use of WWTB-GFRP material as fiber reinforcement in concrete. 
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1 Introduction 

The wind power industry is gaining popularity in the last decades due to the increasing 
awareness of environmental matters [22]. Wind energy is expected to cover up to 
15–18% of the global electricity demand by 2050 [19]. Up to 10.4% of the energy 
consumed in the European Union (EU) is produced by wind turbines in a normal wind 
year with approximately 77,000 turbines estimated [8]. The EU’s future energy plans 
include reducing greenhouse gas emissions by 80–95% by 2050 and covering up to 
27% of the energy consumption by renewable energy by 2030, which is unachievable 
without increasing the wind energy production [15]. In the United States of America 
(USA), wind energy is expected to fulfill up to 20% of the nation’s electricity demand 
by 2030 and up to 35% by 2050 [16]. 

In Canada, more than 3 million households (6% of electricity demand) are supplied 
by wind energy with 295 wind farms operating on Canada’s territory, including two 
of the three northern territories. The installed capacity of wind generation reached 
12.239 MW in 2017 [31]. 

The project lifetime of a wind turbine is 20 years, and today older wind turbine 
structures are at the end of their lifecycle. A common practice is to recycle portions 
of a wind turbine that contain large quantities of steel, such as the tower, gearbox, 
and hub. Some researchers [1, 24, 28] investigated repurposing of decommissioned 
wind turbine blades in such structures as roofing, pedestrian bridges, and others. 
Around 80% of the total weight of a wind turbine can be also recycled, though no 
solution has been determined for the blades [30]. Some portion of the blade (mainly 
fiberglass composite materials) is potentially recyclable [23], yet the waste material 
from the blade is responsible for the major portion of the turbine to landfill [12]. 

One of the promising recycling solutions for the WWTB-GFRP is the extraction 
of discrete fibers to be used as a replacement of synthetic macrofibers in fiber-
reinforced concrete. The results from [7] demonstrated positive effects for concrete 
with WWTB-GFRP fibers addition with the increase of flexural strength up to 15% 
for 1.75 vol. % fibers addition with the slight positive effect of wood removal on 
compressive and flexural strength. 

Multiple studies were performed for recycled glass fiber-reinforced concrete in 
terms of compressive and flexural strength [11, 14, 26, 27] and durability of virgin 
fiber-reinforced concrete [9, 10, 13, 18, 21, 25, 29]. Correia et al. [11] used thermoset-
based GFRP waste in the concrete mix. Reduced concrete performance in terms of 
mechanical and durability properties was reported; thus, the low dosage of GFRP 
was suggested for non-structural applications. However, under the pressure of the 
environmental issues, few extractions methods were identified and applied for glass 
fibers in the acrylic waste [14], but still, the results were not promising. Limited 
research evidence was found on the ecoefficiency of fibers extraction techniques and 
GFRP waste use as reinforcement in concrete. Patel et al. [27] used recycled glass 
fibers from acrylic waste obtained using a shredder and investigated its effects on the 
mechanical properties of concrete containing up to 0.3 vol. % of recycled glass fibers. 
The increase in compressive strength up to 21% and in tensile strength up to 28% was
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observed. Oliveira et al. [26] used mechanically recycled (chipped) GFRP as fiber 
reinforcement in cement mortar (42 kg/m3 for all mixtures). The highest compressive 
and flexural strengths of 47.3 MPa and 9.83 MPa, respectively, were achieved. The 
compressive strength was either increased up to 20% or decreased by 10% depending 
on fiber type. Flexural strength was increased up to 44% or decreased by 6%. The 
source of recycled material and non-uniformity of fibers had a big influence on the 
mechanical properties of mortar. The great number of fiber balls and particles of 
the sieved GFRP fiber cluster reduced the workability and compressive strength of 
mortar. 

This paper presents the results of an experimental study on the effects of the 
addition of waste glass fiber-reinforced polymer (GFRP) materials from wind 
turbine blades (WWTB)—termed throughout this manuscript as WWTB-GFRP— 
into concrete as fiber reinforcement. Recycled fiber addition rates of 1–1.75 wt.% 
were investigated. The resulting concrete mixtures were characterized for their 
mechanical performance (compressive strength, flexural capacity, and flexural tough-
ness at 28 days). Research outcomes are expected to contribute to the advancement 
of cleaner products for the cement and concrete industry while fostering sustainable 
development. 

2 Experimental Program 

2.1 Materials Properties 

2.1.1 Wind Turbine Blade Waste Material 

The recycled WWTB-GFRP material used in the project was received from the 
Bouffard group (QC, Canada). The material is obtained from disassembled wind 
turbines at the end of their lifecycle (Fig. 1a). Part of the material was chipped 
using an industrial woodchipper of high processing capacity (Fig. 1b). For another 
part of the material, wood was manually separated (Fig. 1c) followed by chipping 
separated GFRP using an industrial woodchipper of high processing capacity. Fibers 
of length between 20 and 30 mm and the length-to-diameter ratio between 5 and 
15 were obtained (Fig. 1d). Special measures of protection have been taken while 
working with glass fiber to avoid health hazards and protect the skin, eyes, and upper 
respiratory tract: protective clothes, gloves, safety glasses, and mask with respirator.

2.1.2 Basic Concrete Constituents 

Type General Use (GU) Portland Cement (CSA A3001) equivalent to Type I cement 
[5] was used. Natural river sand (nominal maximum size of 5 mm) with a specific 
gravity of 2.61 and water absorption of 0.91% was also used. Crushed limestone
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Fig. 1 Waste wind turbine blades (WWTB) material processing: a piece of decommissioned turbine 
blade used for the project, b industrial woodchipper of high processing capacity, c WWTB with 
wood separated, and d fibers extracted

aggregates with nominal maximum sizes of 14 and 20 mm and a specific gravity 
of 2.7 were considered. Potable water from the laboratory was used for concrete 
mixing. The source of water is free from any form of contamination. 

2.2 Mixture Proportions 

To investigate the effect of GFRP-WWTB on concrete properties, two different forms 
of GFRP-WWTB were considered: (i) as received GFRP-WWTB after chipping, as 
well as (ii) chipped after manual removal of wooden content. GFRP-WWTB material 
was incorporated as a fiber reinforcement (at 0, 1, and 1.75 vol. %). Table 1 presents 
the proportions of concrete mixtures incorporating GFRP-WWTB after cutting and 
chipping as received and after wood removal. Mixture Ref is the reference mixture 
(plain concrete), for the mixtures containing fibers, the first number describes fiber 
addition rate (% wt.), and letters describe the type of fiber used (WW for fibers with 
wood, NW for fibers after wood removal).
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Table 1 Mixture proportions of GFRP-WWTB concrete (kg/m3 of concrete) 

Mixture Ref 1%WW 1.75%WW 1%NW 1.75%NW 

W/B ratio 0.48 0.48 0.48 0.48 0.48 

Cement 410 410 410 410 410 

Water 200 200 200 200 200 

Sand 735 735 735 735 735 

14 mm aggregates 421 421 421 421 421 

20 mm aggregates 632 632 632 632 632 

GFRP-WWTB with wood 0 18 30 0 0 

GFRP-WWTB no wood 0 0 0 18 30 

2.3 Specimen Preparation 

Specimen preparation comprised two stages. The first concerns the preparation 
of GFRP-WWTB. The second concerns the preparation of concrete mixtures and 
casting specimens. 

2.3.1 Waste Wind Turbine Blade Material Preparation 

Woodchipper at the site of the industrial partner was used to prepare the fibers 
from GFRP-WWTB. The wooden part was separated manually, and then the GFRP 
polymer part was processed using the same woodchipper. 

2.3.2 Specimen Preparation 

Concrete batching was carried out using a 100 L capacity concrete mixer following 
the mixing procedure described in ASTM C192 [2]. In an attempt to enhance mixture 
homogeneity, GFRP-WWTB material was dry mixed with coarse aggregate for 
10 min prior to adding to the final mixture. 

After mixing, specimens were sampled for the different tests. Cylinders 150 × 
300 mm were used for the compressive test; prisms 100 × 100 × 400mm were used 
for four-point bending test. After sampling, specimens were covered with plastic 
sheets and kept in a room with relative humidity (RH) and temperature of approxi-
mately 50% and 23 °C, respectively. After 24 ± 1 h, the specimens were unmolded 
and transferred for storage. Specimens were placed in a fog room at 100% RH and 
22 °C temperature and were kept there until the age of testing. Three specimens for 
each test were prepared.
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Fig. 2 Four-point bending test: a tested specimen, b testing equipment 

2.4 Test Procedure 

The compressive strength was evaluated on 150 × 300 mm cylinders (three spec-
imens for each mixture) following the guidelines of [4]. The flexural capacity was 
conducted on 100 × 100 × 400 mm prisms on three specimens using a four-point 
bending configuration (Fig. 2) following the procedure described in ASTM C78 [3] 
with the loading rate of 0.075 mm/min. The four-point bending test was chosen over 
three point to avoid premature failure and due to the expected non-homogeneity of 
the specimens. Following the flexural capacity test, the flexural toughness was deter-
mined following the ASTMC1609 [6] approach, whereby the toughness is defined 
as the area under the flexural load–deflection curve immediately before failure. The 
flexural toughness of all mixtures was compared to the reference mix at 28 days 
(100%). 

3 Analysis and Discussion of the Experimental Results 

3.1 Mechanical Performance at 28 Days 

The following sections describe and discuss the results of compressive and flexural 
tests performed on cylinders and prisms after 28 days curing in a fog room under 
uniaxial compression and the four-point bending test. The comparative results for 
all mixtures are presented in Fig. 3a for compressive strength, Fig. 3b for flexural 
strength, and Fig. 3c for flexural toughness.
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Fig. 3 Experimental results: a compressive strength; b flexural strength, and c flexural toughness. 
REF is used for reference mix, WW for the fibers with wood inclusions, and NW for the fibers after 
wood removal 

3.2 Compressive Strength at 28 Days 

The effects of WWTB-GFRP fibers on the compressive strength of concrete mixtures 
are presented in Fig. 3a. At 28-day age, the reference mixture (REF) achieved 48 MPa 
strength in compression. Mixtures 1%WW and 1.75%WW showed a slight decrease 
in compressive strength (4% and 6%, respectively). Mixtures 1%NW and 1.75%NW 
demonstrated a 2 and 4% decrease in compressive strength. As it can be concluded 
from the results, the elimination of the wood reduces the negative effect of fibers’ 
addition on compressive strength. Obtained results are similar to those obtained in 
previous research for fibers including wood. 

3.3 Flexural Capacity at 28 Days 

The effects of WWTB-GFRP fibers on the flexural capacity of concrete mixtures 
are presented in Fig. 3b. The flexural strength–deflection curves are presented in 
Fig. 4a-e. At 28-day age, the reference mixture achieved 6 MPa in a four-point
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bending test. Mixtures 1%WW and 1.75%WW showed a 6% and 15% increase in 
flexural strength, respectively. Mixtures 1%NW and 1.75%NW 12 and 22% increase 
in flexural strength. As can be seen from the results, the elimination of the wood 
increases the positive effect of fibers addition. Obtained results are similar to those 
obtained in previous research for fibers including wood. The increase in flexural 
strength for fibers without wood is similar though inferior to that observed for similar 
addition levels of virgin steel and glass fibers [6, 17, 20].

3.4 Flexural Toughness at 28 Days 

The average flexural toughness of tested specimens at 28 days is depicted in Fig. 3c. 
With the increase of fiber content and decrease of wooden content, flexural toughness 
increased noticeably. For mixtures with 1% fiber addition with and without wood, 
the increase in flexural toughness reached 58% and 69%, respectively. The increase 
in flexural toughness for mixtures with 1.75% fibers addition is noticeably more 
pronounced for the mixture without wood reaching a 420% increase in flexural 
toughness, while the mixture with wood gained 126%. 

3.5 Flexural Strength–Mid-Span Deflection Curve Analysis 
for the Four-Point Bending Test 

The flexural strength–deflection curves for each mixture are presented in Fig. 4. 
Each graph represents the results of the four-point bending test for each mixture 
after curing 28 days in a fog room. In the name of specimens, the first letters define 
mixture tested, the following number represents the age at the day of testing (28 days), 
and the last number represents the number of the specimen (1, 2, 3). The four-point 
bending test for reference concrete mix exhibited a drastic decline in flexural strength 
after brittle failure for all curing conditions (Fig. 4a), often reported in the literature 
as a typical curve for plain concrete in four-point bending tests [6, 17, 20]. Four-
point bending curves for mixtures with fibers addition are similar to the results of 
the [17] for polymeric fibers and [20] for steel fibers. Han et al. [20] defined three 
different behavioral types of the load–displacement curve of the steel fiber-reinforced 
concrete. First, the smaller the fiber content and the lower the tensile strength of the 
fiber, the wider and more drastic the load reduction appears in the section where the 
load reduces after the first peak load was reached (type A). Second, the greater the 
increase in the fiber content and the higher the tensile strength of the fiber, the longer 
the load–displacement curve increases over the first peak load after a slight load 
decline (type B). Finally, after the cracking of the concrete matrix, the load transfer 
to the fiber increases nonlinearly, without any load reduction (type C). In the case of 
WWTB-GFRP fibers, the mixture with 0.75% fibers with wood and without wood
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Fig. 4 Flexural strength–mid-span deflection curve at 28 days: a reference mixture; b 1%WW 
mixture; c 1%NW mixture; d 1.75%WW mixture; e 1%NW mixture

shows a slightly smoother curve peak at the failure point similar to the results of [20] 
for mixture with 0.5% of hooked steel fibers (Type A), with noticeably shorter post-
peak stage followed by the rapid load decrease. That type of curve can be explained by 
smaller fiber content and weak bond between fibers and concrete matrix compared 
to the hooked steel fibers at the post-peak stage, where the flexural behavior is 
generally driven by fibers tensile strength and slip bond resistance between fiber and
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concrete matrix. Mixture without wood reaches a higher value of flexural strength 
due to the absence of negative effects of wooden content on concrete strength, but 
overall behavior is similar for both mixtures (0.75% with wood and without wood). 
Mixture with 1.75% of fibers with wood exhibits very pronounced peak with rapid 
load decrease after, followed by smooth decrease curve driven by fibers (Type A). 
The observed curve is similar to Specimen 2 for the mixture with 1% of hooked 
steel fibers added. The increase in fiber content increases post-peak curve length; 
the lower strength of added material (fibers and wood) determines the post-peak 
behavior according to the model proposed by [20]. The curve for 1.75% of fibers 
added without wood demonstrates a slight strength increase driven mainly by fibers, 
similarly to the Type C curve by [20]. At a 1.75% addition rate, the wood removal 
had a pronounced effect on fiber strength allowing the Type C flexural behavior. 

4 Conclusion 

In this study, the viability of valorizing WWTB-GFRP in concrete as fiber reinforce-
ment was investigated. The addition rate of 1–1.75 vol. % into concrete for the fibers 
containing wood as received from the industrial partner, and after wood removal, 
was studied. Results indicate that WWTB-GFRP fibers addition slightly decreases 
compressive strength for all mixtures and increases flexural strength for all mixtures. 
Wood removal increases flexural strength gain and decreases compressive strength 
reduction for all mixtures. Quantity and type of fiber influence the failure mode and 
post-peak behavior, and the strength–displacement curves are similar to those for 
steel fiber-reinforced concrete. Specific findings are as follows: 

• When WWTB-GFRP is incorporated in concrete as fiber reinforcement, an 
enhancement in flexural capacity of up to 22% was achieved. 

• The flexural strength increases with the increase of fiber content and decrease of 
wooden content. 

• A noticeable increase in flexural toughness with the increase in fiber content and 
decrease of wooden content is observed. 

• The compressive strength decrease of up to 7% was observed for mixture with 
1.75% of fibers with wood added. 

• The compressive strength decreases with the increase of wooden content and with 
the increase of fiber content. 

• Flexural strength–mid-span deflection curve shape varied depending on the fiber 
addition rate and type of the fiber added. A weaker fiber-concrete bond was 
observed resulting in a shorter post-peak stage and lower flexural toughness 
compared to virgin fiber-reinforced concretes. 

Therefore, the WWTB-GFRP material can be valorized when it is added to 
concrete in the fiber form where the flexural capacity can be improved significantly. 
In general, this study supports the use of WWTB-GFRP in concrete as fiber rein-
forcement. The techniques of recycling fibers producing more homogeneous length
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and width of fibers are to be found, and an explicit environmental analysis is needed 
to estimate the positive environmental effects of WWTB-GFRP recycling. 
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Partial Cement Replacement in Concrete 
with Gypsum Powder Recycled 
from Waste Drywalls 

Kasra Takbiri and Pedram Sadeghian 

Abstract Construction industry is one of the most significant contributors to envi-
ronmental issues in today’s world. For this reason, sustainable approaches in building 
industry have always been sought by researchers in this domain. Cement manu-
facturing process, for example, emits considerable amounts of greenhouse gasses 
contributing to global warming. Replacing cement with other materials which have 
less environmental footprints has been considered a solution. Construction and demo-
lition waste disposal, also, could cause environmental issues in landfills. Gypsum 
drywalls account for a considerable amount of construction waste which contains a 
noticeable amount of gypsum. Utilizing recycled gypsum from waste drywalls as a 
partial replacement for cement in concrete could address both problems regarding the 
impact of construction on the environment. In this study, recycled gypsum powder 
from waste drywall will be used as a partial replacement for cement in concrete. 
Five concrete mix designs which include 0, 10, and 20% of recycled fine gypsum 
powder and whole gypsum are considered for this study. Since it has been proven 
that gypsum does not function well as the only partial replacement of cement, 50% 
of each mix design is dedicated to fly ash. Three cylindrical (100 mm × 200 mm) 
specimens of each mix design are planned to be tested at 7, 28, and 90 days. This 
paper will introduce the combination of fly ash and recycled gypsum as a sustain-
able replacement for cement in concrete and suggest more environmentally friendly 
concrete for our infrastructure. 
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1 Introduction 

The negative impact of the construction industry on the natural environment is unde-
batable. Hereby, two of the most noticeable topics are discussed. First, the cement 
manufacturing process could result in carbon dioxide (CO2) production, thereby 
contributing to climate change and global warming. Second is the gypsum drywall 
disposal in landfills, which could result in soil degradation and the contamination 
of nearby water resources. Utilizing recycled gypsum as a partial replacement for 
cement in concrete structures could be considered as an approach to address both 
issues [1]. 

Cement manufacturing plants emit significant amounts of greenhouse gasses 
(GHG) into the atmosphere. The emissions resulting from the cement industry 
account for up to 10% of artificial GHG emissions in the world [1, 2]. Also, the 
cement industry alone is responsible for 7% of global CO2 emissions [3]. Needless 
to say that CO2 could have devastating impacts on the natural environment. Since 
it is the major contributor to air pollution and global warming [4]. Furthermore, the 
cement industry consumes a significant amount of energy annually for manufac-
turing the product [2]. This could be an amplification for the production of GHGs 
resulting from cement manufacturing since a considerable amount of fossil fuels 
needs to be burned for sufficient energy to be provided for the cement manufacturing 
process every year [5]. Nearly 3.4 billion tons of cement are produced as the major 
raw material for concrete manufacturing [2]. The costs of cement production and 
the huge volume of cement that is produced annually convinced civil and environ-
mental engineers to look for replacements for cement as the cementitious material 
in concrete. 

Construction materials disposal at landfills is another noticeable issue in today’s 
world. Each material could have different impacts on the natural environment 
depending on the material’s chemical and mechanical properties. Gypsum wall-
boards (also known as drywalls) account for a significant amount of residential 
construction waste (nearly 20%). As a result of drywall disposal, huge amounts of 
gypsum are accumulated in landfills, which will cause several environmental issues. 
Gypsum is capable of releasing hydrogen sulfide gasses which could result in soil 
degradation [6]. It is also a flammable gas that could be lethal in high concentrations 
[7, 8]. Hydrogen sulfide could also penetrate the soil and cause water contamina-
tion in nearby areas [7]. Utilizing the accumulated gypsum resulting from drywall 
disposal is considered as an approach to address the issues resulting from cement 
manufacturing and gypsum drywall waste disposal [7]. 

Using recycled gypsum from waste drywalls as a partial replacement for cement 
in concrete could reduce the demand for cement production and as a result, fewer 
GHGs would be emitted to the atmosphere. Also, it could be a rational approach 
to eliminate gypsum from our landfills and turn it into a resource. Naik et al. [1] 
used the combination of recycled gypsum powder and fly ash class C as a partial 
replacement for cement in concrete. According to the results, between 30 and 60% 
of cement could be replaced by a gypsum-fly ash class C mixture. More importantly,
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concrete specimens containing 10% gypsum as cementitious material are shown 
to have the same compressive strength as the conventional concrete after 28 days. 
Hansen and Sadeghian [7] attempted to replace a higher volume of cement with a 
gypsum-fly ash mixture (up to 70%). Gypsum could have negative impacts on the 
compressive strength of concrete in a short period after manufacturing. However, the 
concrete containing gypsum alongside fly ash and cement as the cementitious paste 
is proven to have higher compressive strength compared to the concrete mixture 
that has only cement and fly ash as the cementitious material [7]. Therefore, the 
application of recycled gypsum powder is acceptable, and utilizing this material in 
concrete manufacturing is feasible. 

In a previous study by [7], only fine particles of the recycled gypsum from waste 
drywalls were used. To be more specific, the particles remaining on the sieve No 
100, sieve no 200, and the pan during sieve analysis were separated and used in 
the concrete. This proportion accounts for only 38% of a certain sample of recycled 
gypsum. In other words, a considerable proportion of gypsum drywalls would remain 
as waste and would be dumped in the landfills again. Therefore, solutions are needed 
to be introduced in order to make this approach more sustainable. In this study, 
one more step has been taken in the domain of application of recycled gypsum in 
concrete, and the whole recycled gypsum is used as a replacement for cement in 
several concrete specimens. The main goal of this paper is to introduce an ultimate 
performance for the waste gypsum in our infrastructure. 

2 Experimental Program 

2.1 Test Matrix 

Five total mix designs are considered for this study including one control batch, two 
batches that involve fine gypsum as a partial replacement for cement in different 
amounts (20 and 10%), and two batches that involve the whole gypsum as partial 
replacements for 10 and 20% of cement in the concrete. Fly ash accounts for half 
of the cementitious material mass in all the batches, and the other half is dedicated 
to cementing only for the control batch and the combination of cement and gypsum 
for other batches. The purpose of considering mixed designs with fine gypsum is to 
validate the results achieved by Hansen and Sadeghian [7] making an appropriate 
comparison with this study. The detail for mixtures is presented in Table 1. Also, the 
proportion of each component of cementitious materials is demonstrated in Table 2. 
The capital letter G stands for the mixtures that involve the whole gypsum, while FG 
stands for those in which only fine particles of gypsum are used. The letter C stands 
for control specimens. The number in front of each letter indicates the proportion of 
cement which is replaced by the corresponding gypsum (fine or whole amount). In 
order to make better comparisons considered that the mix design for this study is the 
same as Hansen and Sadeghian [7] (Figs. 1 and 2).
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Table 1 Mix design (the  
material quantities for 1 m3 of 
concrete) 

Material Quantities 

Water (kg) 187.9 

Coarse aggregate (kg) 1184.3 

Fine aggregate (kg) 574.6 

Cementitious materials (kg) 395.2 

Superplasticizer (L) 0–1.6 

Table 2 Contribution of each 
component of cementitious 
material in 

Specimens ID Cementitious material (%) 

Cement Fly ash Gypsum 

C 50 50 0 

G10 40 50 10 

G20 30 50 20 

FG10 40 50 10 

FG20 30 50 20 

Fig. 1 Fine aggregate 
particle size distribution

2.2 Material Properties 

Overall, three types of sand were available for this study; masonry sand, sand donated 
by local sources (Casey Metro, Halifax, NS, Canada) in the previous years which 
was used by Hansen and Sadeghian, and sand donated by the same source recently. 
After sieve analysis, it was revealed that masonry sand is not falling into the ASTM 
parameters for making concrete. While both curves corresponding to the second and 
third sand are located between the ASTM top and bottom limit, they are not identical. 
The third type is decided to be used because of its availability for this study and later 
research related to this topic. The coarse aggregate donated by the same source is
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Fig. 2 Gypsum particle size 
distribution

half-inch stone which is suitable for making concrete in terms of size distribution. 
The cement considered for this study is type GU Portland cement (CRH, Canada 
Group, ON, Canada). Fly ash used in the concrete was provided by local sources 
(Ocean Contractor Ltd, Dartmouth, NS, Canada). The recycled gypsum provided 
from waste gypsum drywalls was provided by USA Gypsum, Denver, PA, USA, 
which is the same gypsum used by Hansen and Sadeghian in the previous study. 
During Gypsum sieve analysis, the fiber-like particles which were many courses 
than normal gypsum particles were observed on most of the sieves (all sieves but 
sieve No. 200 and pan). For mix designs that contain fine gypsum (the ID starts with 
FG) only the gypsum retaining on sieve 200 and pan is used. For other mixes, the 
whole gypsum was used without removing fiber-like and coarser particles. Figure 3 
demonstrates the fine gypsum and whole gypsum particles (Fig. 4). 

Fig. 3 Fine gypsum and whole gypsum samples
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Gypsum 

Fine aggregate 

Coarse aggregate 

Water 

Fly ash 

Cement 

Fig. 4 Gypsum concrete ingredients 

After conducting sieve analysis on gypsum, some coarse fiber-like particles were 
witnessed on the sieve. These particles could be found on all the sieves except sieve 
No 200. In the previous research conducted by Hansen and Sadeghian, these particles 
did not show up on sieve No 100. The main suspect of this contradiction was the effect 
of humidity. To test this hypothesis, sieve analysis was conducted on dry gypsum 
as well. A specific proportion of gypsum was oven-dried for 24 h and afterward, 
and the sieve analysis was conducted on the dry sample. In this case, those fiber-like 
particles were no longer visible on sieve No 100. As can be seen in Figs. 2 and 5, 
there are significant differences between the particle size distribution of the two types 
of gypsum. It is worth mentioning that the moisture content of gypsum turned out 
to be more than 22%, measuring the weight of the dry sample. This proportion of 
moisture could affect the sieve analysis results.

2.3 Specimen Preparation 

Five batches are considered for this study. Three batches including control specimens 
are considered to validate the previous studies regarding the impact of fine gypsum 
content as cementitious material on the compressive strength of concrete. The other 
two batches are considered to assess the impact of using the whole gypsum (fine 
particles and coarse particles) instead of fine gypsum in the concrete. A mini mixer 
was used for mixing all the ingredients of concrete. All the materials are added to the 
mixer in a certain order. The mixer was allowed to work until a homogenous mix is 
achieved. For those mix designs which involved gypsum, dehydration was witnessed
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Fig. 5 Retaining gypsum powder on sieve No.100 after shaking, a wet gypsum, b dry gypsum

Fig. 6 a Casting concrete in molds and preparing specimens. b Capped specimens 

in the mix. For this reason, a superplasticizer is used to make the mix workable and 
hydrated. For each mix design, three 100 mm × 200 mm molds are considered which 
are tested on day 7, day 28, and day 90. All the specimens are cured in the moisture 
room after being demolded (Fig. 6). 

2.4 Test Setup and Instrumentation 

Specimens are removed from the moisture room and capped using sulfur compound 
after 24 h. After another 24 h, the capped specimens are tested at ages using the 
compressive test machine. The output is the maximum force that each specimen 
resists in pounds (lbs). After doing conversions and calculations, the compressive 
strength is calculated in Megapascal (MPa).
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3 Results and Discussion 

3.1 Compressive Test Results 

Specimens were tested after 7, 28, and 90 days of curing in the moisture room. 
For each mix design, three specimens were tested on the testing day, and the average 
compressive strength was determined in MPa. The tested specimens and the compres-
sive test results corresponding to day 7, 28, and 90 tests are demonstrated in Figs. 7, 
8, and Table 3. 

Fig. 7 Specimens after 
compressive strength test 

Fig. 8 Compressive strength 
results
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Table 3 Average compressive strength of strength corresponding to each mix design 

Specimen 
ID 

Compressive 
strength day 7 
(MPa) 

Standard 
deviation 
day 7 
(MPa) 

Compressive 
strength day 
28 (MPa) 

Standard 
deviation 
day 28 
(MPa) 

Compressive 
strength day 
90 (MPa) 

Standard 
deviation 
day 90 
(MPa) 

C 10.2 0.49 20.4 1.98 29.4 3.1 

G10 4.7 0 13.5 1.14 36.0 0.1 

G20 4.1 0.43 11.1 0.71 30.8 1.99 

FG10 5.6 0.13 15.8 0.33 35.5 1.89 

FG20 4.0 0.25 14.7 0.85 33.2 3.4 

Table 4 Compressive strength reduction and increase compared to control specimens 

Specimen 
type 

10% gypsum 
(day 7) (%) 

20% gypsum 
(day 7) (%) 

10% 
gypsum 
(day 28) 
(%) 

20% 
gypsum 
(day 28) 
(%) 

10% 
gypsum 
(day 90) 
(%) 

20% 
gypsum 
(day 90) 
(%) 

Whole 
gypsum 

−53.9 −59.8 −33.8 −45.6 +22.4 +4.8 

Fine 
gypsum 

−45.1 −60.8 −22.5 −27.9 +20.7 +12.9 

3.2 The Impact of Using Fine Gypsum and Whole Gypsum 

According to the compressive test results, the gypsum content could have a nega-
tive impact on the compressive strength of concrete. This strength reduction is more 
significant at early ages and became lower at later ages. In a longer period, however, 
the gypsum content had a positive impact on the compressive strength of concrete. 
Using fine gypsum could result in stronger concrete compared to the concrete which 
involves the whole gypsum in the mix design; however, according to the sieve anal-
ysis, almost 38% of the whole recycled gypsum would be used for making fine 
gypsum concrete. On the other hand, although the whole gypsum concrete is slightly 
weaker than fine gypsum concrete, the former is much more sustainable compared 
to the latter. Table 4 shows the comparison between whole gypsum, fine gypsum 
concrete, and control specimen in terms of compressive strength changes as a result 
of using gypsum in concrete. 

3.3 Comparison of the Previous Studies 

Hansen and Sadeghian [7] conducted a similar study in which fine gypsum concrete 
was evaluated. To make a better comparison, in this study, both fine gypsum and whole 
gypsum concrete are considered. According to Table 3, the compressive strength of
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each mix design in this study is slightly different from that of the previous one 
although the same mix design and materials were used in both. Some parameters 
such as humidity, temperature, and the effect of superplasticizer could result in this 
difference. The impact of fine gypsum content followed a similar trend in both studies 
as can be seen in Table 4. 

4 Conclusion and Recommendations 

In this study, 5 batches with similar mix designs and different cementitious material 
compounds were considered. One control batch involved 50% cement and 50% fly 
ash as cementitious material, two batches with 10 and 20% of cement replaced 
with fine gypsum, and two batches in which 10 and 20% of cement were replaced 
with whole gypsum. To provide fine gypsum, only the retaining gypsum particles 
on sieve No. 200 and pan were used whereas for whole gypsum batches, specific 
proportions of gypsum were randomly added to the mix. 9 specimens were provided 
for each batch which are tested on day 7, day 28, and day 90. According to the tests 
on day 7 and day 28, the compressive strength of concrete reduces by increasing 
the proportion of gypsum by which cement is replaced. This strength reduction is 
more severe in early ages. The compressive strength even reduces to lower levels 
if the whole gypsum is used instead of fine gypsum as a replacement for cement. 
The promising point is that the strength reduction decreased significantly on the 
day 28 test. This could indicate that the negative impact of using gypsum in the 
concrete could become less noticeable or even negligible in the long-term period. 
According to day 90 test results, utilizing both fine and whole gypsum could increase 
the compressive strength of the concrete in the long-term period. Also, the slight 
difference between the compressive strength of whole gypsum concrete and fine 
gypsum concrete indicates that the whole gypsum concrete could be as practical 
in today’s life as fine gypsum concrete with higher sustainability features. Some 
contradictions have been witnessed between this study and the previous studies in 
this domain, while similar mix designs were used in both. Some important factors 
could have contributed to this phenomenon including humidity rate, temperature, and 
the process of mixing materials and making specimens. It is highly recommended 
for further studies to consider the impact of gypsum content in concrete for a longer 
time period (more than 90 days). Furthermore, it is essential to seek solutions for 
addressing the issues regarding the lack of strength in the early ages of gypsum 
concrete. Also, it is worth mentioning that the durability of this type of concrete 
must be evaluated. For gypsum concrete to be fully functional in our infrastructure, 
it should be able to survive diverse environmental conditions. 
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Converting Other Flexible Plastic 
Packaging into Fiber Reinforcement 
for Concrete Structures 

Loveleen Sharma, Jaykumar Viradiya, Rishi Gupta, and Sam Baker 

Abstract Concrete is world’s most common construction material owing to its 
unique formability where it is typically reinforced with steel rebars. Nevertheless, the 
high tensile strength of steel rebars is usually localized, and rebars are prone to corro-
sion creating deterioration of infrastructure costing billions of dollars for repairs. This 
has resulted in using fibers into concrete called fiber reinforced concrete (FRC). This 
replacement technology (i.e. FRC) not only improves the quality of concrete, but it 
is also environmentally friendly. Most commonly, steel, glass, synthetic cellulose, 
carbon, etc. are used as fiber for FRC. Aside from these, this research presents the 
use of other flexible plastic packaging (OFPP) as reinforcement in concrete. OFPP 
is one of the fastest growing types of packaging, which is not easily recyclable as it 
comprises multiple layers of different kinds of plastics. Examples of OFPP includes 
stand-up/zipper lock pouches, crinkly wrappers/bags, flexible packaging with plastic 
seal, non-food protective wrap, net bags for onions, avocados, etc. The major steps 
involved in this formulation include the sorting and cleaning of OFPP (as waste) to 
obtain clean and usable material, which is then shredded into fibers. Upon employing 
a patented coating technology developed at UVic, these shredded fibers are converted 
into green engineered surface-treated fibers (GESTF) for casting different concrete 
structures, namely FRC. In order to access the performance of FRC thus obtained, a 
set of mechanical testing is conducted according to ASTM/CSA test standards. On 
accomplishing the tests, a significant improvement in concrete structure is observed 
in terms of compression, uniaxial tension or indirect tension, flexure, and plastic 
shrinkage. This research will potentially open-up a new market and process for using 
OFPP for improving the mechanical and early-age shrinkage properties of concrete. 
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1 Introduction 

There are almost 300 types of plastics, of which polypropylene (PP), polyethylene 
(PE), polyvinyl chloride (PVC), polyurethane (PU), polystyrene (PS), and phenolic 
resin [9, 11] are commonly used plastics in everyday products, mainly dispos-
able plastic packaging. In order to meet day-to-day demand of plastic products, 
the production of plastic is continuing to rise. Globally, the plastic production has 
grown from 1.7 million metric tonnes in 1950 to ~ 360 million metric tonnes in 
2018 [13]. By 2030, the amount of plastic in circulation is projected to increase 
to 417 million tonnes [16]. It is worth considering that with an increase in plastic 
production, it is becoming more crucial to find safe disposal methods for plastics 
to preserve the ecosystem. Canada recycles 9% of plastic waste each year, meaning 
the vast majority of plastics end up in landfills and about 29,000 tonnes finds its 
way into our natural environment (https://www.canada.ca/en/environment-climate-
change/services/managing-reducing-waste/reduce-plastic-waste.html. Therefore, it 
is evocative to execute some discerning methods to recycle plastic waste as much 
as possible. By keeping this issue on the top of mind, Recycle BC has come up 
with some insightful measures to collect other flexible plastic packaging (OFPP). 
Recycle BC is responsible for residential packaging and paper recycling in British 
Columbia. Material is collected from residents by various means, including curb-
side collection, multi-family collection, and depot collection. Four types of material, 
due to their physical properties, are collected only in segregated streams at depots. 
These include non-deposit glass bottles and jars, plastic bags and overwrap, foam 
packaging, and other flexible plastic packaging (OFPP). While most plastic collected 
within the programme is recycled by their end market Merlin Plastics, some plas-
tics, such as OFPP and films do not yet have a recycling solution. Examples of 
OFPP include: stand-up and zipper lock pouches, like pouches for granola, frozen 
berries, etc.; crinkly wrappers and bags, like coffee bags, or chip bags; flexible pack-
aging with plastic seal, like packaging for fresh pasta or pre-packaged deli meats; 
non-food protective wrap like bubble wrap or plastic envelopes; and net bags for 
onions, avocados, lemons, etc. (https://recyclebc.ca/flexiblepackaging/). OFPP are 
types of film and flexible plastics that often include multiple layers of different types 
of plastic, making it more difficult to recycle. Therefore, OFPP is currently turned 
into engineered fuel. The idea is to find a higher end use for this material segment. 
This paper introduces the awareness of using OFPP as reinforcement for concrete 
by deploying experimental investigation. 

Concrete is world’s most common composite construction material due to its 
distinctive formability. However, concrete is brittle and prone to cracking under 
normal stresses and impact loads [1, 10, 14, 18]. In order to overcome this issue, 
concrete is strengthened with necessary reinforcement to resist stresses. Typically 
steel rebars are identified as reinforcement to provide high tensile strength, acting 
locally, to concrete. The reinforced concrete is less vulnerable to failure under applied 
load. At the same time, the steel rebars itself are prone to corrosion creating deteri-
oration of infrastructure costing billions of dollars in repairs. This has resulted in a

https://www.canada.ca/en/environment-climate-change/services/managing-reducing-waste/reduce-plastic-waste.html
https://www.canada.ca/en/environment-climate-change/services/managing-reducing-waste/reduce-plastic-waste.html
https://recyclebc.ca/flexiblepackaging/
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multi-million dollar industry producing and marketing randomly distributed fibers 
to use in concrete. When fibers are added in concrete it is called fiber reinforced 
concrete (FRC) that provides improvement in properties such as non-magnetic, non-
corrosive, easy to finish, reduced temperature causing shrinkages and expansions 
and alkali proof, etc. This replacement technology (i.e. FRC) not only improves the 
quality of concrete, but also results in reduced CO2 emission, water usage, and fossil 
fuel consumption. Various types of fibers are used around the world including steel, 
glass, synthetic, cellulose, carbon, etc. The segment of synthetic fibers (example 
polypropylene, polyethylene, etc.) has a large share of the fiber industry owing to 
the inertness/durability of the fibers and their effectiveness in reducing cracking 
induced due to plastic shrinkage. However, most synthetic fibers like polypropylene, 
polyethylene, etc. are inherently smooth and have a weak bond with concrete. An 
invention by Dr. Gupta (filed in 2015, granted in 2018) allows coating of all reinforce-
ment used in concrete including continuous rebar and randomly distributed discrete 
fibers with SCMs, resulting in “green engineered surface active” material. The fibers 
are called “green engineered surface-treated fibers” (GESTF) (https://patents.goo 
gle.com/patent/US20150344367A1/en). This improves the bonding between engi-
neered fibers and the surrounding matrix to enhance the reinforcement efficiency. 
Thus, herein an experimental study is delineated for converting OFPP to fibers to be 
used to create FRC. 

2 Experimental 

In order to understand the role of OFPP as fiber reinforcement in concrete, an experi-
mental investigation was conducted. Mortar samples of different shapes were casted 
by using OFPP as reinforcement. The details of the material used, experimental 
conditions, and methodology are discussed in this section. 

2.1 Materials 

Type general use (GU) cement meeting the specifications of Canadian Standard Asso-
ciation (CSA), with specific gravity of the cement of 3.15 in accordance with ASTM 
C150 [5], was adopted as a binder (https://www.csagroup.org/store/product/CAN% 
25100CSA-A3000-13/). Locally available sand of grain size less than 4.75 mm was 
used as mixture to cement. The OFPP used for the experimentation was obtained 
from Recycle BC. However, the raw material (OFPP) obtained was first parted from 
other waste that came along with OFPP. The OFPP thus picked-up was washed and 
dried to remove left-over food or other taints of contaminated food stuff. On drying 
the washed OFPP, the sorting into six categories was accomplished as per the guide-
lines provided by Recycle BC and depicted in Fig. 1. To convert these OFPP into

https://patents.google.com/patent/US20150344367A1/en
https://patents.google.com/patent/US20150344367A1/en
https://www.csagroup.org/store/product/CAN%25100CSA-A3000-13/
https://www.csagroup.org/store/product/CAN%25100CSA-A3000-13/
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monofilament fibres for using as a fibre reinforcement for concrete (FRC), plas-
tics were shredded manually (by cutting blade equipment) to obtain an average size 
of 15 mm × 1 mm approximately. Figure 2 shows the prepared OFPP fibres for 
all six types. Once OFPP fibres were produced for desired dimensions, they were 
further converted into green engineered surface-treated fibers (GESTF) upon coating 
with supplementary cementing materials (SCMs) supplied by Kryton®. Thus, the 
shredded fibers were categorized into two parts, viz., uncoated OFPP and coated 
OFPP for casting different mortar samples, namely FRC. The uncoated fibres stands 
for virgin OFPP fibers, and coated fibres stands for OFPP coated with SCMs such 
as fly-ash, silica fume, etc. The purpose of coating the OFPP was to eliminate weak 
spots at the interface of the reinforcement and aggregate that causes cementitious 
particles to not pack densely, as plastic has very low surface energy that causes diffi-
culty in adhesion with other surfaces/materials. Therefore, we used commercially 
available high strength adhesives for accomplishing coating of OFPP fibers. In order 
to attach silica fume on the surface of OFPP fibres following steps were followed: 

(a) Desired amount of each type of OFPP was weighed;

Fig. 1 Categories of OFPP (https://recyclebc.ca/flexiblepackaging/)

https://recyclebc.ca/flexiblepackaging/
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Fig. 2 Manually chopped OFFP fibers: a Woven and net bags; b Zipper lock and stand-up pouches; 
c Non-food protective packaging; d Crinkly wrappers, bags, and bars; e Flexible packaging with 
plastic seal; f Packaging Film 

(b) The surface of sought-after OFPP was wetted by using commercially available 
adhesive for plastics, as shown in Fig. 3a; 

(c) Silica fume is drenched on the wet surfaces of OFPP, as shown in Fig. 3b. In 
addition, little hand pressure was applied on adhesive contained OFPP, against 
silica, to ensure the desired coating; 

(d) Lastly, kept silica fume coated fibres at a room temperature for one-two hour 
for curing purpose. 

Fig. 3 Surface coating procedure of fibres: a Wetted OFPP fibers with adhesive; b OFPP fibers 
drenched with silica fume 
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Table 1 Properties of OFPP 

Type of 
OFPP 

Physical 
properties 

Constituents* Density (kg/m3) Average 
length (mm) 

Average 
width (mm) 

Packaging 
film 

Transparent and 
can be stretched 

Polyethylene 
terephthalate 
Linear 
low-density 
polyethylene 

1250 ± 7% 15 1 

Zipper lock 
and 
stand-up 
pouches 

Bags with 
zip-seal top, and 
stand-up 
pouches 

PET 
Linear 
low-density 
polyethylene 
(LLDPE) 

2000 ± 12% 15 1 

Crinkly 
wrappers, 
bags and 
bars 

Bags with 
metallic interior, 
including chip 
bags, energy 
bars 

Biaxially 
oriented 
polypropylene 
(BOPP) 
Metallizing 
layer 

1600 ± 8% 15 1 

Flexible 
packaging 
with plastic 
seal 

Bags with very 
flexible film-like 
plastic, includes 
bags for deli 
meat and cheese 

Polyvinyl 
chloride 
High-density 
co-ex blend 
polyethylene 

1333 ± 5% 15 1 

Woven and 
net bags 

Bags made of 
thin strings 
(looking like 
fish net) 

Polypropylene 1200 ± 4% 15 1 

Non-food 
protective 
packaging 

Padded 
protective 
plastic, 
including air 
packets and 
bubble wraps 

Polyethylene 
terephthalate 
Linear 
low-density 
polyethylene 
opaque films 

1166 ± 5% 15 1 

*APC—Design Smart Material Guide—Flexible Plastic 

On following the abovementioned steps, the desired quantity of coated OFPP 
fibers was achieved (Table 1). 

2.2 Mix Design 

Table 2 represents the details of the mix design used for castings of the mortar 
samples deployed in this study. Four shapes of mortar samples were casted, viz., 
cube samples (50 mm × 50 mm × 50 mm), dog bone samples (75 mm × 25 mm × 
25 mm), beams samples (30 mm × 30 mm × 100 mm) and half dog bone samples
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Table 2 Mix design details 
Ingredients Quantity (kg/m3) 

Cement 662 

Sand 1105 

Water 331 

Fig. 4 Illustration for each type of OFPP fiber reinforced mortar sample, viz., cube, dog bone, 
beam, half dog bone 

(37.5 mm × 25 mm × 25 mm). In order to cast the half dog bone specimen, a 3D 
printed piece of PLA slice was placed into the centre of the mould. Then, a plastic 
fibre was carefully inserted through the small hole of the 3D printed PLA slice with a 
specified embedded length equal to half the fibre length. Figure 4 presents the typical 
example for each type of sample. All six types of uncoated and coated OFPP were 
added as fibres for the amount of 1% by volume of cement in all mortar samples. 
Each type of casting repeated for three specimens along with control sample (without 
any OFPP fiber). Water cement ratio of 0.5 was adopted for obtaining a mortar of 
strength 25 MPa. On accomplishing the casting, the samples were cured for 28 days 
before conducting any measurement. 

2.3 Testing Procedure and Equipment 

Once the samples are cured, all four shapes (namely, cubes, dog bones, beams, half 
dog bone) casted by using coated and uncoated OFPP (namely, zipper lock and stand-
up pouches, crinkly wrappers and bags, flexible packaging with plastic seal, non-food 
protective packaging, woven and net plastic bags, packaging films) were analyzed 
for crucial aspects to present the performance of OFPP as fiber reinforcement for 
concrete. Four types of testing were conducted subjected to each type of mortar 
sample, i.e. compressive strength (through cube samples analysis), tensile strength 
(through dog bone samples analysis), flexural strength (through beam samples anal-
ysis), and bond strength (through half dog bone samples analysis). For illustration, 
cubes were deployed for measuring compressive strength, dog bone samples were 
deployed for measuring tension strength, beam samples were deployed for measuring 
flexure strength, and half dog bone samples were deployed to conduct single fiber 
pull-out testing that measures the bond strength between single fiber and mortar 
sample.
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Compressive strength test was performed on cube samples (50 mm × 50 mm 
× 50 mm) at 28-days age, in accordance with ASTM C109 [6] using FORNEY 
F-650 compression machine, as shown in Fig. 5a. The testing machine was equipped 
with the appropriate compression platens and the loading rate was 900–1800 N/s. 
For all six categories of OFPP fibre, three cube samples containing uncoated fibres 
and three cube samples containing coated fibres with silica fume were tested under 
compression. 

Tensile strength test was performed according to ASTM C307 standard [3] on  
briquette samples/dog bone samples (width and depth at waistline of briquette was 
25 mm and length is 75 mm) at 28 days of age. PASCO® Testing Machine (MTM) 
with 1 mm/min crosshead loading rate was used to carry out the tensile test, as shown 
in Fig. 5b. The MTM had a built-in load cell capable of measuring up to 7100 N of 
force and an optical encoder module that was able to measure the displacement of

Fig. 5 Set-up for: 
a Compression test, 
b Tension test, c Flexural 
test, d Pull-out test 
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the load bar. MTM was coupled with PASCO® 550 Universal Interface to connect 
to the software. For each category of OFPP fibre, three dog bone samples containing 
uncoated fibres and three dog bone samples containing coated fibres with silica fume 
were tested under tension to measure tensile strength as explained by using Eq. (1). 

TS = P 
bd 

(1) 

where, TS is tensile strength (MPa); P is ultimate load (N); b is the width of the test 
specimens (mm), and d is the depth of test specimens (mm) 

Three-point flexural test was performed on prismatic samples with dimension 
(30 mm × 30 mm × 100 mm) at 28 days of curing according to ASTM C78 [4]. The 
load–deflection curve was obtained for each type of plastic fibre tested specimen. 
The deflection at the centre of the specimens was measured using linear variable 
differential transformers (LVDT), as shown in Fig. 5c. The load was applied by an 
MTM testing machine and the loading rate was set at 1 mm/min. A minimum of three 
specimens for each category of plastic mix was prepared for each test as mentioned 
above. The flexural strength or modulus of rupture (MOR) of beams subjected to 
centre-point bending test can be evaluated as follows by using Eq. (2). 

MOR = 3PL  
2bd2 

(2) 

where, MOR is the flexural strength (MPa); P is the ultimate load (N); L is the span 
of the test specimens (mm); b is the width of the test specimens (mm), and d is the 
height of the test specimens (mm). 

Bond stress behaviour of individual plastic fibre to concrete substrate was tested 
for half dog bone samples (width and depth at waistline of briquette was 25 mm and 
length is 37.5 mm) at 28 days of age. Same PASCO® Testing Machine (MTM) with 
1 mm/min crosshead loading rate which was used to carry out the tensile test was 
used for pull-out test, as shown in Fig. 5d. The bond strength for individual type of 
plastic fibre was calculated by using Eq. (3). 

BS = P 

πdl 
(3) 

where, BS is the bond strength (MPa); P is the ultimate load (N); d is the diameter 
of inserted fibre (mm), and l is the embedded length of fibre in specimen (mm). 

3 Results and Discussion 

On taking the average of three testing conducted for one set of conditions, the final 
results are plotted and used to explain the findings. It is important to mention that the 
key words are used to explain the each types of uncoated and coated OFPP sample,
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in the following discussion. For illustration, zipper lock and stand-up pouches are 
mentioned as zip lock; crinkly wrappers, bags and bars are mentioned as crinkly; 
flexible packaging with plastic seal is mentioned as seal; woven and net bags are 
mentioned as net bags; non-food protective packaging is mentioned as non-food; 
packaging film are mentioned as film. 

3.1 Compressive Strength 

Figure 6 shows the results of compressive strength of all samples after 28 days of 
curing, where uncoated net bags samples show competitively similar compressive 
strength to control samples. Moreover, the coated samples show better performance 
than uncoated samples with a few exceptions such as flexible packaging with plastic 
seal and net bags. This discrepancy can be attributed to coating mythology, where 
fibers were coated manually. The manual coating procedure causes fibers to agglom-
erate sometimes and thus forming weak sites. Although a careful procedure was 
followed, we considered such random behaviour from the results. Broadly, the reason 
for better performance of coated sample than uncoated samples is because of cessa-
tion of weak interfaces that exists between the reinforcement and concrete matrix by 
adding silica as coating for OFPP. 

It is very important to consider that concrete is very strong in compression, 
but weak in tension owing to widening of existing micro cracks of concrete when 
subjected to tensile stress [15]. Therefore, the use of fiber reinforcement is mainly 
considered as a solution to arrest these micro crack and to improve the tensile and

Fig. 6 Compressive strength of samples after 28 days of curing 
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flexural strength of the concrete. Hence, it is very crucial to examine the tensile and 
flexural strength of each type of OFPP reinforced concrete. 

3.2 Tensile Strength 

The tensile strength of samples was examined upon analyzing the dog bone samples 
under tension and the results thus obtained are presented in Fig. 7. The coated OFPP 
fibers reinforced samples showed 2–25% increase in tensile strength, in contrast to 
control sample (without OFPP reinforcement) except zip lock samples. Even the 
uncoated net bag samples show 9% improvement in the tensile strength. Moreover, 
Fig. 8a-b shows the force (N)-displacement (mm) data for uncoated and coated 
samples of OFPP, respectively. From these figures, one can clearly observe post-
crack behaviour in case of net bags where other OFPPs also didn’t fail suddenly as 
happened in control sample. This proficiency of net bags is ascribed to characteristic 
fine assembly of net bag fibers (as shown in Fig. 2a). Or in other words, for identical 
dosage (1%) of fibers to concrete sample, more fibres for net bags were provided 
relative to all other types of OFPP. It is important to mention here that the idea of 
using fibers as reinforcement is to improve the performance of concrete by enriching 
tensile and flexural properties for regulating shrinkage and cracking. Thus, it can be 
stated through Fig. 7 that the coated OFPP fibers help in accomplishing the goal of 
this research by showing improvement in tensile strength relative to control sample. 

Fig. 7 Tensile strength of samples after 28 days of curing
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Fig. 8 Force–displacement behaviour for samples under tensile test: a Uncoated OFPP, b Coated 
OFPP 

3.3 Flexure Strength 

A further check on the role of OFPP as reinforcement was made by conducting 
flexural testing, where an ability of samples to resist deflection and cracking was 
captured. Figure 9 shows the results for each type of OFPP for flexural strength. In 
broader sense, the results for coated fibers are furthered than the uncoated fibers for 
flexural strength. The important findings while flexural testing are shown in Fig. 10a-
b, where force (N)-displacement (mm) data shows significant post-crack toughness. 
The performance of net bags for delaying the failure of samples is esteemed here as 
well. As stated earlier, the net bags provide more dosage per unit weight of mortar 
sample in comparison with all other types of OFPP to bring in the improvement in 
the performance of each type of structure.
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Fig. 9 Flexural strength of samples after 28 days of curing

Moreover, it can be interpreted that the OFPP fibers (as reinforcement) helped in 
arresting fast crack proliferation and tried holding the structure together for longer 
than the control sample each time, viz., uncoated and coated. It can be measured 
that the post-crack strength of samples is nearly 10–90% of the peak load (or force 
(N)) and nearly 25–50% of peak load (or force (N)) for uncoated and coated samples 
respectively. 

3.4 Bond Strength 

In order to apprehend the reason for better performance of the coated fiber while 
each testing, pull-out tests for OFPP fibers embedded within the mortar samples were 
accomplished. In this way, the bond strength between the fiber and the mortar sample 
was calculated. Figure 10 shows the results for bond strength for each type of uncoated 
and coated OFPP fiber with mortar mixture. The data presented in Fig. 11 shows the 
existence of the better bonding of coated OFPP fibers with the mortar sample. This 
happens because of the elimination of weak spots at the interface that arises due 
to wall effect, where higher concentration of calcium hydroxide and water exists. 
SCMs provided through coating of OFPP react with calcium hydroxide to produce 
cementitious material, and hence improve the bonding between reinforcement and 
concrete matrix [17].
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Fig. 10 Force–displacement behaviour for samples under flexure test: a Uncoated OFPP, b Coated 
OFPP

4 Summary and Conclusions 

Through this study, a higher end use of OFPP, as reinforcement for fiber reinforced 
concrete (FRC), is demonstrated through experimental analysis. The OFPP for this 
study was facilitated by Recycle BC, which is responsible for residential packaging 
and paper recycling in BC, Canada. Accordingly, the OFPP used for this study was 
collected within their programme in BC. On cleaning, sorting, and shredding of 
OFPP, it was converted into OFPP fibers. The part of OFPP fibers thus obtained were 
further coated with supplementary cementing materials (SCMs), i.e. silica fume. 
Hence, uncoated and coated OFPP fibers were used for casting different mortar 
samples, namely beams, cube, dog-bone, half dog bone. In order to elucidate the role 
of OFPP as reinforcement for FRC, a set of mechanical testing was conducted on these 
casted samples, in accordance to ASTM/CSA test standards. The cube samples were
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Fig. 11 Bond strength of samples after 28 days of curing

investigated for compression, beam samples were investigated for flexure, dog bone 
samples were investigated for tension and half dog bone samples were investigated 
for pull-out strength. 

All through the testing, the coated samples showed promising results relative 
to uncoated and control samples. The better performance of coated samples was 
brought-in by the reaction between SCM and calcium hydroxide that forms cementi-
tious material to strengthen the bonding of reinforcement and cementitious structure. 
Furthermore, the force (N)-displacement (mm) curves from tensile and flexural test-
ings exhibit the significant post-crack strength, which eliminate the rudimentary 
shortcomings of conventional concrete. Thus, the improvements offered by OFPP 
fibers in terms of compressive strength, tensile strength, and flexural strength allows 
the deployment of OFPP as reinforcement for FRC. For all cases, the net bags showed 
the superior results in comparison with all other types of OFPP, which is because of 
the higher number density of net bag fibers per unit weight relative to all other types 
of OFPP. Moreover, the surface of net bag fibers is corrugated, owing to weaving, 
that helps in altering surface energy for better coating of net bag fiber. 

In summary, the usage of OFPP as fiber reinforcement will not only solve the 
inherent problems associated with concrete enactment, but will also bring the advan-
tageous for the plastic waste management. The use of waste plastic, coated with 
industrial wastes like fly-ash and utilizing it to increase service life of concrete make 
this a truly green and sustainable project. The reuse of this material would divert it 
from its current energy application, thereby reducing GHG emissions emitted. This 
reuse application is also higher on the pollution prevention hierarchy than recycling, 
and avoids the energy requirements that would be required to remould this material 
into a recycled product.



900 L. Sharma et al.

Acknowledgements The authors would like to acknowledge Recycle BC, North Vancouver, British 
Columbia, Canada for providing the financial support and raw material for conducting the exper-
iments. The financial support received from Natural Sciences and Engineering Research Council 
(NSERC) of Canada is greatly acknowledged. Support from Jisu Lim and Collin Bilinski to conduct 
experiments in this study is also acknowledged. 

References 

1. Ali B, Qureshi LA, Kurda R (2020) Environmental and economic benefits of steel, glass, 
and polypropylene fiber reinforced cement composite application in jointed plain concrete 
pavement. Compos Commun 22:100437 

2. APC—Design smart material guide—Flexible plastic. (http://www.helenlewisresearch.com. 
au/wp-content/uploads/2014/03/Flexible_Plastic-DSMG-082013.pdf) 

3. ASTM C307-03 (2012) Standard test method for tensile strength of chemical-resistant mortar, 
grouts and monolithic surfacing, Committee C-1 on Cement. American Society for Testing and 
Materials, West Conshohocken, PA, USA 

4. ASTM C78/C78M (2010) Standard test method for flexural strength of concrete (using 
simple beam with third-point loading). American Society for Testing and Materials, West 
Conshohocken, PA, USA 

5. ASTM. C150/C150M-17 (2017) Standard specification for Portland cement. American Society 
for Testing and Materials, West Conshohocken, PA, USA 

6. ASTM (2013) Standard test method for compressive strength of hydraulic cement mortars 
(using 2-in. or [50-mm] cube specimens). American Society for Testing and Materials, West 
Conshohocken, PA, USA 

7. Canadian Standards Association CSA A3000-13 Cementitious Materials Compendium 
(2013) Available online: https://www.csagroup.org/store/product/CAN%25100CSA-A30 
00-13/. Accessed on 14 Oct 2021 

8. Environment and Climate Change Canada (2020). https://www.canada.ca/en/environment-cli 
mate-change/news/2020/10/canada-one-step-closer-to-zeroplastic-waste-by-2030.html 

9. Giacovelli C, Zamparo A, Wehrli A, Alverson K (2018) In: Cannon T (ed) Single-use plastic: 
a roadmap for sustainability. UNEP. https://www.unenvironment.org/resources/report/single-
use-plastics-roadmap-sustainability 

10. Huang B-T, Yu J, Wu J-Q, Dai J-G, Leung CK (2020) Seawater sea-sand engineered 
cementitious composites (SS-ECC) for marine and coastal applications. Compos Commun 
20(2020):100353 

11. Kankanige D, Babel S (2020) Smaller-sized micro-plastics (MPs) contamination in single-use 
PET bottled water in Thailand. Sci Total Environ 717:137232 

12. Other Flexible Plastic Packaging (2018). https://recyclebc.ca/flexiblepackaging/ 
13. Plastics Europe (2019) Plastics—the facts 2019: an analysis of European plastics production, 

demand and waste data (Plastics Europe 2018) 
14. Qing L, Cheng Y, Mu R (2019) Toughness enhancement and equivalent initial fracture tough-

ness of cementitious composite reinforced with aligned steel fibres. Fatigue Fract Eng Mater 
Struct 42(11):2533–2543 

15. Romualdi JP, Batson GB (1963) Behavior of reinforced concrete beams with closely spaced 
reinforcement. J Proc 60:775–790 

16. Schyns ZO, Shaver MP (2021) Mechanical recycling of packaging plastics: a review. Macromol 
Rapid Commun 42(3):2000415(1)–2000415(27) 

17. U. S. Patent no. US 2015/0344367 A1, 3 Dec 2015. https://patents.google.com/patent/US2015 
0344367A1/en

http://www.helenlewisresearch.com.au/wp-content/uploads/2014/03/Flexible_Plastic-DSMG-082013.pdf
http://www.helenlewisresearch.com.au/wp-content/uploads/2014/03/Flexible_Plastic-DSMG-082013.pdf
https://www.csagroup.org/store/product/CAN%25100CSA-A3000-13/
https://www.csagroup.org/store/product/CAN%25100CSA-A3000-13/
https://www.canada.ca/en/environment-climate-change/news/2020/10/canada-one-step-closer-to-zeroplastic-waste-by-2030.html
https://www.canada.ca/en/environment-climate-change/news/2020/10/canada-one-step-closer-to-zeroplastic-waste-by-2030.html
https://www.unenvironment.org/resources/report/single-use-plastics-roadmap-sustainability
https://www.unenvironment.org/resources/report/single-use-plastics-roadmap-sustainability
https://recyclebc.ca/flexiblepackaging/
https://patents.google.com/patent/US20150344367A1/en
https://patents.google.com/patent/US20150344367A1/en


Converting Other Flexible Plastic Packaging into Fiber Reinforcement … 901

18. Yao X, Li L, Guan J, Zhang M, Liu Z, Han R, He S (2020) Initial cracking strength and initial 
fracture toughness from three-point bending and wedge splitting concrete specimens. Fatigue 
Fract Eng Mater Struct



Novel Green Mortar Incorporating 
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Abstract Increased repercussions from climate change have popularized research 
into ways of mitigating the environmental impacts of construction processes. 
The production of building materials is a key concern, with the cement industry 
accounting for a considerable amount of global greenhouse gas emissions. Exploita-
tive sand mining for use in infrastructure also has negative environmental impacts. 
The harmful effects of concrete would improve by reducing the cement and sand 
used in its production. Moreover, as coal plants become obsolete, coal fly ash will 
no longer be available and should be replaced. The purpose of this paper is to 
explore the behavior of mortar mixtures made with wood fly ash and crumb rubber 
as cement and sand replacements, respectively. The use of post-consumer waste tires 
as crumb rubber enhances the sustainability of these mortar mixtures by reducing 
the quantity of sand used. Furthermore, it eliminates the build-up of tires in land-
fills, which is a growing concern globally. In the samples cast, an aqueous sodium 
hydroxide solution-treated crumb rubber replaced 10 and 20% of the sand. Wood fly 
ash was used in conjunction with the crumb rubber. It substituted 15 and 30% of the 
cement used in the control mixture. Nine mortar mixtures were cast and tested under 
compression to demonstrate the effects of the combination of various materials and 
their failure patterns. Casting and compressive tests followed CSA standards. The 
microstructure of the samples was studied using scanning electron microscopy. The 
color of the mortar is of interest and has also been analyzed. Reducing the quantity of 
cement and sand used to produce mortar reduced their environmental impact. Results 
of the study show that incorporation of wood fly ash up to 30% can produce mortar 
with satisfactory strength. Although crumb rubber addition significantly reduces the 
mortar strength, it can still be used for constructing non-load-bearing structures. The 
use of wood fly ash and crumb rubber is a viable solution to the obsolescence of coal 
fly ash and increasing volume of tire wastes.
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1 Introduction 

As climate change worsens, it is vital to consider the environmental sustainability of 
infrastructure and building materials. Concrete and mortar are popular cement-based 
materials with diverse applications commonly used in construction. However, they 
have significant impacts on the environment. Ostovari et al. [20] found that the cement 
industry alone accounts for seven percent of global greenhouse gas (GHG) emissions. 
The majority of these GHG emissions are due to cement production [17]. Moreover, 
the exploitative mining of sand for use as fine aggregates in concrete and mortar 
presents serious environmental consequences [16]. As cities expand and urbanize, 
the demand for cement-based building materials will increase [17]. Therefore, it is 
vital to find ways to reduce the environmental burden of these construction materials 
while maintaining their efficacy. 

Much of the negative environmental impact of building materials is attributed 
to cement [20]. Literature has established that the most effective way to reduce 
the GHG emissions of cement-based materials is by substituting the cement with 
admixtures [17, 22]. Historically, coal fly ash, a waste product from coal combustion 
for energy production, was commonly used as a replacement [17]. The use of coal 
fly ash in concrete and mortar became popular because of its efficacy as a cement 
supplement [14]. In recent years, coal power plants are becoming obsolete due to the 
focus on renewable energy reducing the availability of coal fly ash [14]. A potential 
replacement for coal fly ash as a cement supplement is wood fly ash (WFA), which is 
a by-product from energy production using wood waste [21]. The diversion of WFA 
from landfills has both economic and environmental benefits [22]. These materials 
have a high concentration of heavy metals and are very alkaline, making them difficult 
to dispose of [11, 22]. In Canada, nearly one million tons of wood ash waste are 
produced per year, of which the majority ends up in landfills [8]. The reuse of 
WFA in concrete and mortar is beneficial in diverting waste from landfills while 
supplementing traditional coal fly ash and cement. 

There is significant interest in replacing fine aggregates with sustainable alter-
natives because of the devastating effects of sand mining [16]. Most notably, sand 
mining contributes to soil erosion, water pollution, and habitat loss [16]. The use 
of tire rubber as a fine aggregate replacement comes up frequently in literature. 
Rubber that is repurposed from post-consumer waste tires transformed into fine, 
uniform granules is termed crumb rubber (CR) [1]. The use of CR to substitute fine 
aggregates improves some mechanical properties of concrete and mortar, such as 
ductility and toughness [19, 23]. However, literature shows that as the amount of CR 
is increased, the compressive strength tends to decrease [1, 19, 23]. The successful 
redirection of waste tires into mortar and concrete would be beneficial in preventing 
their build-up in landfills, which is a growing concern globally [26]. Dabic-Miletic
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et al. [10] reported that every year almost one billion tires are discarded globally, 
with half being sent directly to landfills. These tires present a significant environ-
mental burden and contribute to soil, air, and water pollution [10]. Thus, replacing 
fine aggregates with CR from post-consumer waste tires has environmental benefits 
and can positively influence certain mechanical properties. 

Extensive research has been conducted on various cement-based materials with 
fine aggregate replaced by CR [1, 19, 23, 25–27]. Additionally, concrete and mortar 
using WFA as a cement supplement have become popular topics in recent literature 
[6, 14, 15, 18, 21, 22]. To our knowledge, there has been no research on the use of CR 
and WFA in conjunction in mortar. This paper aims to investigate the behavior of a 
novel green mortar that incorporates both waste materials under compressive loading. 
An analysis of the microstructure of the novel mortar was performed using scan-
ning electron microscopy for a better understanding of its properties. The successful 
combination of these materials in mortar would create significant environmental 
benefit due to the reduction in cement and sand used and the diversion of waste from 
landfills. 

2 Methodology 

2.1 Materials 

2.1.1 Cement and Wood Fly Ash 

In this study, the mortar specimens were prepared using General Use (GU) cement. 
Wood fly ash supplied by Tolko, a local industry of forest products, was used to 
replace cement up to 30% by volume. Wood ash is a non-hazardous and alkaline 
waste material produced from the combustion of timber for energy or as a by-product 
of pulp and paper factories [7, 21]. Etiégni and Campbell [11] found that there are 
typically notable concentrations of heavy metals in wood ash, including silicon (Si), 
potassium (K), calcium (Ca), magnesium (Mg) and phosphorus (P). However, the 
chemical composition and therefore properties vary significantly based on timber 
species and regional environmental conditions [7, 9, 11]. Furthermore, these factors 
influence the alkalinity of the ash through fluctuations in bicarbonate, carbonate, and 
hydroxide content [9, 11]. 

Wood combustion for energy production produces two by-products, bottom ash, 
and fly ash [15]. Wood fly ash (WFA) can be categorized as fine or coarse [15]. 
It is possible to use all three forms of ash in concrete and mortar. Gabrijel et al. 
[15] established that fine fly ash has the greatest concentration of heavy metals and 
therefore has the highest environmental liability. Ukrainczyk et al. [24] found that 
the addition of fly ash into cement-based materials prevents them from transferring 
into their surroundings. Thus, the use of fine WFA in mortar is a promising means 
of repurposing it and mitigating its substantial environmental impact.
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Table 1 Chemical 
composition of wood fly ash 
from XRD analysis 

Mineral Formula Percentage 

Quartz SiO2 33.6 

Plagioclase NaAlSi3O8—CaAl2Si2O8 20.2 

K-feldspar KAlSi3O8 10.7 

Calcite CaCO3 5.2 

Hematite α-Fe2O3 0.8 

Magnetite Fe2+Fe3+ 2O4 0.5 

Akermanite Ca2Mg(Si2O7) 0.7 

Merwinite Ca3Mg(SiO4)2 0.9 

Amorphous 27.6 

2Θ Degrees 

√(
co

un
ts

) 

Fig. 1 X-ray refinement plot of wood fly ash 

The chemical composition of the wood ash used in the study is presented in 
Table 1 and was determined by X-ray diffraction (XRD). X-ray powder-diffraction 
data of the samples were refined using the Rietveld program Topas 4.2 (Bruker AXS). 
Figure 1 shows the X-ray diffractogram refinement plot of the wood ash used in this 
study. The properties of the wood fly ash are similar in characteristics with Class C 
fly ash according to the criteria established in ASTM C 618 [3]. 

2.1.2 Crumb Rubber and Sand 

The mortar samples were prepared using locally sourced sand. CR replaced sand 
at 10 and 20% on a volumetric basis. Table 2 presents the material properties of 
sand and CR. The nominal maximum size of the sand and CR was 4.75 mm and
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Table 2 Material properties 
of sand and CR Aggregate Specific gravity Absorption capacity 

Sand 2.60 1.52 

CR 1.15 1.20 

80 μm, respectively. The specific gravity of the CR was determined according to the 
specifications of FM, 5-559 [12, 13]. The properties of CR were determined using 
ethyl alcohol since CR cannot be fully submerged in water. The fineness modulus 
(FM) of sand and CR was calculated in compliance with [4] and was found to be 
2.38 and 1.79, respectively. Figure 2 illustrates the gradation curves for the natural 
fine aggregates (NFA), sand, and CR. Additionally, the graph indicates the upper and 
lower limits of gradation specified by the CSA. Both sand and CR fall within these 
limits. 

Before using the CR in the mortar mixtures, it was surface treated with an aqueous 
20% sodium hydroxide (NaOH) solution. The CR was submerged in the solution for 
30 min. It was then rinsed with tap water a total of three times until the pH reached 
seven on a Thermo Scientific Orian 5 Star pH meter. The treatment increased the 
roughness of the surface of the crumb rubber, improving the bonding between the 
rubber particles and the cement mortar.
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Fig. 2 Gradation curves of sand and CR 
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Table 3 Mix design matrix  
for mortar specimens Mix designation Wood fly ash % Crumb rubber % 

F0CR0 0 0 

F0CR10 10 

F0CR20 20 

F15CR0 15 0 

F15CR10 10 

F15CR20 20 

F30CR0 30 0 

F30CR10 10 

F30CR20 20 

2.2 Mortar Mix Design 

About 50 mm mortar cubes were prepared according to the specification of [5]. Wood 
fly ash replaced GU cement in two ratios, 15 and 30%, and the control mixture was 
used for comparison. The water-to-cementitious ratio was fixed at 0.485 according 
to the specification. For each of these mortar mixtures, CR replaced the sand at two 
levels, 10 and 20%. Hence, there were nine mortar mixtures total, with nine samples 
cast for each. These specimens were tested for compressive strength and analyzed 
using SEM. Table 3 shows the mortar mixture matrix used in this study. 

3 Results and Discussion 

3.1 Compressive Strength 

Figure 3 illustrates the compressive strength development with age for the nine mortar 
specimens. Three samples were tested for each mix design at 28, 56, and 91 days, 
and the average of the respective results obtained was used for analysis. Figure 4 
shows the variation in compressive strength for different percentages of wood fly 
ash and CR. It is evident from Figs. 3 and 4 that the control mortar has the highest 
strength at all curing ages. However, the novel mortars containing fly ash provide 
sufficient compressive strength. F15CR0 achieves over 90% of the strength of the 
control mixture at 28 and 91 days. F30CR0 also reaches 83% and 87.5% strength of 
the control concrete at 28 days and 91 days, respectively.

The addition of CR reduces the strength significantly. Figure 4a shows that a 10% 
replacement of sand by CR in the samples without fly ash reduced the compressive 
strength by 70.5%. Furthermore, when 20% of the sand was replaced by CR, an 83.5% 
reduction in strength has occurred. A similar trend was observed for the mortars at 
56 and 91 days. However, even the mixtures with the highest replacement of wood



Novel Green Mortar Incorporating Crumb Rubber and Wood Fly Ash 909

0.0 

10.0 

20.0 

30.0 

40.0 

50.0 

60.0 

70.0 

21 28 35 42 49 56 63 70 77 84 91 98 

C
om

pr
es

si
ve

 s
tre

ng
th

 (M
Pa

) 

Age in days 

F0CR0 

F0CR10 

F0CR20 

F15CR0 

F15CR10 

F15CR20 

F30CR0 

F30CR10 

F30CR20 

Fig. 3 Compressive strength development of the mortar specimens at 28 days of curing age 
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Fig. 4 Compressive strength variation with various percentages of wood fly ash and CR at a 28 days, 
b 56 days, and c 91 days
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Fig. 5 Failure pattern of a F0CR0 b F0CR10 and c F0CR20 

fly ash and CR exceeded the minimum value of compressive strength required for 
non-load-bearing masonry structures [2]. 

3.2 Failure Pattern 

Figure 5 shows the failure pattern of the mortar specimens at 28, 56, and 91 days of 
curing age for F0CR0, F0CR10, and F0CR20. With the increase of CR percentage in the 
mortar mixtures, the failure pattern was more gradual compared to the more brittle 
failure mode of the control mortar. This indicates the damage tolerance capacity of 
crumb rubber mortar. The similar trend was observed for other fly ash percentages 
with the increase of CR content. 

3.3 Appearance 

Figure 6 shows the appearance of the mortars with increasing proportions of both 
wood fly ash and CR. Figure 6 demonstrates that the color of the samples darkens with 
the addition of WFA and CR. The control concrete, F0CR0, had a lighter appearance 
when compared to the specimen containing the highest percentages of WFA and 
CR, F30CR20, which was the darkest. Therefore, the addition of these supplementary 
materials can be a cost-friendly alternative for producing dark concrete, which is 
desirable for landscaping or the construction of driveways, highways, and runways.
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Fig. 6 Appearance of a F0CR0 b F15CR10 and c F30CR20 

3.4 Scanning Electron Microscopy (SEM) Analysis 

The morphology and hydration of the mortar at a microscopic level were analyzed 
using Mira3 Tescan Backscattered Scanning Electron Microscope (BSEM) images. 
The chemical composition of the local area was determined from X-rays using 
energy-dispersive spectroscopy (EDS). Figure 7 presents the BSEM images of the 
mortar morphology of the sample with 20% of the sand replaced by CR. The 
morphology shows short and compact needles of ettringite and long needles of mono-
sulfoaluminate forming. The reduced strength of the novel mortar can be attributed 
to the presence of the pores. The pores entrap a large amount of air because of the 
irregular shape of the rubber particles. All three mixtures show a reduced formation 
of C–S–H gel, which contributes to bonding between the particles and thus to the 
strength. Comparing the three mixtures, the quantity of C–S–H is the greatest in 
F0CR20, and therefore, it is the strongest.

The elemental composition of the paste shows that the addition of WFA decreases 
the hydratable component volume. The silicon content decreases, and the ratio of 
calcium to silicon increases as the quantity of wood fly ash used increases. These 
changes are detrimental to the mechanical performance of concrete.
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Fig. 7 SEM images and spectrum showing elemental composition in mortar by EDS at 28 days of 
curing age for a, b F0CR20, c, d F15CR20, and  e, f F30CR20

4 Conclusion 

In this study, a novel green mortar was produced using wood fly ash and crumb rubber 
as cement and fine aggregate replacements, respectively. The successful use of this 
material has significant environmental benefits through reducing the GHG emissions 
associated with cement and the impact of sand mining. Furthermore, it diverts wood
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fly ash and post-consumer waste tires from landfills, reducing their environmental 
burden. As the repercussions of climate change worsen and the demand for cement-
based building materials increases with urbanization, it is vital to consider means of 
mitigating their environmental impact. 

The results of the study on crumb rubber and wood fly ash can be summarized as 
follows: 

1. The addition of wood fly ash decreased the compressive strength of mortar, 
although not significantly. Mortar with 30% of cement replaced by wood fly ash 
had compressive strength comparable to the control mixture. The addition of 
30% wood fly ash with no CR resulted in a compressive strength of 43.5 MPa at 
28 days, which is not significantly lower than the control mortar’s compressive 
strength, 53.8 MPa. 

2. Replacing sand with CR significantly reduced mortar compressive strength 
compared to control mortar. For instance, the addition of 20% CR resulted in 
an 83.5% reduction in compressive strength. 

3. The failure pattern was more gradual with the addition of CR in mortar compared 
to the brittleness of control mortar failure. 

4. All nine mixtures, even with the highest replacement level of CR and fly ash, 
achieved more than the minimum required strength, 3.5 MPa, of non-load-bearing 
masonry structures. Hence, rubberized mortar can be of use in this non-load-
bearing masonry work. 

5. CR addition resulted in a darker shade of gray in the mortar appearance. Making 
the color of mortar and concrete darker is expensive since it involves the addition 
of dyes. Hence, CR can be a good option in getting darker-colored concrete for 
non-load-bearing masonry units. 
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Algorithmic Mix Design for 3D Printing 
Materials 

Vasileios Sergis and Claudiane Ouellet-Plamondon 

Abstract Additive manufacturing technology aims to revolutionize the construc-
tion sector. Researchers are looking for the optimum materials to use in mix design 
to control the fresh and final properties of the mix. Those properties are contra-
dictory to each other, and finding the optimal mix design has always been a chal-
lenge. Developing an optimization tool that considers trade-offs among a variety of 
competing objectives can improve the mix design process. In this study, the mortars 
contained combinations of multiple factors, including the cement type, sand type, 
water content, and admixtures. Three properties investigated are flowability, build-
ability, and compressive strength. The buildability was assessed by measuring the 
shear stress with the direct shear apparatus based on the ASTM D3080. The worka-
bility was acquired by measuring the flow spread of the mortar mixes following the 
ASTM C1437, and the compressive strength following the ASTM C109. A multiob-
jective Pareto optimization method is used to improve the properties simultaneously. 
Feedforward neural networks were used to predict the properties of new mixes. 
The genetic algorithm was used to optimize the network parameters. This approach 
yields promising capability to improve the competing objectives of the mortar mixes 
by considerably reducing the time and the number of experiments. 

Keywords 3D printing · Cement · Admixtures ·Mix design · Optimization 
algorithms 

1 Introduction 

Developing cement-based materials for three-dimensional (3D) printing applications 
is a complicated process with many conflicting goals [11]. The necessity of recycling 
and reusing building materials adds to the complexity [22]. A mix design can be 
made by following a variety of techniques, such as modifying one factor at a time, or
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following a full-factorial design [2, 3, 5, 6, 10]. As the number of factors or their levels 
rise, the number of experiments can become an onerous task to fulfill [4, 9]. This 
study helps advance the development of a high-performance cement-based material 
for 3D printing applications. The proposed methodology gathers information on 
numerous factors in the mix design while using optimization algorithms and artificial 
intelligence. Many studies in civil engineering have used artificial intelligence [1, 12, 
13]. While the final properties are always vital [7], the early age structural buildup 
throughout the dormant period and the flowability are equally important for 3D 
concrete printing [8, 14, 18–21]. The printed region and buildability of the mixtures 
are defined using slump and flow tests [19]. A smooth surface and great buildability 
are achieved, with mixtures having a slump flow value of 50–90% [19]. 

2 Materials, Testing Methods, and Methodology 

2.1 Materials 

Three types of cement, three types of sand, and five admixtures, including super-
plasticizers, were chosen in total [16, 17]. The two admixtures were the biopolymer 
polysaccharide viscosity modifying agent (B) and the calcium silicate hydrate admix-
ture (CSH-C). Two out of the three selected superplasticizers are based on synthetic 
organic polymers (PCE 1 & 2), whereas the third is sulfonated naphthalene polymer 
based. For cement, the three types are general use Portland cement, binary cement 
with silica fumes (GUbSF), and Portland cement with a high early strength (HE). 
All three sand types were fine aggregates with particle sizes below 2.5 mm including 
one being recycled sand. The three sands used in this study are shown in Fig. 1, and 
their particle distribution in Table 1. 

Fig. 1 Three sands used in the study: fine, coarse, and recycled sand
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Table 1 Particle size 
distribution of the three types 
of sands 

Sieve size Passing through (%) 

Fine sand Coarse sand Recycled sand 

2.5 mm 100 100 100 

1.25 mm 90 96 83 

630 µm 78 67 66 

315 µm 57 24 34 

160 µm 20 4 12 

80 µm 3 3 5 

2.2 Testing Methods 

The flow test, direct shear test, and compressive strength test are the suggested testing 
procedures. The proposed tests allow to correlate the results with the flowability and 
buildability of the mixes in the fresh state and with their mechanical strength in 
the final state. Strength development of mortar during the dormant period can be 
seen in the ASTM D3080 direct shear test [20, 21]. Multiple direct shear tests were 
carried out in 90 min using a similar approach as in the reference study. Instead 
of developing a novel apparatus, the direct shear apparatus commonly used in soil 
mechanics was adapted. A shear box, a displacement sensor, a load sensor, and a 
linear displacement motor were all part of the redesigned apparatus. Figure 2a depicts 
the modified apparatus. 

The spread of the mixes was assessed by using ASTM C1437 flow test, and the 
findings were linked to the mixes’ pumpability. The tests were monitored from the 
side and the top view using two cameras (Fig. 2b). The target was set at a spread of at 
least 60% [19] five minutes following the mixing procedure, although multiple tests 
were performed within 90 min with a 15 min time interval. Finally, information on 
the mixtures’ compressive strength was measured following the ASTM C109. Test 
cubes of 50 mm or two inches in diameter were formed and kept in a chamber with 
regulated humidity and temperature for up to 28 days. Tests were performed after 1, 
7, and 28 days using a semiautomatic concrete compression machine.

Fig. 2 Modified direct shear apparatus (a) and top view of the flow table (b) 
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2.3 Optimization Methodology 

Optimization methods were used starting from the mix design. The D-optimal design 
was used to generate the optimum initial set of mixes, reducing the required number 
from (36 = ) 729 to 18 mixes [17]. After the initial set, a multiobjective Pareto 
optimization algorithm guided the procedure. The objective functions were artificial 
neural networks that were trained using data from lab experiments. These networks 
were then used to predict the properties of the new mixtures proposed during Pareto 
optimization [16]. The best mixes were created and tested in the laboratory to acquire 
the real fresh and final properties of the mixes. The objectives were to increase 
simultaneously the buildability and the mechanical properties of the mixes, while 
acquiring an acceptable flowability. 

3 Results 

Twenty-one new mixes were introduced after five iterations of the Pareto optimization 
process. In total, 39 mixes were formed, including the initial set of mixes from the 
D-optimal design. The algorithm was able to determine which materials performed 
better and what was the optimum dosage for each one despite the high complexity 
of the mix design. The best materials were the HE and GUbSF cement types, the 
admixtures B, CSH-C and PCE-2 superplasticizer. Part of the results obtained are 
shown in Fig.  3 until Fig. 6. The results are grouped based on cement and sand type 
combinations. The initial mixes are represented with hollow markers, whereas the 
mixes proposed during the optimization process are shown with filled markers. 

In Fig. 3, the  x-axis is the shear stress at 90 min after the mixing process, and the 
y-axis is the compressive strength at 28 days. Aiming to improve both properties, the 
best mixes are located in the top right corner of the figure. All mixes in Fig. 3 include 
the GUbSF cement and the coarse sand. As it can be noticed, two mixes in the initial 
set were formed with this cement/sand combination and three more were generated

Fig. 3 Measured properties of mixes containing GUbSF cement and coarse sand proposed during 
the D-optimal design and the optimization process 
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Fig. 4 Comparison between the best initial and optimized mix containing GUbSF cement and 
coarse sand. The measured shear-displacement graph in 90 min after mixing (a) and the compressive 
strength after 28 days (b) 

Table 2 Mix proportions of the initial and optimized mix containing GUbSF cement and coarse 
sand 

Mixes Cement Sand Water:binder Sand:binder Superplasticizer 
(Type A&F) 

SP 
(%w/ 
w) 

B 
(%w/ 
w) 

CSH-C 
(%w/ 
w) 

Initial GUbSF Coarse 0.345 2.3 PCE-1 0.26 – 0.3 

Optimized GUbSF Coarse 0.3 1.8 PCE-2 0.26 0.018 – 

from the optimization algorithm. The best mix of the initial set and the optimization 
set are compared in Fig. 4, and their mix proportions are presented in Table 2. 

In Fig. 4, the mix from the initial set is shown with dashed line whereas the mixed 
proposed from the algorithm in solid line. Both properties were improved, where the 
shear stress was increased from 15 to 17.6 kPa and the compressive strength from 91 
to 96 MPa. As in Fig. 3, the  x-axis and the y-axis of Fig.  5 are the shear stress at 90 min 
after the mixing process and the compressive strength at 28 days, respectively. The 
best mixes are located in the top right corner of the figure. The mixes in Fig. 5 include 
the HE cement and the recycled sand. As it can be noticed, one mix in the initial set 
was formed with this cement/sand combination, and four more were proposed by the 
optimization algorithm. All of the proposed mixes performed better than the mix in 
the initial set. The mix from the initial set and the mix with the best performance from 
the optimization set are compared in Fig. 6, and their mix proportions are presented 
in Table 3.

Figure 6 presents the mix proposed from the algorithm in solid line, whereas the 
mix from the initial set is shown with dashed lines. Both properties were improved, 
where the compressive strength was increased from 81 to 88.5 MPa and the shear 
stress had a major increase from 12.5 to 19.6 kPa.
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Fig. 5 Measured properties of mixes containing HE cement and recycled sand proposed during 
the D-optimal design and the optimization process 

Fig. 6 Comparison between the best initial and optimized mix containing HE cement and recycled 
sand. The measured shear-displacement graph in 90 min after mixing (a) and the compressive 
strength after 28 days (b) 

Table 3 Mix proportions of the initial and optimized mix containing HE cement and recycled sand 

Mixes Cement Sand Water:binder Sand:binder Superplasticizer 
(Type A&F) 

SP 
(%w/ 
w) 

B 
(%w/ 
w) 

CSH-C 
(%w/ 
w) 

Initial HE Recycled 0.345 1.8 PCE-1 0.26 0.013 – 

Optimized HE Recycled 0.3 1.7 PCE-2 0.28 0.013 0.11

4 Conclusion 

The proposed methodology follows a multiobjective optimization trend. While 
making concessions, the conflicting objectives improved concurrently. The Pareto 
algorithm identified the important components and then excluded the less effective 
options while determining the preferred dosages. The neural networks assisted in 
visualizing the impact of each component. This approach yields promising capability 
to improve the competing objectives of the mortar mixes by considerably reducing 
the required workload.
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Sustainability Analysis of Structural 
Materials Used in Multistoried Building 
Construction: A Cradle to Grave 
Approach 

Mohammad Masfiqul Alam Bhuiyan, Mohammad Rezaul Karim, 
and Ahmed Hammad 

Abstract Over time, the construction industry’s development has been constantly 
questioned due to low productivity, high energy consumption, generation of wastes, 
and greenhouse gas emissions. According to a recent United Nations Environment 
Program report, building and construction account for 36% of global energy use and 
39% of energy-related carbon dioxide (CO2) and greenhouse gas emissions. Sustain-
able construction aims to minimize harm and maximize value by balancing social, 
economic, technical, and environmental aspects, commonly known as the pillars of 
sustainability. In general, concrete, timber, steel, masonry, etc., materials are used to 
construct multistoried buildings. Though technical and economic aspects are always 
considered while selecting the structural components, other elements like social and 
environmental are mostly ignored. A sustainable decision is always critical as it 
combines all technical, social, economic, and environmental factors in the decision-
making process. On the contrary, though it seems crucial during the planning and 
conceptual development phase and costly while designing and construction, a sustain-
able choice is always more economical, eco-friendly, and convenient, considering 
the entire life cycle of any construction work. This paper analyzed the character-
istics of commonly used structural materials from the sustainability point of view, 
considering the project’s complete life cycle. We have followed a hybrid approach 
to analyze life cycle sustainability analysis by integrating the outcomes obtained 
through life cycle cost analysis, environmental life cycle analysis, and social life 
cycle analysis and taking the opinion of stakeholders. The outcome of the analysis 
is expected to enhance objectivity in the selection process of structural material by 
the decision-makers contributing to more sustainable building construction. 
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1 Introduction 

Sustainability entails addressing our own demands without jeopardizing future gener-
ations’ ability to meet their own [20]. We require social and economic resources in 
addition to natural resources [2]. Environmentalism is not the only aspect of sustain-
ability. Therefore, concerns for social equity and economic development are found 
in most definitions of sustainability [7]. Again, as the Brundtland Commission on 
Environment and Development recognized, economic progress at the expense of 
ecological health and social fairness did not lead to long-term success. It was evident 
that the world needed to find a method to balance environmental sustainability and 
economic growth. It defines sustainable development as “development that meets 
current demands without compromising future generations’ ability to meet their 
own needs” [20]. Sustainability is a holistic strategy that considers the ecological, 
social, and economic components, realizing that all three must be regarded to achieve 
long-term prosperity [2]. 

Buildings or houses are one of the most necessities of human life. The building 
industry is an essential part of every economy. With the rapid rise of the population 
and hence fulfilling their requirements, the construction industry is now liable for 
significant environmental impact, currently accounting for 36% of global energy use 
and 39% of energy-related carbon dioxide (CO2) emissions [21]. Building construc-
tion, fit-out, operation, and eventual demolition have a significant direct and indirect 
impact on the environment, both directly due to material and energy consumption 
and the resulting pollution and waste and indirectly through the effect of inefficient 
infrastructure. A reduction in the environmental impact of a building during its life 
cycle is, therefore, an essential target in terms of sustainable development [16]. In this 
context, there has been a considerable effort over the past few decades to investigate 
the life cycle energy use and impacts of buildings. However, the building sector is 
still primarily motivated by economic gain, particularly short-term gain [15]. Hence, 
to achieve sustainability, it is necessary to transform the practices on a large scale to 
focus on the environment and society, with the objective of sustainable practice being 
to have a beneficial influence effectively. It is necessary to encourage businesses to 
balance long-term benefits with instant returns to pursue inclusive and environmen-
tally sound objectives. This encompasses a wide range of different practices. Cutting 
emissions, cutting energy consumption, obtaining items from fair-trade organiza-
tions, and ensuring their physical waste is disposed of appropriately and with as little 
carbon impact as possible would all qualify as steps toward sustainability while also 
lowering the price. 

The speed with which steps toward sustainable application are done is determined 
by decisions made by a variety of participants in the building process, including 
owners, managers, designers, corporations, and others [4]. The sustainable selection 
of materials to be utilized in construction projects is a critical decision. The simplest 
method for designers to implement sustainable concepts in construction projects is to 
carefully select sustainable structural materials [14]. However, due to a lack of formal 
and available measuring criteria, the selection of construction materials is viewed as
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a multi-criteria decision issue [10]. And it would be easier for the stakeholders to 
decide if numerical approaches can be developed in the life cycle assessment of the 
building keeping sustainability in mind. 

Reinforced concrete is the most often used structural material for building 
construction. Concrete is a widely used material for a variety of construction applica-
tions due to its strength, durability, reflectivity, and adaptability [13]. These features 
make it a durable and long-lasting alternative for various residential and industrial 
building construction. However, ironically, concrete is one of the leading sources 
of environmental degradation and is harmful to our ecosystem and environment. 
Concrete manufacturing emits 2.8 billion tons of carbon dioxide, accounting for 
4–8% of global greenhouse gas emissions [17]. Concrete consumes a tenth of all 
industrial water around the globe [9]. To achieve sustainability, it is required to look 
for alternatives in building construction. Steel may be used to replace concrete in 
structural construction due to its numerous advantages, including high strength, high 
tensile, ductile, flexible, and cost-effectiveness [12]. On the other hand, steel needs 
a lot of energy in its manufacturing process and might be expensive in some situa-
tions. Masonry is also a time-tested alternative to concrete construction, albeit burned 
bricks may emit significant levels of carbon during the manufacturing process, and 
masonry construction requires a substantial amount of cement [5]. So, in recent days, 
architects, builders, and sustainability advocates have been buzzing about timber, a 
building material that they believe has the potential to significantly reduce greenhouse 
gas (GHG) emissions in the building sector, as well as waste, pollution, and construc-
tion costs, while also creating a more physically, psychologically, and aesthetically 
healthy built environment [19]. A life cycle sustainability analysis using these mate-
rials in an example of multistory building structure may reveal a clear picture of the 
aspects influencing sustainability based on its four pillars: economic, social, tech-
nical, and environmental. The findings of the research will assist stakeholders in 
identifying viable materials for future building development from a sustainability 
standpoint. 

2 Problem Statement 

Traditionally, the structural materials for a building are based on the stakeholder’s 
requirements or value demand. Here, the perspective is mainly influenced by experi-
ences, local tradition, or understanding of construction materials. This is principally 
determined by affordability, cost–benefit analysis, and return on investment, among 
other factors, though it is true that while selecting materials, few consumers nowadays 
search for greenness or environmental issues. However, including the environment 
sustainability also involves a broader range of economic, technological, and social 
factors. Each of these four is given due weight in the study of sustainability. In many 
circumstances, the requirement of sustainability evolves apparently contradicting 
criteria such as being environmentally friendly while also being affordable or less 
expensive, having a better aesthetic perspective yet using local materials, having
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a high efficiency while using less energy, and so on. As a result, focusing merely 
on the timeframe for constructing a facility may not necessarily provide a good 
picture of whether these parameters are met. Instead, it necessitates a comprehensive 
examination of the construction materials from conception to demolition or reuse, 
commonly referred to as a life cycle analysis (LCA), which can provide a more 
accurate picture of sustainability when choosing structural material for a building 
construction project. 

3 Aim and Objective 

This study aims to carry out a sustainability analysis balancing economic, envi-
ronmental, technical, and social needs for a low to midrise multistoried building 
construction project with the following objectives: 

• Based on the ground survey and literature reviews, select the alternative structural 
materials for low to midrise multistoried buildings. 

• Conduct a sustainable life cycle analysis for each of the alternatives with the view 
that the building industry will enable identifying parameters and added values 
needed for an attractive and sustainable solution. 

• Expert and stakeholder perspectives on material selection based on analytical 
results. 

4 Methodologies 

To undertake this study, the critical issue is: How can we ensure more sustainable 
structural materials for a construction project that can be implemented and considered 
in the decision-making process while considering all the pillars of sustainability? The 
authors followed the application of the life cycle perspective to the sustainability 
pillars, which can provide a method of incorporating sustainable development into 
decision-making processes. In this context, life cycle sustainability analysis refers 
to considering the environmental, technical, social, and economic implications of a 
building across its complete life cycle. The methodology is graphically explained in 
Fig. 1.

5 Selections of Alternative Structural Materials 

For structural components of a house build, the construction industry employs several 
building materials. Architects engage structural engineers on the load-bearing capac-
ities of the materials they design with, the most common of which are concrete, 
steel, wood, masonry, and stone. Each has its unique strength, weight, and durability,
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Fig. 1 Research methodology

making it suited for a wide range of uses. National standards and testing processes 
control building materials used in the construction industry, so they can be relied on 
to ensure structural integrity. When selecting materials, architects consider both cost 
and appearance. 

Owners are highly guided by different factors. Though most of them have shallow 
knowledge of the materials to be used for the building, traditionally it is driven by 
their experience, local practices, and affordability, with cost–benefit analysis. Other 
factors to consider include, if the material is long-lasting, reusable, less toxic, uses 
fewer resources, and is better for the environment, wildlife, and humans. So, choice 
of materials depends on the location, culture, material availability, materials price, 
weather susceptivity, etc. 

Here, life cycle sustainability analysis (LCSA) is the sum of life cycle cost analysis 
(LCCA), environmental life cycle analysis (E-LCA), and social life cycle analysis 
(S-LCA). 

LCSA = LCCA + E - LCA + S − LCA
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Table 1 Alternative building materials selected by researchers in sustainability or green building 
study 

References Alternative materials selected for assessment 

Gharehbaghi 
and Georgy [8] 

Timber, concrete, steel for building construction 

Abouhamad 
and Abu-Hamd 
[1] 

Reinforced concrete framing (RC), steel framing (SS), and cold-formed steel 
framing (CFS) framework for the selection of construction systems of low and 
medium rise buildings 

Davies et al. [6] Concrete, steel, wood for life cycle analysis of building construction 

Several studies have been conducted in the past regarding alternative construc-
tion materials in the context of green building or sustainability. Table 1 contains 
a collection of instances. 

6 Description of the Model/referenced Building 

A three-story hypothetical building model exemplified as shown in the Fig. 2 was 
used as the case study building. The structure was inspired by New Zealand’s new 
NMIT Arts and Media complex [6]. Each level of the building has a gross size 
of 500 sqm (5400 sqft) and a total height of 9.2 m (30 ft). There are 30 columns 
having a concrete column footing. Only the essential structural components, such 
as the foundation, column beam, floor slab, wall, and roof structure are consid-
ered while analyzing the building. Other elements are disregarded. The structure is 
then redesigned using reinforced concrete, masonry, and steel as primary structural 
materials. Except for masonry, all other scenarios require a concrete foundation. 
When utilizing concrete, the footing size increases significantly due to the increased 
self-weight of the structural components. 

Fig. 2 Three-story building design in timber, concrete, and masonry [6]
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7 Life Cycle Sustainability Analysis (LCSA) of the Building 

Life cycle sustainability assessment evaluates the negative environmental, social, and 
economic costs and advantages in decision-making processes toward more sustain-
able solutions throughout their life cycle (LCSA). An increased interest in devel-
oping methods to better understand and address the impacts of products throughout 
their life cycle has been sparked by a growing global awareness of the importance 
of environmental protection; an understanding of the risks of trade-offs between 
possible impacts associated with materials (both manufactured and consumed); and 
the necessity of taking climate change issues and biodiversity into account from a 
holistic perspective. LCSA of a building structure can be divided into three essen-
tial components, life cycle cost analysis (LCCA), environmental life cycle analysis 
(E-LCA), and social life cycle analysis (S-LCA). The model building is analyzed 
for its LCSA for a period of 60 years by using ATHENA [3]. ATHENA Impact 
Estimator for buildings, the first free software tool intended to analyze entire build-
ings and assemblies using internationally recognized life cycle assessment (LCA) 
methods. The Impact Estimator considers the environment with other more typical 
design elements at the conceptual stage of a project. The estimator considers all 
aspects of material production, including resource extraction and recycled content. 
It also considers related modes of transportation, variations in energy consumption, 
structure type and estimated lifespan, maintenance and replacement effects, disposal, 
demolition, etc. 

7.1 Life Cycle Cost Analysis (LCCA) 

The life cycle cost analysis (LCCA) approach is used to calculate the overall cost 
of facility ownership [18]. It considers the expenses associated with purchasing, 
owning, and disposing of a building or building system. LCCA is notably beneficial 
for comparing project options that meet the same performance criteria but differ in 
terms of initial and running costs to choose the one that optimizes net savings. 

LCCA will assist in determining whether the inclusion of structural materials, 
which may increase initial costs but result in lower operating and maintenance 
expenses, is cost-effective. The lowest life cycle cost (LCC) is the most straightfor-
ward and simple economic assessment metric. Net savings, savings-to-investment 
ratio, internal rate of return, and payback period are more often used metrics [11]. 
They are compatible with the lowest LCC evaluation measure if the same parameters 
and research time are used. Building economists, certified value experts, cost engi-
neers, architects, quantity surveyors, operations researchers, and others may employ 
one or more of these methods to assess a project. Whether it’s termed cost esti-
mates, value engineering, or economic analysis, the method to selecting cost-effective 
decisions for building-related projects can be relatively similar.
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7.1.1 LCCA Method 

The goal of an LCCA is to assess the total costs of project options and choose 
the design that assures the facility has the lowest overall cost of ownership while 
maintaining its quality and function [18]. To achieve a decrease in life cycle costs, 
the LCCA should be undertaken early in the design phase while there is still time 
to revise the design. The first and most difficult duty of an LCCA, or any economic 
evaluation approach, is to evaluate the economic consequences of various building 
and building system designs and quantify and represent these effects in monetary 
numbers. 

7.1.2 LCCA Calculation 

There are numerous costs related with operating, maintaining, and disposing of a 
building or building system. The general LCC formula for buildings summarizing 
all costs that occur from cradle to grave is given at Eq. 1 [18]: 

LCC = I + Repl + E + W + EOL (1) 

where 

I = investment costs, 
Repl = replacement costs, 
E = operational energy costs, 
W = operational water costs, 
and EOL = end-of-life costs. 
However, to combine and compare cash flows incurred at different points over a 

project’s life cycle, they must be made time equivalent. The LCC approach transforms 
cash flows to present values by discounting them to a single point in time, generally 
the base date, to make them time equivalent. The interest rate utilized for discounting 
is a rate that represents an investor’s opportunity cost of money over time, which 
means that the investor wants to earn at least as much as her next best investment. As 
a result, the discount rate indicates the investor’s acceptable minimum rate of return. 
The present value (PV) formula given at Eq. 2 was employed in the LCC calculation 
to discount future cash flows to current values [9]: 

PV = Ft / 
1 

(1 + d)t (2) 

where 

PV  = present value, 
t = time in unit of year, 
Ft= future cash amount that occurs in year t



Sustainability Analysis of Structural Materials Used in Multistoried … 931

d = discount rate, which is used for discounting future amounts to the present 
value. 

After identifying all costs by year, they are discounted to the present value, and 
added to arrive at the total LCC for each alternative, as shown in Table 2 and Fig. 3:

7.2 Environment Life Cycle Analysis (E-LCA) 

E-LCA is a quantified evaluation approach for assessing environmental performance 
across the life cycle of a product or service. Throughout all stages, the extraction and 
consumption of resources (including energy) as well as emissions to air, water, and 
soil are measured. After that, their potential contribution to environmental impact 
categories is evaluated. Climate change, human and eco-toxicity, ionizing radiation, 
and resource base degradation are examples of these categories (e.g., water, non-
renewable primary energy resources, land, etc.). The life cycle initiative was instru-
mental in developing the midpoint-damage framework for life cycle assessment, 
which conceptualizes the linkages between a product’s environmental interventions 
and the ultimate damage caused to human health, resource depletion, and ecosystem 
quality—information that is critical for decision-makers. Three major indexes, total 
primary energy, CO2 emission (global warming potential), and fossil fuel consump-
tion are used to evaluate the influence of construction materials on the environment in 
this case. The ATHENA Impact Estimator for building software was used to calculate 
the amount, which is depicted in Fig. 4.

7.3 Social Life Cycle Analysis (S-LCA) 

A social life cycle analysis (S-LCA) is a method for evaluating the social and soci-
ological elements of goods and their existing and prospective positive and nega-
tive impacts throughout their life cycle. This covers raw material extraction and 
processing, production, distribution, usage, reuse, maintenance, recycling, and final 
disposal. S-LCA uses general and site-specific data, can be quantitative, semi-
quantitative, or qualitative, and is used in conjunction with environmental LCA and 
LCC. It can be used independently or in combination with the other methods. The S-
LCA material assessment presents an approach for developing life cycle inventories. 
A life cycle inventory is elaborated for indicators linked to impact categories which 
are related to five main stakeholder groups: worker, occupants, local community, 
society, and value chain actors. Here, the score of S-LCA is the sum of the positive 
and negative scores assigned to the indicators impacting the stakeholders’ group. In 
comparison with the other three choices, timber has a higher social value, gener-
ates income for the community, connects people with nature, and reduces waste and 
pollution.
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Fig. 3 LCC of the building using different structural materials

Fig. 4 Impact of building materials on environmental index
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8 Analysis Outcomes Based on the Expert Opinion 

The statistics and analytical findings of the LCSA show that, despite having the 
greatest LCC, lumber may have a considerable positive impact on the environment. 
Although the overall LCC of timber building is just 10% higher than that of concrete, 
it decreases greenhouse emissions and energy use by nearly half. Masonry is also a 
more cost-effective option than concrete, and it emits less carbon. Steel is also a little 
more environmentally friendly and less costly than concrete throughout the course of 
its life cycle. The findings of this study’s research will aid practitioners in organizing 
complex environmental, technological, economic, and social facts and data. It will 
assist in clarifying the trade-offs between the three sustainability pillars, life cycle 
phases and effects, products, and generations, by providing a complete perspec-
tive of the positive and negative implications along the product life cycle. It will 
show businesses how to take greater responsibility for their operations by taking into 
consideration the whole spectrum of effects associated with their goods and services. 
It will increase value chain players’ understanding of sustainability problems, facil-
itate the discovery of defects, and enable future product life cycle improvements. It 
will help decision-makers prioritize resources and invest them where there is a higher 
possibility of positive results and a lower likelihood of harmful consequences and 
selecting sustainable technologies and materials. It can value compared to determine 
if things are more cost-effective, ecologically friendly, socially responsible, and more 
sustainable. Transparent LCSA information exchange promotes the development of 
trust among building construction businesses toward sustainability. 

9 Conclusions 

To achieve a sustainable building, it is critical to use sustainable materials. While 
quantifying all the economic, environmental, technical, and social ramifications of 
sustainability pillars is difficult, data and analysis of building materials allow for 
realistic comparisons between solutions based on specific criteria. Different mate-
rials can be employed as structural components in constructing a structure. Each 
of these materials has its sustainability characteristics; therefore, one may be cost-
effective but more environmentally harmful or aesthetically incompatible with the 
environment. The requirement for multi-criteria decision-making is obvious, since 
several characteristics are beneficial in the end choice of selecting the most sustain-
able material. The LCSA has the potential to initiate interest in developing methods 
to understand better and address the impacts of building materials throughout their 
life cycle, as well as a growing global awareness of the importance of environmental 
protection; an understanding of the risks of trade-offs between potential infrastruc-
ture and its impacts on the environment and society; and the need to think about 
climate change and biodiversity holistically.
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Abstract Portland Cement Pervious Concrete (PCPC) is a special high porosity 
concrete containing zero or minimal amount of fine aggregates. Such concrete 
endows the concrete to have significant voids allowing water to percolate; however, 
such an open void structure reduces the mechanical strength of the concrete consider-
ably. It is recommended that chemical admixtures be added to the concrete to enhance 
its workability and other properties. The study aims to potentially enhance the proper-
ties of PCPC through the incorporation of various fiber reinforcement schemes. The 
fibers used in the scope of this study are hooked-end steel fiber, macro-polypropylene 
fiber, and glass fiber. To meet that objective, concrete mixes were prepared using 
varying fiber dosage rates and aggregate gradations. An experimental program was 
developed to test fresh concrete properties, hardened concrete properties, and dura-
bility. In order to gauge only the effectiveness of the aforementioned fiber, the PCPC 
mix design was standardized across the spectrum to eliminate such variables. It was 
evident that the glass fiber with Vf 0.17% (GF 2) enhanced mechanical properties 
with the most significant compressive strength increase, compared to the control 
sample, reaching 34 MPa. Moreover, (GF 2) has enhanced, compared to the control 
sample, the flexural and the splitting tensile strength with an increase of 93.7% and 
161.9%, respectively. The outcome of the study is that the use of different fiber rein-
forcement schemes has managed to enhance the mechanical strength of PCPC while 
maintaining an adequate rate of infiltration that complies with ASTM standards. The 
research opens the door for further application of the proposed model in different 
contexts both regionally and internationally, thus playing a vital role in the concrete 
nexus. 
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1 Introduction 

Regarded as best practice by the Environmental Protection Agency (EPA), pervious 
concrete is special given its open-pore structure allowing water to pass through. 
By rainwater collection, it provides multifarious benefits which include but are 
not limited to reducing stormwater runoff, recharging the groundwater table, and 
reducing the requirement for a stormwater management system. Enhancing the 
mechanical properties of the pervious concrete has become an ongoing research that 
aims to expand its applications. The current applications for the pervious concrete are 
using it in parking lots, walking pavements and decorative colored roads as it holds 
color pigments much better than normal concrete. In addition, it can be further used 
in gas stations as slab on grade and in rain trenches to collect water and reuse it. In 
this research, we chose to tackle the fiber reinforcement schemes and investigate its 
impact on the pervious concrete. Fiber reinforced pervious concrete is made primarily 
of cement, aggregates, and discrete reinforcing fibers. In this research, three fibers 
were investigated: steel fiber, polypropylene fiber, and glass fiber. Steel fiber rein-
forced concrete is a composite material having fibers as the additional ingredients, 
dispersed uniformly at random in small percentages by volume. On another hand, the 
polypropylene fibers can limit the width of plastic shrinkage cracks in the pervious 
concrete. The fiber also endows the concrete with some post-cracking ductility and 
increased strain capacity. For each fiber, three different dosages were investigated in 
order to be able to draw an analysis for the optimum dosage and to compare between 
each of them in terms of mechanical properties, infiltration rate, and durability. 

2 Literature Review 

Pervious concrete tends to have different properties from that of traditional imper-
vious concrete. The fresh concrete properties vary in which pervious concrete is very 
stiff compared to the latter. According to Karthik [1], the slumps are very low with 
various mixtures having 0 mm slump, while others were able to reach as high as 
50 mm. The following is dependent on the objective of the pervious concrete and its 
intended utilization [2]. It is imperative to mention that the slump has no correlation 
with workability and should not be added as an acceptance criterion. Furthermore, 
the typical densities and void ratio of pervious concrete range from (1600–2000) kg/ 
m3, while the latter ranges from 20 to 25%. Upon placement and compaction, the 
aggregates adhere to each other and exhibit the open-pore structure. It is important 
to note that following the open structure and its rough surface of concrete exposes 
an even greater surface of the cement to evaporation [3]. It is therefore of very high 
importance to ensure that the concrete is cured properly to ensure that the reaction 
is maintained. Curing the concrete properly tends to result in compressive strengths 
ranging from (3.5–28) MPa while having flexural strengths ranging from (1.8–3)
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MPa. Seeing the following limitation of pervious concrete mechanical properties, the 
utilization of fibers has been studied to further enhance pervious concrete’s purpose. 

Regarding fibers, the following can be distinguished into two main types, metallic 
and non-metallic fiber. The first group is composed of steel fiber, while the latter 
category is composed of diverse classes of fibers. The following class of fibers include 
but are not limited to glass fiber, synthetic fiber, basalt fiber, carbon fiber, and natural 
fiber [4]. Many researchers believe that fibers enhance the properties of concrete 
favorably; however, there is an optimum design limit which compromises between 
workability and strength of the concrete mix. There are a lot of factors that tend to 
influence the impact of fibers on the concrete which include the fiber orientation, 
material, dimensions (aspect ratio, length, and diameter), water/binder ratio, type of 
cement, and supplementary cementitious material application [5]. Pertaining to steel 
fiber, there are various shapes that steel fiber tends to come in. There is an agreement 
that hooked-end steel fiber generates higher flexural strength and toughness than other 
shapes such as crimped and straight steel fiber. Furthermore, the steel fiber tends to 
play a vital role in crack propagation reduction [6]. It is best applied perpendicular 
to the crack in the direction of the stresses. The following could be problematic in 
pervious concrete given its open-pore structure. The typical dosage rates in concrete 
tend to range from (0.25–1.5) %, while the aspect ratio should be from 50 to 80 [4]. 

Steel fiber can positively impact concrete; however, they have a limitation given the 
nature of the open-pore structure of pervious concrete. The effects of the corrosive 
environment are negative for steel fiber; however, there is no impact on synthetic 
fibers which include but are not limited to glass fiber and polypropylene fiber [7]. On 
another hand, non-metallic fibers such as glass fiber are not effected by corrosion. 
Glass fiber tends to have an impact on the concrete properties in which they enhance 
durability, toughness, and explosive spalling resistance. It has been noted in the paper 
that the inclusion of 0.2% volume fraction of glass fiber resulted in an enhancement of 
up to 30% in tensile strength and up to 64% in flexural strength, citing the tendency of 
improved mechanical properties with the increase of fiber dosages until the optimal 
rate, with a gradual decrease after the optimal percentage [7]. 

Regarding polypropylene fiber, their influence on the mechanical properties, as 
well as abrasion resistance and freeze–thaw resistance relies heavily on the length 
of the fiber reinforcing the concrete. Accordingly, two main types of polypropylene 
fibers exist: macrofiber and microfiber. On one hand, the relevant type, used for 
structural purposes, is macrofiber, where the length varies between 30 and 50 mm, and 
on the other hand, microfiber, smaller in size, does not fulfill the load-bearing function 
for structures. In fact, it is worth mentioning as well that the optimal included quantity 
of polypropylene ranged from 0.15 to 0.5% in terms of enhancement of concrete’s 
mechanical properties; however, the increase in fibers’ dosages do not consequently 
guarantee the enhancement of the concrete due to random fiber distribution and 
potential workability deterioration [5]. 

On another note, pertaining to the pervious concrete mix design, it is important 
to understand that adding admixtures does favorably impact the concrete proper-
ties. PCPC often employs a variety of admixtures, including superplasticizers (SPs), 
viscosity modifying admixtures (VMA), and set-retarding admixtures (RE). These
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chemical admixtures have a substantial impact on the paste component’s flowability, 
film-forming ability, and film-drying time. As a result, the kind and amount of chem-
ical admixture used has a significant impact on the workability of PCPC mixes. It 
has been indicated that the utilization of superplasticizers with (0.2–0.225) admix-
ture dosage % by weight of cement does have positive properties on the pervious 
concrete’s workability. [3]. 

3 Objective and Scope 

The objective of this research was to potentially enhance the properties of pervious 
concrete through the incorporation of various fiber reinforcement schemes. 

Accordingly, the primordial scope of work was to perform experimental work 
in which various concrete mixtures are prepared using various fiber reinforcement 
schemes in order to obtain adequate pervious concrete mix that yields optimal 
performance. 

4 Experimental Work 

4.1 Materials 

1. Coarse Aggregates: Single-sized 12.5 and 9.5 mm coarse aggregates. 
2. Cement: Type I Ordinary Portland Cement. 
3. Superplasticizer: CMB Addicrete BVF1, high range water reducing, and 

superplasticizer concrete admixture. 
4. Water: Ordinary tap water was used in the mix with a water cement ratio of 0.3. 
5. Glass Fiber: Graded chopped fiber glass was used in the mix. 
6. Steel Fiber: Hooked-end steel fiber was used with aspect ratio (l/d) 50. 
7. Polypropylene Fiber: Macro-polypropylene fiber was used with length of 

60 mm, and equivalent diameter 0.84 mm (Fig. 1).

4.2 Concrete Mix Design 

The mix design was done while considering previous mix designs from the litera-
ture that would ensure adequate infiltration while also yielding acceptable ranges of 
mechanical properties [2]. Accordingly, a 1:5 ratio between the two sizes of aggre-
gates was used where the single-sized 12.5 mm aggregates composes 80% of the 
coarse aggregate weight, while the remaining 20% are composed of the 9.5 mm 
single-sized aggregates (Table 1).
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Fig. 1 Sample of the fibers presented with glass fiber, steel fiber, and polypropylene fiber

Table 1 Typical 
nomenclature Mix name Mix code 

Glass fiber dosage 1 GF 1 

Glass fiber dosage 2 GF 2 

Glass fiber dosage 3 GF 3 

Steel fiber dosage 1 SF 1 

Steel fiber dosage 2 SF 2 

Steel fiber dosage 3 SF 3 

Polypropylene fiber dosage 1 PP 1 

Polypropylene fiber dosage 2 PP 2 

Polypropylene fiber dosage 3 PP3 

Control mix without superplasticizer CC 

Control mix with superplasticizer CC-SP 

Moreover, by the end of the research, a control sample of 1:1 ratio of coarse aggre-
gates was used to further investigate pervious concrete mechanical properties with 
respect to its serviceability property through abiding by the minimal infiltration rate. 
Accordingly, 7-day compressive strength and infiltration rate results were obtained 
for the new sample. These tests were conducted in order to potentially establish 
a correlation between the ratio of coarse aggregates mix and the infiltration rate, 
and that could be further investigated through incorporation of fibers in the future 
(Table 2).

4.3 Tests 

4.3.1 Aggregate Tests 

1. Los Angeles Abrasion Test: This test is done in order to determine the Los Angeles 
Abrasion number of concrete [8].
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Table 2 Mix design parameters 

Parameters (kg/ 
m3) 

CC GF1 GF2 GF3 SF1 SF2 SF3 PP1 PP2 PP3 CC-SP 

Coarse 
Aggregates 

1500 

Water 105 

Cement 350 

Admixture – 6.75 6.75 6.75 6.75 6.75 6.75 6.75 6.75 6.75 6.75 

Fiber dosagesa 

(Vf) 
– 0.1 0.17 0.25 0.3 0.4 0.5 0.1 0.25 0.5 – 

aVf is expressed as a percentage

2. Density, Specific Gravity, and Absorption: This test is done in order to determine 
the density, specific gravity and absorption of coarse aggregates [9]. 

4.3.2 Fresh Concrete Tests 

1. Temperature: This test is done in order to determine the temperature of freshly 
mixed concrete [10]. 

2. Slump: This test is done in order to determine the workability of freshly mixed 
concrete [11]. 

3. Density: This test is done in order to determine the unit weight of freshly mixed 
concrete [12]. 

4. Air Content: This test is done in order to determine the air content of freshly 
mixed concrete [13]. 

4.3.3 Hardened Concrete Tests 

1. Compressive Strength: This test is conducted in order to determine the 7-day and 
28-day compressive strength of concrete cubes of dimensions 15 cm × 15 cm × 
15 cm [14]. 

2. Flexural Strength: This test is conducted in order to determine the 28-day flexural 
strength of concrete beams of dimensions 75 cm × 15 cm × 15 cm [15]. 

3. Splitting Tensile Strength: This test is conducted in order to determine the 28-day 
splitting tensile strength of concrete cylinders of dimensions 30 cm × 15 cm [16] 

4.3.4 Serviceability Tests 

Standard Test Method for Infiltration Rate of Pervious Concrete: This test is 
conducted in order to determine the infiltration rate of pervious concrete [17]. 

• Samples with dimensions 40 cm × 40 cm × 10 cm were casted for each fiber 
type and cured for 7 days for this experiment.
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4.3.5 Durability Tests 

Standard Test for Horizontal Surface Abrasion: This test is conducted in order to 
determine the potential resistance to degradation of pervious concrete by impact and 
abrasion [18]. 

• Cylinders with dimensions 20 cm × 10 cm were casted and cured for 7 days 
before being placed in the LA Abrasion machine for 500 revolutions. 

4.4 Results and Analysis 

4.4.1 Aggregate Tests 

Density, Specific Gravity, and Absorption 

See Table 3. 

Los Angeles Abrasion 

See Table 4. 

Fresh Concrete Tests 

The fresh concrete results, obtained in Table 5, are acceptable as they are similar to 
the criteria found in the literature for pervious concrete. The obtained slump value 
was expected due to the very low workability of pervious concrete which justifies 
the use of the superplasticizer. Furthermore, the obtained density indicates that the 
concrete is lightweight as it is lower than the 2000 kg/m3 threshold. Finally, the air 
content obtained indicates the high amount of voids which gives the concrete its 
permeable quality (Fig. 2).

Table 3 Coarse aggregate results 

Coarse aggregates (12.5 mm) Coarse aggregates (9.5 mm) 

Bulk specific gravity 2.62 2.5 

Bulk specific gravity saturated 
surface dry 

2.66 2.51 

Apparent specific gravity 2.73 2.54 

Absorption (%) 1.61 0.75 

Table 4 Los Angeles 
abrasion results Weight (g) 

Initial weight 5000 

Bulk specific gravity saturated surface dry 3900 

Losses 22% 
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Table 5 Fresh concrete 
results Parameter Result 

Slump (cm) 0 

Air content (%) 21 

Density (kg/m3) 1909 

Temperature (C) 28.5 

Fig. 2 Image of fresh 
concrete 

Compressive Strength 

The results in Table 6 and Fig. 3 show the 7-day and 28-day compressive strengths for 
each mix in which the second dosage for glass fiber (GF2) showed the highest results. 
The glass fiber and steel fiber results show that, within the chosen dosage range, the 
optimum mix was obtained. The same does not apply for the polypropylene fiber 
as the optimum dosage may not have been achieved within the chosen range as the 
trend shows a constant decrease in compressive strength as the dosage increases. 

The aggregates’ interlock in the mix affects the strength of hardened concrete 
which may indicate why the glass fiber exhibits the highest compressive strength.

Table 6 Compressive strength results 

Mix 7-Day compressive strength (MPa) 28-Day compressive strength (MPa) 

CC 6.63 9.47 

CC-SP 7.89 10.90 

GF 1 14.74 17.51 

GF 2 24.68 34.03 

GF 3 13.05 18.65 

SF 1 9.56 10.03 

SF 2 12.67 20.62 

SF 3 13.37 15.42 

PP 1 12.07 20.61 

PP 2 14.70 16.47 

PP 3 12.03 15.47
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Fig. 3 Chart of compressive strength results

The glass fiber is able to bond with the cement and aggregates due to its material 
texture and composition, as opposed to the steel fiber and polypropylene fiber, thus 
entailing a stronger interlock between the glass fiber and pervious concrete. 

Furthermore, larger size aggregates exhibit lower compressive strength due to 
the lower surface area for cement paste to bond. In addition, the rough surface of 
pervious concrete with larger aggregate sizes has led to non-uniform load distribu-
tion as a result of the heterogeneity of the aggregates that were used in the mix. 
Accordingly, the 1:1 control sample yielded promising results with 17.6 MPa in 
7-day compressive strength and provided a base for future investigation through 
incorporating the aforementioned fiber dosages and tests. 

Flexural Strength 

The 28-day flexural strength was tested on beams which were reinforced with GFRP 
rods using the one-point bending test. The flexural strength results follow a similar 
trend to the compressive strength as the glass fiber and steel fiber were optimized 
within the chosen range, whereas the polypropylene fiber was not. The GF2 mix 
exhibited the highest flexural strength, similar to the compressive strength. Further-
more, the results in Table 7 and Fig. 4 indicate a significant enhancement to the 
pervious concrete flexural strength found in the literature which had ranged between 
1 MPa and 3.8 MPa.

4.4.2 Splitting Tensile Strength 

The GF2 mix was consistent in all three mechanical properties tests as it exhibited 
the highest 28-day splitting tensile strength along with the compressive and flexural
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Table 7 Flexural strength 
results Mix 28-Day flexural strength (MPa) 

CC – 

CC-SP 6.40 

GF 1 7.41 

GF 2 12.40 

GF 3 7.86 

SF 1 7.23 

SF 2 8.90 

SF 3 7.73 

PP 1 8.10 

PP 2 6.75 

PP 3 6.50 

Fig. 4 Chart of flexural strength results

strengths. The results for the tensile strength indicate a different trend for both the 
steel fiber and the polypropylene fiber as it shows that, within the indicated range, 
the polypropylene has been optimized at the second dosage, whereas the steel fiber 
may have yielded higher results using a larger dosage as shown by the constant 
increase. Finally, the literature presented a splitting tensile strength for pervious 
concrete ranging from 1 to 2 MPa which has been enhanced using the GF2 and PP2 
mixes (Table 8; Figs.  5, 6 and 7).
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Table 8 Splitting tensile 
results Mix 28-Day splitting tensile strength (MPa) 

CC – 

CC-SP 0.92 

GF 1 1.92 

GF 2 2.41 

GF 3 1.88 

SF 1 0.68 

SF 2 1.14 

SF 3 1.28 

PP 1 1.75 

PP 2 2.17 

PP 3 1.84 

Fig. 5 One-point bending test of pervious concrete beams

4.4.3 Serviceability Test 

Infiltration Rate Test 

According to the ASTM, the minimum infiltration rate accepted for pervious concrete 
is 200 inches per hour. The results in Table 9 indicate that all fibers have confidently 
surpassed the minimum requirement and achieved adequate infiltration rates.



950 A. Sherif et al.

Fig. 6 Chart of splitting tensile strength results 

Fig. 7 Examination of splitting tensile test specimen

Table 9 Infiltration rate results 

CC (1:5) GF3 SF3 PP3 CC (1:1) 

Time elapsed (s) 21.71 22.27 24.33 37.14 119 

Infiltration Rate (in/h) 1608.39 1567.95 1476.65 1286.59 293.34 

The 1:1 control sample has also passed the test with an infiltration rate of 293.43 in/ 
h. Accordingly, this infiltration rate can provide a base for future research with regard 
to this mix design in yielding higher mechanical properties for pervious concrete.
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Table 10 Durability test results 

Mix CC-SP GF1 GF2 GF3 SF1 SF2 SF3 PP1 PP2 PP3 

Losses (%) 29.52 50.34 32.04 33.53 31.49 28.53 56.25 65.34 70.48 50.94 

4.4.4 Durability Test 

The abrasion test demonstrated that some fiber dosages such as GF2, GF3, SF1, 
and SF2 did not negatively affect the losses in comparison with the control sample. 
However, the percentage of losses of the remaining dosages has increased which 
indicates that the remaining dosages have negatively affected the abrasion resistance 
of pervious concrete (Table 10). 

5 Conclusion 

The decisive outcome of this research is assimilated in the successful enhancement 
of pervious concrete through incorporation of fiber reinforcements without hindering 
its Infiltration properties. 

On one hand, remarkable enhancement of pervious concrete’s compressive and 
flexural strengths were secured through incorporation of SF2 (steel fiber, dosage 2: 
0.4% Vf or 35 kg/m3 of concrete), as well as PP1 (polypropylene fibers, dosage 1: 
0.1% Vf or 0.9 kg/m3 of concrete). On another hand, the most crucial and significant 
trend was acquired through incorporation of GF2 (glass fibers, dosage 2: 0.17% 
Vf or 3.5 kg/m3 of concrete) since it yielded the highest compressive, flexural, and 
splitting tensile strengths. Consequently, it was apparent that the glass fiber reinforced 
pervious concrete has the highest homogeneity which is needed to overcome the 
absence of interlock between the aggregates because of the negligible amount of 
fines in all the concrete mixes. Accordingly, further uses of pervious concrete that 
possess enhanced qualities are encouraged in the construction industry. 

6 Recommendations 

Based on the outcomes of this research, it is crucial to recommend the following: 

• Further enhance pervious concrete’s mechanical properties while abiding by the 
minimal required infiltration rate (200 in/h), since reducing the infiltration rate 
entails better aggregates’ interlock, and accordingly greater possibility for fibers’ 
influence on the mechanical properties. 

• Smoothen pervious concrete’s surface to enhance its serviceability and durability. 
• Ensure through experimental work pervious concrete’s chemical resistance. 
• Perform dynamic loading tests for roadway pavement applications.
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• Validate the results and outcomes of the performed work through a larger scope 
of experimental work and field results. 

Finally, it is vital to encourage the concrete industry to use fiber reinforced 
pervious concrete in adequate applications, where infiltration properties as well as 
strong mechanical properties are both needed. 
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Chopped Fibre Dosage and Material 
Effects on the Fresh Properties of Normal 
Strength and Density Concrete 

Helmi Alguhi and Douglas Tomlinson 

Abstract Chopped fibre reinforced concrete (CFRC) is used in many applica-
tions, including shotcrete tunnel walls, bridge decks, pavements, and concrete slabs. 
Cracked concrete’s service performance can be improved using chopped fibres. The 
influence of chopped fibre type and volume on fresh concrete properties and mixture 
design was investigated in this study. Trial mixtures were used to optimize a mixture 
initially developed using the American Concrete Institute’s absolute volume method. 
Ten normal strength and density test mixtures were then prepared based on these opti-
mized trial mixtures. Mixtures included one control (i.e. no fibres) and nine CFRC 
mixtures. Mixture parameters included chopped fibre type (steel, glass, and a combi-
nation of the two) and fibre dosage (0.5, 1.0, and 1.5%). The bulk fresh, one-day 
dry room temperature, and 28-day humidity room densities were obtained from 10 
cylinders in each mixture. Workability was measured using both slump tests and 
Ve-Be time tests. Results show significant reductions in slump with increased fibre 
content, and glass fibre mixtures had less workability than steel fibre mixtures. The 
hybrid steel and glass fibre mixtures allowed for further study of each fibre’s effect 
on workability. There was a good correlation between the slump and Ve-Be time 
results for mixtures with low fibre dosages, but Ve-Be time tests were found to be 
more appropriate to assess the workability of stiff concretes such as those with a high 
dosage of glass fibres. Both fresh and dry densities of CFRC cylinders increased due 
to adding steel fibres, and there was a minor reduction in these densities of glass 
fibre cylinders. Outcomes of this study will provide concrete mixture designers and 
structural engineers with additional guidance on mixture design and proportioning 
for CFRC to obtain desired fresh properties. 
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1 Introduction 

Chopped fibre reinforced concrete (CFRC) acts as a structural reinforcement for 
concrete and is most often used in shotcrete tunnel walls, bridge decks, road pave-
ments, and concrete slabs. Plain concrete has a low tensile strength compared to 
its compressive strength. The service life and post-cracking behaviour of concrete 
mixtures can be improved by adding chopped fibres. One of the main reasons for 
this growing use of chopped fibres is the possibility of replacing shear reinforcement 
with chopped fibres in structural applications [6, 12]. These chopped fibres can also 
improve ductility [1, 6], mitigate the size effect for shear [20], and can change failure 
modes from brittle shear failure to a more ductile flexural failure [1, 6, 11]. Even 
though there are various improvements in the mechanical properties of hardened 
concrete when using chopped fibres, the use of fibres reduces the flowability of fresh 
concrete [2, 3, 10, 13], which causes negative impact on concrete’s workability. In 
particular, these effects may cause challenges with fresh concrete mixing, handling, 
pouring, compaction, and finishing. 

Several researchers have studied the effect of chopped fibre on fresh concrete 
properties [2, 3, 10, 13]. However, there are limited studies that evaluate the perfor-
mance of glass fibres and a combination of steel and glass fibres on fresh concrete 
properties. Glass fibre has a higher modulus of elasticity, tensile strength, weight and 
lower water absorption compared to synthetic and natural fibres [19]; these properties 
improve the mechanical behaviour of normal strength concrete (NSC). Glass fibres 
contribute more to the durability performance of high alkalinity concretes. Thus, 
this study evaluates the effect of dosage and materials of steel and glass fibres and 
a combination of these two chopped fibres on workability and densities for normal 
concrete strength (NSC). 

2 Experimental Programme 

For conventional concrete, workability is the main factor that determines the optimum 
upper limits of chopped fibre dosage. Fibre dosages that are too large are result 
in issues with the mechanical properties (such as workability) of fresh concrete 
mixtures. However, fibre dosages that lead to acceptable workability or consis-
tency (excessive fluidity can cause concrete ingredient segregation) can enhance the 
mechanical properties of concrete mixtures. Sufficient density is required to sustain 
a particular loading and provide durable concrete. Larger density concretes are often 
stronger and more durable than lower density concretes since there are minimum 
voids and water absorption capacity.
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Fig. 1 Chopped fibres: 
a steel and b glass 

2.1 Materials 

The main binder used is Type GU cement (70%), and the supplementary binder was 
fly ash (30%), which is a common ratio for concretes in Alberta. This ratio was 
selected to improve the concrete’s long-term strength and durability [15], and the 
cement specifications are according to CSA A3000 and ASTM C150. Fly ash-type F 
was used to increase strength without reducing the workability of cementitious paste. 
Fly ash is one of the construction industry’s most used pozzolans. Class F-fly ash 
is classified based on ASTM C618 and originates from anthracite and bituminous 
coals. A high range water reducer-HRWR Sika® ViscoCrete® 1000 was added into 
concrete mixtures to reduce water content and improve workability since adding 
more water to increase the workability (or slump) resulted in a weaker concrete. 

Coarse and fine aggregates were selected to be typical aggregates used in normal 
strength-ready mix concrete in the Edmonton, Canada region. Pea gravel with a 
maximum size of 20 mm was used as the coarse aggregate in this study, and natural 
river sand with a maximum particle size of 4.75 mm was used as fine aggregate. 
The bulk specific gravity and water absorption of coarse and fine aggregates are (2.6 
and 2.8) g/cm3 and (1.32 and 1.43) %, respectively. Two different chopped fibres 
were used: hooked end steel fibres (SF) and AR-glass fibres (GF) as shown in Fig. 1; 
Table 1 gives the properties of the fibres obtained from their manufacturers. The 
hooked end steel fibres with high fibres lengths were used in this study, given that 
the slump of fresh SFRC mixture presents an increasing trend with steel fibre length 
increasing [14]. AR-glass fibres were used in this study for extra durability as well as 
their expected lower demand for water absorption and increased chemical resistance 
compared to other chopped fibres as steel and natural fibres.

2.2 Preparation 

The ACI absolute volume method [4] was used to design trial concrete mixtures. This 
method is widely used in North America; it is generally accepted and convenient for 
normal concrete [4]. Ten mixtures were designed with a total volume of 0.08 m3 per
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Table 1 Properties of steel 
and glass fibres Properties SF GF 

Diameter (mm) 0.92 0.54 

Length (mm) 50 36 

Aspect ratio (length/diameter) 54 67 

Tensile modulus of elasticity (GPa) 200 72 

Tensile strength (MPa) 1100–1500 1200–1800 

Specific gravity (g/cm3) 7.75 2.68

batch, one control mix and nine CFRC mixtures. These mixtures were developed 
after completing trial batches that are further described in Sect. 2.2.1. The CFRC 
mixtures were divided into those that used steel fibres (SF), those that used glass 
fibres (GF), and those that used a combination of steel and glass as a hybrid (H). 
Three different fibre contents (0.5, 1.0, and 1.5% volume fraction) were studied for 
both steel and glass fibres. For the hybrid mixtures, a constant fibre volume fraction of 
1.0% was used with the three ratios of steel to glass fibres: 0.75% steel + 0.25% glass, 
0.50% steel + 0.50% glass, and 0.25% steel + 0.75% glass, as given in Table 2. The  
optimum volumetric percentage of CFRC dosages should be in the range of between 
0.5% and 1.5%. Dosages larger than 1.5% were not consider since there are physical 
difficulties in providing a homogenous CFRC leading to a decrease in compressive 
strength compared with plain concrete [7]. The addition of chopped fibres less than 
0.5% will not affect concrete workability remarkably; however, this amount will not 
have a meaningful effect on the post-cracking behaviour of concrete [9] which is the 
main goal of this overall research programme.

A portable electrical drum mixer with a capacity of 155 L was used for CFRC 
mixing. The drum mixer was rinsed with water and completely drained before each 
batch was mixed. First, fine, and coarse aggregates were added and mixed for one 
minute. Then, the cementitious material (cement +fly ash) was added and mixed for 2 
more minutes. After that, water was added gradually for 2–3 min. Then, the chopped 
fibres were added gradually for 3–4 min. Finally, the superplasticizer was added 
to the mixture. The total mixing time for each CFRC batch was about 8~10 min. 
The concrete was placed in the moulds in two layers and compacted by using a 
vibrating table with a frequency of 60 to 90 Hz. The specimens were demoulded 
24 h after casting and placed in a laboratory room (temperature 25 ± 2 °C and 
relative humidity 35 ± 5%) and then these samples were placed in a controlled 
humidity room (temperature 20 ± 2 °C and relative humidity 70 ± 5%). 

2.2.1 Trial Mixtures 

Prior to batching the main mixtures, eleven trial mixtures were produced (Table 3) 
to optimize the mixture for CFRC. The target was compressive strengths between 35 
and 55 MPa, which is within the range of compressive strength (25–55) MPa for NSC
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[21], and minimum slump of 150 mm for mixtures without fibres. Supplementary 
cementitious material (fly ash) was added to all trial mixes as 30% of the binder. 
Trial mixes T1 to T6 were prepared by hand to investigate concrete bleeding (a 
phenomenon in which free water in the mixture rises up to the surface) and mixture 
volume. The remaining mixtures (T7 to T11) were done using mini portable electrical 
drum mixer with a capacity of 50 L to simulate the large electrical drum mixer with 
a capacity of 155 L, which was used to mix large batches. The trial mixes T1 and T2 
had the water to cementitious materials ratio w/cm of 0.45, and this results in both 
of them having concrete bleeding, as seen in Fig. 2a based on optical observations. 
The w/cm for T3 decreased to 0.35; this ratio leads to a decrease in the concrete 
bleeding and provides optimum volume (actual and measured cylinder volume are 
similar) as shown in Fig. 2b and obtained the estimated 28-day compressive strength 
of 44.9 MPa (see Table 3).

The cement and fly ash proportions for trial mixes T1, T2, and T3 were identical, 
but for T4, the cement quantity was larger compared to T1, T2, and T3. Trial mixes 
T5 and T6 were CFRC mixes with 1% of steel, and glass fibres, respectively. Trial 
mixes T9, T10, and T11 were CFRC mixes with 1.5% of fibre volume, and T9 and 
T10 were SFRC mixes, but for T10, the cement quantity was larger compared to 
T10. 

To have reasonable workability of CFRC mixes, the slump of control mixes should 
not be less than 150 mm, to provide adequate workability after the addition of steel 
fibres (>50 mm) [8]; therefore, three trials of adding superplasticizer (0.4, 0.5, and 
0.6%) by weight of the binder were performed, and from the trial mixes, it was 
observed that the best amount was 0.5% by weight of the binder to get the target 
slump test for the control mix. 

From the trial mixes described in this section, one mix was selected to evaluate the 
mechanical properties of CFRC. The selected mixes included a maximum aggregate 
size of 20 mm and achieved the target strength and workability was T3. 

2.3 Fresh Concrete and Densities Measurements 

Workability was measured using slump tests according to ASTM C143/C143M-15 
and Ve-Be time tests according to ASTM C1170/C1170M-14 of all mixtures (Fig. 3). 
Since adding chopped fibres to the concrete reduces workability [14, 18], a minimum 
slump of 150 mm for plain concrete was targeted to provide adequate workability 
after the addition of chopped fibres. Fresh, one-day dry at laboratory room and 28-day 
humidity room densities were obtained as per ASTM C138/C138M-17a.
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Table 3 Trial mixes for the NSC 

Hand mixing 

Trial mixes T1 T2 T3 T4 T5 T6 

Target strength (MPa) 35–55 35–55 35–55 35–55 35–55 35–55 

Max. agg. size (mm) 20 20 20 20 20 20 

Material proportions per 1 m3 

Cement-general use type (kg) 280 280 280 315 280 280 

Fly ash-type F (kg) 120 120 120 135 120 120 

w/cm ratio 0.45 0.45 0.35 0.35 0.35 0.35 

Fine agg.—river sand (kg) 651 721 764 729 754 754 

Coarse agg.—pea gravel (kg) 977 1082 1147 1093 1130 1130 

Steel fibres (kg) – – – – 75 – 

Glass fibres (kg) – – – – – 25.8 

7-days water tank density (kg/m3) * * 2440 2454 2477 2421 

7-days water tank curing strength (MPa) * * 29.4 32.5 26.2 25.6 

Estimated 28 days strength** (MPa) * * 44.9 48.6 40.9 40.2 

Electric drum mixer 

Trial mixes T7 T8 T9 T10 T11 

Target strength (MPa) 35–55 35–55 35–55 35–55 35–55 

Max. agg. size (mm) 20 20 20 20 20 

Material proportions per 1 m3 

Cement-general use type (kg) 280 315 280 315 280 

Fly ash-type F (kg) 120 135 120 135 120 

w/cm ratio 0.35 0.35 0.35 0.35 0.35 

Fine agg.—river sand (kg) 764 729 748 712 748 

Coarse agg.—pea gravel (kg) 1147 1193 1122 1069 1122 

Steel fibres (kg) – – 112.5 112.5 – 

Glass fibres (kg) – – – – 38.7 

7-days water tank density (kg/m3) 2484 2656 2490 2608 2462 

7-days water tank curing strength (MPa) 38.6 40.8 33.7 37.6 29.1 

Estimated 28 days strength** (MPa) 55.8 58.3 50.0 54.6 44.5 

*Concrete bleeding occurs due to a high w/cm ratio 

**Strength at 28 days estimated based on f
'
c,28= 3 ( f '

c,7) 
0.8 

[17]

3 Results and Discussion 

The results from these tests are summarized in Table 4.
As expected, and shown in Fig. 4a, there were meaningful reductions for all slump 

values with increased fibre content. The glass fibre mixtures had less workability than
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Fig. 2 a Concrete bleeding and b optimum volume

Fig. 3 Fresh concrete and densities measurements: a Ve-Be time test, b Slump test, and c cylinders 
after one-day laboratory room temperature curing

Table 4 Summary of test results 

Mix ID Ve-Be time 
(seconds) 

Slump (mm) Density (kg/m3) 

Fresh One-day dry at lab 
room 

28-day at 
humidity room 

Control 5.71 155 2523 ± 51 2500 ± 56 2456 ± 29 
SF-0.5 8.94 70 2651 ± 50 2623 ± 33 2586 ±30 

SF-1.0 12.92 65 2668 ± 35 2643 ± 33 2615 ± 27 
SF-1.5 16.70 45 2707 ± 41 2686 ± 36 2640 ± 33 
GF-0.5 9.36 65 2419 ± 18 2404 ± 11 2384 ± 19 
GF-1.0 14.82 50 2448 ± 13 2438 ± 11 2408 ± 09 
GF-1.5 17.69 35 2438 ± 20 2422 ± 18 2407 ± 15 
H-1 13.15 60 2481 ± 15 2454 ± 17 2446 ± 19 
H-2 13.95 55 2454 ± 16 2429 ± 14 2417 ± 07 
H-3 14.53 50 2441 ± 22 2417 ± 16 2406 ± 13
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steel fibre mixtures. This is not only because glass fibres obstruct the mobility of the 
mixture’s ingredients, but also these multifilament strands of glass fibre that are not 
intended to separate tend to do so and render the mixture unworkable because of 
their greatly increased surface area [16], which was also observed in the hybrid 
mixtures. For hybrid mixtures, the slump decreased as glass fibre content increased. 
The Ve-Be time results show a similar trend in terms of reducing the workability by 
adding chopped fibres, and the Ve-Be time increased as the fibre dosage increased. 
Glass fibre mixtures also had less workability compared to steel fibre mixtures; this 
is reflected in higher Ve-Be time results for glass fibre, and this is noticed in hybrid 
mixtures as the more the glass fibres, the higher the Ve-Be time results, as shown in 
Fig. 4b. 

The effect of chopped fibres dosage and materials on workability measurements 
is shown in Fig. 5. The results show an inversely proportional relationship between 
slump results and increasing chopped fibre dosages, so there was a dramatic decrease 
in workability with increasing fibre content for both slump and Ve-Be time. The 
slump test is more effective in evaluating the influence of adding fibres, especially 
glass fibres. The Ve-Be time results also show an inversely proportional trend with 
increasing the chopped fibres dosages for glass and steel fibres, respectively. 
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There was a good correlation between the slump and Ve-Be time results, as shown 
in Fig. 6. When slump is less than around 70 mm, the Ve-Be time increases more 
rapidly. There is almost no variation in the Ve-Be results when the slump value 
exceeds 70 mm regardless of fibre type and dosage. This demonstrates that the Ve-
Be time test is more suitable for verifying the workability of stiff concretes. In other 
words, Ve-Be time results may be beneficial and confirm that the slump test has 
limited effect for evaluating CFRC because non-water-absorbent fibres reduce the 
stability or cohesion of the mixture under static conditions (the main factor evaluated 
in slump tests) of the mixture due to their needle-like shape and high specific surface 
area. The Ve-Be test can better evaluate how concrete behaves during compaction 
where this mechanized action allows fibres to rearrange, thus measuring workability 
from the perspective of concrete’s mobility and compatibility for CFRC. However, 
the Ve-Be time test is less applicable for conditions in which the concrete is very 
plastic with slump results (125–190) mm [5]. 

Figure 7 shows the fresh, one-day dry, and 28-days at humidity room densities of 
CFRC cylinders. Adding steel fibres increases concrete densities due to steel’s large 
specific gravity (7.75) g/m3 of steel fibre, which is almost three times the replacement 
aggregate specific gravity (2.6–2.8) g/m3 in the mixture. There was a minor reduction 
in the densities of glass fibre reinforced cylinders due to a slight decrease in the 
specific gravity of glass fibre (2.62) g/m3 compared to the replacement aggregate 
specific gravity. This was also observed in the hybrid mixes where the increased ratio 
of glass fibres, the less the resulting densities. Table 4 shows the results summary of 
all cylinders.
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4 Conclusions and Recommendations 

Ten mixtures were prepared to investigate the effect of two fibre types (steel and 
glass) and a combination of them with volume fractions of 0.5, 1.0, and 1.5% on 
the fresh concrete’s properties such as workability and densities. Workability was 
evaluated using both slump and Ve-Be time test. Three densities (fresh, one-day 
laboratory room and 28-day humidity room) of ten samples from each mix were 
measured. Based on the results reported in this paper, the following conclusions can 
be drawn: 

1. Adding chopped fibres decrees workability remarkably, and there were consider-
able reductions for all slump values with increased fibre content, and glass fibre 
mixtures had less workability than steel fibre mixtures. This was further shown 
in the hybrid mixtures, where workability decreased as the dosage of glass fibres 
increased. 

2. A good correlation between the obtained results between the slump and Ve-Be 
time can be seen based on this study’s data. 

3. The Ve-Be time test is more appropriate to evaluate the workability of stiff 
concretes such as CFRC because it gives an indication about the compatibility 
and the mobility aspect of freshly mixed concrete while slump tests evaluate mix 
response in static conditions. 

4. The density of CFRC depends on specific gravity and dosage of chopped fibres 
so adding steel fibres increases concrete density. For this study, this increase 
ranged between 5.3 and 7.5% (after 28 days) which is enough of an increase that 
designers should consider the influence of steel fibres on self-weight of concrete 
elements. That said, there was a minor reduction in the densities of glass fibre
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cylinders (< 3.0%) which indicates that their effect on member self-weight can 
be conservatively ignored. This was also shown in the hybrid mixtures, where 
density decreased as glass fibre dosage increased. 

This study used gravel with a maximum size of 20 mm, so the maximum aggregate 
size and shape effects, which are essential factors that will play the key role in 
fresh concrete’s properties and densities of CFRC should be investigated in future. 
Studying the influence of the geometric properties of chopped fibres such as aspect 
ratio and fibre profile (e.g. straight, hooked) as well as other fibre types (e.g. basalt, 
polypropylene) on concrete’s fresh properties should be investigated further. 
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Fiber Effects on Phase Change Materials 
Concrete Properties 

Mahmoud Rady and Ahmed Soliman 

Abstract In the era of environmental concerns, the increase in the buildings’ oper-
ating energy has necessitated the finding of efficient technology to reduce their 
energy losses. Incorporating phase change materials (PCMs) into building mate-
rials (i.e., concrete) had been adopted as a promising solution. However, adding 
PCM to concrete showed detrimental effects on its properties, mainly reduction in 
the mechanical properties. Hence, this study investigates the potential of overcoming 
this issue by adding fibers. Several types of fibers were added at rates 0.0, 0.5, and 
1.0% by volume of the mixture and tested. Results showed that adding fiber to PCM-
concrete had improved the mechanical properties, regardless of the fiber types and 
additional rates. The higher the fiber content, the higher the improvement in PCM-
concrete properties. Also, the stiffness and geometry of the fiber had significant 
effects. Bridging voids induced by PCMs breakage and increasing tensile strength of 
the matrix enhanced the achieved strength. The findings of this study pave the way 
for higher PCMs incorporation leading to better thermal performance. 

Keywords Phase change Materials · Cement · Flowability · Taguchi ·
Compressive strength 

1 Introduction 

Energy consumption in the building industry accounts for more than a third of energy 
consumption in the world. The use of sustainable approaches in today’s building has 
become a goal of construction engineering. So, reducing energy consumption in 
buildings has become a target to achieve nowadays. Many ways have been suggested 
to reduce the building operating energy, and one of the most promising is the imple-
mentation of phase change materials into building materials [1]. PCMS can store and
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release energy at certain ranges of temperatures. Thus, adding PCM as an addition 
to concrete can help reduce the energy losses of concrete buildings. Because of their 
ability to absorb and release energy into the environment, phase change materials 
have the ability to lessen temperature variation. The PCM’s functioning concept is to 
vary their status based on the temperature of the surrounding environment [2]. While 
the temperature rises, the PCMs absorb and store energy, changing from a solid to 
a liquid form. When the temperature drops, the material, on the other hand, has the 
potential to release previously stored energy, resulting in a transition from a liquid 
to a solid  state [3]. 

The improvement of thermal properties of concrete containing PCM has been 
widely validated; however, there is a similar adverse effect on other properties such 
as fresh and mechanical properties. The compressive strength of concrete is one 
of its most important mechanical properties and is affected by the components of 
concrete. The incorporation of PCM into concrete and the increase in the amount of 
PCM presented a significant decrease in compressive strength [4]. 

Concrete has a very low tensile strength. Hence, cracks that propagate under loads 
will lead to a brittle fracture of concrete. The new technology of using fibers made 
the invention of fiber-reinforced concrete to overcome these problems associated 
with cement-based materials such as low tensile strength, poor fracture toughness, 
and brittleness of cementitious composites. This resulted in extensive use for various 
types of fibers like glass, steel, carbon, and polypropylene, etc. [5]. Hence, adding 
fiber to compensate for the reduction induced by PCMs addition can be a valid option. 
Fibers have grown into an efficient and well-recognized reinforcement approach 
for improving certain qualities, particularly brittle mediums [6]. The post-elastic 
characteristics of the matrices in which fibers are embedded are improved. The main 
rationale for incorporating fibers into a cement matrix is to improve the resultant 
composite’s toughness and tensile strength and cracking deformation properties [7]. 
So, adding fiber to mixes with PCMs can help to improve their mechanical properties 
[8]. 

2 Experimental Program 

2.1 Materials 

In the grout mixtures, ordinary Portland cement (OPC) was employed. As a partial 
replacement for OPC, fly ash (FA) was used. Table 1 lists the physical and chemical 
parameters of the binders utilized (i.e., OPC and FA). Silica sand with a fineness 
modulus of 1.47 and a saturated surface dry specific gravity of 2.65 was used as 
a fine aggregate (Fig. 1), and polyvinyl alcohol (PVA) short fibers were utilized in 
reinforcing the mixtures. Table 2 illustrates the mechanical characteristics of the 
PVA fibers. Moreover, the Microencapsulated Phase Change Materials (MPCM) 
were provided by Microtek Laboratories Company (Fig. 2). The details related to



Fiber Effects on Phase Change Materials Concrete Properties 971

Table 1 Properties of 
binders OPC FA 

SiO2(%) 19.60 43.39 

Al2O3(%) 4.80 22.08 

CaO (%) 61.50 15.63 

Fe2O3(%) 3.30 7.74 

SO3(%) 3.50 1.72 

Na2O (%) 0.70 1.01 

Loss on ignition (%) 1.90 1.17 

Specific gravity 3.15 2.50 

Surface area (m2/kg) 3.71 280 

this material can be seen in Table 3. To use the PCM for the specific target of this 
study, the PCM with a melting point of 43 °C was chosen. In addition, based on 
previous studies on PCM application in the OPC mortar, it was added at rates of 5% 
and 10%. 
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Fig. 1 Sieve analysis of fine aggregate 

Table 2 Properties of PVA fibers 

Mechanical 
properties 
ultimate 

Tensile 
strength 
(MPa) 

Diameter 
(mm) 

Length 
(mm) 

Young’s 
modulus 
(GPa) 

Elongation 
(%) 

Density 
(kg/m3) 

PVA 1620 0.039 8 43 6 1300
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Fig. 2 Particles size range for used MPCMs 

Table 3 Properties of PCM 
MPCM 43 

Melting point (°C) 43 

Latent heat capacity (J/g) 175 

Moisture (%) < 3%  

Appearance White to slightly off-white powder 

2.2 Mixture Proportions 

To study the effect of adding PVA fibers and fly ash on the fresh and mechanical 
properties of cement mortar containing PCMs, with the use of the Taguchi method 
to study the effect of different three factors with three-level nine grout mixtures with 
three different percentages of PCMS (0, 5, and 10%) were prepared using different 
dosages of FA (0, 0.5, and 1%) and different dosages of PVA fibers (0, 0.5, and 
1.0%) as given in Table 4. The sand-to-binder ratio (s/b = 2.75) and water-to-binder 
ratios (w/b = 0.45) were the same in all grout compositions. The quantity of the 
combination components utilized in this study is given in Table 5.

2.3 Experimental Procedures 

Flowability was evaluated for all tested mixes using the flow table provided in Fig. 3 
after combining all constituents. ASTM C230 is a standard that specifies how to 
make a product (Standard Specification for Flow Table for Use in Tests of Hydraulic 
Cement). On a drop table, a fresh mortar sample was deposited in the flow mold and 
stroked 25 times. The diameter of the crumbled mortar was then measured with a 
caliper at four different sites. The average of the four separate readings was used 
to get the flow reading. As shown in Fig. 4, the compressive strength of various 
combinations was determined using a 300 kN universal testing machine (UTM) in
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Table 4 Factors and levels in mix design 

Mix PCM% F% FA% 

1 0 0 0 

2 0 0.5 5 

3 0 1 10 

4 5 0 5 

5 5 0.5 10 

6 5 1 0 

7 10 0 10 

8 10 0.5 0 

9 10 1 5 

Table 5 Mixes components (kg/m3) 

Mixture no Binder (kg/ 
m3) 

Sand (kg/m3) Water (kg/m3) PVA (kg/m3) PCM (kg/m3) 

OPC FA 

1 558 0 1533 251 0 0 

2 528 28 1522 251 4 0 

3 499 55 1511 251 7 0 

4 528 28 1453 251 0 17 

5 499 55 1442 251 4 17 

6 558 0 1441 251 7 17 

7 499 55 1374 251 0 34 

8 558 0 1372 251 4 34 

9 528 28 1361 251 7 34

accordance with ASTM C109 (Standard test technique for compressive strength of 
hydraulic cement mortars). For each mixture, cubic specimens of 50 mm × 50 mm 
× 50 mm were made and evaluated after 7 days.

3 Results and Discussion 

3.1 Workability 

Table 6 shows the flow table reading for all the tested mixtures. In addition, Fig. 5 
shows the flowability and final diameter for the tested mixtures. Adding phase change 
materials had increased the flowability. This can be attributed to the circular shape 
for PCMs particles as illustrated in Fig. 2. As expected, adding PVA fibers decreases
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Fig. 3 Flow table test 

Fig. 4 Compressive 
machine

the flowability. The higher the fiber content, the lower the achieved flowability. This 
can be attributed to the interlocking and increase of the contact points. However, the 
addition of fly ash had improved the workability for both mixtures with and without 
fiber. This can be ascribed to the lubrication effect induced by the addition of fiber. 
Hence, it could be concluded that adding FA will help in compensating the effect of 
adding PVA on mixtures incorporating PCMs. The workability of the mixes having
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Table 6 Results for flow table test readings for the nine mixes 

Mix D1 D2 D3 D4 Average 

1 15.5 16 16 15.5 15.75 

2 16 16.5 16.5 15.5 16.125 

3 13 12.5 13.5 12.5 12.875 

4 18 19 18 19 18.5 

5 17 16.5 17.5 17.5 17.125 

6 12 11.5 11 11 11.375 

7 20 20 20 20 20 

8 14 14 15 15 14.5 

9 14.5 14 14.5 14 14.25 

Fig. 5 Flow table for the mixes 

different % PVA fiber decreased due to increasing PCM content. This can be ascribed 
to the water absorption property of PCMs that led to harsh mix. 

3.2 Compressive Strength Results 

Figure 6 shows the compressive strength results for tested mixtures at age 7 days. 
As shown, adding fiber had increased the compressive strength slightly. This can be 
attributed to fiber’s ability to bridge diagonal cracks and restrain their propagation.
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Fig. 6 7 days compressive strength for the mixes 

Also, adding FA was found to reduce the strength. The higher the FA the lower the 
strength. This is ascribed to the fly ash’s low reactivity at the early hydration period. 

As expected, adding PCMs had reduced the strength. The reduction is mainly due 
to the breakage of PCMs particles leading to voids and releasing paraffin which will 
react with cement and delay hydration. Adding fiber did not improve the strength, 
which may be attributed to the poor compaction of the mixture. 

3.3 Taguchi Mechanism 

The Taguchi method uses a signal-to-noise (S/N) ratio to reduce unnecessary trials 
and helps to optimize the input parameters. The L9 orthogonal array requires only 
nine test runs, and the Taguchi method uses a signal-to-noise (S/N) ratio to reduce 
unnecessary trials and help to optimize the input parameters. The S/N ratio is useful 
for data analysis and predicting the best results. In practice, the orthogonal array 
generates a collection of well-balanced tests, with the S/N ratio serving as an opti-
mization objective. The signal-to-noise ratio (SNR) is a measure of resilience. The 
analysis for the results is shown in Figs. 7 and 8, which agreed with the explanation 
for the flow table and compressive strength results.
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Fig. 7 Effect plots for a signal-to-noise ratio (larger is better) and b mean values for the flowability 

Fig. 8 a Main effects plot for S/N ratio (larger is better) and b main effect plot for mean for the 
compressive strength results 

4 Conclusion 

Adding fibers to mixtures incorporating PCMs will reduce workability. However, 
adding FA had overcome this negative impact on workability. Increasing the %PCMs 
content will decrease the workability in the mixes having different % PVA fiber, 
and it will increase the workability in the mixes having different % FA. On the 
other hand, higher compaction is needed for the fiber-reinforced mixture to densify 
the microstructure. However, this could lead to the breakage of PCMs. Hence, 
adding fiber did not enhance the strength of the mixture incorporating PCMs. 
Low compaction to protect PCMs led to higher voids and lower strength. High 
compaction led to more breakage for PCMs and more paraffin released, delaying 
cement hydration.
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Analysis of a Corrosion Failure 
of Prestressed Concrete Cylinder Pipe: 
A Pilot Study 

Sara Hassi, Aadil Ejbouh, Bruce Menu, Mouhssine Galai, Adil Ech-chebab, 
Mohamed Ebn Touhami, and Hanane Benqlilou 

Abstract This paper presents the findings of a pilot study designed to better under-
stand the underlying causes of the high failure rates of the Prestressed Concrete 
Cylinder Pipe (PCCP) used in the semi-arid regions of Morocco. The study used 
mini-pipes (made of mortar coating and reinforcing steel) immersed in basins to 
simulate their performance in a near real-life service environment. Four basins were 
evaluated: Basin 1 (control basin) contained the control soil, whereas the other three 
basins contained chemically enriched soils (Basin 2 with sulfate solution; Basin 3 
with chloride solution; and Basin 4 with combined chloride-sulfate solution). Each 
basin had four mini-pipes made from OPC mortars and a PCC mortar with 17% 
fly ash. In this paper, electrochemical impedance spectroscopy (EIS) technique was 
used to assess the corrosion process of the reinforcing steels specimen while a scan-
ning electron microscopy with energy-dispersive X-ray spectroscopy (SEM/EDX) 
was used to study the steel-mortar interface. The preliminary results revealed, as 
expected, that the mini-pipes in Basin 4 had the highest corrosion rates. It was also 
found that the PCC mortar with 17% fly ash produced the best corrosion performance 
results in all four basins, implying that if used, can significantly improve the service 
life of pipes in semi-arid regions. 

Keywords PCCP ·Mortar coating · Chloride · Sulfate · Fly ash · Electrochemical 
impedance spectroscopy · Corrosion
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1 Introduction 

Prestressed Concrete Cylinder Pipe (PCCP) is composed of core concrete, a steel 
cylinder, high-strength prestressing wires, and a mortar coating. The steel cylinder 
serves as a water barrier to seal water from leaking [3, 10, 11], while the high-strength 
prestressing wire which is wrapped to a certain prestress keeps the concrete core in 
compression [10]. The mortar coating on the other hand serves to protect the wire 
against corrosion by providing an alkaline environment [2]. 

PCCP has been extensively used in water and wastewater transmission lines world-
wide by utilities for a long time because of its low cost, relatively good performance, 
and lower break rate compared with any other pipe materials [2, 9, 10, 11, 21]. In 
practice, however, it has been discovered that PCCP failure can occur suddenly with 
little warning that the pipe sections are at risk of failure [2, 10]. PCCP failures can 
be very catastrophic and cause severe damage due to the high pressure of water 
being released at failures [2, 9, 19]. Indeed, PCCP owners and users know that they 
have a potential problem since PCCP failures are caused by many factors, so the 
performance of PCCPs has been an item of interest to water utilities for a long time 
[20]. 

Some PCCP owners have devised strategies for obtaining condition data for their 
PCCP lines to make informed repair decisions. In the absence of such strategies, 
the Moroccan Water Authority (ONEE—Office National de l’Electricité et de l’Eau) 
decided in 2016 to conduct a large-scale survey to assess the condition of the PCCP 
lines used for water transmission in the country between 2007 and 2015. The general 
findings of the survey which have been reported in previous studies [12, 13, 14] 
indicated that there has been a major incidence of failures over the past few years 
and the rate of failures in each region is depended on the specific location the pipes 
were buried. The failures were particularly severe in the semi-arid region of the 
country. 

Following the results of the study, a comprehensive research project on the perfor-
mance of PCCP lines in Morocco was launched at the Laboratoire des Matériaux 
avancés et Génie des procédés, at Ibn Tofail University to investigate the main causes 
behind the severe deterioration of the PCCPs used in water transmission pipelines 
in Northeastern Morocco, Tafilalet, and Greater Agadir regions of Morocco. The 
results of these studies have been reported in previous studies [4, 12–16]. 

The purpose of this study is to develop a pilot project that simulates the influence 
of the key parameters influencing corrosion of PCCP lines as established in prior 
research under controlled conditions. These parameters included soil corrosivity, 
mortar coating quality, and cyclical variations in soil temperature and humidity. 
The ultimate goal is to determine the best conditions and mortar coating mixture 
for extending the service life of PCCP lines in the semi-arid region of the country. 
These studies are expected to contribute toward establishing proper guidelines for the 
design, manufacturing, bedding, and maintenance of PCCP pipelines in Morocco.
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2 Experimental Program 

This paper presents the results of a pilot study designed to better understand the 
underlying causes of the high failure rates of the Prestressed Concrete Cylinder Pipe 
(PCCP) used in the semi-arid regions of Morocco. The test program was carried 
out entirely at Laboratoire des Matériaux avancés et Génie des Procédés, Ibn Tofail 
University, Kenitra, Morocco. In the following sections, the detailed experimental 
program and the methods used are briefly described. 

2.1 Materials and Mixture Proportion 

A scale model PCCP was used in the present study (hereinafter referred to as mini-
pipe). The mini-pipes were made with two types of cement: a CEM I cement, an 
ordinary Portland cement (OPC), and a CEM II cement, a Portland composite cement 
(PCC) optimized with fly ash (FA). The fly ash (FA) replacement level in the PCC 
cement is about 17% of the total cementitious materials by mass. The composition 
of the types of cement is given in Table 1. Overall, two standard mortar coating 
mixtures (OPC-38 and OPC-60) were designed using the CEM I cement, while one 
mortar coating mixture (PCC-60) was designed using the PCC cement. The same 
fine and coarse aggregate were used in all mixtures. The OPC-38 had a water-to-
cementitious material (w/cm) ratio of 0.38, while the OPC-60 and PCC-60 mixtures 
had a w/cm ratio of 0.60. The mixture proportions of the mortars used in this study 
are presented in Table 2. It is worth noting that the OPC-38 mortar was used as the 
control mortar mixture in this study because it is currently used for spraying the 
PCCP mortar coating in Morocco. 

The mini-pipes were made with the same reinforcing steel wire, with the following 
chemical composition by weight according on NF EN 10016-4: C 0.040%; Si 
0.200%; Mn 0.420%; P 0.020%; S 0.025%; Cr 0.100%; Ni 0.100%; Mo 0.050%; Cu 
0.150%; Al 0.010%; N 0.007%.

Table 1 Chemical 
composition of cement (%) Chemical analysis % CEM I CEM II 

Calcium oxide (CaO) 58.42 52.81 

Silica (SiO2) 15.18 25.73 

Alumina (Al2O3) 3.68 8.63 

Iron oxide (Fe2O3) 2.36 3.72 

Magnesium oxide (MgO) 2.55 2.18 

Sodium oxide (Na2O) 0.09 0.12 

Potassium oxide (K2O) 0.56 1.02 

Sulfur trioxide (SO2) 2.59 2.72 

Loss on ignition 14.58 2.21
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Table 2 Proportioning of 
mortar coating mixtures 

Materials OPC-38 OPC-60 PCC-60 

Cement, kg/m3 450a 300a 300b 

Water, l/m3 172 179 179 

w/cm ratio 0.38 0.60 0.60 

Sand dune, kg/m3 536 536 536 

Aggregate, kg/m3 1284 1284 1284 

G/S ratio 2.39 2.39 2.39 

aCEM I cement 
bCEM II cement

2.2 Specimen Preparation 

The mini-pipes used in the present study were made of a mortar coating and rein-
forcing rebar of 5 mm in diameter as shown in Fig. 1. The specimens were cast 
in a 100 × 400 mm PVC mold with an inside diameter of 40 mm (see Fig. 1a). 
For the OPC-38 and PCC-60 mortars, three specimens were cast and conventionally 
cured for 24 h at temperature of about 20 ± 2 °C and a relative humidity of 95 
± 5%, whereas six specimens were cast for the OPC-60 mortar (three convention-
ally cured and the other three heat-treated to accelerate the hardening of the mortar 
coating). These specimens will be called herein OPC-38-C, OPC-60-C, OPC-60-HT, 
and PCC-60-C. The last letter identifies the type of curing: conventionally cured (C) 
or heat treated (HT). 

It should be noted that the accelerated hardening process of the OPC-60-HT 
specimens began about 2.5 h after mixing and lasted 34 h in total. It consists of 
24 h of pretreatment (pre-setting at 20 ± 2 °C and relative humidity 95 ± 5%) a 
temperature-rise phase for about 3 h before isothermal bearing at 80 °C for 4 h, and 
finally a natural cooling phase for 3 h. 

Twenty-four cubes (150 × 150× 150 mm) were also cast for compressive strength 
testing. The compressive strength was tested 7 and 28 days after mixing with one 
day of curing in a standard room and 27 days of drying under conditions of 23 ±

40 mm 

100 mm 

Counter electrode: 
Stainless steel (8 mm) 

Working electrode: 
Steel (5 mm) 

Reference electrode: 
Titanuim (4 mm) 

(a) (b) 

Fig. 1 Mini-pipe: a Casting of the mini-pipes and b cross section of the mini-pipe 
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2 °C and relative humidity of 50 ± 4%. Three samples were tested for each mortar, 
and the average value was reported. 

The mixing was carried out in a 160-l mixer. The water used for the production 
was ordinary tap water from the Kenitra (Morocco) aqueduct system because its 
chemical composition is known and well regulated. The average temperature of the 
ingredient was about 22 °C. 

2.3 Setup of the Pilot Project 

The overall pilot setup was designed to simulate the effect of soil corrosivity, mortar 
coating quality, and cyclical variations in soil temperature and humidity on PCCP 
lines. A schematic representation of the pilot setup used is shown in Fig. 2a, while 
the final assembled setup is shown in Fig. 2b. The setup consisted of four basins: 
Basin 1 (i.e., control basin) contained normal soil; Basin 2 contained soil chemi-
cally enriched with sulfate solution; Basin 3 contained soil chemically enriched with 
chloride solution; and Basin 4 contained soil chemically enriched with a combined 
chloride-sulfate solution. Each basin had four mini-pipes: one made with the OPC-38 
mortar (OPC-38-C), two made with the OPC-60 mortar (OPC-60-C and OPC-60-
HT), and one made with the PCC-60 mortar (PCC-60-C). The basins were made of 
wood and measured 2 m in height, 3 m in width, and 1 m in length. It should be 
mentioned that the basins were waterproofed and protected by a thin layer of resin 
paint applied to the wood. 

As illustrated in Fig. 2, a pump and a water tank were used to generate a constant 
pressure that mimics the pressure used to distribute drinking water into pipes in 
semi-arid regions. In each basin, a thermal resistance sensor was embedded in the 
soil and linked to a thermostat to regulate the temperature, allowing the soil to dry. 
These resistors operated during the day and shut down at night to simulate the daily 
temperature variation in semi-arid regions of Morocco. To ensure that the variation 
in soil humidification is consistent across all basins, an automatic soil watering

Fig. 2 Pilot setup: a a schematic illustration of the pilot setup and b a picture of the final setup 
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system was also implemented using a soil moisture sensor. Indeed, the entire pilot 
system was automatic to also control all components including the electrochemical 
corrosion appliance sensors of each basin. The system was linked to the internet for 
remote access via an open-source platform. The temperature and humidity data were 
recorded at 15-min intervals. 

2.4 EIS Test Procedure 

The EIS measurements were performed using a three-electrode setup with reinforcing 
rebar soldered to a brazed copper wire connected to a potentiostat as a working 
electrode, stainless steel as a counter electrode, and titanium as a reference electrode 
as shown in Fig. 1b. The electrodes were positioned in the center of the mold to 
achieve a 15-mm-thick mortar coating (see Fig. 1b). Also, the rebar in contact with 
soil was coated with epoxy paint for protection against corrosion. After 28 days of 
moist curing, the specimens were placed in the basins for about 39 days with no 
conditions imposed (i.e., without simulating the climatic conditions). Afterward, the 
automatic pilot system’s functions were fully operational (i.e., the climatic conditions 
were simulated). The impedance spectra of the samples were measured every week 
up to 475 days using an EIS machine. The experiment was carried out in a room with 
a temperature of 20 ± 2° C. As previously mentioned, the temperature and humidity 
data were recorded at 15-min intervals. 

2.4.1 Equivalent Circuit (EC) Modeling 

One of the most difficult aspects of using equivalent circuits is deciding which specific 
equivalent circuit should be used out of the many possibilities [18]. In the present 
study, the Dong’s EC model, Rs(Q1(Rct1W1))(Q2(Rct2W2)), was selected and used to 
fit the measured results to acquire transport properties such as the resistance to charge 
transfer of the electrochemical system during the chloride ion migration process of 
the specimens. The Dong’s EC model was chosen because it had previously been 
successfully used to investigate the chloride ion migration of cement-based materials 
[5, 7, 15, 16]. The reader may refer to Dong et al. [5, 6, 7, 8] and Hassi et al. [15, 
16] for a full description of the Dong’s EC model, Rs(Q1(Rct1W1))(Q2(Rct2W2)), 
because this level of detail is not the scope of the present paper. 

Selected data for the impedance spectra fittings (from Basin 3) at 200 days chloride 
penetration time is presented in Fig. 3. It can be observed from the figure that there is 
a good agreement the selected EC model and experimental results and thus suitable 
for studying the corrosion behavior of the mini-pipes. The model parameter Rct1 

(i.e., resistance to ion transfer process) was used to compare the resistance to ion 
migration of the mini-pipes in the different basins.
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Fig. 3 Impedance spectra fittings obtained for the PCC-60-C specimen in Basin 3 at 200 days 
chloride penetration time: a Nyquist curves and b bode and phase curves 

3 Results and Analysis 

The average compressive strength tests results at 28 days are 46 MPa, 31 MPa, 
27 MPa, and 35 MPa, respectively, for OPC-38-C, OPC-60-C, OPC-60-HT, and 
PCC-60-C specimens. The overall trends observed are consistent with the current 
prevailing concepts that strength is a function mainly of the w/cm ratio [17]. It can 
also be seen that the long-term strength is reduced by increased temperatures when 
compared to concrete without heat treatment. 

The Nyquist curves of the mini-pipes in the different basins after 39 days of 
immersion (i.e., without simulating climatic conditions) are shown in Fig. 4. Overall, 
two semicircles can be noticed on all the curves in the figures. In general, a second 
semicircle at intermediate frequencies is attributed to the formation of the corrosion 
products [18]. Thus, it can be inferred that no corrosion products have been formed 
after 39 days. It can also be seen that the diameter of the semicircle is affected by the 
quality of the soil. In essence, the charge transfer reaction is defined by the diameter 
of the high-frequency semicircle. Thus, an increase in this semicircle is associated 
with ionic system modification in the pore solution and change in physical pore 
structure in the cement paste [5, 7, 22].

It can be observed in the figures that the fly ash blended specimens had a larger 
semicircle diameter in the high-frequency zone of the Nyquist curve in all four 
basins. This indicates that fly ash incorporation can result in stronger ion migration 
resistance, as previously reported [5, 16]. This is attributed to the pozzolanic effect 
of fly ash (i.e., large specific surface area and filling of the voids between cement 
grains). 

Regarding the OPC-based specimens, the control specimen (OPC-38-C) had 
larger semicircle diameters than the OPC-60-C and OPC-60-HT in Basins 1 to 3 
(see Fig. 4a–c). This may be due to its lower w/cm ratio. In Basin 4, on the other 
hand, the semicircle diameter of the OPC-38-C specimen in the high-frequency zone 
was comparable to that of the OPC-60-HT but smaller than that of the OPC-60-C 
specimen (see Fig. 4d). The reason for this is not clear at this time, but the analysis
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Fig. 4 Nyquist curves of the mini-pipes mixtures at different basins at 24 h after immersion: a Basin 
1, b Basin 2, c Basin 3, and d Basin 4

of the data is ongoing, and it is expected that the results after 475 days of migration 
will provide a clearer picture. 

Also, in all Basins, except for Basin 2, the OPC-60-C specimen had larger semi-
circle diameters in the high-frequency zone than the OPC-60-HT specimen. This 
implies that heat treatment of mortar coating is only beneficial under sulfate-only 
attack where climatic conditions are not in play. 

The Nyquist curves of the mini-pipes in the different basins after 200 days of 
immersion coupled with climatic condition simulations are also present in Fig. 5. 
Again, two semicircles can be noticed on the curves in the figures. Globally, the 
results show that climatic conditions had a negative effect on all the mixtures due 
to the decrease in the diameter of the semicircles. In general, as the diameter of the 
semicircle decreases, the resistance to ion transport decreases, and the possibility for 
corrosion increases. Indeed, when studied visually and with a microscope at 475-day 
migration time, rust was discovered on the surface of some of the rebars.

The overall trends observed with regard to semicircle diameter in the high-
frequency zone of the Nyquist curve in the basins are also different from that of 
the mortars in Fig. 4. In this case, the trends observed are consistent across all four 
basins. Thus, the fly ash blended specimen (PCC-60-C) had the highest resistance 
to ion migration followed by the OPC-38-C, OPC-60-C, and then the OPC-60-HT 
specimen. The lower resistance of the OPC-60 based specimens may be attributed
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Fig. 5 Nyquist curves of the mini-pipes mixtures at different basins at 200 days after the climatic 
condition: a Basin 1, b Basin 2, c Basin 3, and d Basin 4

to their higher w/cm ratio and thus higher porosity which in turn leads to a higher 
potential for ion migration. As previously explained, the higher resistance of the 
PCC-60-C specimen to the pozzolanic effect fly ash. 

Overall, the findings show that fly ash can greatly improve the resistance to chlo-
ride ion migration and hence the service life of pipes in semi-arid environments. The 
result also shows that a higher w/cm ratio mortar without pozzolanic additive is not 
adequate for the environmental conditions in the semi-arid regions. Otherwise, heat 
treatment of mortar coating is also not beneficial to the performance of PCCP in a 
real-life service environment. 

The resistance caused by ion transfer (Rct1Rct1) in the mortar samples due to 
chloride ion migration process obtained from the data fitting results is summarized 
in Table 3. Generally, the larger the diameter of the semicircle the higher the resistance 
to ion transfer is and the lower the corrosion rate [1, 18]. It was observed that all 
the specimens performed best when placed in Basin 1 (non-aggressive soil). This 
was expected and confirmed by inspecting the surface condition of the rebars with 
the naked eye and a microscope at 475-day migration time (see Fig. 6a). In the 
presence of soil enriched with sulfate (Basin 2), the resistance to ion transfer was 
reduced. This, however, did not affect the surface when inspected visually and with 
a microscope at 475-day migration time (see Fig. 6b).
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Table 3 Resistance to ion transfer, Rct1 

Basins OPC-38-C OPC-60-C OPC-60-HT PCC-60-C 

Before simulating climatic conditions 

Basin 1 525.6 401.4 354.4 14,225.0 

Basin 2 403.5 343.2 320.5 1354.0 

Basin 3 366.0 200.8 198.3 632.7 

Basin 4 291.0 307.4 289.3 502.5 

After simulating climatic conditions 

Basin 1 431.7 328.2 217.0 11,870.0 

Basin 2 301.0 242.0 192.5 975.5.0 

Basin 3 256.6 172.6 159.3 526.5 

Basin 4 215.1 134.7 118.0 452.7 

(a) 

OPC-38-C OPC-60-C 

OPC-60-HT PCC-60-C 

(b) 

OPC-38-C OPC-60-C 

C-06-CCPTH-06-CPO 

Fig. 6 SEM and EDS analysis of the steel-mortar interface at 475-day migration time: a Basin 1 
with control soil; b Basin 2 with soil enriched by sulfate; c Basin 3 with soil enriched by chloride; 
and d Basin 4 with soil enriched by chloride-sulfate
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(c) 

OPC-38-C OPC-60-C 

OPC-60-HT PCC-60-C 

(d) 

C-06-CPOC-83-CPO 

OPC-60-HT PCC-60-C 

Fig. 6 (continued) 

The resistance to ion transfer was reduced even further in chloride-enriched soil 
(Basin 3). In this case, corrosion products were discovered on the surface of the rebars 
which was confirmed with SEM and EDS analysis at 475-day migration time (see 
Fig. 6c). In the presence of the combined chloride-sulfate (Basin 4), the resistance to 
ion transfer was the lowest, and rust was found on the surface of the rebars. This again 
was confirmed with SEM and EDS analysis at 475-day migration time (see Fig. 6d). 
It should be mentioned that the Nyquist curves and the corresponding resistance 
caused by ion transfer (Rct1Rct1) of that samples along with a technical paper dealing 
with all the data will be published shortly. 

Globally, these results confirm previous observations that the chloride ions in 
mortar coatings are the main cause of corrosion of PCCP lines in semi-arid regions 
[12, 14]. The same studies also revealed that sulfate per se may not be the cause 
of the corrosion of the PCCPs in Morocco, but the co-existence of high sulfate and 
chloride ions may accelerate the corrosion process [12–14].
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4 Conclusions 

In the present study, a pilot study was designed to better understand the underlying 
causes of the high failure rates of the Prestressed Concrete Cylinder Pipe used in 
the semi-arid regions of Morocco. Based on the results and discussion presented, the 
following conclusions could be drawn: 

• All specimens performed best when placed in non-aggressive soil (Basin 1); 
• The presence of chloride in the soil is the main cause of corrosion of PCCP lines 

in semi-arid regions; 
• Sulfate per se may not be the cause of the corrosion of the PCCPs in Morocco; 
• The soil enriched with combined chloride-sulfate (Basin 4) demonstrated the 

highest corrosion rates, indicating that the co-existence of sulfate and chloride 
ions can accelerate the corrosion process; 

• Fly ash produced the best corrosion performance results in all four basins, 
implying that if used, can significantly improve the service life of pipes in 
semi-arid regions. 
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Reducing Chloride Induced Corrosion 
Risk and Associated Life Cycle Cost 
of Marine RC Structure: Bangladesh 
Perspective 

Tanvir Manzur, Munaz A. Noor, and Tafannum Torsha 

Abstract Chloride induced corrosion poses significant threat to Reinforced 
Concrete (RC) structures in marine environment. Therefore, proper design of marine 
RC structures in terms of materials types, mix proportions, and concrete cover is 
prerequisite for ensuring adequate durability and sustainable construction practice. 
Inappropriate selection of mix proportions, mix constituents, and concrete cover can 
significantly hamper the expected service life of a marine RC structure and eventually, 
results in substantial repair costs. In this study, an attempt was made to investigate the 
effect of binder types on corrosion risk and corresponding life cycle cost of RC slab 
or wall made of locally used construction materials of Bangladesh under extreme 
marine conditions. Five different types of binder (combinations of ordinary Portland 
cement and 20%/40% replacement level of slag/fly ash) and two w/b (water to binder) 
ratios of 0.35 and 0.45 were used along with three concrete cover values of 19 mm, 
25 mm, and 37.5 mm to perform the parametric study. The Life-365 environment 
was used to evaluate chloride induced corrosion risk and the associated life cycle cost 
of RC slab or wall structure made of considered concrete mixes for a design service 
period of 100 years. It was evident from the study that the type of binder, use of fly 
ash in particular, could have considerable impact on corrosion proneness of concrete 
mixes. The use of a typical cover value of 19 mm for RC slabs/walls was inadequate 
in providing satisfactory performance under extreme saline exposure even if a higher 
percentage replacement of fly ash is used. The benefit of using higher concrete cover 
and blended cement with a higher percentage of fly ash in a saline environment was 
also quantitatively apparent from this study in the context of Bangladesh. Moreover, 
life cycle costs of marine RC structure could be significantly reduced by utilizing 
higher cover values and blended cement with fly ash.
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1 Introduction 

Chloride induced corrosion of embedded reinforcement within reinforced concrete 
(RC) is a major durability concern in coastal or marine environment [3, 5]. The 
design service life of a marine RC structure can be significantly hampered due to 
such corrosion caused by chloride ingress [2, 13, 15]. As a result, mix design of 
concrete in marine environment must have appropriate emphasis on durability aspects 
related to ingress of chloride ions along with strength requirements [9–11]. Type of 
binder used in preparation of concrete and selection of design cover based on perfor-
mance requirements are two critical factors for safeguarding durability of marine 
concrete. However, in Bangladesh, unavailability of durability focused local mix 
design guidelines and use of deemed-to-satisfy criterion for concrete cover design 
impose considerable safety risks to the RC structures in coastal environment. Conse-
quently, significantly high financial allowance may require for repair of degraded 
RC structures in corrosion prone region at later stages of their service life [8, 16]. 
Therefore, it is of immense importance to enhance life cycle performance of marine 
RC structures by ensuring appropriate mix design to prepare concrete and conducting 
risk assessment due to chloride induced corrosion. 

The primary objective of this study was to quantitatively assess the impact of 
different binder types, i.e., typical Ordinary Portland Cement (OPC) and blended 
cement (mixture of OPC and blast furnace slag/Class F fly ash) on corrosion suscepti-
bility of some common concrete mixes of Bangladesh under extreme marine exposure 
considering three concrete cover values typically used for RC slab or wall construc-
tion. Such assessment of corrosion risk is imperative to develop performance-based 
design guidelines for concrete mix design and concrete cover which is currently not 
available in local codes. With this end in view, chloride induced corrosion risk of 
RC slab or wall made from concrete having different mix variables was investigated 
under extreme marine condition for three commonly used concrete covers in Life-
365 environment [6] in this study. The corrosion risk was assessed by generating 
cumulative probability density function of chloride induced corrosion initiation for 
all mixes up to design service period of 100 years. The variability of mixes included 
five different binder types and two different w/b (water to binder) ratios. One binder 
type consisted of Ordinary Portland Cement (OPC) and the other four were combi-
nations of OPC plus blast furnace slag/Class F fly ash with 20% and 40% replace-
ment level for each supplementary binder. The two different w/b ratios considered 
were 0.35 and 0.45. Locally available commonly used aggregates (both fine and 
coarse) were used to produce concrete. Therefore, the study considered a good range 
of parameters to estimate the corrosion proneness of local concrete mixes under 
extreme marine exposure. In addition, the life cycle cost (including repair required 
for corrosion degradation) associated with the measured corrosion risk of RC slab/
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wall due to chloride ingress was evaluated for 100 years of service life. The outcome 
of the study clearly exhibited the significance of using higher fraction of fly ash in 
blended cement to reduce corrosion susceptibility of concrete mixes in saline environ-
ment. The importance of providing higher design concrete cover to ensure adequate 
service life was also evident. Moreover, it was found that use of blended cement 
with higher percentage of fly ash in combination with relatively higher cover values 
could significantly reduce life cycle cost by delaying corrosion related degradation. 
Hence, it is apparent from the findings that this preliminary study has potential to 
aid in establishing performance-based guidelines within the local construction prac-
tice for ensuring adequate design service life of RC infrastructure system in severe 
marine environment. 

2 Materials and Methods 

This study was based on using chloride migration coefficients of concrete mixes (with 
different types of binders and w/b ratios) measured following Nordtest method NT 
BUILD 492 [12] and different covers (typically used) for evaluating design service 
life and corrosion probability of RC slab or wall in Life-365 environment [6] under 
extreme saline exposure. It is apparent that the two main variables considered were 
binder types and concrete covers since the nature of binder (whether has pozzolanic 
characteristic or not) directly impacts the permeability characteristics of resultant 
concrete and the cover value determines the traveling distance of chloride ions to 
reach to embedded reinforcement. The migration coefficients of the mixes were 
measured in previous studies [3, 4] and are given in Table 1. The concrete samples 
were prepared using Ordinary Portland Cement (OPC) and two percent replacements, 
i.e., 20% and 40% of OPC by Class F fly ash (FA20 and FA40, respectively) or blast 
furnace slag (S20 and S40, respectively) as supplementary cementitious material 
(SCM). Locally available 19 mm downgraded crushed stone chips were used as 
coarse aggregate and as fine aggregate, local sand with Fineness Modulus (FM) of 
2.60 was used. The chemical composition of OPC and SCMs and different basic 
properties of both types of aggregates can be found in [3]. The concrete mixes were 
prepared with two w/b ratios of 0.35 and 0.45 following ACI Mix Design Manual 
[1] for target slump of 75–100 mm. The total amount of binder content for mixes 
with w/b ratio of 0.35 and 0.45 was about 605 kg/m3 and 470 kg/m3, respectively. 
Table 2 shows the approximate composition of different concrete mixes considered 
in the study [4]. Further details of the mix designs can be found in Baten et al. [3] and 
Baten [4]. Three typical concrete cover values of 19, 25, and 37.5 mm were used for 
determining chloride induced corrosion risk and associated service life of RC slab or 
wall made with mixes considered in the study. Cover values of higher than 37.5 mm 
was not considered since such larger cover would be less feasible (in terms of both 
cost and constructability) for construction of RC slab or wall. However, cover value 
larger than 37.5 mm should be provided in cases deemed necessary.
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Table 1 Migration coefficients of the concrete mixes measured following NT BUILD 492 [16] 
method 

Mix w/b Migration coefficient (10–12 m2/ 
s) 

Mix w/b Migration coefficient (10–12 m2/ 
s) 

OPC 0.35 5.10 OPC 0.45 7.00 

S20 3.54 S20 5.10 

S40 2.47 S40 3.75 

FA20 3.60 FA20 3.44 

FA40 1.24 FA40 1.80 

Table 2 Composition of different concrete mixes considered in the study [4] 

Mix w/b Cement (kg/ 
m3) 

Fly ash 
(kg/m3) 

Slag (kg/ 
m3) 

Course 
aggregate (kg/ 
m3) 

Fine aggregate 
(kg/m3) 

OPC 0.35 0.35 605 - - 1110 667 

S20 0.35 484 - 121 1110 737 

S40 0.35 363 - 242 1110 702 

FA20 0.35 484 121 - 1110 737 

FA40 0.35 363 242 - 1110 702 

OPC 0.45 0.45 470 - - 1110 628 

S20 0.45 376 - 94 1110 706 

S40 0.45 282 - 188 1110 667 

FA20 0.45 376 94 - 1110 706 

FA40 0.45 282 188 - 1110 667 

As already mentioned, Life-365 [6] software was used to conduct life cycle anal-
ysis of RC slab or wall (made of selected concrete mixes of the study) exposed to 
corrosion due to chloride ingress. The Life-365 follows Fick’s 2nd law to calculate 
chloride diffusion within concrete using the migration coefficient of any concrete 
mix. A decay index, m was used to account for time dependent changes in the migra-
tion coefficients of the mixes as per recommendation of the model [6]. The value of m 
depends on the fractions of fly ash and/or slag present in the binder with the maximum 
replacement level limit of 50% for fly ash and/or 70% for slag. The time dependent 
changes in migration coefficients of the mixes with w/b ratio of 0.45 (obtained from 
Life-365) are shown in Fig. 1 for 37.5 mm cover. Life-365 provides time dependent 
variations of coefficient values till the chloride ions travel the entire cover distance 
and reach to the embedded rebars. The marine spray zone was considered as expo-
sure condition. Critical chloride content required to initiate corrosion in rebar and the 
maximum surface concentration of chloride on concrete were assumed as 0.05 and 
1.0 wt.% of concrete, respectively. The buildup year for maximum surface chloride 
was taken as 10 years. The monthly variations in average temperature of Cox’s bazaar
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Fig. 1 Diffusivity vs time of the mixes with 0.45 w/b ratio for 37.5 mm cover 

area, a coastal city in Bangladesh, were used as exposure temperature of concrete. 
Service life of a RC structure due to chloride induced corrosion is usually taken as 
summation of time required for corrosion initiation and propagation. The propaga-
tion period is somewhat constant for a particular rebar type. Therefore, corrosion 
initiation period was considered in this study for comparison between service life 
values of various mixes. 

The life cycle cost due to chloride induced corrosion was estimated in terms 
of cumulative present dollar (USD) value using the Life-365 software. The present 
dollar value includes the inflation rate in materials and labor cost as well as considers 
the discount rate [6]. The life cycle cost, in terms of cumulative present dollar value, is 
the summation of the above-mentioned cost. The cost of concrete and reinforcement 
was taken as USD 165/m3 and USD 1.05/kg considering the current market price 
in Bangladesh. The approximate cost of repair was assumed as USD 190/m2 of 
RC slab or wall. The repair cycle was considered as 5 years and at each cycle, the 
amount of repair area was assumed as 10%. The inflation rate and discount rate were 
approximated as 5% and 4%, respectively for this study in order to provide an idea 
about the impact of proper selection of binding material and concrete cover on life 
cycle cost of marine RC structure. However, the real values (based on comprehensive 
survey) of different rates, cost of materials, cost and cycle of repairs, amount of repair 
area, etc. should be used while determining life cycle cost of a particular RC element 
considering the time of evaluation and location of the structure. The life cycle cost 
was estimated for 100 years of service period with the base year taken as 2020.
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3 Results and Discussion 

The effect of different variables, primarily binder types and design cover, on corrosion 
initiation period and corrosion probability of different mixes for RC slab or wall 
construction are presented and discussed in this section. In addition, the life cycle 
costs in terms of cumulative present dollar are also compared and discussed for 
alternative binder options and different cover values. 

3.1 Corrosion Initiation Period and Cumulative Corrosion 
Probability 

Figure 2 shows the corrosion initiation period of different mixes for RC slab or wall 
construction in extreme marine exposure. It was evident that mixes with 40% fly 
ash experienced significantly higher corrosion initiation time as compared to their 
all other counterparts at larger cover values. Almost all mixes exhibited extremely 
reduced initiation period with concrete cover of 19 mm although mixes with 40% fly 
ash had relatively higher initiation period. No mixes were able to achieve corrosion 
initiation period of 20 years even with 37.5 mm cover except mixes having 40% fly ash 
with 37.5 mm cover (the mix with 40% fly ash and w/b ratio of 0.35 exhibited slightly 
higher corrosion initiation period of 20 year at cover of 25 mm). Such behavior of 
mixes with higher fly ash content was due to pozzolanic characteristic of active 
silica present in Class F fly ash. The active silica converts CaOH2 (initial hydration 
products with less strength potential) in to more stable secondary CSH gel through 
pozzolanic reactions [7, 14]. Consequently, inter connectivity of pores reduces due 
to pore refinement resulting from formation of CSH at later ages. The relatively less 
effectiveness of fly ash mixes at lower cover was due to significantly reduced travel 
distance for chloride ions to reach to the embedded rebars. 
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Fig. 2 Corrosion initiation period of different mixes for RC slab or wall construction



Reducing Chloride Induced Corrosion Risk and Associated Life Cycle … 999

0 

0.2 

0.4 

0.6 

0.8 

1 

0 25 50 75 100 

Pr
ob

ab
ili

ty
 

Years 

OPC-19 OPC-25 

OPC-37.5 S20-19 

S20-25 S20-37.5 

S40-19 S40-25 

S40-37.5 FA20-19 

FA20-25 FA20-37.5 

FA40-19 FA40-25 

FA40-37.5 

Fig. 3 Cumulative probability of corrosion initiation periods of mixes with w/b ratio of 0.35 

It was also observed that similar mixes with higher w/b ratio exhibited compara-
tively less corrosion initiation period than that of their lower w/b ratio counterparts. 
However, such differences in initiation period between similar mixes with lower and 
higher w/b ratio was prominent in case of 37.5 m cover since lesser covers could 
not provide sufficient travel distance for chloride ions. Lower initiation period in 
case of mixes with higher w/b ratio was due to formation of larger capillary pores 
within the concrete matrix resulting from evaporation of additional amount of water. 
The cumulative probability density functions of corrosion initiation period of all the 
mixes with w/b ratio of 0.35, presented in Fig. 3, also show the significant lower 
corrosion risk of 40% fly ash blended mixes due to chloride ingress at severe marine 
exposure. 

3.2 Life Cycle Cost 

The life cycle costs of the mixes for RC slab or wall construction with 37.5 mm 
cover are shown in Fig. 4 in terms of cumulative present value in USD for 100 years’ 
service period under extreme marine exposure. The differences between life cycle 
costs for other two cover values were not significant since their corrosion initiation 
periods ranged within a close value as evident from Fig. 2. It is apparent from Fig. 4 
that the present value costs remain constant for a significantly longer period for only 
40% fly ash concrete (for w/b ratio of both 0.35 and 0.45) as compared to other mixes 
since these mixes had considerable higher initiation period. It was found that mixes 
with 40% fly ash would result in around 45% and 25% less life cycle cost per sqm 
for w/b ratio of 0.35 and 0.45, respectively for 37.5 mm cover and 100 years’ service 
period for the assumed conditions considered in the study.
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4 Conclusions 

The study showed the significance of using Class F fly ash in blended cement 
and providing higher concrete cover to ensure adequate service life and eventu-
ally, reduced life cycle cost for RC structure in extreme marine exposure. The use 
of lower w/b ratio could also have considerable positive impact on service life of 
RC structures in coastal regions if adequate cover and fly ash fractions are provided. 
However, the outcome of this article was based on very limited study performed and 
hence, further comprehensive research would be required for developing guidelines. 
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Microstructural Investigation of Coupled 
Sulfate and Freeze–Thaw Damage 
of Concrete Using Micro-Computed 
Tomography 

Mustafa Alhusain and Adil Al-Mayah 

Abstract Concrete structures in sub-zero temperatures can be severely damaged 
due to freeze–thaw cycles. The damage can be aggravated if the concrete is exposed 
to different sulfate environments. The damage is observed at a macroscale level; 
however, little attention has been paid to investigating the damage at the microscale 
level representing the early stage of damage. Therefore, the focus of this investi-
gation is to study the microscale damage mechanisms of concrete subjected to up 
to 80 freeze–thaw cycles in different environments: water, potassium sulfate, and 
magnesium sulfate with 5 and 10% concentrations. It was observed that exposure to 
potassium sulfate significantly accelerated the frost damage leading to a complete 
disintegration of the samples, whereas the control specimen lost about 20% of its 
mass after 80 cycles. However, the typical mechanisms of frost damage were not 
altered, where the scaling damage started at the external surface and propagated 
toward its core. On the other hand, subjecting concrete to magnesium sulfate miti-
gated the severity of frost damage and changed its mechanisms, resulting in more 
expansion within the internal pores than the surface ones. Hence, the average mass 
loss of concrete after 80 freeze–thaw cycles in the magnesium sulfate environment 
was only 1.38%. Also, increasing the concentration of magnesium sulfate produced 
more frost damage. 
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1 Introduction 

Exposure of concrete materials to severe environments, such as sulfate and frost 
environments, is one of the leading causes of concrete damage [1, 8]. As reported by 
the American Society of Civil Engineering (ASCE), damage to concrete infrastruc-
ture is anticipated to cost the United States about $2 trillion by 2025 [5]. Hence, the 
environmental degradation of concrete in sulfate and freeze–thaw environments has 
been extensively investigated. Prolonged exposure to sulfate salts, such as magne-
sium sulfate and potassium sulfate, can cause precipitation of expansive sulfate by-
products (e.g., ettringite and gypsum) within the concrete capillaries, resulting in 
spalling damage, lower compressive strength and volume change [7, 9, 14, 15]. 
For example, exposing concrete to magnesium sulfate for five months decreased its 
compressive strength by over 80% [14]. Also, one year of immersion of a cement 
mortar bar (25 × 25 × 150 mm3) into magnesium sulfate and potassium sulfate 
solutions increased its dimensions, such as the mortar’s length which increased by 
1.6% and 3.7%, respectively [9]. 

On the other hand, recurring exposure to cold environments can produce high 
internal expansive pressure by freezing the water retained with the capillaries of 
concrete, resulting in layer-by-layer scaling damage that increases the porosity and 
reduces the compressive strength [4, 6, 11]. For example, temperature fluctuation 
between cold (e.g., -20 °C) and warm (e.g., 20 °C) environments can induce thermal 
stress within the mortar-aggregate interface due to the variation of thermal expansion 
coefficients, leading to early cracking of the interfacial zone [12, 17]. Lu et al. [11] 
observed that subjecting concrete to 75 freeze–thaw cycles reduced its compressive 
strength from about 49.2 to 45.5 MPa. Also, exposing concrete to 40 freeze–thaw 
cycles increased its porosity from 3.3 to 4.55% [4]. 

Investigating the combined effects of sulfate and freeze–thaw on concrete is crucial 
since both factors can increase the porosity and permeability of concrete, degrading 
its resistance to further environmental damage [2, 4, 13, 16]. Xiao et al. [16] observed 
that concrete lost 1.7% of its mass and 29.5% of its compressive strength after being 
subjected to 300 freeze–thaw cycles in a sodium sulfate solution with a concentra-
tion of 5%. Similarly, Ren and Lai [13] reported 0.72% of mass loss and 56.3% of 
compressive strength reduction after exposing concrete to 300 freeze–thaw cycles in 
a 5% sodium sulfate solution. 

Although the coupled sulfate and freeze–thaw damage was examined at the 
macroscale level, little research studied the microscale frost damage in magnesium 
sulfate and potassium sulfate solutions. The potassium sulfate salt was selected due 
to its high availability in soil and seawater, whereas the magnesium sulfate salt 
was used because it produces more severe sulfate damage. Thus, the main objective 
of this study is to investigate the microstructural coupled sulfate and freeze–thaw 
damage mechanisms by subjecting concrete to 80 freeze–thaw cycles in magnesium 
sulfate and potassium sulfate environments with 5 and 10% concentrations. A high-
resolution micro-computed tomography (µCT) imaging system was used to obtain 
3D images of the specimens before and after applying 40 and 80 frost cycles. The
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severity of concrete damage was determined using mass loss and porosity expansion 
analysis. Also, the mechanisms of the coupled sulfate and frost damage were inves-
tigated by monitoring the progression of concrete damage throughout the applied 
freeze–thaw cycles. 

2 Materials and Methodologies 

2.1 Specimens 

Five concrete specimens with a length of about 40 mm and a diameter of 14 mm were 
cast using water/cement (W/C), sand/cement (S/C), and aggregate/cement ratios of 
0.5, 1, and 1.5, respectively, as shown in Fig. 1. The small size of the concrete elements 
was selected to maximize the resolution of CT imaging. The molds of the samples 
were removed about 24 h after casting, and the concrete elements were wet cured 
for 28 days at a temperature of about 20 °C and humidity of 60% before CT imaging 
and freeze–thaw testing in different sulfate environments. The sulfate solutions were 
prepared by dissolving the appropriate amounts of magnesium and potassium sulfate 
salts, made by Alpha Chemicals company, in tap water. The specimens (control, PS-
5%, PS-10%, MS-5%, and MS-10%) were labeled according to the applied freeze– 
thaw environment. For example, sample PS-5% was exposed to potassium sulfate 
solution with a concentration of 5%, while specimen MS-10% was immersed in a 
magnesium sulfate solution with a concentration of 10%. 

(A) (B) (C) (D) (E) 

Fig. 1 a Control, b PS-5%, c PS-10%, d MS-5%, and e MS-10% concrete samples
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2.2 Freeze–Thaw Cycles 

To investigate concrete’s coupled sulfate and freeze–thaw damage, the samples were 
exposed to frost cycles in different solutions: water (control), potassium sulfate (PS-
5% and PS-10%), and magnesium sulfate (MS-5% and MS-10%) with 5% and 10% 
concentrations, respectively, as listed in Table 1. The specimens were submerged into 
the mentioned solutions for at least 6 h to achieve full saturation before applying 80 
freeze–thaw cycles. The specimens were subjected to 12.5 h of freezing and 11.5 h of 
melting in every cycle to simulate real frost environments, as demonstrated in Fig. 2. 
During each cycle, an average cooling rate of − 13.5 °C/h was applied to decrease 
the environment temperature from 11 to − 25 °C, after which the temperature was 
maintained between − 18 and − 25 °C for 7.2 h, followed by an average warming 
rate of 1.9 °C/h to increase the temperature back to about 11 °C. 

Table 1 Composition of 
immersion solution for 
freeze–thaw cycles 

Specimen Solution 

Control Tap water 

PS-5% Tap water + 5 wt.% of K2SO4 

PS-10% Tap water + 10 wt.% of K2SO4 

MS-5% Tap water + 5 wt.% of MgSO4 

MS-10% Tap water + 10 wt.% of MgSO4 

Fig. 2 Controlled 
environment temperature 
throughout each freeze–thaw 
cycle [4]
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2.3 MCT Imaging and Post-processing 

An industrial micro-computed tomography (µCT) imaging system, shown in Fig. 3a, 
was used to examine the internal microstructure of the concrete specimens before 
and after applying 40 and 80 freeze–thaw cycles. The CT scans were conducted 
using a tube voltage of 100 kV and a tube current of 80 µA, which were appropriate 
for capturing high-resolution images without degrading the image contrast or over-
loading the imaging system [3]. One thousand X-ray images were collected with 
a resolution (voxel size) of 49.1 µm using an X-ray exposure period of 0.33 s per 
image. The captured CT images were then post-processed using VGStudio Max 2.2 
software. Three-dimensional stacking of the CT images was performed, as illustrated 
in Fig. 3b, producing 3D models of the concrete elements. It is worth noting that 
only the 36 mm long midsection of the specimens was analyzed to reduce inconsis-
tencies caused by the non-uniform top and bottom segments while obtaining higher 
resolution images, as highlighted in Fig. 3c. The CT imaging artifacts were reduced 
by applying a 3D median filtration, followed by material thresholding. Finally, three-
dimensional detection of air voids was conducted, creating 3D reconstructions of the 
internal pore structures as demonstrated in Fig. 3d.

3 Results 

3.1 General 

The coupled sulfate and freeze–thaw damage was investigated by subjecting concrete 
specimens to distinct environments: water, potassium sulfate, and magnesium sulfate 
with 5% and 10% concentrations, respectively. The severity of frost damage was 
studied through mass measurement and porosity analysis, whereas the damage mech-
anisms were investigated using the post-processed CT images. It was observed that 
subjecting specimens PS-5% and PS-10% to potassium sulfate degraded the resis-
tance to frost damage, resulting in higher mass loss and porosity expansion during 
the first 40 cycles and full disintegration by cycle 80. Although the potassium sulfate 
accelerated the concrete damage, it had little effect on the typical mechanisms of 
frost damage. On the contrary, exposure to magnesium sulfate mitigated the freeze– 
thaw damage and altered its mechanisms. Thus, it was noted that specimens MS-5% 
and MS-10% experienced the least mass loss and porosity expansion. Also, the frost 
damage of the two samples appeared mostly as considerable internal pore expansion 
followed by minor scaling damage. Notably, increasing the concentration of magne-
sium sulfate from 5% (e.g., MS-5%) to 10% (e.g., MS-10%) resulted in greater frost 
damage. However, the scaling damage of specimen MS-10% is substantially less 
severe and more uniform than the control sample.
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   (A)    (B)

   (C)   (D) 

Fig. 3 a µCT imaging system, b 3D stacking of CT images [2], c Analyzed section of specimens, 
and d 3D reconstruction of internal pore structure [3]

3.2 Mass Measurement 

The mass of the concrete specimens was measured before and after 40 and 80 freeze– 
thaw cycles using a high-precision scale (± 0.01 g), as illustrated in Fig. 4. After  
applying 40 cycles, it was observed that the mass losses of the control, PS-5%, 
and PS-10% after 40 frost cycles were 4.35%, 5.06%, and 3.56%, respectively. On 
the other hand, specimens MS-5% and MS-10% experienced minor mass losses of 
about 0.78% and 0.95%, respectively. Thus, subjecting the concrete specimens to 
a potassium sulfate environment during the first 40 cycles had little effect on the
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Fig. 4 Frost-induced mass loss (%) of concrete specimens 

frost damage, whereas the magnesium sulfate exposure mitigated the freeze–thaw 
damage. After 80 cycles, samples PS-5% and PS-10% were fully disintegrated, while 
the control specimen suffered a mass loss of 19.57%. In contrast, samples MS-5% and 
MS-10% experienced low mass losses of 1.08% and 1.67%, respectively, indicating 
an improved frost resistance. Therefore, it can be deduced that while subjecting 
concrete to potassium sulfate resulted in a delayed acceleration of frost damage, 
exposure to magnesium sulfate enhanced the concrete resistance to freeze–thaw 
damage, likely by reducing the concrete’s permeability by filling its surface pores 
with sulfate by-products. 

3.3 Porosity 

The porosity of the concrete specimens was analyzed before and after applying the 
freeze–thaw cycles. It was found that the samples initially had comparable porosities 
with an average of 3.92% (± 0.52%), as shown in Fig. 5. The porosities of samples 
PS-5%, PS-10%, and MS-10% increased to 5.29% (representing an increase of 0.89% 
from the initial porosity), 6.07% (an increase of + 1.48%), and 3.99% (an increase 
of + 0.77%), respectively, after 40 cycles. On the other hand, the control specimen 
and sample MS-5% experienced a comparable expansion of porosity with 4.22% 
(an increase of + 0.32%) and 3.86% (an increase of + 0.37%), respectively. After 
applying 80 freeze–thaw cycles, samples PS-5% and PS-10% were destroyed, while 
the porosities of specimens control, MS-5% and MS-10% increased to 13.89% (an 
increase of + 9.99%), 4.24% (an increase of + 0.75%), and 7.13% (an increase of 
+ 3.91%), respectively. It is worth noting that the porosity expansion from cycle 
40 to cycle 80 is much higher than the first 40 cycles because the freeze–thaw 
damage accelerates exponentially with more cycles [10]. Thus, subjecting concrete 
to potassium sulfate accelerated its frost damage even during the first 40 cycles,
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Fig. 5 Concrete porosity before and after 40 and 80 freeze–thaw cycles 

as indicated by the higher porosity expansion. In contrast, exposure to magnesium 
sulfate mitigated the freeze–thaw damage. Also, increasing the concentration of 
magnesium sulfate resulted in higher concrete damage. 

3.4 Frost Damage Mechanisms 

Specific two-dimensional sections of the concrete specimens were selected to monitor 
the mechanisms of the coupled sulfate and freeze–thaw damage throughout the 
applied freeze–thaw cycles, as demonstrated in Fig. 6. As illustrated, the concrete 
voids were colored based on the volume; thus, the largest and smallest pores were 
pink- and blue-colored, respectively. It was observed that the control specimen expe-
rienced minor pore expansion during the first 40 cycles and considerable scaling 
damage through the second 40 cycles, as indicated by the surrounding pink void 
in Fig. 6a. Also, samples PS-5% and PS-10% experienced similar damage mech-
anisms but at an accelerated rate, as shown in Fig. 6b and c. As a result, PS-5% 
and PS-10% suffered substantial scaling damage, represented by the pink-colored 
surface pores, within the first 40 cycles, and they were fully disintegrated as more 
cycles were applied. On the contrary, exposure to magnesium sulfate mitigated the 
frost damage and altered its typical mechanisms. Specimens MS-5% and MS-10% 
experienced considerable internal pore expansion in the first 40 cycles, after which 
minor scaling damage occurred in the following 40 cycles. It is worth noting that 
increasing the concentration of magnesium sulfate caused more frost damage, as 
demonstrated in Fig. 6d and e. Nonetheless, specimen MS-10% experienced minor 
and uniform scaling damage, unlike the control sample, which suffered harsh and 
localized damage. In conclusion, exposure to magnesium sulfate reduced the freeze– 
thaw damage and changed its mechanisms, whereas subjecting concrete to potassium 
sulfate accelerated the typical frost damage.
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(A) 

(B) 

(C) 

(D) 

(E) 

Fig. 6 2D sections of specimens a Control, b PS-5%, c PS-10%, d MS-5%, and e MS-10% before 
(left) and after 40 (middle) and 80 (right) frost cycles 

4 Conclusions 

Micro-computed tomography (µCT) was utilized to investigate the severity and 
mechanisms of the coupled sulfate and freeze–thaw damage of concrete, by analyzing 
its porosity expansion and monitoring the change of its internal microstructure
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throughout the applied cycles. The mass loss data of the concrete specimens was 
also used to assess the severity of concrete damage, which matched well with the 
porosity expansion data. Based on the reported results, the following points were 
concluded. 

• Micro-computed tomography (µCT) is a promising technology for investigating 
the microscale concrete damage and its mechanisms in a non-destructive manner. 

• Subjecting concrete to potassium sulfate accelerated its frost damage without 
affecting its mechanisms, leading to severe scaling damage by cycle 40 and full 
disintegration by cycle 80. 

• Exposure to magnesium sulfate substantially mitigated the freeze–thaw damage 
and altered its mechanisms, resulting in higher internal pore expansion and lower 
scaling damage. 

• Higher concentrations of magnesium sulfate produced higher concrete damage. 
Nonetheless, the frost damage of the magnesium sulfate specimens was less severe 
and more uniform than the control sample. 
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1. Adu-Amankwah S, Zajac M, Skoček J, Němeček J, Haha MB, Black L (2021) Combined 
influence of carbonation and leaching on freeze-thaw resistance of limestone ternary cement 
concrete. Constr Build Mater 307(November):125087. https://doi.org/10.1016/j.conbuildmat. 
2021.125087 

2. Alhusain M, Al-Mayah A (2021) Three dimensional imaging of reinforcement corrosion using 
micro-computed tomography: literature review. Constr Build Mater 284(May):122813. https:// 
doi.org/10.1016/j.conbuildmat.2021.122813 

3. Alhusain M, Al-Mayah A (2022a) Three dimensional CT imaging analysis of concrete: effects 
of water and sand contents on pore characteristics. Springer. 

4. Alhusain M (2022) Three-dimensional CT imaging and microstructural mechanical modeling 
of corrosion and freeze-thaw damage of concrete. UWSpace. https://hdl.handle.net/10012/ 
18886 

5. ASCE Infrastructure Report Card (2017) American Society of Civil Engineers (ASCE). 
https://www.infrastructurereportcard.org/wp-content/uploads/2016/10/2017-Infrastructure-
Report-Card.pdf 

6. Besheli E, Aref KS, Nejad FM, Darvishan E (2021) Improving concrete pavement performance 
in relation to combined effects of freeze-thaw cycles and de-icing salt. Constr Build Mater 
277(March):122273. https://doi.org/10.1016/j.conbuildmat.2021.122273 

7. Ince C, Shehata BMH, Derogar S, Ball RJ (2022) Towards the development of sustainable 
concrete incorporating waste tyre rubbers: a long-term study of physical, mechanical & dura-
bility properties and environmental impact. J Clean Prod 334(February):130223. https://doi. 
org/10.1016/j.jclepro.2021.130223

https://doi.org/10.1016/j.conbuildmat.2021.125087
https://doi.org/10.1016/j.conbuildmat.2021.125087
https://doi.org/10.1016/j.conbuildmat.2021.122813
https://doi.org/10.1016/j.conbuildmat.2021.122813
https://hdl.handle.net/10012/18886
https://hdl.handle.net/10012/18886
https://www.infrastructurereportcard.org/wp-content/uploads/2016/10/2017-Infrastructure-Report-Card.pdf
https://www.infrastructurereportcard.org/wp-content/uploads/2016/10/2017-Infrastructure-Report-Card.pdf
https://doi.org/10.1016/j.conbuildmat.2021.122273
https://doi.org/10.1016/j.jclepro.2021.130223
https://doi.org/10.1016/j.jclepro.2021.130223


Microstructural Investigation of Coupled Sulfate and Freeze–Thaw … 1013

8. Jin S, Zheng G, Jing Y (2020) A micro freeze-thaw damage model of concrete with fractal 
dimension. Constr Build Mater 257(October):119434. https://doi.org/10.1016/j.conbuildmat. 
2020.119434 

9. Kunther W, Lothenbach B, Scrivener K (2013) On the relevance of volume increase for the 
length changes of mortar bars in sulfate solutions. Cem Concr Res 46(April):23–29. https:// 
doi.org/10.1016/j.cemconres.2013.01.002 

10. Li Y, Li Y, Guan Z, Ding Q (2018) Elastic modulus damage model of cement mortar under salt 
freezing circumstance based on X-ray CT scanning. Constr Build Mater 191(December):1201– 
1209. https://doi.org/10.1016/j.conbuildmat.2018.10.097 

11. Lu J, Zhu K, Tian L, Guo L (2017) Dynamic compressive strength of concrete damaged by 
fatigue loading and freeze-thaw cycling. Constr Build Mater 152(October):847–855. https:// 
doi.org/10.1016/j.conbuildmat.2017.07.046 

12. Maruyama I, Teramoto A (2011) Impact of time-dependant thermal expansion coefficient on 
the early-age volume changes in cement pastes. Cem Concr Res 41(4):380–391. https://doi. 
org/10.1016/j.cemconres.2011.01.003 

13. Ren J, Lai Y (2021) Study on the durability and failure mechanism of concrete modified with 
nanoparticles and polypropylene fiber under freeze-thaw cycles and sulfate attack. Cold Reg 
Sci Technol 188(August):103301. https://doi.org/10.1016/j.coldregions.2021.103301 

14. Sotiriadis K, Hlobil M, Viani A, Mácová P, Vopálenský M (2021) Physical-chemical-
mechanical quantitative assessment of the microstructural evolution in portland-limestone 
cement pastes exposed to magnesium sulfate attack at low temperature. Cem Concr Res 
149(November):106566. https://doi.org/10.1016/j.cemconres.2021.106566 

15. Wu M, Zhang Y, Ji Y, She W, Yang L, Liu G (2020) A comparable study on the deteriora-
tion of limestone powder blended cement under sodium sulfate and magnesium sulfate attack 
at a low temperature. Constr Build Mater 243(May):118279. https://doi.org/10.1016/j.conbui 
ldmat.2020.118279 

16. Xiao QH, Cao ZY, Guan X, Li Q, Liu XL (2019) Damage to recycled concrete with different 
aggregate substitution rates from the coupled action of freeze-thaw cycles and sulfate attack. 
Constr Build Mater 221(October):74–83. https://doi.org/10.1016/j.conbuildmat.2019.06.060 

17. Zeng Q, Li K, Fen-Chong T, Dangla P (2012) Effect of porosity on thermal expansion coefficient 
of cement pastes and mortars. Constr Build Mater 28(1):468–475. https://doi.org/10.1016/j.con 
buildmat.2011.09.010

https://doi.org/10.1016/j.conbuildmat.2020.119434
https://doi.org/10.1016/j.conbuildmat.2020.119434
https://doi.org/10.1016/j.cemconres.2013.01.002
https://doi.org/10.1016/j.cemconres.2013.01.002
https://doi.org/10.1016/j.conbuildmat.2018.10.097
https://doi.org/10.1016/j.conbuildmat.2017.07.046
https://doi.org/10.1016/j.conbuildmat.2017.07.046
https://doi.org/10.1016/j.cemconres.2011.01.003
https://doi.org/10.1016/j.cemconres.2011.01.003
https://doi.org/10.1016/j.coldregions.2021.103301
https://doi.org/10.1016/j.cemconres.2021.106566
https://doi.org/10.1016/j.conbuildmat.2020.118279
https://doi.org/10.1016/j.conbuildmat.2020.118279
https://doi.org/10.1016/j.conbuildmat.2019.06.060
https://doi.org/10.1016/j.conbuildmat.2011.09.010
https://doi.org/10.1016/j.conbuildmat.2011.09.010


Vacuum Mixed Concrete 

Mohamed Shahin, Omar Abdelmeguid, Ahmad El-Shantoury, Salma Ali, 
Hassan El Kassas, Reem Aboali, and Mohamed AbouZeid 

Abstract Vacuum mixing concrete results through the creation of a vacuum cham-
ber by removing the air to introduce a vacuum medium through which concrete will 
be mixed. Mechanical and economic advantages as well as maintaining the well-
being of the workers are amongst the advantages that can be expected from such 
concrete. In addition, this technique may reduce the mechanical effort needed to 
remove excessive bubbles within the concrete during the compaction stage. This 
may help in reducing resources and minimizing costs. The objective of this study is 
to explore the feasibility of producing vacuum mixed concrete by assessing its prop-
erties, and the environmental impact of its use in construction. To meet this objective, 
different concrete mixtures were produced using two w/c ratios: 0.40 and 0.55 while 
adjusting key parameters including the mixing time and the suction capacity. Fresh 
and hardened concrete tests as well as durability tests were introduced to evaluate the 
properties of the vacuum mixed concrete produced. Results reveal that vacuum mixed 
concrete can be produced using an adequate suction pump while adjusting param-
eters such as the pressure as well as the vacuum mixing time. Promising results in 
terms of enhancement of quality of such concrete are obtained which paves the floor 
for wider scale introduction for such concrete in concrete mixing plants and projects 
upon further validation and evaluation of these results. 

1 Introduction 

During the last few decades, the interest in high performance concrete has grown 
significantly where it is being used in a wide range of applications including high 
rise building, power plants, nuclear plants, etc. Therefore, in order to make a high-
performance concrete, a good mixing procedure should be implemented. Thus, to 
obtain the desired properties of concrete, specific properties have to be monitored, 
such as mixing time, setting time, temperature, w/c ratio, viscosity. Moreover, the 
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amount of entrapped air plays a vital role in the concrete’s performance and mon-
itoring the quality control of the concrete mix where fluctuations in the air content 
inside the concrete can affect the compressive strength as well as the workability 
of the concrete mix. In addition, if air bubbles accumulate on reinforcement bars, 
this can significantly affect the bond strength between the reinforcement and the sur-
rounding concrete hence not having a strong passive layer, making the concrete less 
durable and more prone to corrosion attacks. Due to these undesirable effects, there 
have been several methods developed to reduce the amount of air bubbles, in which 
vacuum mixing concrete is one of them. Vacuum mixing concrete can be defined 
as the creation of a vacuum chamber by removing air to create a vacuum medium 
through which concrete will be mixed in. The vacuum mixing technology provides 
multiple advantages in the construction of any project. Vacuum mixing is considered 
a novel and significant process as it may enhance the mechanical properties as well 
as the durability of concrete without the addition of any supplementary admixtures. 
Mechanical and economic advantages as well as maintaining workers’ well-being is 
amongst the advantages that can be obtained from vacuum mixing concrete. Amongst 
the advantages attained in the mechanical properties are: “an increase in compressive 
strength is measured. In addition, the bending tensile strength as well as splitting ten-
sile strength increases. Furthermore, the modulus of elasticity improves” [ 1]. Also, 
this technique not only is predicted to enhance the concrete’s mechanical proper-
ties, but also may save a lot of effort where it will not be necessary to compact the 
concrete as much on site since air bubbles will then be removed. This may help in 
reducing resources and minimizing costs. In addition, it reduces the curing time, 
making it very useful in fast-tracking projects. Besides this, it elevates the stiffness 
of concrete, hence, the removal of formwork may become much easier than that of 
the conventional concrete. 

2 Literature Review 

High-performance concrete has been one of the greatest evolutions in the construction 
industry in which conventional concrete is no longer common in today’s industry. 
Furthermore, a lot of research and development has been performed in this field 
to explore the boundaries of new concrete types including steel fiber reinforced 
concrete, self-compacting concrete, self-cleaning concrete, etc. However, vacuum 
mixed concrete may be an alternative way for improving concrete’s performance. 
Moreover, profound research is necessary in this area since little is known about 
this topic. Therefore, this study aims at testing this technique’s influence on the 
concrete’s mechanical properties, impacts related to workers’ well-being, economic 
impacts, and environmental impacts. Regarding the mechanical properties, it is said 
that it is expected to have an increase in concrete’s compressive strength, bending 
tensile strength, and splitting tensile strength [ 1]. For the workers well-being, it is 
known that cement comprises certain types of chemicals as well as lime and silica 
where excessive exposure to cement dust can cause respiratory disorders as well as 
pathogenesis, allergy, and different health complications [ 2]. According to a study
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conducted by Rahmani et al., which assesses the health and well-being of workers 
exposed to cement dust for long times, it concluded that “long-term cement dust expo-
sure and inhalation causes respiratory complications due to epithelial tissue damage 
and that can lead to secondary complications as well” [ 2]. Also, “workers lungs can 
be affected from the constant inhalation of cement dust. This can develop into a life-
threatening problem such as lung cancer or silicosis” [ 3]. For the economic impacts, 
vacuum mixing concrete may reduce the need for more labors on site, require less 
supervision, and eliminate the need for using compactors compared to conventional 
concrete. For the environmental impacts, removing cement dust reduces the probabil-
ity of workers and surrounding people from developing respiratory diseases, making 
it environmentally friendly as a whole [ 4]. Therefore, vacuum mixing concrete could 
potentially be one way to preserve and protect the worker’s health and well-being. 
Some critiques might say that self-compacting concrete can do the same job that 
the vacuum mixing concrete can do if not better. However, if we look closely to the 
self-compacting concrete, its main disadvantages encountered are the following: 

• “The mechanical properties (compressive strength, flexural tensile strength, dynamic 
modulus of elasticity) of the tested (self-compacted) concretes generally decreased 
with the rise in temperature” [ 5]. This is a problem that SCC has that is handled 
by the vacuum mixed concrete. 

• Self-compacting concrete requires the use of both viscosity modifying admixtures 
(VMA) to be self-compacted and the use of mineral admixtures to be highly durable 
and impermeable which vacuum mixed concrete does not require. 

• Self-compacting concrete is said to have increased formwork costs due to the 
higher formwork pressures, and also requires an increased technical expertise to 
develop and control the admixtures [ 6]. However, vacuum concrete achieves high 
strength, eliminates the use of admixtures and compactors, minimizes the need for 
experts and supervision, and does not require additional formwork costs. 

In addition, as discussed previously, vacuum mixing technology sucks the cement 
dust, making it less harmful to the surrounding people and the environment as a whole. 
Finally, it is found that “plastic shrinkage crack may occur due to the low water cement 
ratio [concrete mixtures]”; however, this problem is resolved through curing. While 
in the vacuum mixing, curing time is also reduced. There are various challenges that 
are expected to be encountered. Even though concrete vacuum mixers are available 
worldwide, they are not available currently in Egypt. Therefore, our team is planning 
on crafting our own concrete vacuum mixer. Moreover, it will be challenging to place 
the concrete in a vacuumed medium for the vacuum mixing technique to work. Thus, 
the following are required to be procured in advance: a suction pump, tube to exhaust 
the air, a chamber to place the concrete mix in, and a gauge to determine the pressure 
inside the chamber. Moreover, to craft the mold in which the concrete will be mixed 
in that will be able to sustain the vacuum medium, a steel worker is required so that 
all openings in the mold are sealed through which air cannot enter and disturb the 
vacuum environment.
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3 Objective and Scope 

In this research, the main objective is to explore the feasibility of producing vacuum 
mixed concrete with local materials by assessing its properties, and its environmental 
impact when used in construction. The objective was obtained through producing 
several concrete mixes of different w/c ratios under different vacuum conditions, 
where the fresh and hardened concrete properties, durability, economic, and envi-
ronmental impact were assessed. 

4 Experimental Program 

4.1 Material Properties 

• Cement: Type I Ordinary Portland Cement and White Ordinary Portland Cement 
• Fine Aggregates: Natural sand 
• Coarse Aggregates: Well graded coarse aggregates 
• Water: Ordinary tap water was utilized in the concrete mix and for curing the 
concrete. 

4.2 Concrete Mix Design and Testing Parameters 

Tests were conducted over ten samples. Mixes 1 and 2 are control mixes that were not 
subjected to any suction, whereas mixes 3–10 were mixed under vacuum conditions. 
The vacuum effect on concrete was tested on two water-to-cement ratios; the 0.55 
w/c ratio being the common concrete mix in Egypt and 0.40 w/c ratio to investigate 
the vacuum effect on a dryer mix. In order to measure the effectiveness of the vacuum 
mixed concrete, different key parameters have to be examined, from which different 
vacuum mixes are deduced and will be tested accordingly. The key parameters are 
mixing time (how long we are going to mix the concrete for while vacuumed) and 
suction capacity. Regarding the mixing time, conventionally, concrete is mixed for 
around 5 mins. Based on that convention, the vacuum short time was defined to be 
5 mins. Accordingly, the vacuum long time was defined to be double the short time 
to be around 10 mins. Moving on to our second key parameter, the suction capacity, 
some data were obtained prior to the pump suction capacity calculation. These data 
include the mixer volume which was equal to.1/6m3. Based on certain calculations, 
the final pump specifications were calculated as follows: Required pump capacity = 
1 hp and Pump rotational speed = 3000 rpm. Based on the pump rotational speed, the 
equivalent inverter frequency 50 Hz. Using the same analogy implemented for the 
vacuum short and long time and based on experimentation on an empty mixer, high 
vacuum was defined to 50 Hz while low vacuum was defined to 35 Hz. Therefore,
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Table 1 Concrete mixes 

Mix Type w/c ratio Suction 
capacity 

Pressure (bar) Mixing time 
(min) 

1 Control 0.40 – – 5 

2 Control 0.55 – – 5 

3 Vacuum 0.40 High .− 0.78 5 

4 Vacuum 0.40 High .− 0.72 10 

5 Vacuum 0.40 Low .− 0.44 5 

6 Vacuum 0.40 Low .− 0.32 10 

7 Vacuum 0.55 High .− 0.44 5 

8 Vacuum 0.55 High .− 0.30 10 

9 Vacuum 0.55 Low .− 0.34 5 

10 Vacuum 0.55 Low .− 0.44 10 

Table 2 Concrete mix design 

w/c ratio Cement.(kg/m3) Coarse aggregate 
. (kg/m3)

Fine aggregate 
. (kg/m3)

Water. (kg/m3)

0.40 438 1120 655 175 

0.55 319 1120 752 175 

after defining the different key parameters, the concrete mixes are determined to be 
as follows: 

• For each type of concrete mix, both the vacuum mixed and conventional concrete, 
0.40 and 0.55 w/c ratio mixes are to be tested. 

• For each vacuum mix, whether 0.40 or 0.55, both a high vacuum and a low vacuum 
medium mix are to be tested. 

• Coarse Aggregates: Well graded coarse aggregates. 
• For each vacuum medium, whether high or low vacuum, both long time and short 
time vacuum mixes are to be tested. 

See Table 1 for the concrete mixes to be tested and Table 2 for the concrete mix 
designs. 

4.3 Tests 

4.3.1 Fresh Concrete Tests 

Temperature: This test is conducted to ensure the concrete’s conformity with standard 
temperature specifications according to [ASTM C1064] [ 7].
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Slump: This test is conducted to check the workability of the fresh concrete according 
to [ASTM C143-78] [ 8]. 

Air Content: This test is conducted to determine the air content of the concrete 
according to [ASTM C231] [ 9]. 

Unit Weight: This test is conducted to determine the unit weight of the concrete 
according to [ASTM C138] [ 10]. 

4.3.2 Hardened Concrete Tests 

Compressive Strength: This test is conducted to evaluate the concrete’s strength of 
a 150 mm * 150 mm * 150 mm cube at 3, 7 and 28 days according to the [ASTM 
C109] [ 11]. 

Splitting Tensile Strength: This test is conducted to evaluate the concrete’s strength 
of a 300 mm * 150 mm cylinder at 28 days according to the [ASTM C496] [ 12]. 

Microscopic Examination: This test was used to examine the micro-structure of the 
concrete, highlighting the void size and number. The scanning electron microscope 
uses a beam of high-energy electrons emitted on a solid specimen, which helps 
display the structure using magnification with a range of 20X to 1000X [ASTM 
E986—SEM] [ 13]. 

4.3.3 Durability/Permeability 

Chemical Durability: This test was done by immersing the concrete into a 10% 
concentration of sulfuric acid to assess the durability of concrete [ASTM C267-20] 
[ 14]. 

Rapid Chloride Permeability: This test was used to rapidly assess the durability of 
concrete, specifically its resistance against chloride ion penetrability [ASTM C1202] 
[ 15]. 

4.4 Results and Analysis 

4.4.1 Fresh Concrete 

Temperature: The obtained temperature results projected that the vacuum medium 
creation did not result in the increase/decrease of the temperature of the mixes. The 
concrete mix that experienced the highest temperature was found to be mix 7 while 
the concrete mix experiencing the lowest concrete temperature was found to be mix 4. 

Slump: The slump range varied from 15 to 65 mm in the 0.40 w/c ratio mixes (low-
acceptable workability), while the range varied from 35–85 mm in the 0.55 w/c ratio
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Table 3 Fresh concrete test results 

Mix Slump (mm) Air content (%) Temperature (. ◦C) Unit weight 
. (kg/m3)

1 20 5 28 2390 

2 35 4 27.4 2237 

3 5 1.5 27.6 2424 

4 25 2.5 26.3 2420 

5 65 3 27.2 2419 

6 60 3 29.3 2433 

7 70 2.5 29.5 2421 

8 85 3.5 28.5 2421 

9 70 3 28.5 2404 

10 75 3 28 2390 

mixes. (acceptable workability). The results illustrate that the mix with the highest 
workability was mix 8 while the mix with the lowest workability was found to be 
mix 3. 

Air Content: All of the vacuum mixes recorded lower air content percentages than the 
control mixes which indicates a direct relation between applying vacuum conditions 
and the air content percentage in the concrete mixes. For the 0.40 w/c ratio mixes, 
the air content ranged from 1.5 to 5%, where the lowest air content percentage was 
recorded for mix 3. This corresponds to the highest negative pressure reached in this 
w/c ratio (.− 0.78 bar). The highest air content percentage was recorded for mix 4 
(2.5%) which corresponds to the lowest negative pressure reached in this mix design 
(.− 0.32 bar). As for the 0.55 w/c ratio mixes, the air content ranged from 2.5 to 4% 
with mix 7 yielding the lowest air content percentage. This also corresponds to the 
lowest negative pressure reached in this mix design (.− 0.44 bar). The highest air 
content percentage (3.5%) was recorded for mix 8 which corresponds to the lowest 
negative pressure reached (.− 0.3 bar). 

Unit Weight: The mix with the highest unit weight was found to be mix 6 with 
2433 kg/m. 

3, while the mix with the lowest unit weight was found to be mix 2 with 
2237 kg/m. 

3. 
See Table 3 for the fresh concrete test results. 

4.4.2 Hardened Concrete 

Compressive Strength: The compressive strength test results are illustrated in Figs. 1 
and 2. The compressive strength test was implemented to validate the hypothesis of 
the enhanced compressive strength of the concrete due to mixing the concrete in a 
vacuum medium. Regarding the 0.40 w/c ratio, the compressive strength at day 3



1022 S. Mohamed et al.

(a) Compressive Strength Results (0.40 w/c Mixes) (b) Compressive Strength Results (0.55 w/c Mixes) 

Fig. 1 Two images that show the results of the compressive strength. a Shows the compressive 
strength results for 0.40 w/c mixes while, b shows the results of the compressive strength results 
for the 0.55 w/c mixes 

for the vacuum mixes (mixes 3, 5, 6) exceeded the conventional mix which stands at 
18.48 MPa except for mix 4 which fell short standing at 17.77 MPa. Furthermore, 
the compressive strength at day 7 had a similar behavior in which all vacuum mixes 
(mixes 3, 5, 6) exceeded the conventional mix which stands at 25.78 MPa except for 
mix 4 which fell short again standing at 24.86 MPa. Lastly, at day 28, the behavior 
of the compressive strengths took a slightly different turn where all vacuum mixes 
(3, 4, 5) exceeded the conventional mix standing at 29.17 MPa; however, mix 6, 
which was ahead at days 3 and 7, unexpectedly yielded compressive strength lower 
than conventional mix standing at 26.40 MPa. On the other hand, mix 4, which 
was slightly lower than the conventional mix at 3 and 7 days, surprisingly managed 
to overtake the conventional mix at day 28 with a compressive strength of 31.89 
MPa. Overall, amongst the 0.40 w/c ratio mixes, mix 3 had the highest compressive 
strengths at days 3,7, and 28 while the mixes with the lowest compressive strengths 
at days 3,7, and 28 were mix 4, mix 4, and mix 6, respectively. Regarding the 0.55 
w/c ratio, the compressive strength at 3 days for vacuum mix 8 was the only vacuum 
mix that was greater than the conventional mix standing at 13.44 MPa. In addition, 
the rest of the vacuum mixes (mixes 7, 9, 10) had a compressive strength lower than 
the conventional yielding 11.58, 11.15, and 11.32 MPa, respectively. Furthermore, 
the compressive strength at day 7 had a similar behavior in which all vacuum mixes 
(mixes 7, 9, 10) standing at 13.82, 14.41, and 14.92, respectively, were lower than 
the conventional mix which stands at 15.51 MPa with the exception of mix 8 which 
yielded a higher compressive strength than conventional at 17.15 MPa. Lastly, at day 
28, unexpectedly, all vacuum mixes (mixes 7, 8, 9, 10) which yielded 23.36, 22.77, 
21.5, and 23 MPa, respectively, including those that were lower than conventional 
at days 3 and 7, had a higher compressive strength than conventional standing at 
20.43 MPa. Overall, amongst the 0.55 w/c ratio mixes, the mixes with the highest 
compressive strengths at days 3, 7, and 28 were mix 8, mix 8, and mix 7, respectively, 
while the mixes with the lowest compressive strengths at days 3,7, and 28 were mix 
9, mix 7, and the conventional mix, respectively. 
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(a) Splitting Tensile Strength Results (0.40 w/c 
Mixes) 

(b) Splitting Tensile Strength Results (0.55 w/c 
Mixes) 

Fig. 2 Two images that show the results of the splitting tensile strength results. a Shows the splitting 
tensile strength results for 0.40 w/c mixes while, b shows the results of the splitting tensile strength 
results for the 0.55 w/c mixes 

See Fig. 1 for the compressive strength test results for the 0.40 w/c mixes and Fig. 
2 for the compressive strength test results for the 0.55 w/c mixes. 

Splitting Tensile: The splitting tensile strength was conducted at day 28 for all 10 
mixes. Regarding the 0.40 w/c ratio mixes, it ranged from 2.93 to 3.58 MPa, where 
mix 3 recorded the highest value while mix 5 yielded the lowest value. All mixes 
yielded higher results than the control mix (mix 1) except for mix 5 as shown in 
Fig. 3. Regarding the 0.55 w/c ratio, all the vacuum mixes yielded higher splitting 
tensile strengths than the control mix (mix 2). Values for the vacuum mixes ranged 
from 2.22 to 3 MPa as shown in Fig. 4, where mix 10 recorded the highest value. It 
may be misperceived that mix 10 had the highest splitting tensile strength; however, 
this may be explained as it reached the highest negative pressure in the 0.55 w/c 
ratio category. Lastly, a relation can be drawn between the pressure and the splitting 
tensile strength. 

See Fig. 2a for the splitting tensile strength test results for the 0.40 w/c mixes and 
Fig. 2b for the splitting tensile strength test results for the 0.55 w/c mixes. 

Microscopic Examination (SEM Test): Results show that the vacuum mixing tech-
nology has a direct effect on the average void size of all the mixes. This is clear 
as both conventional mixes had the highest average void sizes with 234.8 . µm and 
294. µm for mixes 1 and 2, respectively, whereas variation takes place in the average 
diameters of voids in vacuum mixes while maintaining much smaller values than the 
former ones. For the mixes with 0.40 w/c ratio, mix 5 had the lowest value, however, 
it was considered to be an outlier as it was out of range compared to the other mixes. 
Therefore, this sample was not considered in further analysis making Mix 3 the one 
with the lowest average void size. This corresponded to the highest vacuum pressure 
reached which was .− 0.78 bars. In addition, mix 6 had the second lowest average 
void size of 92.46 . µm which corresponds to the second highest negative pressure 
of .− 0.72 bars. Both of these mixes were subjected to high vacuum conditions. For 
the 0.55 w/c ratio, mix 7 recorded the lowest average void size of 115.29. µm which
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Table 4 Hardened concrete test results (0.40 w/c) 

Mix Compressive 
strength 3 
days (MPa) 

Compressive 
strength 7 
days (MPa) 

Compressive 
strength 28 
days (MPa) 

Splitting 
tensile 
strength 28 
days (MPa) 

Microscopic 
examination— 
average void 
size. (µm)

1 18.5 25.8 29.2 3.1 234.98 

3 21.5 30.7 41.0 3.6 86.33 

4 17.8 24.9 31.9 3.2 116.70 

5 21.1 28.6 34.1 2.9 36.20 

6 19.7 25.2 26.4 3.2 92.46 

Table 5 Hardened concrete test results (0.55 w/c) 

Mix Compressive 
strength 3 
days (MPa) 

Compressive 
strength 7 
days (MPa) 

Compressive 
strength 28 
days (MPa) 

Splitting 
tensile 
strength 28 
days (MPa) 

Microscopic 
examination— 
average void 
size. (µm)

2 13.4 15.5 20.4 1.9 294.00 

7 11.6 13.8 23.4 2.5 115.29 

8 14.1 17.1 22.8 2.2 226.75 

9 11.2 14.4 21.5 2.4 124.00 

10 11.3 14.9 23.0 3.0 121.65 

corresponds to a negative pressure of .− 0.44 bars. Mix 8, on the other hand, had 
the largest average void size in all the vacuum mixes with a value of 226.75 . µm 
which corresponds to the lowest negative pressure attained which was .− 0.3 bars. 
From the data attained, it is clear that for both w/c ratios, the mixes which were 
subjected to high vacuum conditions for a shorter mixing time yielded the lowest 
values for average void size. Also, for mixes with the same w/c ratio and suction 
capacities, subjecting the mixes to longer mixing times resulted in attaining lower 
negative pressures as well as larger averages for void size. 

See Table 4 for the hardened concrete test results for the 0.40 w/c mixes and Table 
5 for the hardened concrete test results for the 0.55 w/c mixes. 

4.4.3 Durability/Permeability 

RCPT : As a general trend, it can be deduced that vacuum mixes are less perme-
able than the control mixes as they recorded lower numbers of coulombs passed. 
Regarding the 0.40 w/c ratio, mix 1 (control mix) passed the 5345 coulombs, which 
corresponds to a high permeability class. Mix 3 passed 1504 coulombs, which is the 
least of all. While, the other vacuum mixes were classified to be moderately perme-
able. Regarding the 0.55 w/c ratio, the control mix (mix 2) also recorded the highest
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Table 6 Chemical durability and permeability results (0.40 w/c ratio mixes) 

Mix Chemical durability (sulfuric 
acid immersion 1 week)—% 
mass weight loss 

Permeability 
(RCPT)—coulombs passed 

1 10.7 5345 

3 7.6 1504 

4 8.5 2809 

5 6.8 3122 

6 7.2 3167 

Table 7 Chemical durability and permeability results (0.55 w/c ratio mixes) 

Mix Chemical durability (sulfuric 
acid immersion 1 week)—% 
mass weight loss 

Permeability 
(RCPT)—coulombs passed 

2 22.6 5458 

7 4.7 3342 

8 5.6 4103 

9 4.6 3504 

10 9.7 4232 

number of coulombs passed (5458 coulombs) which is classified as high permeabil-
ity. On the other hand, the permeability classes of the vacuum mixes varied between 
moderate and high with mix 7 recording the lowest permeability in thus mix design 
(3342 coulombs passed). Lastly, these results can be correlated with the microscopic 
examination results as both the average void size and the permeability decrease. 

Durability: The samples were immersed in a concentration of 10% sulfuric acid for 
one week. Generally, the vacuum mixed samples are more durable than the conju-
gate control samples for both w/c ratios. Regarding the 0.40 w/c ratio, the control 
sample experienced a mass loss of 10.7% while the vacuum mixes experienced a 
less percentage of mass loss, which ranged from 6.8 to 8.5%. Regarding the 0.55 
w/c ratio, the control sample experienced a 22% mass loss while the vacuum mixes 
experienced a less percentage of mass loss ranging from 4.7 to 9.7%. 

See Table 6 for the chemical durability and permeability results for the 0.40 w/c 
mixes and Table 7 for the chemical durability and permeability results for the 0.55 
w/c mixes.
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4.5 Analysis 

Strength Development Factor: As mentioned previously in the compressive strength 
for 0.40 w/c ratio, mix 4 initially had a lower compressive strength compared to the 
conventional mix at days 3 and 7. After that, mix 4 at day 28 had a larger compressive 
strength than conventional mix at day 28. This sudden increase in strength was due to 
the increase in the development strength that can be best represented by the strength 
development factor shown below. 

The strength development factor was simply calculated by taking the compressive 
strength at 28 days to be the reference in relation to the 3 and 7 days. In other words, 
the ratio was performed for the compressive strength at day 28 over day 7, and at 
day 28 over day 3. In addition, the compressive strength of 7 days relative to the 
3 days was also calculated. Looking at the table above, the strength development 
factor for conventional concrete for 28/3 days was 1.58 and for 28/7 was 1.13. 
Looking at mix 4, for the 28/3 development factor, it was higher than the conventional 
mix (mix 1) where it yielded to be 1.79. Thus, it can be deduced that the strength 
development of mix 4 was higher from day 7 to day 28 leading mix 4 at day 28 
to have a higher compressive strength compared to the conventional mix. However, 
regarding the strength development from day 3 to day 7, both mixes 1 and 4 had the 
same development factor which was 1.40. Thus, it can be deduced that the strength 
development of mix 4 was low from day 3 to day 7 leading mix 4 at day 7 to have a 
lower compressive strength compared to the conventional mix since both developed 
strength at the same rate while mix 4 had a compressive strength. Therefore, the 
following was deduced: for lower w/c ratio, mixes are much drier and hence have 
much lower moisture contents making the choice of the mixing times as well as the 
difference in intervals between the short mixing time and the long mixing time have 
a much higher impact on compressive strength compared to higher w/c ratios, which 
has a minimal effect on it. 

Regarding the 0.55 w/c ratio mixes, as mentioned previously, mix 8 was the 
standout mix at days 3 and 7 where it was the only mix to exceed the compressive 
strength of the conventional mix. However, at day 28, all vacuum mixes, including 
those that were lower than conventional mix at days 3 and 7, had a higher compressive 
strength than conventional mix. This behavior can also be best interpreted due to the 
variant strength developments. For the 7/3 days, even though at days 3 and 7 all 
vacuum mixes had a lower compressive strength than the conventional, examining 
the behavior of how the compressive strength started at day 3 and how it ended up 
being at day 7 explains this irregularity. For instance, taking the example of mix 9, 
it started out at day 3 with a compressive strength of about 11.16 MPa compared 
to the conventional mix having 13.44 MPa (difference in strength is 2.28 MPa). 
However, looking at day 7, the compressive strength of mix 9 was 14.41 MPa (3.25 
MPa gain in strength) whereas the compressive strength of the conventional mix 
was 15.51 MPa (difference in strength is 2.07 MPa which was less than 2.28 MPa 
of mix 9). Therefore, the gain in strength was higher in mix 9 than conventional 
mix; however, it was not enough to surpass the conventional mix’s strength at day
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Table 8 Strength development factors (0.40 w/c ratio mixes) 

Mix 28/7 days 28/3 days 

Mix 1 1.13 1.58 

Mix 3 1.33 1.91 

Mix 4 1.28 1.79 

Mix 5 1.19 1.61 

Mix 6 1.05 1.34 

Table 9 Strength development factors (0.55 w/c ratio mixes) 

Mix 28/7 days 28/3 days 

Mix 2 1.32 1.52 

Mix 7 1.69 2.02 

Mix 8 1.33 1.62 

Mix 9 1.49 1.93 

Mix 10 1.54 2.03 

7. The same was the case with all vacuum mixes except for mix 8 which surpassed 
the conventional mix at days 3,7, and 28. Delving more into the data, at day 28, the 
strength development of all vacuum mixes, mixes 7,8,9, and 10 being 2.02, 1.62, 
1.93, and 2.03, respectively, was so much higher than the conventional concrete mix 
that the strength development factor 28/3 days for all vacuum mixes was higher 
by a good portion than conventional mix which was 1.52. This indicates that the 
strength development has somewhat accelerated for the vacuum mixes compared to 
the conventional concrete toward the end. 

See Table 8 for the strength development factor for the 0.40 w/c mixes and Table 
9 for the strength development factor for the 0.55 w/c mixes. 

Effect of w/c Ratio on Mixing Time: As shown above, these are the parameters (i.e., 
compressive strength, splitting tensile, etc.) that were under scrutiny for the 0.40 w/c 
ratio as well as the 0.55 w/c ratio. For the 0.55 w/c ratio, closely examining mix 7 
and mix 10, they yielded the same pressure and having almost the same results in all 
of the parameters even though mix 10 is exposed to the vacuum medium for a long 
time while mix 7 is exposed to the vacuum medium for a short time. On the other 
hand, regarding the 0.40 w/c ratio, closely monitoring mixes 3 and 4 which were in 
a similar situation to mixes 7 and 10 of 0.55 w/c ratio where they had almost the 
same results in all parameters with the exception that mix 4 which was exposed to 
the vacuum medium longer than mix 3. This resulted in a difference in compressive 
strength of about 9.1 MPa where mix 3 had a compressive strength of 41.0 MPa while 
mix 3 had a compressive strength of about 31.9 MPa. However, for mixes 7 and 10 of 
0.55 w/c ratio, this was not the case as they had a difference in compressive strength 
of about 0.6 MPa where mix 7 yielded a compressive strength of about 23.4 MPa 
while mix 10 yielded a compressive strength of about 23 MPa. For the 0.40 w/c ratio,
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which is considered a low w/c ratio, they take much less time to dry while mixing as 
they have lower water content compared to the 0.55 w/c ratio, which is considered 
a high w/c ratio, meaning that they take much longer time to dry while mixing as 
they have high-water content compared to the 0.4 w/c ratio. Therefore, since a small 
interval of time between the long and short time was chosen (5 mins for short and 
10 mins for long) and knowing the nature of 0.40 w/c ratio having low water content 
and hence requiring much less time to dry up compared to the 0.55 w/c ratio, this 
difference in time interval was significant where mixing the 0.40 w/c ratio for a long 
time caused the mix to become drier in the mixer while under the vacuum medium 
hence leading to more air voids to be introduced, making the vacuum medium non-
effective since air voids cannot be removed as it is no longer fresh leading to larger 
complications to be introduced to the mix such as honeycombing hence yielding a 
much lower compressive strength. On the other hand, for the 0.55 w/c ratio, since it 
is a high-water content mix and the mixing times, both long and short, are not that 
much to make the mix dry hence leading to having a non-dry mix in both cases and 
hence yielding a much lower negative impact on compressive strength. Therefore, it 
can be concluded that for lower w/c ratio, mixes are much drier and have much lower 
moisture contents hence the choice of the mixing times as well as the difference in 
intervals between the short mixing time and the long mixing time has a much higher 
impact on compressive strength compared to higher w/c ratios, which has a minimal 
effect on it. 

5 Conclusion 

In conclusion, it can be drawn that the optimum conditions of vacuum mixed concrete 
are reached in a short duration under high vacuum conditions; this is supported by 
mixes 3 and 7 which attained the highest pressure. In addition, these mixes had the 
lowest average void size, and consequently, the highest compressive strength. As the 
average void size decrease, the bond increases allowing the concrete to yield a higher 
compressive strength. 

After experimentation, reporting, and analysis of the data at hand, the following 
conclusive remarks were deduced: 

The trends discovered were as follows: 

• Generally, the effect of the mixing concrete in a vacuum medium, regardless of 
the w/c ratio, resulted in improvement in concrete’s mechanical properties. 

• The best mix in terms of highest compressive strength, lowest air content, highest 
splitting tensile strength, and least permeable was found to be mix 3 (0.40 high 
vacuum short time). 

• For concrete mixes mixed under vacuum medium, higher pressures yielded lower 
average voids sizes as well as lower air content percentages. In conclusion, the 
results and the analysis of the data in hand all point to the direction of having 
optimum mixing conditions of the highest pressure in the shortest mixing time



Vacuum Mixed Concrete 1029

possible while considering the w/c ratio would yield the best concrete mix for a 
constant mixing capacity. 

6 Recommendations 

We recommend future work and research to include the following: 

• Different w/c ratios. 
• Different pump capacities. 
• Different cement types. 
• Dust quantification and reuse of dust in concrete. 
• Examine a more detailed economic aspect with respect to conventional concrete 
technology. 

We recommend future researchers to: 

• Consider conducting a wider scale of work with this technology in the future. 
• Attempt to combine different concreting technologies as well as the combination 
of different admixtures and see its impact on concrete. 

If considered to be implemented on a large scale such as in batch plants, it is 
recommended to use a ready-made vacuum mixer with a concrete pump to pour the 
concrete. 
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An Appraisal of Hydroplaning Pavement 
Surface Improvement Materials 
and Assessment Models 

Faria Raha, Armana Huq, and Zarrin Probha 

Abstract Wet pavement has always been a significant safety concern due to the 
rise in wet weather accidents. Each year, 70% of weather-related crashes happen 
on wet roads and 46% occur during precipitation. The reduced skid resistance and 
hydroplaning are two major challenges occurring in the wet pavement due to lack 
of surface friction. Curves, highways, intersections, single carriageway pathways, 
and four or higher-lane roads are more likely to experience hydroplaning and wet 
weather-related crashes. Previous studies suggest that the wet weather accident rate 
could be reduced by up to 70% by improving friction. This paper reviews the effec-
tiveness of surface improvement materials, e.g., superhydrophobic materials, groove-
filled pavement, etc. presented in recent papers to reduce the water film thickness 
and achieve suitable pavement friction properties. Previous review papers discuss 
the traditional empirical hydroplaning assessment models, such as the PAVDRN 
model, Gallaway model, etc., while few studies review the numerical models. In this 
paper, the traditional empirical and numerical models along with newly proposed 
hydroplaning models are discussed with references. 

Keywords Pavement materials · Hydroplaning · Surface condition · Models ·
Safety 

1 Introduction 

Weather-related crashes refer to accidents that happen in inclement weather (such 
as rain, sleet, snow, fog, strong crosswinds, blowing snow, sand, or debris) or when 
the road surface is slippery (e.g., wet pavement, snowy pavement, or icy pavement). 
The 10-year averages from 2007 to 2016 of the NHTSA data revealed that there 
are typically more than 5,891,000 vehicle accidents annually. About 21% of these 
crashes are related to weather [6]. Every year, weather-related crashes result in more
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than 418,000 injuries and close to 5000 fatalities. 70% of these crashes happen on wet 
roads and 46% occur during precipitation [6]. The level of friction on the pavement is 
reduced in wet condition, and this can lead to skidding or hydroplaning. Wet weather 
crashes on highways caused by hydroplaning and reduced skid resistance have been 
a major concern of researchers. 

Wet conditions reduce the degree of skid resistance and result in hydroplaning. 
A variety of materials are developed and being tested by researchers to improve 
the frictional characteristics of pavement surfaces. Retexturing and resurfacing the 
pavements with these materials can enhance the slip-resistance properties of the pave-
ment. Asphalt concrete surface coatings by superhydrophobic materials are one of the 
popular methods. Researchers have also proposed surface treatment technology with 
groove-filled material, polymer-modified cement concrete (PCC), exposed aggregate 
concrete to increase hydroplaning speed [14]. 

Numerous studies have been conducted by the researchers to evaluate the 
hydroplaning condition of the pavement. Both empirical and numerical approaches 
have been explored to obtain the more accurate value of the hydroplaning speed 
(HPS). The underlying mechanisms causing hydroplaning or decreased skid resis-
tance on wet pavements are not fully understood by the empirical relationships and 
theoretical study conducted thus far. Empirical models can provide an initial assump-
tion of hydroplaning potentials. Nowadays, investigations on hydroplaning and pave-
ment skid resistance are primarily analytical because of the complicated interactions 
between the tire, the fluid, and the pavement surface [23]. The validation of these 
computational models is mostly accomplished using the empirical models. 

This study aims to systematically review the efficacy of some proposed surface 
improvement materials presented in recent papers. This paper also reviews the newly 
proposed hydroplaning models along with the empirical hydroplaning models in 
terms of variables and scopes with references. In Sect. 2, we discuss the different 
surface materials that have been proved to be useful for the regulation of skid resis-
tance and reduction of the possibility of hydroplaning. Section 3 will discuss and 
compare the popular and effective models for estimating the HPS for a given vehicle, 
road, and weather condition. 

2 Surface Improvement Materials 

2.1 Superhydrophobic Materials 

Various superhydrophobic materials have been introduced by different researchers 
as coatings on asphalt pavement. Table 1 provides some superhydrophobic mate-
rials’ components with references. Zakerzadeh et al. mentioned the potential of 
these materials in increasing skid resistance in their paper. The HPS of the coated 
asphalt pavement has been found significantly higher than the uncoated one. It was 
observed that superhydrophobic material has desirable performance in road sections
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Table 1 A summary of the well-known superhydrophobic materials 

References Material Component 

Rith et al. 
[28] 

TiO2-OA material TiO2-octadecanoic acid coating material 

Arabzadeh 
et al. [2] 

Polytetrafluoroethylene coating 
(PTFE) 

Layer-by-layer method was used to create an 
asphalt concrete surface coating 

Gao et al. 
[10] 

Superhydrophobic and 
luminescent cement pavement 
materials (SLCPM) 

Mechanical performance of SLCPM was 
improved with the addition of luminescent 
powder 

Peng et al. 
[25] 

Acrylic superhydrophobic 
coating (ASC) 

Prepared from uncured acrylic acid and 
carbon nanotubes 

Peng et al. 
[26] 

Superhydrophobic coating (SC) Room-temperature vulcanized silicone rubber 
(RTV) is the main component of the SC. The 
micro-/nano-SiO2 particles modified by a 
silane coupling agent were sprayed on the 
RTV surfaces to prepare the SC 

Li et al. [18] Nano-TiO2 superhydrophobic 
coating 

Prepared from waterborne polyurethane and 
nano-TiO2 modified by stearic acid 

with sharp slopes and areas with the greatest rainfall intensity. It may also have a 
notable effect on asphalt pavements with a greater mean texture depth. The factors 
that influence surface hydrophobicity are the amount of sprayed material and curing 
angle. Zakerzadeh et al. mentioned the significance of the optimum quantity of the 
materials. More research is required to find the optimum consumption rate to reduce 
the application cost of this treatment. 

2.2 Groove-Filled Asphalt Pavement Materials 

A pavement surface treatment technology of groove-filled polyurethane rubber 
particle elastomer (PRPE) was proposed by Yao et al. [29]. The groove-filled asphalt 
pavement has demonstrated the best skid resistance performance among various 
types of pavements verified under dry, wet, and icing conditions. They found that the 
skid resistance performance of groove-filled pavement has been increased by 4.5%, 
10.8%, and 24.6% respectively under dry, wet, and icing conditions compared with 
the common asphalt mixture. Some characteristics of groove-filled PRPE asphalt 
pavement have been verified in their paper, however, the durability of PRPE itself after 
aging, the wear resistance of groove-filled asphalt pavement, and the determination 
of groove parameters still need to be further studied.
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2.3 Rubberized Chip Seal Pavement Materials 

Gheni et al. [11] mentioned an environment-friendly material to improve the skid 
resistance of pavement in their paper. The eco-friendly rubberized chip seal has shown 
an enhanced drainage capability compared with conventional chip seal, especially on 
low slopes, because of the hydrophobic nature of crumb rubber versus the hydrophilic 
character of mineral aggregates. This material does not have a detrimental effect 
on environmental in terms of heavy metal leaching. The crumb rubber that comes 
from scrap tires is used as a substitute for mineral aggregate in chip seal pavement. 
The toxic heavy metals leached from the recycled rubber or rubberized chip seal are 
below Environmental Protection Agency (EPA) drinking water standards. Therefore, 
the research indicates that this material might not cause contamination of drinking 
water. 

2.4 Polymer-Modified Cement Concrete Pavement Materials 

Fang et al. [5] proposed polymer-modified cement concrete pavement materials to 
ensure the safety and comfort of driving. Traditional grooved cement concrete pave-
ment was shown to have a high initial skid resistance level, however, this level 
quickly fell after being exposed to traffic. Compared to conventional pavement, 
polymer-modified cement concrete demonstrated a durable performance. 

2.5 Exposed Concrete Pavement Materials 

Rith et al. [28] studied the characteristic of long-term skid resistance of exposed 
aggregate concrete pavement (EACP). They showed that the reduction rate of skid 
resistance in transverse and longitudinal tinning was more rapid than that in exposed 
aggregate concrete texture under traffic load. This indicated that EACP not only 
provides sufficient skid resistance at an early age but also well maintained the 
high surface durability against wearing and stabilizes its adequacy for long-term 
performance. A summary of discussed materials is presented in Table 2.

3 Hydroplaning Models 

Hydroplaning speed modeling can be classified into empirical and numerical 
approaches that involve generating relationships to relate hydroplaning speed with 
different parameters. Numerous studies have been conducted to determine methods 
to improve the threshold of hydroplaning. We have summarized the major models
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Table 2 A summary of discussed surface improvement materials 

References Pavement types Materials Component 

Zakerzadeh Asphalt pavement Mentioned in Table 1 (1) Higher HPS 
(2) Desirable 

performance with 
sharp slopes and areas 

(3) Great performance in 
high rainfall intensity 

Yao et al. 
[29] 

Groove-filled 
asphalt pavement 

Polyurethane rubber particle 
elastomer (PRPE): 40 mesh 
rubber particles, 60% 
polyurethane binder content, 
3% catalyst, and 5% diluent 

(1) Ice breaking quality 
(2) Higher skid resistance 
(3) Durable PRPE bonds 

Gheni et al. 
[11] 

Rubberized Chip 
Seal Pavement 

Two types of recycled rubber, 
ambient, and cryogenic 

(1) Eco-friendly 
(2) Skid resistance under 

ambient and elevated 
temperature 

Fang et al. 
[5] 

Polymer-modified 
cement concrete 
pavement 

Exposed concrete pavement 
(EACCP) and 
(polymer-modified cement 
concrete pavement (PCC) 

(1) Reduces the noise 
between the pavement 
and tires 

(2) Higher sliding 
resistance of the 
pavement 

(3) More durable skid 
resistance than 
traditional grooved 
pavement 

Rith et al. 
[28] 

Exposed concrete 
pavement 

Exposed aggregate concrete 
pavement (EACP) 

(1) Provides adequate 
skid resistance at 
early stage 

(2) High surface 
durability against 
wearing and 
stabilizing its 
adequacy for 
long-term 
performance

derived from different experimental and numerical studies in Tables 3 and 4, 
respectively.
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Table 3 A summary of the empirical methods and their scopes 

References Empirical models Parameters Scope 

Horne Nasa 
hydroplaning 
equation 

Tire inflation pressure (P) (1)  Used for  validation for  
other models 

(2) Does not consider 
other necessary 
variables such as tire 
footprint ratio, WFT 

(3) Does not account 
WFD > 4.8 mm 

(4) Overestimates truck 
hydroplaning 

Gallaway et al. 
[9] 

Gallaway 
hydroplaning 
model 

Tread depth (TD), pavement 
macrotexture depth (TXD), 
water depth (WD), tire 
pressure (p), spin down 
percent (SD) 

(1) Considers WFT, tire 
inflation pressure, and 
the pavement texture 
characteristics 

(2) Validated for 
high-speed values 

(3) Not accurate for 
highly textured 
surfaces 

(4) Based on specific tire 
profiles 

(5) Incorrect inputs 
built-in for spin down 
and tire tread depth 

Huebner et al. 
[15] 

PAVDRN 
hydroplaning 
model 

Water depth (WD), pavement 
macrotexture depth (TXD), 
tire pressure (p) 

(1) Can analyze flow over 
four different kinds of 
pavements 

(2) Relatively unreliable 
for predicting 
hydroplaning in the 
inner lanes 

(3) Provide incorrect 
results for highly 
texture surfaces and 
high rainfall intensities 

Gunaratne et al. 
[12] 

USF model Wheel load (WL), tire 
pressure (Pt), water film 
thickness (WFT) 

(1) Based on Ong and 
Fwa’s comprehensive 
numerical prediction 

(2) Can predict HPS for 
different light vehicles 

Lee et al. [16, 
17] 

Florida enhanced 
hydroplaning 
model 

Parameter used in Gallaway, 
PAVDRN, and USF models 

(1) Offers different 
analysis 

(2) Identifies high-risk 
location 

(3) Limited number of 
variables 

(4) Incapable of 
differentiating 
between upward and 
downward traveling 
vehicles
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Table 4 A summary of the numerical methods and their scopes 

References Modeling Features Scope 

Ong and 
Fwa [23] 

Tire—FEM 
Pavement 
surface—FEM 
Fluid flow—contact 
algorithm 
Tire–fluid 
contact—ALE 

(1) Able to take varying speed, WFT, locked wheel 
sliding speed 

(2) Provides information on the relative contribution of 
traction and fluid drag to skid resistance 

(3) Provides information on the changes in the area of tire 
pavement contact zone 

Zhu et al. 
[30] 

Tire—FEM 
Pavement 
surface—FEM 
Fluid flow—contact 
algorithm 
Tire–fluid 
contact—ALE 

(1) Provides good accuracy due to due to choosing a 
shear stress transport model 

(2) Predicts HPS on different asphalt pavement 

Ding and 
Wang [4] 

Tire—FEM 
Tire–fluid 
contact—CEL 

(1) A 3D grooved tire–water–pavement interaction model 
(2) Mentions effectiveness of Permeable friction course 

for reducing HP 

Nazari 
et al. [22] 

Tire—FEM 
Tire–fluid 
contact—CFD model 
using star-CCM+ 

(1) Improves the prediction due to the two-phase flow of 
water and air 

(2) The volume fraction of other fluids can be captured 
which can be used to study tire tread design 

Fourey 
et al. [7] 

Tire—FEM 
Tire–fluid 
contact—CPS 
algorithm for SPH–FE 
coupling 

(1) Reduces the final algorithmic complexity and 
provides better computational efficiency 

(2) Compressible feature of SPH 
(3) Allows larger time steps 

3.1 Empirical Models 

3.1.1 NASA Hydroplaning Equation 

In 1962, the NASA Langley Research Center developed the NASA hydroplaning 
equation, which is still commonly used in tire, aviation, and automobile industries, 
and the highway and airport authorities [3]. This formula was extended and adapted 
to passenger cars in 1968 by Horne. Equation 1 describes the relationship between 
tire inflation pressure (P) and hydroplaning speed (Vp). This equation is used for the 
validation of different numerical models by researchers. 

Vp = 6.35 
√
P (1) 

However, the NASA equation cannot predict the hydroplaning speed correctly due 
to not considering other necessary variables such as tire footprint ratio, and water 
film thickness [23]. This equation does not consider water film depth greater than 
4.8 mm and overestimates truck hydroplaning [24].
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3.1.2 Gallaway Model 

The Gallaway model is one of the commonly used empirical models which relates 
hydroplaning speed (Vp) to parameters such as water film thickness, tire inflation 
pressure, pavement texture characteristics [9]. The terms of Eqs. 2 and 3 are defined 
in Table 3. 

Vp = (SD)0.04 (P)0.3 (TD + 1)0.06 A (2) 

A = max{(10.409/WD0.06 + 3.507), (28.952/WD0.06 − 7.718)T × D0.14} (3) 

The Gallaway model was validated for high-speed values. Some drawbacks of 
this model are mentioned by different researchers in their papers. This formula is 
not accurate for highly textured surfaces [27]. The Gallaway equations are based 
on specific tire profiles so they cannot predict hydroplaning situations for other tire 
profiles [9]. Besides, the equations have incorrect inputs built-in for spin down and 
tire tread depth [16]. 

3.1.3 PAVDRN Hydroplaning Model 

Huebner et al. [15] introduced a computer model named PAVDRN for predicting 
water film thickness and potential for hydroplaning on new and reconditioned pave-
ments in 1997 [15]. The model is based on the work of Gallaway et al. [9]. PAVDRN 
can predict hydroplaning potential on four pavement types, Portland cement concrete, 
grooved Portland cement concrete, dense-graded asphalt concrete, and open-graded 
asphalt concrete [1]. 

The PAVDRN model for V p is provided for two levels of water film thickness 
(WFT). 

Vp = 26.04 WD−0.259 , for WFT < 2.4mm (4)  

Vp = 3.09 A, for WFT ≥ 2.4mm (5)  

A is defined in Eq. 3 and WD is the water depth. PAVDRN is seen to be more 
reliable in predicting hydroplaning incidents on outer lanes including those of wider 
road sections and relatively unreliable in the inner lanes [12]. The model does not 
provide accurate results for highly textured surfaces as the Gallaway model. For 
higher rainfall intensities, the WFT values have been found underestimated [27].
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3.1.4 The University of South Florida (USF) Model 

The USF model is an analytical hydroplaning prediction (HP) model developed 
at the University of South Florida. The USF model was developed by Gunaratne 
et al. in 2012 by fitting an empirical equation to the finite element (FE) simulation 
results provided by Ong and Fwa [12]. The USF model can be used to predict the 
hydroplaning speeds for different light vehicles that employ tires compatible with 
the locked wheel tester tires [19]. 

Vp = WL0.2 p0.5 t

((
0.82/WFT0.06

) + 0.49
)

(6) 

3.1.5 Florida Enhanced Hydroplaning Model 

An HP tool has been developed by Lee et al. [16] of the Florida Department of 
Transportation (FDOT) for predicting the traveling speed at which a vehicle would 
start hydroplaning. A total of four Empirical WFT models namely, Gallaway model, 
U.K. Road Research Laboratory (RRL) model, New Zealand (NZ) Modified model, 
PAVDRN model, and three HPS models, PAVDRN model, USF model, and Gall-
away model were implemented in the tool. The tool was implemented in a macro-
enabled Excel spreadsheet environment. It comprises macros or code written in 
Visual Basic for Application (VBA) language, primarily for the user to navigate 
through the spreadsheet, run advanced analysis, and generate output tables and plots 
as appropriate. The program provides a variety of analysis options, including deter-
ministic, sensitivity, and risk analyses. The primary use of the new HP tool is for 
checking the final geometric roadway design parameters for hydroplaning poten-
tial. In addition, this tool can also be used for identifying specific locations with a 
greater potential for hydroplaning. The main limitation of this tool is the use of a 
limited number of variables available in the empirical equations of WFT and HPS. 
Besides, this tool cannot differentiate the hydroplaning potential of a vehicle traveling 
downwards from that of a vehicle traveling upwards. 

3.2 Numerical Models 

Researchers have developed many numerical models based on soil mechanics, 
fluid mechanics, and fluid–structure interaction (FSI) to simulate the hydroplaning 
phenomenon. The FSI simulation is a very challenging and complex problem. Many 
researchers are exploring new methods for solving FSI. Using the Arbitrary Euler 
Lagrangian (ALE), Coupled Euler Lagrangian (CEL), or other fluid–structure inter-
action formulations, hydroplaning can be simulated by assigning different frames to 
the tire and the fluid domain [20].
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Ong and Fwa [23] proposed a numerical model to simulate the hydroplaning 
of a locked wheel slide on the wet pavement. In this model, fluid flow modeling 
is achieved by modeling the behavior of fluid flow near the tire pavement contact 
patch using the complete set of Navier–Stokes equations using ALE formulation. The 
model is able to take varying speed, water film thickness and locked wheel sliding 
speed and provide information on the relative contributions of traction and fluid drag 
to skid resistance and the changes in the area of tire pavement contact zone. They 
discovered that HPS increased with decreasing water film thickness and increasing 
tire load pressure [8]. Zhu et al. [30] established a finite element model (FEM) of tire– 
fluid–pavement in ABAQUS, composed of a 225-40-R18 radial tire and three types of 
asphalt pavement covered with a water film. Water film in the numerical hydroplaning 
model was approximated as a Newtonian fluid, which obeyed the conservation of 
mass, momentum, and energy. The model provided good accuracy due to choosing a 
shear stress transport model. The results could be applied to predict HPS on different 
asphalt pavements and improve pavement skid resistance design. A 3D grooved 
tire–water–pavement interaction model was proposed by Ding and Wang [4] in their 
paper. In the study, the CEL method is used to capture the hydroplaning phenomenon. 

Nazari et al. [22] mentioned the drawback associated with the CEL method in their 
recent paper. The CEL method does not account for the transport of the turbulent 
shear stress and assumes laminar fluid flow therefore this can affect results due to 
overprediction of the eddy-viscosity. They proposed a computational fluid dynamics 
(CFD) fluid–structure interaction model in their paper. The commercial software 
STAR-CCM+ was employed for the CFD work. It provides the advantage for FSI 
with the capability to couple with ABAQUS for the FE modeling. For the fluid flow, 
the Navier–Stokes equations were applied coupled with turbulence and multiphase 
flow models. The model utilizes the shear stress transport k–ω model and the two-
phase flow of water and air that improves the predictions with real hydroplaning 
scenarios. The problems associated with this model are large computation time and 
memory [21]. 

Fourey et al. [7] utilized a cost-reducing Conventional Parallel Staggered (CPS) 
algorithm for fluid–structure coupling which can provide better computational effi-
ciency. They presented a new Smoothed Particle Hydrodynamics (SPH) and finite 
element model for hydroplaning stimulation. Their suggested algorithm is dedicated 
to SPH–FE coupling strategies. This feature significantly reduces the final algo-
rithmic complexity. Another advantage of SPH resides in its compressible feature, 
allowing for considering actual compressible effects when needed and permitting 
the incompressible fluid assumption. It allows larger time steps due to the absence 
of a prohibitive CFL condition [13].
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4 Conclusion 

Hydroplaning is a concerning phenomenon that may cause minor to fatal vehicle 
crashes. In this paper, we have summarized five recently proposed hydroplaning 
surface improvement materials and ten hydroplaning models. Superhydrophobic 
coating material has a high potential to increase the skid resistance of pavement 
surfaces because of its high efficiency and low environmental impact. Curing angle 
and sprayed material quantity can influence hydrophobicity and need to be further 
studied. Groove-filled pavement has demonstrated better skid resistance performance 
compared with the common asphalt mixture. The eco-friendly rubberized chip seal 
can be an effective alternative to the conventional chip seal due to its enhanced 
drainage capability, especially on low slopes, because of the hydrophobic nature of 
crumb rubber versus the hydrophilic character of mineral aggregates. Exposed aggre-
gate cement concrete pavement (EACCP) and polymer-modified cement concrete 
pavement (PCC) can be used to improve ordinary traditional grooved pavement. They 
can provide adequate skid resistance with high surface durability against wearing. 
Other important characteristics of these materials, such as maintenance cost and 
longevity need to be explored in the future. 

Hydroplaning estimation can be done by empirical and numerical approaches. 
Empirical tools can be used for an initial assumption of hydroplaning potentials. But 
these empirical models may not include all the relevant parameters in some cases. 
Numerical models can input varying speed, water film thickness, vehicle tire, and 
pavement surface parameters. Therefore, it can provide better results than empir-
ical models. However, some parts of the numerical modeling are more complex 
than usual, e.g., FSI simulation, and they require a separate discussion on how to 
solve them. We have discussed various models that address and solve the problem. 
The Arbitrary Euler Lagrangian (ALE) and Coupled Euler Lagrangian (CEL) fluid– 
structure interaction formulations are mostly used in different numerical models. The 
drawback of these formulations is that they consider water flow as laminar and do not 
account for shear stress, whereas a recently proposed CFD-FSI simulation can solve 
this problem but requires more computation time and memory. Another approach, the 
Conventional Parallel Staggered (CPS) algorithm can be a cost-reducing approach 
for fluid–structure coupling but a huge computational time is required to stimulate 
the whole wheel with fine spatial tire resolution. There are scopes to improve the 
numerical models in the future by designing a more robust tire–fluid interaction 
model for better computational efficiency. 
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Design Methodology and Properties 
of Concrete Mixes Developed 
for an Underwater Repair Application 

Sudip Talukdar, Negar Roghanian, Roland Heere, and Neil McAskill 

Abstract Designing a concrete mix which can be easily placed for underwater 
construction and repair of marine structures, while meeting strength and durability 
requirements can be an engineering challenge. This paper presents the design method-
ology and properties of a concrete mix used for an underwater repair project at a 
hydropower dam spillway repair located in Western Canada. Small-scale lab trials 
of different design mixes were initially batched to screen potential mix designs, 
according to properties including compressive strength, visual index, flow charac-
teristics, and washout resistance. Based on the results, these trials were followed by 
larger scale mockup trials. These served not only to verify properties determined 
during the initial lab trials, but also to determine additional properties like abrasion 
resistance and capacity to bond to the substrate. Thereafter, a design was finalized 
to be used for on-site repairs. As per lab and mockup test results and observations, 
it was found that well-graded aggregates, higher paste contents, and optimal use 
of supplementary cementitious materials, such as silica fume and fly ash lead to 
high flow and ease of placement. Optimum amounts of high-range superplasticizing 
admixtures can also enhance the flowability, but excessive amount of superplasti-
cizer can significantly increase bleeding. To enhance the washout resistance, use of 
an anti-washout admixture (water-soluble polymers with strong absorption capacity) 
and silica fume is also generally recommended. The type of aggregates used can also 
affect bleeding and flowability. 
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1 Introduction 

Underwater concrete (UWC) is a highly flowable concrete that can spread into place 
under its own weight and achieve good compaction in the absence of vibration, 
without exhibiting defects due to segregation and bleeding. Underwater concrete 
technology has developed dramatically in recent years. It is now possible to propor-
tion mixes with high fluidity as well as high resistance to washout and segregation 
[1]. However, designing UWC mixes remains challenging, as specific rheological 
properties are desired in order to achieve sufficient flowablility to enable the mix to 
be pumped and placed underwater without segregating or washout. Moreover, at the 
same time, strength and durability criteria for the mix must also be met. 

Underwater concrete washout resistance has been studied by many researchers. 
Over the past decades, underwater casting of concrete has been carried out by mixing 
fresh concrete with high-range water-reducing agents and anti-washout admixtures 
(AWAs), which are water-soluble polymers with a chain shape and high absorption 
capacity [2]. AWAs impact the concrete’s rheology by increasing the flowability 
resistance and plastic viscosity, and reducing dilution by water. It has been reported 
by several authors that increasing AWA dosage reduces the slump and may increase 
segregation which can be compensated by increasing cement and content and fine 
aggregate ratio. Sonebi and Khayat evaluated the effects of the dosage and type of 
AWA, w/cm ratio, the advantages of incorporating silica fume on wash-out resistance 
and strength of highly flowable concrete [3]. According to their findings, the reduc-
tion of w/cm and increase of AWA (with the use of high-range water-reducing agent 
to maintain a given consistency) can increase the wash-out resistance of high flow-
able concrete [4]. In addition, the incorporation of silica fume into UWC mixtures 
improves their anti-washout properties and consistencies [5]. 

The abrasion resistance of ordinary concrete is proportional to the amount and 
hardness of the aggregates used. However, in the case of underwater concrete, 
researchers reported that the resistance to abrasion is mainly dependant on the 
hardness of the cement matrix, which is linked to the washout resistance of matrix 
components. Research shows that the addition of fly ash and silica fume increases 
the abrasion resistance of UWC and decreases the risk of cracking [6]. 

The effectiveness and long-term durability of the underwater repair are also 
strongly dependent on the bond between the repair and the substrate which consisted 
of mechanical interlocking and chemical adhesion. Appropriate roughness of the 
surface results in better mechanical interlocking and interfacial bond strength. Brzo-
zowski et al. investigated the effect of surface preparation on the adhesion of UWC 
containing anti-washout admixture and superplasticizer. Researchers confirmed 
the correlation between increased hydrostatic pressure and the adhesion of the 
underwater repair to the horizontal substrates, hammered or sandblasted [7].
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2 Research Significance 

This paper presents the mix design methodology, tests selection and results, lessons 
learnt, and recommendations associated with the design of a UWC mix for a 
hydropower dam spillway repair project in Western Canada. Three stages of engi-
neering work are presented, initial small-scale testing of mixes in the laboratory, 
further laboratory testing of larger scale batches, followed by testing of the final 
selected mix in a series of field mockups. The findings should be useful to engi-
neers considering the use of concrete in underwater repair, requiring high flow 
characteristics to secure adequate mechanical properties and durability. 

3 Design Criteria 

The mix to be designed is for an underwater concrete placement to repair sections of 
a hydroelectric dam spillway in Western Canada. The concrete would be placed at a 
water depth of approximately 30 m. The mix was to be self-consolidating concrete 
(SCC), with a minimal loss of cohesion when placed under water. The specified 
minimum compressive strength of the mix was 31 MPa at 28 days. Furthermore, mix 
specifications called for the mix to contain between 20 and 40% fly ash by weight of 
cementitious materials, a w/cm ratio of less than 0.45, and conformance to the CSA 
A23.1:19 exposure classification F-1. For reference, a single original concrete core 
from the area to be repaired was provided for further analysis. The core compressive 
strength, tested as per CSA A23.2-14C in a wet condition, was 48 MPa. Finally, the 
mix design was to contain Hard Cem, manufactured by Kryton, to improve abrasion 
resistance of the mix. 

The maximum allowable washout of the mix was limited to 8% when tested 
as per US Army Corp of Engineers Specification CRD C61. Explicit slump flow 
specifications were not provided by the client. Concrete and aggregate were to be 
provided by a local supplier, and the maximum nominal size of aggregate was limited 
to not more than 10 mm for ease of placement. 

The typical characteristic of a good UWC mix design is that it should flow easily 
into place. To aid ease of placement, the mix should require minimal to no consol-
idation when it is being placed underwater. Therefore, a high flow or SCC mix was 
preferred. At the same time, the mix must be cohesive enough to minimize washout 
during underwater placement. Therefore, the mix was designed towards maximum 
slump flow, while maintaining enough cohesion to minimize washout. A consequence 
of this is that the T50 flow time for the mix is higher than that of a usual SCC mix. 

After reviewing the available literature, specifications, and test results, we 
attempted to design an SCC mix with a maximum washout value of 8% (as per 
CRD C61), meeting exposure class F1, and having a target compressive strength of 
minimum 45–50 MPa, such as to match the compressive strength of the provided 
test core and enhance compatibility with the substrate concrete. Flowability is aided
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by use of a dense aggregate gradation (well-graded aggregate), higher paste contents 
of the mix, liberal use of supplementary cementitious materials such as silica fume 
and fly ash, and use of high-range superplasticizing admixtures. In order to aid 
in washout resistance, we anticipated using an anti-washout admixture (AWA). By 
contrast, air entraining admixture is usually not required, as it would serve little 
purpose in underwater mixes. 

4 Mixture Proportioning and Test Programme 

Phase 1: Small-scale Laboratory Testing. 

A series of 14 different initial trials were conducted on samples batched in the 
laboratory, each having a volume of 2 L. The purpose of the tests was to determine 
the optimal mix designs for the next phase of testing which involved batching larger 
volumes (20–25 L) of material. Each mix was visually examined as it was being 
batched, and its flow characteristics were assessed. For the purpose of initial testing 
only, washout was estimated by modifying the CRD C61 washout test. Rather than 
dropping the sample three times into a plastic tube filled with 1700 mm of water, 
the sample was dropped 10 times into a barrel filled with 510 mm water of water, 
followed by measuring mass loss and washout. The following materials were used 
in the different mix designs: 

• Type GU Portland cement 
• 10 mm coarse aggregate (CA) 
• Fine aggregate (FA) 
• Potable tap water 
• Type F fly ash 
• Silica fume 
• Master matrix UW 450: A liquid cellulose-based anti-washout admixture, 

manufactured by Master Builders Solutions 
• ADVA Cast 575: A polycarboxylate-based high-range water reducer, manufac-

tured by GCP 
• Hard Cem: An integral hardening admixture used to increase abrasion and erosion 

resistance of concrete, manufactured by Kryton 
• Xanthan gum: A polysaccharide powder commonly used as a food additive. It has 

also been shown to enhance stability and cohesion of concrete mixes. A literature 
review indicated that concentrations of Xanthan gum should be limited to not 
more than 0.6% by mass of cementitious material. At values greater than 0.6%, 
28-day compressive strengths may be adversely affected [8]. 

For this phase of the project, w/cm ratios ranging from 0.41 to 0.47 were tested. 
Ratios of fine aggregate to coarse aggregate (FA:CA) varied between 55:45 and 
60:40. Paste fractions ranged between 32 and 37% by volume. Based on the initial 
trials, three mixes were selected for further testing in the next phase where batch
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sizes were scaled up to 20–25 L volumes. Details of selected mixes are provided 
in Sect. 4. Through successive iterations, some general observations are noted and 
listed below: 

• As it was also reported by other researchers, there is an inverse relationship 
between the amount of AWA used and the flowability of a mix. As the amount of 
AWA increases, the likely slump flow and T50, values decrease. Therefore, there 
is a trade-off between washout resistance and flowability of a mix. 

• Increasing the silica fume content of a mix improves mix cohesion, reduces 
washout, and aids in slump flow of a mix by allowing for higher amounts of 
superplasticizer in the mix without the risk of segregation. 

• Slump flow of mixes can be improved by increasing the sand content, and 
increasing the volume fraction of paste in the mix. 

• UWC mix designs tend to flow more slowly compared with true SCC mixes, as a 
result of the presence of AWAs. 

Phase 2: Large-scale Laboratory Testing 

As it was described in phase 1, three mixes were selected for testing in 20–25 L 
batches (Tables 1, 2 and 3). It was recognized that the fly ash percentage used for 
all three mixes was less than the 20% specified, but as the rheology and flow char-
acteristics of the mixes were important, that deviation from the specifications was 
accepted by the client. A brief description of each mix is as follows: 

Mix A—High AWA: A higher dosage of UW450 AWA was used in this mix to 
minimize washout. Washout, slump flow and T50 values are lower for this mix.

Table 1 Mix A—high AWA  

Quantity Density (kg/m3) Volume (m3) 

Type GU cement (kg) 324 3150 0.103 

Silica fume (kg) 66 2200 0.030 

Fly ash (kg) 81 2010 0.040 

Water (kg) 210 1000 0.210 

10 mm coarse aggregate (SSD) (kg) 650 2600 0.250 

Fine aggregate (SSD) (kg) 945 2600 0.363 

ADVA cast 575 (L) 6 1070 0.011 

UW 450 (L) 6 1200 0.005 

Xanthan gum (kg) – 1500 0.000 

Hard Cem (kg) 40 1650 0.024 

Air (L) – – 0.010 

1.047
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Table 2 Mix B—low AWA 

Quantity Density (kg/m3) Volume (m3) 

Type GU cement (kg) 324 3150 0.103 

Silica fume (kg) 66 2200 0.030 

Fly ash (kg) 81 2010 0.040 

Water (kg) 207.5 1000 0.208 

10 mm coarse aggregate (SSD) (kg) 650 2600 0.250 

Fine aggregate (SSD) (kg) 945 2600 0.363 

ADVA cast 575 (L) 6 1070 0.011 

UW 450 (L) 2.5 1200 0.002 

Xanthan gum (kg) – 1500 0.000 

Hard Cem (kg) 40 1650 0.024 

Air (L) – – 0.010 

1.042 

Table 3 Mix C—Xanthan gum 

Quantity Density (kg/m3) Volume (m3) 

Type GU cement (kg) 324 3150 0.103 

Silica fume (kg) 66 2200 0.030 

Fly ash (kg) 81 2010 0.040 

Water (kg) 207.5 1000 0.208 

10 mm coarse aggregate (SSD) (kg) 650 2600 0.250 

Fine aggregate (SSD) (kg) 945 2600 0.363 

ADVA cast 575 (L) 6 1070 0.011 

UW 450 (L) – 1200 0.000 

Xanthan gum (kg) 1.5 1500 0.001 

Hard Cem (kg) 40 1650 0.024 

Air (L) – – 0.010 

1.041 

Note The Xanthan gum concentration by weight of cementitious materials is 0.32%. 

Mix B—Low AWA: A lower dosage of UW450 AWA was used in this mix to 
maximize flowability. The washout value was higher for this mix, but the mix had 
better flow characteristics. 
Mix C—Xanthan gum: Similar to mix B, but UW450 AWA was replaced with an 
appropriate dose of Xanthan gum to provide a mix with characteristics comparable 
with mix B. 

The batching sequence consisted of mixing the sand and cementitious materials in 
a drum mixer, then adding two-third of the mixing water followed by the admixtures
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Table 4 Fresh concrete tests 
[9, 10] Test name Applicable test standard 

Slump Flow/T50 CSA A23.2-5C 

Air content CSA A23.2-4C 

Temperature CSA A23.2-17C 

Plastic density CSA A23.2-6C 

Washout CRD C61 

and the rest of the water. The concrete was mixed for 3 min, rested for 1 min, followed 
by a further 2 min of mixing. The ambient temperature during concrete preparation 
and sampling was approximately 20 °C. Table 4 presents the plastic concrete tests 
conducted on the three mixes batched. Test results are summarized in Tables 5 and 
6. 

The consistency of the mixes was evaluated by the slump flow test (see Fig. 1). 
Additionally, cylinders were cast for compressive strength testing at 7, 28, and 
56 days. Table 7 and Fig. 2 present the results.

The presence of Xanthan gum in mix C was able to generate a mix which had 
acceptable rheological properties. However, even at 0.32% concentration its presence 
clearly affected the compressive strength of the mix. As it was desirable to produce 
a stable mix with as much slump flow as possible, it was decided to proceed to the 
field mockup phase with mix B.

Table 5 Mix design 
parameters Mix A Mix B Mix C 

Paste fraction (by vol) 0.37 0.37 0.37 

Silica fume of CM% 14.0 14.0 14.0 

Fly ash of CM% 17.2 17.2 17.2 

w/cm 0.45 0.44 0.44 

FA:CA (by mass) 60:40 60:40 60:40 

CM cementitious materials 

Table 6 Mix performance 
Mix A Mix B Mix C 

Slump flow (mm) 575 725 700 

T50 (s) > 10 6 6 

Air content (%) 1 1.5 1.3 

Temperature (oC) 26 25 24 

Plastic density (kg/m3) 2346.6 2349 2367 

Washout (%) 4 7.8 9.3 
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Fig. 1 Slump flow results (L–R)—Mix A, Mix B, Mix C 

Table 7 Average 
compressive strength test 
results 

Test age (days) Average compressive strength (MPa) 

Mix A 7 37.0 

28 64.1 

56 68.0 

Mix B 7 38.1 

28 62.3 

56 67.8 

Mix C 7 18.9 

28 28.4 

56 33.5 
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AAverage compressive st rength (MPa) 

Mix A Mix B Mix C 

Fig. 2 Average compressive strength test results



Design Methodology and Properties of Concrete Mixes Developed … 1055

Phase 3: Mockups/Field Trials 

A series of three field trials were held at the placement contractor’s facility. Our 
objectives were: 

• To evaluate the performance of the selected repair mix in the field. 
• To ensure correct selection of placing equipment for the mix. 
• To develop competency for the placement crew in working with the mix and 

placing it underwater. 
• To evaluate the bond characteristics of the mix with the repair substrate. 
• To evaluate abrasion resistance of the repair mix as per ASTM C1138 [11]. 

Mockups were carried out by casting concrete blocks which were placed into a 
water tank at the contractor’s facility. Concrete was placed by pumping it into forms, 
which had been bolted onto prepared ‘repair areas’ on each of the block surfaces. 
Repairs were carried out in an inclined position as well as a vertical position. Figure 3 
shows the dimensions (ft) of the concrete blocks: 

Figure 4 shows the blocks prior and after being immersed in the water tank. 
Figure 5 shows the placement process in the tank. For each mockup, the dimensions

Fig. 3 Repair block dimensions (L—inclined, R—vertical). Dimensions in feet 
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Fig. 4 Concrete blocks prior and after immersion in the water tank 

Fig. 5 Placement of UWC 
repair mix 

and orientation of the blocks were not varied, therefore, essentially, the process was 
repeated three times. 

5 Discussion of Results 

The concrete repair mix performed as expected in its plastic state. Test results of the 
fresh properties of the mix, as well as the strength development are summarized in 
Table 8 and Fig. 7:
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Table 8 Fresh concrete test 
results of mockup 2 Slump flow (mm) 725 

Air content (%) 1.4 

Density (kg/m3) 2328 

Temperature (°C) 29 
33

.3
 

47
.4

 

64
.1

 

7  D A Y S 2 8  D A Y S 5 6  D A Y S  

Average Compressive Strength (MPa)  

Fig. 7 Average compressive strength test results, mockup 2 

The repairs from mockup 1 were visually inspected after the formwork was 
removed. The repairs appeared to have been cast in an acceptable manner, based 
on visual observation. The panel which had been cast in a diagonal position exhib-
ited air pockets, likely due to bubbles which had formed at the interface between the 
form and the top of the repair surface. The cause of the bubbles is unknown. The 
panel which had been cast in a vertical position showed no such air bubble forma-
tion. Therefore, it is possible that the placement orientation may have an effect on 
formation of surface imperfections such as air bubbles on the repair surface. This is 
a matter which may need to be researched further. 

Under the impact of flowing water, hydraulic structures and repairs will inevitably 
be subjected to abrasive forces. Therefore, a sample was cast to evaluate the abrasion 
resistance of the mix as per ASTM C1138-19. Test results are provided in Table 9, 
and a picture of the surface of the specimen after testing is provided in Fig. 8. Strength 
and abrasion test results indicated the mix would likely exceed minimum strength 
criteria and would have a good durability while in service. 

A good quality repair however, is not simply achieved by placement of the repair 
material. If there is inadequate bonding between the repair and the substrate, the repair

Table 9 Abrasion test 
results, mockup 2 Height (mm) Diameter (mm) Mass loss (g) Mass loss (%) 

105 279 63 0.4
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Fig. 8 Abrasion test 
specimen at end of test

becomes effectively useless. Bond strength can be influenced by different factors, 
including the presence of contaminants on the substrate surface, substrate surface 
roughness, and the presence of surface micro-cracks. To verify bond strength and to 
evaluate the adequacy of the surface preparation procedures, cores were extracted 
from the repaired mockup concrete blocks to test the bond strength as per CSA 
A23.2-6B (see Fig. 9). The test results from the first two mockups were alarming, as 
the majority of the cores failed due to bond delamination during the coring process 
itself, indicating a very poor bond (see Table 10). 

The tensile bond test results from the first two mockups were communicated 
to the placement contractor, and the surface preparation methods used for these 
two mockups were reviewed. For the third mockup, extra care was paid to surface

Fig. 9 Tensile bond test 
set-up
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Table 10 Tensile bond strength test results 

Mockup 1 Core 1 Bond failure during coring Average = 0.23 MPa 

Core 2 Bond failure during coring 

Core 3 0.7 MPa 

Mockup 2 Core 1 Bond failure during coring Average = 0.30 MPa 

Core 2 Bond failure during coring 

Core 3 0.9 MPa 

Mockup 3 Core 1 0.9 MPa Average = 1.07 MPa 

Core 2 0.9 MPa 

Core 3 1.4 MPa

preparation. The surface was pressure washed to ensure a clean substrate, free of 
deleterious materials with surface texture of at least ICRI CSP 6. The increased 
emphasis on surface preparation appeared to work, as the test results from mockup 
3 were significantly improved. All three cores were extracted with the bond intact. 
All tensile bond strengths were ≥ 0.9 MPa. Overall, the repair mix performed well 
and could be pumped and placed fairly easily in the field. 

Field trials allow for verification of the performance requirements of the repair 
mix, and they give the placement crew an opportunity to work with and familiarize 
themselves with the repair mix. They allow for proper selection and testing of the 
equipment which will be used to place the mix (i.e. pumps, hoses, etc.), and prepare 
in advance for potential issues on-site, such as the ones experienced in this project 
regarding substrate preparation. 

6 Conclusion and Recommendations 

A number of important lessons were learnt which other practitioners involved in 
design of placement of UWC mixes may find useful: 

• Based on visual observations in phase 1 of this study, the variations of washout 
and slump flow is highly affected by the w/cm ratio, the use of supplementary 
cementitious materials such as silica fume and fly ash, as well as the concentration 
of AWA. 

• As the amount of AWA increases, slump flow decreases and T50 value increases 
(Table 6). 

• Based on visual observations in phase 1 of this study, for a given fluidity, regardless 
of AWA content, increasing the silica fume content of the mix improves mix 
cohesion and washout resistance. 

• Based on visual observations in phase 1 of this study the slump flow of the mixes 
can be improved by increasing the volume fraction of paste in the mix.
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• Xanthan gum appears to have an adverse effect on strength development of UWC 
mixes. 

• The field trial/mockup process is a necessary stage and should be encouraged 
prior to actual placement of UWC for a repair project. 

• Substrate preparation is essential to ensuring a durable repair. Improper surface 
preparation may result in premature debonding of the repair material. 

• Placement orientation may have an effect on the formation of minor surface 
imperfections on the repair concrete. 
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Interfacial Bonding of Nano-modified 
Cementitious Composites Incorporating 
Basalt Pellets to Normal Concrete 

Elhadary Riham and Bassuoni Mohamed 

Abstract Interfacial bonding between precast normal concrete (NC) and cast-in-
place high-performance fiber-reinforced cementitious composites (HPFRCC) has 
received significant attention in recent years, for applications such shear key fillers 
in bridge deck joints. Novel HPFRCC has been recently developed at the University of 
Manitoba. These composites include various constituents (cement, slag, nano-silica) 
and reinforced with fiber systems (single and hybrid) including polyvinyl alcohol 
(micro-PVA) and basalt fiber pellets (macro-BFP). BFP is a novel class of basalt 
fibers, where basalt fiber strands are coated by a polymeric resin with textured surface 
micro-grooves. In this study, the interfacial shear bond adhesion and coefficient of 
friction between the NC and HPFRCC were evaluated using bi-shear test and slant 
shear test, with an inclination angle of 33.7º with the vertical. The results showed that 
nano-silica had a significant effect at improving the interfacial bonding strength and 
coefficient of friction with NC. The addition of 1% micro-PVA fibers to macro-BFP 
(hybrid system) in the nano-modified composites led to a noticeable improvement 
in their interfacial bonding and coefficient of friction with NC, which suggests their 
promising use for future field applications. 

Keywords Nano-silica · Slag · Cement · Polyvinyl alcohol fibers · Basalt fiber 
pellets · Slant shear · Bonding 

1 Introduction 

The use of cementitious composites in precast concrete (e.g., bridges) segmental 
methods is popular due to their high performance and excellent quality [1–4]. The 
precast segments are sequentially assembled with jointing [shear key joints]. These 
joints ensure the continuity and shear load transfer between the segments during 
service and under extreme loads. Numerous experimental and theoretical studies
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have focused on the shear behavior of shear key joints with different types of filler 
materials to predict the shear bond capacity [5–9]. However, poor compatibility with 
the existing concrete segments, cracking behavior, premature deterioration due to 
water infiltration and chemical agents, corrosion of reinforcing steel and reduction 
in the monolithic behavior of the segments [10] remain challenging issues for these 
types of connections. 

A viable way to impede the deterioration effects (cracking, poor bonding, delam-
ination signs) between precast concrete segments is to fill the joints with high-
performance materials that are able to control the initiation, coalescence, and prop-
agation of cracks (e.g., [11–13]). High-performance fiber-reinforced cementitious 
composites (HPFRCC) can be adopted as a new filler material, owing to its balanced 
performance in terms of mechanical and durability properties [14–17]. Moreover, 
HPFRCC has gained increased attention from engineers and researchers due to its 
high ductility under flexural, tension, and impact loading configurations, depending 
on key mixture design parameters. Different types of binder (General Use cement 
[GU], slag, fly ash, etc. and a range [0.25 to 0.35] of water-to-binder [w/b] ratios) have 
been utilized in HPFRCC with various types and geometry of fibers (e.g., polyvinyl 
alcohol [PVA], steel) (e.g., [18, 19]). Different types of ultrafine nanoparticles (e.g., 
nano-silica) have been incorporated in HPFRCC to modify the microstructure and 
enhance hardened properties. For instance, the addition of 6% nano-silica by mass 
to cement-based binders without/with supplementary cementitious materials creates 
additional nucleation sites for precipitation of hydration products [20, 21], acceler-
ates the pozzolanic reactivity [20, 22], and enhances particle packing (filler effect) 
in the hardened paste. Also, it reduces w/b in the paste due to water absorption into 
its ultrahigh surface porosity. 

The behavior of hybrid fiber systems exceeds that of the single fibers utilized in 
HPFRCC (e.g., [4, 17, 23, 24]). For example, in binary-scale fiber systems, micro-
fibers impede the coalescence of micro-cracks, and macro-fibers restrain the growth 
of macro-cracks. Hence, various types and sizes of metallic, synthetic, and natural 
fibers have been used to improve the plastic and hardened properties of HPFRCC. For 
instance, PVA macro-fibers have a tensile capacity up to 1600 MPa, with a reasonable 
modulus of elasticity (up to 66 GPa) [25]. The hydrophilic nature of PVA improves 
the potential for impeding the nucleation of micro-cracks [26]; the typical dosage 
of PVA micro-fibers is 2% by volume of the composite to yield a strain hardening 
behavior [25, 27]. For example, Wagner et al. [28] investigated the performance of 
interfacial bond stress by incorporating 0.5% and 1% PVA micro-fibers of length 
8 mm and 12 mm into repair materials. It was reported that 1% of 12 mm PVA 
micro-fibers were able to deviate the interfacial micro-crakes outside the interface 
as well as impede the nucleation of micro-cracks at the interfacial bond zone. 

Macro-basalt fibers have emerged in concrete research due to their mechanical 
properties (modulus of elasticity up to 110 GPa and high tensile strength up to 
4000 MPa), thermal resistance, non-corrosive nature, and lower cost compared with 
other alternative fibers such as glass and carbon fibers [29–32]. However, basalt fiber 
initially has an excellent bond with the cementitious matrix, but this bond losses 
with time (approximately 90 days) due to alkali-silica reactions between the silicate
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component of basalt and pore solution. Subsequently, basalt fiber pellets (BFP) have 
been produced, where basalt strands are encapsulated with a polymeric resin (e.g., 
polyamide [33]) for protection against alkaline media. However, there is still death of 
information on the use HPFRCC reinforced with a hybrid system (macro-BFP with 
micro-PVA) in various applications (e.g., shear key joints), particularly the interfacial 
bond shear stress between HPFRCC and normal concrete (NC), hence the motive 
for the current study. 

1.1 Research Significance 

The constant demand for HPFRCC in various structural applications prompts 
continual research on resilient composites exploiting recent of progress in materials 
manufacturing. Ongoing studies at the University of Manitoba led to developing 
HPFRCC composites comprising cement, high-volume slag, nano-silica and rein-
forced with BFP [14, 15, 33], or hybrid BFP/PVA systems [17]. Yet, focused research 
is still needed on aspects such as exploring the compatibility between precast NC 
concrete and HPFRCC under shear loading configurations. Such data is crucial to 
identify the functionality of these composites for resilient use as a filler/joint material. 
Hence, the primary objective of the current study was to evaluate the shear bond stress 
of HPFRCC composites comprising high-volume slag with/without nano-silica and 
reinforced with single BFP or hybrid BFP/PVA systems. 

2 Experimental Program 

2.1 Materials and Mixtures 

General Use cement (GU) and grade 100 slag meeting CSA-A3001 (2018) require-
ments were used as the main components of the base binder 700 kg/m2. A constant 
dosage 6% of nano-silica solution (NS) was used as an additive material; this solution 
comprises 50% SiO2 particles dispersed in an aqueous solution with mean particle 
size of 35 nm, and its density, specific surface area, viscosity, and pH values are 
1.1 g/cm3, 80,000 m2/kg, 8 cP, and 9.5, respectively. A fine aggregate was used in 
the mixtures with the continuous gradation of 0 to 600 μm, and its specific gravity, 
absorption, and fineness modulus are, 1.5%, 2.6, and 2.9. A high-range water reducer 
(HRWR), poly-carboxylic acid-based complying with ASTM C494 Type F (2017), 
was added to improve the workability of the mixtures. Two different fiber types were 
used to reinforce the mixtures: BFP macro-fibers and PVA micro-fibers (Fig. 1). 
Table 1 shows the geometry, dosages, and properties of two different fibers.
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2 cm2 cm  

Fig. 1 Fiber type: a PVA and b BFP 

Table 1 Properties of fibers 
Property PVA BFP 

Length (mm) 12 36 

Diameter/width (mm) 38 × 10–3 1.8 

Aspect ratio 315 20 

Specific gravity 1.3 1.7 

Tensile strength (MPa) 1600 2300 

Elastic modulus (GPa) 66 65 

Volume fraction [V f ] (%)* 1 2.5 

* PVA and BFP are expressed by volume of composite 

Three mixtures comprising 50% GU cement and 50% slag by mass of the base 
binder (700 kg/m3) with 0.3 w/b were prepared, meeting the requirement for high-
volume supplementary cementitious materials (HVSCM-1) concrete, according to 
Annex K in CSA 23.1 [2019]. About 6% of nano-silica by mass of the binder (42 kg/ 
m3) was added to two mixtures (i.e., ternary binder content of 742 kg/m3), as this 
dosage led to marked improvement of mechanical properties as reported in previous 
studies at the University of Manitoba (e.g., [14, 22]). All mixtures were reinforced 
with either single dosage of macro-BFP or hybrid BPF/PVA fibers. Mixtures rein-
forced with single fibers comprised 2.5% BFP, while the mixtures reinforced with 
hybrid fibers included 2.5% BFP combined with 1% PVA. The proportions of all 
mixtures are listed in Table 2. For the mixtures’ ID, the letters G, N, B, and V 
refer to slag, nano-silica, BFP, and PVA, respectively, while the numbers indicate 
the dosage of fibers. The mixing protocols introduced by Elhadary and Bassuoni 
[17] were followed herein, whereas the dry ingredients were added first, followed 
by gradually addition of liquid phases, and subsequently fibers were added. After 
casting the mortar in molds, all specimens were compacted using a vibrating table. 
Polyethylene sheets were then used to cover the surface of the specimens for 24 h. 
The specimens were then demolded and cured in a standard curing room (maintained 
at a 22 ± 2 °C and relative humidity of more than 95%) until testing.
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Table 2 Mixtures proportions per cubic meter 

Mixture ID Cement 
(kg) 

Slag 
(kg) 

Water* (kg) NS 
(kg) 

Fine 
aggregate 
(kg) 

PVA BFP Compressive 
stress of 
HPFRCC 
(MPa) 

G-B2.5 350 350 210 – 1288 – 43.3 79 

G-N-B2.5 350 350 180 84 1167 – 43.3 83 

G-N-B2.5-V1 350 350 180 84 1142 13 43.3 85 

2.2 Tests 

The compressive strength of full cylinder HPFRCC specimens was determined by 
testing triplicate cylinders (100 diameter and 200 mm height) at 56 days according to 
ASTM C39 [2018]. To study the bond strength between NC and HFRCC materials, 
the slant shear test with a combination of compressive and shear stress on the interface 
plane and bi-shear test with a pure shear stress at the interface plane were applied. 
According to AASHTO LRFD Bridge Construction Specification [2020], the NC 
mix design (400 kg/m3 GU cement with 15% fly ash replacement and 0.4 w/b) for 
both slant and bi-shear tests was the one typically used in the composite deck slab in 
Manitoba bridges’ superstructure; its compressive strength was 45 MPa at 28 days. 
The NC specimens/substrate were cured in a standard curing room (maintained at a 
22 ± 2 °C and a relative humidity of more than 95%) for 28 days. Subsequently, the 
NC surface was wire brushed, cleaned, and misted to act as a substrate layer surface. 

In the slant shear test, three triplicate cylinders of dimension 100*200 mm were 
tested at 56 days following the general guidelines of ASTM C39 [2018] and ASTM 
C882/C882M [2020]. The NC concrete was casted in the inclined wooden form to 
fill half of the cylinder at 33.7º with the vertical (Fig. 2), and then the HPFRCC 
was placed to fill the other half of the mold after 28 days. This inclination angle 
represents the critical theoretical inclination angle for a combination of shear and 
normal stresses at the interface plane. Thereafter, the specimens were cured in a 
standard curing room until testing. Figure 3a shows the specimen set-up and the linear 
variable differential transducers (LVDTs) to measure the resultant of displacement 
at the interface (i.e., perpendicular and parallel) during loading. The adhesion and 
coefficient of friction can be expressed using Mohr circle Eqs.1–3, where: τ n and 
σ n are the shear and normal (positive for compression) stresses acting on the bond 
interface, c is adhesion strength (the pure shear strength), μ =tan( φ) is the coefficient 
of friction, φ is the internal friction angle, σ o is the shear bond stress at the interface, 
and α is the angle of inclination with vertical. 

τn = c + μσn (1) 

τn = 0.5σ o sin(2α) (2)
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σn = σ o sin2 (α) (3) 

In bi-shear test, three triplicate concrete cubes of dimensions 150 mm were tested 
at 56 days under pure shear load at the interface, following the loading rate guideline 
of ASTM C39 [2018]. A wooden form of dimension 150 * 150 * 50 mm was inserted 
on the cube framework of dimension 150 mm to control the dimension of NC concrete 
(150 * 150 * 100 mm) during casting. After curing and preparing the NC surface, 
the HPFRCC was casted side-by-side to NC to fill the other rest part of the cube 
of dimensions 150*150*50 mm. Thereafter, the specimens were cured in a standard

10 mm 

33
.7

° 

NC 

Fig. 2 Slant shear inclination angle with vertical at 33.7° 

(a) 

HPFRCC HPFRCC 

NC NC 

(b) 

NC 

HPFRCC 

Fig. 3 Test set-up: a slant shear test and b bi-shear test 
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curing room until testing. Figure 3b shows the specimen set-up. The concrete cube 
block was supported at the outside edge by using two steel plates, while the loading 
plates were rested on the NC side at the interface between HPFRCC and NC materials. 
Moreover, the interface slip was measured by attaching LVDT at the interface during 
loading. The adhesion bond stress was calculated by Eq. 4, where: τ = interfacial 
shear bond strength, P = maximum applied load, and A = Area of the interface. 

τ = P/2A (4) 

In addition, mercury intrusion porosimetry (MIP) were determined for different 
matrices G, G-N, and G-N-V1 to identify the pore structure at 56 days. Two concrete 
cylinders were casted for each mixture to extract the small pea-sized chunks as 
test samples. Each sample was dried on oven at 50 ± 2 °C associated with silica 
gel till attainment of constant mass. The pressure of apparatus ranges from sub-
ambient to 228 MPa. By assuming a cylindrical geometry of pores and surface 
tension of 485 dynes/cm with 130° of mercury contact angle, the high-pressure 
limit (228 MPa) yields a pore radius of about 3 nm, implying intrusion of all capil-
lary pores. Besides, thermal test was also performed to corroborate the trends from 
the bulk tests. At constant heating rate 10 °C/min, the thermogravimetric analysis 
(TGA) was assessed on powder samples extracted from the triplicate cylinders used 
in compressive strength (pulverized by a mechanical grinder and passing sieve #200 
[75 μm]), to predict the content of calcium hydroxide CH in the matrix. 

3 Results and Discussion 

3.1 Compressive Strength and Hydration Development 

Table 2 lists the compressive strength of the full cylinders made from HPFRCC, 
which ranged from 79 to 85 MPa at 56 days. Inclusion of 6% NS in the slag-based 
binder improved the compressive strength of composites. This trend can be explained 
by alteration of the pore features in the G-N matrix (Table 3: reduction in porosity 
and threshold pore diameter: 10% and 0.08 μm, respectively, and increase in micro-
pores proportion: 58%). In addition, the thermal analysis (Fig. 4) showed that the 
normalized CH content in the G-N binder relative to that in the reference G binder 
continuously decreased from 0.82 at one day to 0.33 at 90 days. This improve-
ment can be ascribed to the ultrahigh specific surface of NS (80,000 m2/kg), which 
acts as additional nucleation sites for precipitation of hydration products [20]. This 
process is coupled with vigorous pozzolanic reactivity (consumption of CH with 
time to precipitate additional/secondary C-S–H), as indicated by the TG trends]. This 
was associated with particle packing/filling effect of nano-silica which densified the 
microstructure.
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Table 3 Summary of MIP test results at 56 days 

Mixture ID Apparent total 
porosity (%) 

Threshold pore 
diameter (μm) 

Proportion of 
micro-pores (<0.1 μm) 

G 11.6 0.11 44 

G-N 10.3 0.08 58 

G-N-V1 10.4 0.07 64 

)syad(emiTmuiclaCdezilamroN 
Hydroxide Content  1 3 7 28 56 90 

G-N/G 0.82 0.64 0.52 0.34 0.31 0.33 
G-N-V1/G-N 1.02 1.02 1.02 1.01 1.01 1.01 

Fig. 4 TGA results for the CH contents (at a temperature range of 400–450 °C) in the mixtures 

Regarding the hybrid system, 1% micro-PVA fibers in combination with macro-
BFP fibers (G-N-B2.5-V1) increased the compressive strength of composites 
compared with that of the corresponding mixture without PVA fibers (G-N-B2.5). 
Moreover, inclusion of the PVA micro-fibers changed the mode of failure from abrupt 
crushing of the matrix to gradual evolution of multiple cracking, where the matrix 
remained intact after reaching its capacity (Fig. 5a vs. Fig. 5b). This trend can be 
explained by the microstructural refinement induced by addition of PVA micro-
fibers. The MIP results (Table 3) showed that the addition of 1% PVA to mixture 
G-N to produce mixture G-N-V1 densified the pore structure as the proportion of 
micro-pores increased to 64% due to interrupting the continuity of capillary pores. In 
addition, the hydrophilic effect of PVA led to reduction of w/b and thus enhancing the 
ITZ with the matrix [26]. Also, the synergetic interaction between PVA micro-fibers 
and BFP macro-fibers led to impeding the nucleation of micro-cracks and control-
ling or the propagation of macro-cracks in the matrix and thus enhanced the matrix 
integrity.
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(a) (b) 

Fig. 5 Exemplar mode of failure of specimens after the compressive strength test at 56 days: 
a G-N-B2.5 and b G-N-B2.5-V1 

3.2 Shear Bond Mechanism Evaluation 

3.2.1 Slant Shear Stress 

Figure 6 shows representative load–displacement curves for all specimens cast with 
HPFRCC at 33.7º with the normal strength concrete (NC) substrate. The slant bond 
stress (σ o) was calculated from Eq. 1, and it was in the range from 16.4 to 28.5 MPa 
for all specimens. On the other hand, the de-bonding energy from the slant shear 
tests was calculated as the area under the load–displacement curve. The bond stress 
and de-bonding energy improved with increasing the compressive capacity of the 
HPFRCC mixture (Table 2), which was associated with a directly proportional load– 
displacement relationship up to a slippage of approximately 1.3 mm. For example, 
the slant bond stress and de-bonding energy for the composite specimens G-N-B2.5 
were 27% and 42% higher than that of the G-B2.5 specimens, which were 16.4 MPa 
and 9.9 J, respectively. The mode of failure for all specimens cast with G-B2.5 and 
G-N-B2.5 assemblies displayed interface failure, indicating the dominance of slant 
shear stresses over the normal stress component. However, the nano-modified matrix 
achieved higher normal and shear stress properties by 27% (Table 4). This improve-
ment could be attributed to the effective pozzolanic reactivity of NS (consumption 
of CH content (5.4%) in the NC surface), resulting in precipitation of additional/ 
secondary C-S–H at the interface, which led to improving the adhesion behavior 
through filling the gaps/voids at the interface between NC and HPFRCC.

The addition of 1% PVA micro-fibers to 2.5% BFP macro-fibers forming a hybrid 
system significantly affected the interfacial bonding parameters. The slant bond stress 
and de-bonding energy of composite G-N-B2.5-V1 specimens were 37% and 114% 
higher than that of the G-N-B2.5 specimens, which were 20.9 MPa and 14.1 J, 
respectively (Table 4). The composite comprising PVA promoted deviation of the
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Mixture  
ID 

Slant Bond 
Stress σo  

(MPa) 

De-bonding 
Energy 

(J) 

Mode of 
Failure 

G-B2.5  16.4 (0.7)    9.9 (0.4)       Interface 
G-N-B2.5  20.9 (0.8)   14.1 (0.6)       Interface 

 G-N-B2.5-V1  28.5 (1.4)   30.1 (1.9) NC+ Interface 

Fig. 6 Load–displacement relationships from the slant shear test specimens at 56 days 

Table 4 Slant shear test results 

Mixture ID Normal stress σ n (MPa) Shear stress τ n (MPa) Coefficient of friction (μ) 

G-B2.5 5.1 (0.7) 7.6 (0.7) 0.8 

G-N-B2.5 6.5 (0.8) 9.6 (0.8) 0.86 

G-N-B2.5-V1 8.8 (1.4) 13.1 (1.4) 0.96 

* Values in parentheses represent standard deviations

fracture plane from interface failure only to localized interfacial bond followed by 
cracking of NC substrate. This trend might be linked to the hydroxyl groups (OH−) 
functionality on the PVA surface, which enhanced the interaction with cement paste 
forming hydrogen bond between the HPFRCC and NC surfaces (chemical effect). 
The coexistence of PVA micro-fibers with BFP macro-fibers contributed to micro-
crack deviation and blunting at the interface, which bonding of the two layers. 

3.2.2 Bi-shear Stress 

Figure 7 shows the load–displacement for all specimens cast with HPFRCC side-by-
side with NC under the direct shear load. The pure shear bond stress (τ) represents 
the adhesion (c) in Eq. 1 and was calculated from Eq. 4. On the other hand, the 
de-bonding energy from the bi-shear test was calculated as the area under the load– 
displacement curve. A directly proportional load–displacement relationship up to a 
maximum slippage of approximately 1.6 mm was observed. Complying with the slant 
shear results, the incorporation of 6% NS into the cementitious matrix led to marked 
improvement in the interfacial adhesion between HPFRCC/NC layers. For example,
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Mixture 
         ID           

Pure Shear 
Stress τ 
(MPa) 

De-bonding    
Energy  

       (J) 

Mode of 
Failure 

G-B2.5 2.5 (0.3)   14.9 (0.9)    Interface 
G-N-B2.5    3.9 (0.3)  20.9 (1.2) Interface 

G-N-B2.5-V1 6.0 (0.4) 26.1 (1.5)  NC+ Interface 

Fig. 7 Load–displacement relationships from the bi-shear test specimens at 56 days 

the pure shear bond stress and the de-bonding energy for mixtures G-N-B2.5 were 
56% and 40% higher than that of the G-B2.5 specimens, which were 2.5 MPa and 
14.9 J, respectively, owing to the functionality of nano-silica explained earlier. 

The addition of 1% PVA micro-fibers to 2.5% BFP macro-fibers had a significant 
effect at improving the adhesive capacity of the composite specimens. The pure shear 
bond stress and de-bonding energy for the G-N-B2.5-V1 composite specimens were 
52% and 25%, respectively, higher than that of G-N-B2.5 specimens, which were 
3.9 MPa and 20.9 J. Moreover, 1% PVA fibers promoted deviation of the fracture 
plane from interface failure only to localized interfacial cracking and crushing of NC 
layer, due to the role of PVA in improving the bond with the matrix, creation of higher 
contact surface between the HPFRCC and NC and increasing surface roughness and 
interlocking at this zone. This was reflected by the larger displacement (1.6 mm) at 
failure and de-bonding energy (26.1 J). 

3.2.3 Coefficient of Friction and Adhesion 

Table 4 lists the slant shear bond stress parameters (normal stress σ n and shear 
stress τ n) at the interface between HPFRCC and NC. The normal and shear stress 
were calculated using Eqs. 2 and 3, respectively. The ratio between the shear and 
normal stresses (τn/σn) for all specimens was approximately 1.5. The coefficient 
of friction (μ) and adhesion (c) are important design parameters in several design 
codes. For example, AASHTO LRFD Bridge Design Specifications [2020] indicate 
that the applied shear displacement along the interface between two contact concrete 
is resisted by two components: interface friction and adhesion. In order to determine 
the coefficient of friction (μ), a combination of bi-shear and slant shear results should 
be available. The coefficient of friction ranged from 0.80 to 0.96 amplitude (Table 4),
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Fig. 8 Repaired specimens versus internal friction (°) and adhesion (c) 

while the friction angle, which was calculated as tan−1(μ), ranged between 38.66° 
and 43.83° (Fig. 8). Indeed, the internal friction angle increased with the adhesion 
capacity (due to the inclusion of nano-silica and PVA, as explained earlier) between 
the HPFRCC and NC. 

4 Conclusions 

Based on the variables and tests implemented in this study, the following conclusions 
can be drawn: 

• The synergistic effects of nano-silica, cement, and slag enhanced the degree of 
binder maturity and produced dense microstructure, leading to improvement in 
the compressive strength of the composites. 

• The incorporation of 6% NS (i.e., G-N-B2.5) had a noticeable improvement 
in terms of bonding stress, de-bonding energy, and coefficient of friction. This 
was attributed to the nucleation, pozzolanic reactivity, and filling effects of NS, 
resulting in extensive participation of additional cementitious gel/products at the 
contact surface area and consequently the enhancement of adhesion behavior at 
the interface between HPFRCC and NC. 

• The hydroxyl groups (OH−) and crack bridging effects of PVA micro-fibers 
offered a marked improvement in compressive strength and adhesive behavior 
between HPFRCC and NC, in terms of bond stress, de-bonding energy, and 
coefficient of friction. Moreover, the coexistence of PVA micro-fibers with BFP 
macro-fibers contributed to micro-crack deviation and blunting at the interface 
and enhanced matrix integrity. Hence, mixture G-N-B2.5-V1 may have promising
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potential in field applications such shear key and precast concrete fillers/joints in 
bridges. 
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Monotonic and Cyclic Pullout 
Performance of Hooked-End Super 
Elastic Shape Memory Alloy Fibers 
and Steel Fibers Embedded into Concrete 

Demewoz W. Menna, Aikaterini S. Genikomsou, and Mark F. Green 

Abstract The bond characteristics between concrete and reinforcing fiber play a 
significant role in the performance of fiber reinforced concrete (FRC) under various 
loading conditions. The present work experimentally examined the pullout resistance 
of double hooked-end NiTi and steel fiber from 35 MPa (NS–Normal strength) and 
60 MPa (HP–high-performance) concrete under monotonic and cyclic loading to 
assess the potential application of NiTi fiber in concrete. A novel SMA fiber fabrica-
tion method that starts with heavy cold-working the wire, then bending to the desired 
shape and followed by heat treatment at 350 °C was used. The heat treatment enabled 
higher strain recovery, shorter stresses plateau length and higher energy dissipation 
under cyclic loading. Individual fibers were embedded into concrete matrix with 
an embedment length of 30 mm. Comparison between steel and NiTi fibers on the 
maximum load, average and equivalent bond strength, and cyclic energy dissipation 
were studied. The results showed that the unique super elastic property of the NiTi 
shape memory fiber can be utilized by providing 5D anchorage that could be used 
to produce FRC with significant crack closing and energy dissipation capacity. The 
SMA fibers showed lower average bond strength and slightly higher equivalent bond 
strength than the steel counterparts. The SMA fibers outperformed the steel fibers 
on re-centering and energy dissipation under hysteretic pullout loading. 

Keywords SMA fiber · Steel fiber · Hooked-end · Concrete · Bond · Pullout 
energy · Re-centering 

1 Introduction 

Addition of fibers improves the post cracking tensile strength, ductility, flexural 
strength, and energy absorption capacity of concrete [1, 2]. Fibers main contributions 
initiates after the concrete cracks, as the fibers transfer stress across cracks. Interfacial
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bond strength between fiber and matrix plays a significant role on the stress transfer-
ring capacity of fibers [3]. Pullout behavior of fibers is governed by the mechanical 
anchorage and tensile properties of the fibers and transverse tensile strength of the 
matrix [4]. In cracked FRC, the fiber matrix bond strength weakens due to either 
time-dependent monotonic loading or cyclic-dependent repeated loading [5]. 

Steel fibers are the most commonly used type of fibers and other types include 
synthetic (polymer, polypropylene), natural, glass, and carbon fibers. Under repeated 
loading, hooked-end steel fiber reinforced concrete absorbs applied energy through 
deformation (hook straining) and yielding of fibers [6]. However, after the steel 
fibers yield they do not return to their original position and further energy could 
not be dissipated. In addition, this plastic deformation of steel fibers leads to crack 
widening, which allows corrosive chemicals to enter the FRC [7]. 

Shape memory alloys (SMAs) have recently been introduced as fiber materials 
for their remarkable recovery from significant deformation. Shape memory alloys 
recover from 8% strain either by heating (called shape memory effect) or when the 
stress is removed (called super elastic effect) [8]. These alloys have two internal 
crystal arrangement phases: the martensite and the austenite. Internal crystal shear 
lattice distortion exited reversable phase transformation from austenite to martensite 
(or vice versa) is responsible for super elastic and shape memory characteristics 
of SMAs [9]. A typical tensile stress–strain relationship of super elastic SMA is 
shown in Fig.  1. The stress grows linearly up to the forward transformation stress 
during the initial loading period, then gradually develops a stress plateau, which is 
referred to as the loading plateau. Further increase of the stress, leads to a rise in slope 
due to strain hardening. The unloading path starts with liner response until reverse 
transformation occurs, followed by the unloading plateau, and finally unloads to a 
smaller or zero residual strain [8]. This difference in loading and unloading paths 
enables super elastic SMAs to dissipate significant energy. The unique spontaneous 
strain recovery made super elastic SMAs a potential material for FRC with self-
centering and crack closing capacities [7, 10]. Cement mortar beams with hooked-end 
super elastic SMA fibers placed above notch showed considerable re-centering and 
crack closing capabilities after large deformations [11]. Sherif et al. [7] investigated 
the cyclic flexural behavior of concrete prisms reinforced with randomly distributed 
straight super elastic fibers. They concluded that the contribution of the super elastic 
fibers to re-centering capacity was limited due to the poor pullout resistance of the 
fibers and recommended hooked-end fibers.

To exploit the re-centering capacity and dissipate significant energy, the super 
elastic SMA fiber’s pullout resistance must be greater than the loading plateau stress 
of the SMA [10]. Various efforts have been made to improve the pullout resis-
tance of super elastic SMAs. Choi et al. [12] compared the bond slip characteristics 
of L-shaped, N-shaped, and crimped end SMA embedded in mortar matrix and 
found that crimped fibers showed better anchorage and re-centering capacity under 
cyclic loading than L-shaped and N-shaped end fibers. The L-shaped and N-shaped 
end fibers suffer from excessive pullout under lower load and re-centering was not 
attained. Choi et al. [10] suggested spearhead-end super elastic fibers fabricated 
by pressing the end parts of straight fibers. The pullout resistance of single and
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Fig. 1 Typical stress strain 
response under cyclic 
loading

multi-hooked-end (3D, 4D, and 5D) super elastic fibers embedded in concrete were 
investigated by Dehghani and Aslani [13] and the results were compared with steel 
fibers with similar geometry. The number preceding “D” in the geometry designa-
tion stands for the number of segments in the hook, including the straight part. For 
example, 5D represents a hook with 5 segments, as shown in Fig. 3: the straight 
part plus the four segments with lengths ranging from L1 to L4. They reported 
that although adding the number of end hooks increased the pullout resistance of 
SMA fibers, SMA fibers were found to have significantly lower bond strength than 
similar geometry steel fibers. This difference in bond slip property between steel and 
SMA fibers attributed to the difference in the deformation process and mechanical 
properties of the materials. Further experimental study that could enhance the bond 
slip properties of super elastic SMA fibers is necessary [13]. This paper aims on 
improving the pullout resistance of multi-hooked-end (5D) super elastic SMA fibers 
using an innovative fiber manufacturing technique. 

2 Experimental Program 

2.1 Super Elastic SMA Fiber Production 

Setting the desired end-hook shape of super elastic SMA requires post processing 
technique due to the spring back to its original shape. Usually, the end-hook shape 
setting of fibers is done by firmly constraining a straight wire in a mold and performing 
heat treatment while the fiber is pressed in the mold. The typical shape setting heat 
treatment for super elastic SMA wire is in the range of 500 °C and these treatments 
alter the mechanical properties of the wire [14]. Among the properties affected by 
the heat treatment is the tensile stress–strain response. It is well established that 
for hooked-end fibers embedded in cementitious matrix, the pullout resistance due
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to both friction and mechanical anchorage are significantly affected by the tensile 
properties of the fiber [15]. Thus, heat treatments impact the bond slip characteristics 
of the super elastic SMAs. 

The present work follows a novel approach on fabricating hooked-end super 
elastic SMA fibers with the aim of improving the pullout resistance of the fibers. 
The approach involves heavily cold-working prior to end-hook formation and heat 
treatment. Cold-working refers to gradually straining the wire to produce a longer 
and reduced cross-sectional area. It also increases the modulus of elasticity of the 
wire and decreases the super elastic property that allows shaping the fiber end-hooks 
by pressing in a mold, without requiring heat treatment while the fibers are in the 
mold. This method of producing desired shape form cold-worked wires followed by 
heat treating to regain superplastic property is common in medical and orthodontics 
applications [16, 17]. The proposed method is expected to produce super elastic fibers 
with better pullout resistance (by improving tensile property of SMA) and simplify 
the fiber fabrication process, by avoiding heat treating the fiber while it was in the 
mold. 

The super elastic fibers in this research were made from 48% cold-worked (the 
initial strain reduced the cross-sectional area by 48%), NiTi SMA. The wire was 
commercially supplied by Memry corporation (Bethel, United States) and had 1 mm 
diameter after cold-work. After the hooks were bent, heat treatment at 350 °C for 
40 min was conducted to regain the super elastic property. Heat treatment at 350 °C 
produces a shorter stress plateau length leading to strain hardening at relatively lower 
strain than heat treatment at higher temperature [18]. The 350 °C temperature was 
determined after evaluating the results of multiple heat treatment temperatures; the 
analysis results are beyond the scope of this paper and will be available in the authors’ 
future papers. The term stress plateau length is used to refer to the range of the strain 
from the beginning of phase transformation to the start of the strain hardening. The 
stress plateau length was determined by subtracting the strain at the beginning of 
stress plateau from the strain at the end of stress plateau (Fig. 2). The austenite start 
(AS) and austenite finish (Af) temperatures of the super elastic wire were −15 °C 
and −6 °C, respectively. Thus, the wire shows super elastic behavior above −6 °C.  
The tensile stress–strain relationship of the 48% cold-worked wire and heat-treated 
super elastic SMA wire are shown in Fig. 2. The heat-treated wire’s loading plateau 
stress was 625 MPa, the strain at the start of the plateau was 1.74%, strain hardening 
began at 4.78% strain, and thus the stress plateau length was 3.04%.The common 
super elastic fibers used in previous research had a strain hardening at 8–10% strain 
with a stress plateau length of 6.5–8% [12, 13]. The early strain hardening (short 
stress plateau length) gained in the present work is expected to increase the pullout 
resistance of the fibers, by increasing mechanical anchorage straightening resistance. 
The premise of this study is to achieve a pullout fiber stress higher than the loading 
plateau stress and initiate strain hardening so that a better crack closing capacity could 
be generated by SMA fibers in concrete. The pullout resistance of the produced SMA 
fibers was compared with one of the steel fibers.

Figure 3 presents the geometries of the SMA and the steel fibers investigated in 
this paper. Both the SMA and the steel fibers had multi-hooked-end (5D) mechanical
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Fig. 2 Tensile stress strain relationship of cold-worked and heat-treated super elastic SMA wire 
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Fig. 3 Geometry of the shape memory alloy (SMA 5D) and the steel fibers (ST 5D)

anchorage, with dimensions shown in Table 1. The fibers were embedded in concrete 
at the hooked-end with an embedment length of 30 mm. A 20 mm straight end was 
used to grip the fibers during the pullout test. The steel fibers used in this study were 
high strength 0.9 mm diameter DramixR hooked-end fibers. 

Figure 4 shows direct tensile test comparison between the steel and super elastic 
SMA. The tensile stress strain plot of the steel fiber was obtained from the manufac-
turer, DramixR. The austenite Young’s modulus of the SMA fibers was 44.2 MPa, 
and the loading plateau stress was 625 MPa. The steel fiber had a Young’s modulus of 
210 GPa and a yield stress of 2300 MPa. It is worth noting that the pullout tests were

Table 1 Dimensions of the SMA and the steel fibers 

Fiber 
material 

Geometry Hook length (mm) Hook 
angle (º) 

D f (mm) fU (MPa) 

L1 L2 L3 L4 θ1 θ2 

SMA 5D 4.5 4.5 4.5 4.0 22 24 1.0 625a, 1900b 

Steel 5D 2.6 2.4 2.6 2.6 28 31 0.9 2300 

a Loading plateau, b Ultimate tensile strength 
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Fig. 4 Tensile stress strain 
relationship of super elastic 
SMA and steel fibers 
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run at a round 23 °C, which is greater than the austenite finish temperature of the 
SMA fiber. Thus, the SMA fibers underwent stress-induced martensite hardening/ 
transformation during the test. 

2.2 Mixture Preparation 

Two different types of concrete, normal strength (NS) and high-performance (HP) 
mixtures were used. For the normal strength concrete general use Portland-Limestone 
(GUL) type cement with water to cement ratio equal to 0.5 was considered. The 
aggregates in NS included natural coarse aggregates with a maximum size of 6 mm 
and natural sand fine aggregate. The mixture composition of NS concrete was 456 kg/ 
m3 cement, 228 kg/m3 gravel, and 891.3 kg/m3 sand. The NS concrete had 35 MPa 
compressive strength at 28-day age. The high-performance concrete was HP-S6, a 
commercially available pre-blended package supplied by King package materials. 
The HP concrete contained Portland cement, silica fume, air-entraining admixture, 
and aggregate with maximum nominal size of 6 mm. The HP concrete had a specified 
compressive strength of 60 MPa. 

2.3 Sample Preparation 

Single fiber pullout specimens were prepared using a 76 × 76 × 76 mm concrete 
cubes with a fiber embedment length of 30 mm. A steel molds with cubic opening at 
the top and bottom was carefully placed on the wood formwork with the fiber at the 
center of the formwork. Then the prepared concrete mixtures were slowly poured into 
the form ensuring the fibers alignment was maintained straight. Following vibration, 
the specimens were covered by a plastic sheet and left for 24 h at room temperature 
before removing the molds. Three 100 mm diameter cylindrical specimens were cast
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to determine the compressive strength of each mixture. Then the specimens were 
further cured for 27 days in a laboratory at a temperature of 22 + −3 °C.  All the  
pullout and the compressive strength tests were conducted at 28–30 days age. 

2.4 Experimental Setup 

The pullout tests were conducted under monotonic and cyclic loading protocols 
using a testing setup shown in Fig. 5. The tests were conducted using a Zwick/Roell 
testing machine with 20 kN maximum capacity. A steel frame with two plates (one 
attached to the machine base and the other at the top of specimens) was used to hold 
the concrete cubes. A grab screw fiber griping system connected to the load cell 
was used to grip and pull the embedded fibers. Two linear potentiometers measured 
the slip. The monotonic pullout tests were run at a displacement-controlled loading 
rate of 1 mm/min. The cyclic pullout tests had 30 cycles starting at 1 mm slip to a 
maximum of 30 mm with an incremental increase of 1 mm. A constant 0.017 Hz 
frequency is used for all cycles. The cyclic tests are reported only for specimens 
imbedded in high-performance (HP) concrete. While the monotonic pullout results 
for SMA and steel fibers imbedded in NS and HP concrete are reported. 

3 Results and Discussion 

The pullout performance of the fibers was evaluated using the average bond strength 
τ av and equivalent bond strength τ eq parameters. τ av and τ eq are calculated using 
Eqs. 1 and 2 [13]. In Eq. 1 and 2; Pmax, df , and Lem represent the peak pullout load, 
diameter, and embedment length of the fiber, respectively. The total pullout energy

Fig. 5 Experimental test 
setup 

Linear 
potentiometers 

Load cell 

Holding frame Concrete cube  

Embedded fiber  

Fiber 
grabbing 

Test machine 
fixed base 
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Ep is determined by calculating the area under the load slip curve. The equivalent 
bond strength has a good correlation with the tensile properties of high-performance 
fiber reinforced concrete [13]. 

τav = Pmax 

πd f Lem 
(1) 

τeq = 8EP 

πd f L2 
em 

(2) 

3.1 Monotonic Pullout Response 

The monotonic pullout-slip curves of the SMA and the steel fibers are presented in 
Fig. 6. Fiber rapture was not observed, and all the fibers pulled out completely from 
the concrete at the end of the tests. Both the fibers pullout response exhibited strong 
dependency on the concrete compressive strength. SMA and steel fibers imbedded 
in higher strength concrete showed higher pullout resistance. Similar behavior was 
also observed in previous research [4].

The SMA and the steel fibers’ average peak pullout load raised by around 33% 
and 59%, respectively, as the concrete strength increased from NS (35 MPa) to 
HP (60 MPa). Similarly, the pullout energy increased by 48% and 35% for SMA 
and steel fibers, respectively, with the increase in matrix strength from NS to HP. 
Summary of peak pullout load, maximum tensile stress in the fiber, pullout energy, 
average, and equivalent bond strength results are shown in Table 2. The maximum 
tensile stress (σ max) in the SMA fiber was significantly higher than the SMA loading 
plateau stress (625 MPa) which indicates that the proposed fiber geometry and the 
fabrication method resulted to adequate bond strength that can produce fibers with 
significant re-centering and energy dissipating capacity [10].

It should be noted that with increasing matrix strength, although the percentage 
increase in peak pullout load of steel fibers is higher than that of SMA fibers, the 
percentage increase in the pullout energy for SMA fibers is significantly higher. This 
attributed to the more ductile deformation of the SMA fibers after the stress in the 
fiber exceeded the loading plateau stress. Figure 7 compares the average pullout 
response of the SMA and the steel fibers normalized by dividing the pullout fiber 
stress to the yield stress. The pullout fiber stress was determined by dividing the 
pullout load (P) to the cross-sectional area of the fiber (Af). The loading plateau 
stress of the super elastic SMA fiber was taken as the yield stress. The super elastic 
fibers showed significantly higher efficiency than the steel fibers. Figure 7 shows 
the pullout stress exceeded transformation stress of the SMA causing stress-induced 
martensite transformation that reflected on the hardening response in the pullout 
curve. The transformation resulted in a significantly higher deformation of the SMA 
that led to a higher slip (slip + deformation) at peak pullout load than the steel fiber.
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Fig. 6 Pullout behavior of samples for a SMA_NS, b Steel_NS, c SMA_HP, d Steel_HP

Table 2 Peak pullout load, maximum tensile stress in the fiber, pullout energy, average, and 
equivalent bond strength 

Fiber 
material 

Concrete 
strength 

Pmax (N) σ max (MPa) EP (Nmm) τ av (MPa) τ eq (MPa) 

SMA NS 640.5 
(18.3) 

815.5 (23.3) 7258 (470) 6.8 (0.2) 20.5 (1.3) 

HP 854.9 
(88.8) 

1088.5 (113) 10,753 
(1388) 

9.1 (0.9) 30.4 (3.9) 

Steel NS 685.9 
(35.9) 

1078.1 (56.4) 7066 (1169) 8.1 (0.4) 22.2 (3.7) 

HP 1089.4 
(31.2) 

1712.4 (49) 9525 (373) 12.8 (0.4) 29.9 (1.2) 

The numbers in bracket indicate standard deviation values

Figure 8 compares the average and equivalent bond strength results for SMA and 
steel fibers. Compared to 5D steel fiber, the 5D SMA fibers showed 16 and 30% 
less average bond strength with NS and HP concrete, respectively. However, the 
SMA fibers showed comparable pullout energy and equivalent bond strength with 
the steel fibers. The equivalent bond strength of the SMA fibers with NS concrete
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Fig. 7 Normalized average 
pullout behavior of samples 
for SMA and steel fibers
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were 7.5% less than that of the steel counterparts. Although the SMA fibers exhibited 
less peak pullout load, SMA fibers extracted from HP concrete showed 1.6% higher 
equivalent bond strength than steel fibers. This higher equivalent bond strength of the 
SMA attributed to the more ductile response of the SMA fibers at peak load. As can 
be seen in Fig. 6b and d the steel fiber showed linear response up to peak load. While 
the SMA fibers showed a linear response up to around 400 N then flattens for a short 
slip and then follows a relatively gentle slope up to peak load. In the SMA fibers the 
peak load was recorded at around 5 mm slip while in the steel fibers the maximum 
load corresponds to around 2 mm slip. Thus, the SMA fibers could produce a more 
ductile fiber reinforced concrete than the steel fibers do. This variation in response 
is attributed to the stress plateau formation followed by strain hardening (shown in 
Fig. 2) of the heat-treated SMA. Although there are differences in concrete type, 
the SMA fiber average and the equivalent bond strength results from the present 
work were significantly higher than the SMA fibers with similar anchorage reported 
from previous research [13]. This improvement in pullout resistance is attributed to 
a shorter stress plateau length and higher strain hardening slope achieved through 
the proposed fiber fabrication process.

3.2 Cyclic Pullout Response 

The cyclic pullout tests for SMA and steel fibers were evaluated for specimens 
embedded in HP concrete. Figure 9 compares the cyclic pullout load slip plots of 
SMA and steel fibers. The loading and unloading paths of the steel fibers had slight 
difference while the paths are completely different for the SMA fibers. It can be seen 
in the Fig. 9b that the SMA fibers showed a flag-shaped response during loading 
and unloading with high re-centering capacity. This flag-shaped response shows that 
adequate anchorage was provided by the 5D geometry and upper plateau stress of 
SMA was reached that led to a higher energy dissipation and deformation recovery.
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Fig. 8 Pullout responses of SMA and steel fibers. a average and b equivalent bond strength

It is worth noting that the recorded pullout displacement was a combination of slip 
and deformation. For the SMA fibers during the first ten cycles, the fiber tensile 
stress was significantly higher than the loading plateau stress (transformation stress) 
this led to stress-induced martensite transformation, more energy was dissipated, 
and higher deformation was recovered. At subsequent cycles the tensile stress in the 
fiber decreases and relatively lower energy was dissipated, and higher portion of the 
pullout displacement accounts for the slip than deformation. It is worth mentioning 
that the cyclic tests were conducted at a frequency of 0.017 Hz and strain rate has 
an effect on the shape of the super elastic loop, strain localization and the dissipated 
energy [9, 19]. The commutative pullout energy of the SMA and steel fibers is shown 
in Fig. 10. At the initial cycles the steel fibers dissipate more energy than the SMA 
counterparts due to a steel fibers’ higher pullout load at a lower slip. However, after 
the eighth cycle the SMA fibers start to outperform the steel fibers and at the end of 
the 30 cycles the total pullout energy of the SMA fibers was 25% higher than that of 
the steel fibers. It is well established that only structures that can disperse the energy 
exerted by the dynamic loads can withstand cyclic loads like earthquake [20]. Thus, 
the higher energy dissipation capacity and re-centering behavior of the SMA fibers 
favors a more ductile and dynamic load resistant fiber reinforced concrete.
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Fig. 9 Cyclic pullout load versus slip for SMA and steel fibers a full response and b initial cycles 
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Fig. 10 Cumulative pullout energy of SMA and steel fibers under cyclic loading 

4 Conclusion 

Single fiber pullout tests for super elastic SMA and steel fibers were conducted and 
the following conclusion can be drawn from the experimental results: 

• The proposed fiber fabrication method: shaping the heavily cold-worked (48% 
cold worked) NiTi wires to the desired end-hook geometry followed by heat 
treatment at 350 °C could improve the anchorage property of the super elastic 
fibers. The improvement attributed to the short stress plateau length and strain 
hardening at relatively lower strain. 

• Combining the proposed SMA fiber fabrication strategy and 5D geometry 
provided sufficient anchorage that the stress in the fiber exceeded the material’s 
upper plateau stress. This sufficient bond led to a higher energy dissipation and 
deformation recovery during cyclic loading.
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• SMA and steel fibers imbedded in higher strength concrete showed higher pullout 
strength. 

• The SMA fibers showed a lower average bond strength than the steel counter-
parts. However, the SMA fibers showed comparable equivalent bond strength and 
significantly higher pullout energy than the steel fibers. 
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Elastostatics of Spherical Capsules 
in Self-healing Cement Matrix 

Shannon Guo and Samir E. Chidiac 

Abstract A rigorous solution for a liquid-filled spherical capsule in self-healing 
cement matrix with remote uniform strain or stress is presented. The capsule shell is 
considered as an elastic material, and the interface between the capsule and cement is 
simulated as imperfect elastic spring-type interface. The healing agent enclosed in the 
capsule is considered as incompressible fluid. The state of strain/stress in the capsule 
and on the capsule–cement interface are derived. Consequently, the failure modes of 
the capsule, being rupture or debonding on the interface, are determined. Numerical 
results demonstrate the significance of capsule design and imperfect interface on 
the failure modes of capsules. The model can be used to assess capsule properties, 
including shell thickness, diameter, and material properties, in the design of self-
healing system. 

Keywords On-demand transit · Ridership · Difference-in-difference model ·
Travel time · Passenger · Public transit 

1 Introduction 

The success of a capsule-based self-healing system is determined by the number 
of capsules hit by the cracks and the sealing of these cracks by the encapsulated 
healing agent [1]. If the crack induces debonding of the capsule from the cement, 
the encapsulated sealing agent will not be released, and the crack propagation will 
not be stopped. Therefore, it is important to determine the stresses developed in the 
capsule and at the interface zone between the cement and the capsule by studying 
the interaction between the crack and the capsule ([2, 3], Reda et al. 2022). 

Cracking of early age concrete may be induced by shrinkage of different mech-
anisms: plastic shrinkage, autogenous shrinkage, drying shrinkage, and carbonation
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shrinkage. Depending on the concrete mixture design, curing regime, and environ-
mental exposure conditions, one or more shrinkage mechanism can occur resulting 
in cracks developing in the concrete core and/or surface. This study examines the 
interaction between a shrinkage crack and a capsule containing a healing agent by 
assuming that the representative medium is composed of a composite matrix and a 
multi-phase composite sphere. The composite matrix represents cement containing 
distributed microcapsules and shrinkage cracks, while the composite sphere is 
composed of capsule shell encapsulating the healing agent in liquid form. 

2 Statement of the Problem and Methodology 

Figure 1 illustrates a representative volume element (RVE) with randomly distributed 
capsules containing self-healing agent. An imperfect interface is assumed between 
the capsule and cement matrix, which implies that sliding or debonding may take 
place on the interface. It is assumed that the liquid agent is incompressible, and the 
capsule shell response is elastic before rupture. The imperfect interface is simulated 
as a thin layer of weak, elasto-perfect plastic material, which allows sliding in the 
tangential direction and separation in the radial direction. The normal and tangential 
stiffness (as illustrated by the springs in Fig. 1b) can be determined using the elastic 
and shear moduli when given the thickness of the weak layer. In doing so, the capsule 
is considered equivalent to a three-phase composite sphere, or more generally, as a 
n-phase composite sphere.

The approach to determine the stresses and strains in each phase of the composite 
sphere consists of three steps, as illustrated in Fig. 1. By considering the RVE 
in Fig. 1a as a composite material consisting of randomly distributed, dispersed 
capsules, the cement is homogenized as an equivalent homogeneous matrix (Step 2). 
To achieve this goal, an equivalent homogeneous sphere is first obtained to replace 
the composite sphere (Step 1). The interaction between a capsule and cement is then 
simplified as an analysis for a single composite sphere in a homogeneous matrix 
subjected to far-field tensile stress (Step 3). For simplicity, only mono-sized spherical 
capsules are considered. The tasks in these steps are summarized as follows: 

• Step 1: Micro-mechanical analysis to determine the effective elastic properties of 
a homogeneous sphere equivalent to the hollow sphere containing fluid. 

• Step 2: Homogenization of cement matrix with distributed hollow spheres, or the 
equivalent homogeneous sphere and microcracks when necessary, to obtain the 
effective properties of the equivalent homogeneous matrix. 

• Step 3: Determination of stresses in the multi-layered sphere and the stresses on 
its interface with the equivalent matrix. 

Details about the individual steps are presented in the following sections.
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Fig. 1 Liquid-filled hollow sphere having imperfect interface with cement matrix

3 A Multi-scale Model to Determine Stresses 
in a Composite Sphere 

3.1 Equivalent Homogeneous Sphere 

Figure 2 illustrates an inhomogeneity as a multi-phase composite sphere. Following 
the work by Goodier [4], a spherical inhomogeneity is defined by the elastic proper-
ties, elastic modulus Ki and shear modulus μi , the inner radius Ri−1, and the outer 
radius Ri of each phase (i ∈ [1, n + 1], Rn+1 → ∞). The system consists of an 
n-layer composite sphere where the outmost phase n + 1 is the matrix.

3.1.1 Stresses and Strain in Each Phase 

Following [4], the spherical inhomogeneity problem can be described as a question 
of how to find the solution of an axisymmetric problem in a polar coordinate system. 
Let the multi-layered spherical inhomogeneity embedded in an equivalent homoge-
nized bulk material inhomogeneity with elastic properties being (K , μ). The  remote  
displacement field is u(∞) (x) = ε (∞) 

i j  x j , r → ∞. The displacement field can be 
split as
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Fig. 2 Composite sphere of multiple phases, with polar coordinate system

u(∞) (x) = u(∞) 
spherical(x) + u(∞) 

axisym(x) = ε (∞) 
0 xi 
~ ~~ ~ 
spherical 

+ e(∞) 
i j  x j 
~ ~~ ~ 

axisymmetric 

, (1) 

which corresponds to a uniform strain ε(∞) at the far-field ε (∞) 
i j  = ε(∞) 

v δi j  /3 + e(∞) 
i j  , 

with ε(∞) 
v = 3ε (∞) 

0 corresponding to the volumetric strain and e(∞) 
i j the deviatoric 

strain tensor. Similarly, the displacement and strains in the ith phase can be expressed 
as u(i) 

k = u(i) 
k |spherical + u(i) 

k |axisym and ε (i) kl = ε(i ) 
v δkl /3 + e(i) 

kl . The stresses can be 
determined from the elastic stress–strain relationship σi j  = λuk,kδi j  + μ(ui, j + u j,i ) 
or for the stress invariants 

{ 
p 
q 

} 
= 
[ 
K 0 
0 3μ 

]{ 
εv 
εq 

} 
, (2) 

in which p = σkk/3, q = 
√
3J2 =

√

(3/2)si j  si j  , εq = 2 
√
J2ε/3 =

√

(2/3)ei j  ei j  . 
As a special case, axisymmetric purely deviatoric far-field strains can be expressed 

as ε(∞) 
xx  = ε(∞) 

yy  = −ε (∞) 
A , ε(∞) 

zz  = 2ε (∞) 
A , with εq = 

√

(2/3)ei j  ei j  = 2ε (∞) 
A . In the  

polar coordinates, the overall displacements can be expressed as [5–7] 

u(i) 
r (ξ, θ ) 

r
= 
[ 
12viAi ξ 2 + 2Bi + 2(5 − 4vi ) 

Ci 
ξ 3 

− 3
Di 

ξ 5 

] 
P2(cos θ)  

u(i) 
θ (ξ, θ ) 

r
= 
[ 
(7 − 4vi )Ai ξ 2 + Bi + 2(1 − 2vi ) 

Ci 
ξ 3 

+ 
Di 

ξ 5 

] 
dP2(cos θ)  

dθ 
u(i ) 

φ (ξ, θ ) = 0, (3) 

in which P2 is the Legendre polynomial of order 2, ξ is the dimensionless radius 
defined as ξ = r/c with c being a characteristic radius. For convenience, let c = a1. 
By applying the stress–strain relationship, the stresses in each phase are determined 
as 

σ (i ) rr  

2μi 
= 
( 
Fi 

1 + vi 
1 − 2vi 

− 2 
Gi 
ξ 3 

) 
+ 
[ 
−6viAi ξ 2 + 2Bi − 4(5 − vi ) 

Ci 
ξ 3 

+ 12 
Di 

ξ 5 

] 
P2(cos θ)
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σ (i ) r θ 
2μi 

= 
[ 
(7 + 2vi )Ai ξ 2 + Bi + 2(1 + vi ) 

Ci 
ξ 3 

− 4 
Di 

ξ 5 

] 
dP2(cos θ)  

dθ 
σ (i ) θθ  
2μi 

= 
( 
Fi 

1 + vi 
1 − 2vi 

+ 
Gi 
ξ 3 

) 
+ 3(7 + vi )Ai ξ 2 + 2Bi + (1 − 2vi ) 

Ci 
ξ 3 

+ 
9 

2 

Di 

ξ 5 

+ (3 cos2 θ)  
[ 
−7(2 + vi )Ai ξ − Bi + (1 + 2vi ) 

Ci 
ξ 3 

− 
11 

2 

Di 

ξ 5 

] 

σ (i ) φφ 
2μi 

= 
( 
Fi 

1 + vi 
1 − 2vi 

+ 
Gi 
ξ 3 

) 
+ 15viAi ξ 2 − Bi − 5(1 − 2vi ) 

Ci 
ξ 3 

+ 
3 

2 

Di 

ξ 5 

+ (3 cos2 θ)  
[ 
−2(11 + 2vi )Ai ξ 2 + 3(1 − 2vi ) 

Ci 
ξ 3 

− 
5 

2 

Di 

ξ 5 

] 
. (4) 

The far-field boundary condition at r → ∞  and the non-singularity of stress at 
r = 0 requires C1 = D1 = 0 and An+1 = 0 and Bn+1 = ε (∞) 

A . Enforcing the 
continuity of displacement and traction on the interface between Layer m − 1 and 
Layer m yields 

[ 
S(m,m−1) 
m−1 

] 
{ 
~Am−1 

} = 
[ 
S(m,m−1) 
m 

]{ 
~Am 
} 
, (5) 

in which 
{ 
~Am 
} = [Am Bm Cm Dm]

T and 

[ 
S(k+1)k 
j=k+1 

] 
= 
[ 
S(k+1)k 
j=k 

] 
= 

⎡ 

⎢ 
⎢ 
⎣ 

12v j ρ2 
k1 2 2(5 − 4v j )ρ−3 

k1 −3ρ−5 
k1 

(7 − 4v j )ρ2 
k1 1 2(1 − 2v j )ρ−3 

k1 ρ−5 
k1 

−3v j μ j ρ2 2  
k1 μ j −2(5 − v j )μ j ρ−3 

k1 6μ j ρ−5 
k1 

(7 + 2v j )μ j ρ2 
k1 μ j 2(1 + v j )μ j ρ−3 

k1 −4μ j ρ−5 
k1 

⎤ 

⎥ 
⎥ 
⎦

. 

(6) 

The coefficients 
{ 
~Am 
} 
in the displacement function for the mth layer can be 

obtained by solving the above equation progressively. 
For deformation of spherical symmetry, the far-field displacement (Phase n + 1) 

in spherical coordinates is u(∞) 
r (r, θ, φ)  = ε(∞)r, u(∞) 

θ (r, θ, φ)  = u(∞) 
φ (r, θ, φ)  = 0 

at r → ∞. The displacement in the ith phase is 

u(i ) 
r (ξ, θ ) 

r
= Fi + 

Gi 

ξ 3 
, u(i) 

θ (ξ, θ, ϕ)  = u(i) 
ϕ (ξ, θ, ϕ)  = 0, (7) 

in which Fn+1 = ε (∞) 
0 is determined from the far-field boundary condition at r → 

∞. The incompressibility of the liquid requires F1 = G1 = 0. The continuity of 
displacement and traction on the interface provide the relation between two adjacent 
solid phases: 

[ 
R(m,m−1) 
m−1 

]{ 
F̃m−1 

} 
= 
[ 
R(m,m−1) 
m 

] { 
F̃m 

} 
(8)
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where 
{ 
~Fm 
} = [Fm Gm]T and 

[S(k+1)k) 
j=k+1 ] = [S(k+1)k) 

j=k ] =  
[ 

1 ρ−3 
k1 

3K j −4μ j ρ−3 
k1 

] 
. (9) 

For hollow composite sphere filled by incompressible liquid (Phase 1 in Fig. 1), the 
traction condition on the interface of Phase 1 and Phase 2 is σ (1) rr  = σ (1) θθ  = −p and 
σ (1) r θ = 0 with p being the hydrostatic stress tensor in the liquid region, thus Eq. 4a 
can be simplified to 

σ (2) rr  (ξ = 1, θ  )  
2μ2 

= F2 
1 + v2 
1 − 2v2 

− 2G2 = −p. (10) 

On the inner surface of the capsule where ξ = 1, the incompressibility of liquid 
also requires the following condition to be satisfied [6]: 

{ 

Sint 

u · ndS  = 
{ 

Sint  

u(2) 
r (a1, θ  )c2 sin θdθ dϕ = a3 1 (F2 + G2) = 0 (11) 

where Sint denotes the liquid/matrix interface at ξ1 = 1. As such, F2 and G2 are then 
set as 

F2 = −p 
1 − 2v2 
3(1 − v2) 

, G2 = −F2. (12) 

All other coefficients in the displacement function u(i) 
r (ξ, θ ) can be determined 

from Eq. (5). 

3.1.2 Local Average Stresses and Strains 

The effective properties of the composite sphere, the local stresses, and strains in 
each phase are first determined for the cases where the sphere is subjected to pure 
shear and deformation of spherical symmetry. 

Pure shear 

The far-field boundary displacements under pure shear in the form of u(∞) 
1 = ε0x1, 

u(∞) 
2 = −ε0x2 and u

(∞) 
3 = 0 are expressed as [5, 8, 9] 

u(∞) 
r = ε0r sin2 θ cos 2φ, u(∞) 

θ = ε0r sin θ cos θ cos 2φ, u(∞) 
φ = −ε0r sin θ sin 2φ. 

(13) 

The corresponding far-field tractions are
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T (∞) 
r = σ0 sin

2 θ cos 2φ, T (∞) 
θ = σ0 sin θ cos θ cos 2φ, T (∞) 

φ = σ0 sin θ sin 2φ. 
(14) 

In phase (i), the displacement field u(i) can be expressed as u(i) = u(i) 
r nr +u(i) 

θ nθ + 
u(i ) 

φ nϕ with 

u(i ) 
r = U (i ) 

r (r ) sin2 θ cos 2φ, u(i ) 
θ = U (i ) 

θ (r ) sin θ cos θ cos 2φ, u(i ) 
φ = U (i ) 

φ (r ) sin θ sin 2φ, 
(15) 

where U (i ) 
r , U (i ) 

θ , U (i ) 
φ are functions of r only and can be generally expressed as 

U (i ) 
r = Air − 6 

vi 

1 − 2vi 
Bir

3 + 3 
Ci 

r4 
+ 

5 − 4vi 
1 − 2vi 

Di 

r2 

U (i ) 
θ = Air − 

7 − 4vi 
1 − 2vi 

Bir
3 − 2 

Ci 

r4 
+ 2 

Di 

r2 
, U (i) 

φ = −U (i ) 
θ . (16) 

The boundary conditions at r → ∞  requires An+1 = ε0 and Bn+1 = 0. The strain 
and stresses in each phase can be determined subsequently. 

The average strains in each phase are determined through local volume averaging: 

ε(i) = 
1 

Vi 

{ 

Vi 

ε(i ) dV = 
1 

Vi 

⎡ 

⎢ 
⎣ 
{ 

Si 

( 
u(i) ⊗ nr 

)s 
dS − 

{ 

Si−1 

( 
u(i ) ⊗ nr 

)s 
dS 

⎤ 

⎥ 
⎦ (17) 

where nr denotes the unit outward normal to surface S, where dS  = r2sinθdθ dϕ, 
θ ∈ [0, π ], ϕ ∈ [−π, π ]. After some algebraic manipulations, Eq. (17) can be 
expressed as 

ε(i ) = 
1 

Vi 

{ 

Vi 

ε(i ) dV = 
3 

5An+1 

( 
5 

3 
Ai − 7 

( 
R5 
i − R5 

i−1 

) 

(1 − 2vi ) 
( 
R3 
i − R3 

i−1 

) Bi 

) 

ε(∞) . (18) 

The average strain in the whole n-layered composite sphere is calculated as 

ε = 
3 

4π R3 n 

{ 

Sn 

( 
u(i ) ⊗ n 

)s 
dS = 

( 

1 − 
3 

5 

7 

1 − 2vn+1 

Bn+1 
An+1 

R2 n + 
4 

5 

4 − 5vn+1 
1 − 2vn+1 

Dn+1 

An+1 R
3 
n 

) 

ε(∞) (19) 

To ensure limited values of ε, C1 = D1 = 0 and Bn+1 = 0 must hold true. It 
follows that 

ε = 3 

4π R3 
n 

{ 

Sn 

( 
u(i) ⊗ n 

)s 
dS = 

( 
1 + 

4 

5 

4 − 5vn+1 

1 − 2vn+1 

Dn+1 

An+1 R3 
n 

) 
ε(∞) (20)
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By considering the stress distribution, the average deviatoric stress in the whole 
n-layered inclusion is determined as 

s = 
( 
1 − 

2 

5 

7 − 5vn+1 

1 − 2vn+1 

Dn+1 

An+1 R3 
n 

) 
s0 (21) 

Dn+1 = 0 is the requirement of strain energy equivalence between the two systems 
including the original composite sphere and the equivalent homogeneous sphere. 

Spherical symmetry 

Following the same procedure as that in the analysis for pure shear deformation, 
local average strain in the ith phase under deformation in spherical symmetry is 
determined as ε(i) 

v = Fi /Fn+1 . The average volumetric strain and the average mean 
stress in the whole n-layered sphere subjected to deformation of spherical symmetry 
are. 

εv = 
( 
1 + 

Gn+1 

Fn+1 R3 
n 

) 
εv0, p = 

1 

3 

( 
1 − 

4μn+1Gn+1 

3kn+1Fn+1 R3 
n 

) 
σ0, (22) 

where Fi and Gi have been determined previously. It should be noted that the far-field 
stress and strain can be related via 

ε0 = σ0 

En+1 
+ νn+1 

σ0 

En+1 
= 

σ0 

2μn+1 
. 

Alternatively, if we introduce strain concentration coefficients T (i) d and T (i) v for 
pure shear and deformation spherical symmetry, the local average strain of ith phase 
are expressed as [9] 

ε(i ) 
v = T (i) v ε(∞) 

v , e(i ) = T (i ) d e
(∞) (23) 

T (i) v = Fi /Fn+1 , T (i) d = 
1 

An+1 

( 

Ai − 
21 

5 

R5 
i − R5 

i−1 

(1 − 2vi ) 
( 
R3 
i − R3 

i−1 

) Bi 

) 

. (24) 

It can be observed that T (i ) d and T (i ) v are functions of elastic and geometric prop-
erties of each phase of the multi-layered inhomogeneity and the effective elastic 
properties of the composite material. 

3.2 Effective Moduli of n-layer Composite Sphere 

The effective elastic properties of the equivalent homogeneous sphere for the layer 
composite sphere are determined using the Eshelby’s strain energy equivalence
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method. For the pure shear stress condition, the average spherical stress p(i) and 
deviatoric stress σ (i ) d , which is defined as σ (i ) d = (σ (i) 1 − σ (i ) 2 )/2 with the deviatoric 
strain being ε (i) d = (ε (i ) 1 − ε (i) 2 )/2, in the  ith phase are calculated as 

p(i ) = Ki ε
(i ) 
v = Ki T 

(i ) 
v ε(∞) 

v , σ (i ) d = 2μi ε (i ) d = 2μi T 
(i ) 
d ε (∞) 

d , (25) 

where Ki and μi are the bulk and shear moduli of the ith phase, respectively. 
The overall average strain and stress fields in the multi-layered inhomogeneity are 
calculated by volume averaging operations, as follows: 

εin  v = 
n
∑ 

i=1 

φi T 
(i) 
v ε(∞) 

v , εin  d = 
n
∑ 

i=1 

φi T 
(i ) 
d ε (∞) 

d 

σ in  m = 
n
∑ 

i=1 

3φi Ki T 
(i) 
v ε(∞) 

v , σ in  d = 
n
∑ 

i=1 

2φi μi T 
(i ) 
d ε (∞) 

d , (26) 

where φi is the volume fraction of the ith phase in the multi-layered inhomogeneity. 
To replace the multi-layered sphere with an equivalent homogeneous sphere, from 

the overall average strain and stress fields, the elastic properties of the equivalent 
homogeneous sphere are calculated as 

K in  = 
σ in  m 

3εin  v 
= 

n
∑ 
i=1 

φi Ki T (i) v 

n
∑ 
i=1 

φi T 
(i ) 
v 

, μin  = 
σ in  d 

2εin  d 

= 

n
∑ 
i=1 

φi μi T 
(i) 
d 

n
∑ 
i=1 

φi T 
(i ) 
d 

(27) 

which are obtained by making the strain energy stored and the average strain (under 
the same applied displacement boundary condition) in both systems equal: 

Uin  = Ueq ; Ueq = 1 2 Vinε
(eq) σ (eq) = 1 2 Vinε

(eq) Leqε
eq , (28) 

where Li jkl  = λδi j  δkl + G 
( 
δikδ jl  + δil  δ jk  

) 
or alternatively Leq = 3K in  Im + 2μin  Id . 

Im and Id are the hydrostatic and deviatoric parts of fourth-order unit tensor, respec-
tively; K in  and μin  are the average values of bulk and shear moduli. The mean stress 
and deviatoric stress are related to the average volumetric and deviatoric strain via 
σ in  m = K inεin  v and σ in  d = 2μinε

in  
d , respectively. 

The average stress tensor σ in  for the multi-layer inhomogeneity is calculated by 
taking a volume average over all phases of the inhomogeneity. 

σin  = 
n
∑ 

i=1 

φi σ i = 
n
∑ 

i=1 

φiLi ε
i = 

n
∑ 

i=1 

φiLiT(i ) ε(∞) (29) 

It follows that
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σ in  m = 
n
∑ 

i=1 

φi Ki T 
(i) 
v ε(∞) 

v , σ in  d = 
n
∑ 

i=1 

2φi μi T 
(i) 
d ε (∞) 

d . (30) 

Similarly the average strains of the inhomogeneity are 

εin  v = 
n
∑ 

i=1 

φi T 
(i) 
v ε(∞) 

v , εin  d = 
n
∑ 

i=1 

φi T 
(i) 
d ε (∞) 

d . (31) 

For hollow composite sphere filled by incompressible liquid-spherical symmetry, the 
determination of εin  v and p

in  are modified as 

εin  v = 
n
∑ 

i=2 

φi T 
(i ) 
v ε(∞) 

v , σ in  m = −φ1 p + 
n
∑ 

i=2 

φi Ki T 
(i) 
v ε(∞) 

v . (32) 

Consequently, the effective elastic properties of the equivalent homogeneous 
sphere for a liquid-filled composite sphere are calculated as 

K in  = 
σ in  m 

3εin  v 
= 

−φ1 p + 
n
∑ 
i=2 

φi Ki T (i) v ε(∞) 
v 

n
∑ 
i=2 

φi T 
(i ) 
v ε (∞) 

v 

, μin  = 
σ in  d 

2εin  d 

= 

n
∑ 
i=1 

φi μi T 
(i) 
d 

n
∑ 
i=1 

φi T 
(i ) 
d 

. (33) 

3.3 Effective Elastic Properties of Composite Containing 
n-layer Spheres 

The (n + 1)-phase model by Herve and Zaoui [9] considers a n-phase composite 
sphere as an inclusion in a matrix that is considered as the (n + 1)-phase. To determine 
the effective moduli of the (n + 1)-phase system, [9] assumed that the average strain 
of the n-layered composite sphere is the same as the macroscopic strain imposed at 
infinity. This is similarly assumed in [8] and [10]. It should be noted that this is the 
solution for a medium containing composite spheres, not for the composite sphere 
itself. 

Figure 1 illustrates the procedure to determine the effective properties of 
composite containing n-layer spheres. In this method, each multi-layered inhomo-
geneity is replaced by equivalent homogeneous solid spheres. The effective bulk and
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shear moduli of the equivalent homogeneous solid sphere have been determined in 
previous sections. The procedure of this method is summarized as follows [11]: 

1. Assume elastic properties (K , μ) of the infinite homogenized medium containing 
spheres of different sizes. For applied far-field boundary displacement condi-
tion u(∞), determine effective elastic properties of the equivalent homoge-
neous sphere K in  = K in(K , μ) and μin  = μin(K , μ) for each inhomo-
geneity in the composite, since An+1 = ε0 = σ0/(2μn+1), Bn+1 = 0 and 
Fn+1 = p0/(3Kn+1) = εv/3. 

2. For a RVE of the composite material in which each multi-layered composite 
sphere has been replaced by the corresponding equivalent homogeneous material 
in the first step. The effective properties of the RVE (K REV  , μREV  ) will be 
determined based on (K in, μin) using the Mori–Tanaka method [12]. 

3. Solve K = K REV and μ = μREV to determine K and μ. 

Following the three steps, for the n-phase composite sphere embedded in a homo-
geneous phase (n + 1), as shown Fig. 2, the effective modulus of the n-phase sphere 
coincides that of the RVE of the composite containing many of the sphere. The 
effective bulk modulus K REV = K n can be explicitly expressed as 

K n = Kn + 
( 
R3 
n−1/R

3 
n 

)( 
K n−1 − Kn 

) 
(3Kn + 4μn) 

3Kn + 4μn + 3 
( 
1 − R3 

n−1/R
3 
n 

)( 
K n−1 − Kn 

) , n ≥ 2, (34) 

K = K eff (n) = Kn + R3 
n−1/R

3 
n 

1 
K eff (n−1)−Kn 

+ 3(R
3 
n−R3 

n−1) 
R3 
n 

1 
3Kn+4μn 

, n ≥ 2, (35) 

where Rn and Rn+1 are the radii of phase n and (n-1), Kn and μn are the bulk 
and shear moduli of phase n, and K n−1 is the effective bulk modulus of the (n-1)-
coated inclusion. The above equation provides a recursive relationship to compute 
the effective bulk modulus. No explicit expression for μREV is obtained from this 
approach. 

As an example, the effective bulk modulus of a three-phase composite sphere (see 
Fig. 1b) can be expressed as 

K 
eff 
3 = K3 + 

( 
R3 
2/R

3 
3 

)( 
K 2 − K3 

) 
(3K3 + 4μ3) 

3K3 + 4μ3 + 3 
( 
1 − R3 

2/R
3 
3 

)( 
K 2 − K3 

) , (36) 

with 

K 2 = K2 + 
( 
R3 
1/R

3 
2 

) 
(K1 − K2)(3K2 + 4μ2) 

3K2 + 4μ2 + 3 
( 
1 − R3 

1/R
3 
2 

) 
(K1 − K2) 

, (37) 

being the effective modulus of a spherical core with a single coating layer. As a 
result,
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K 
eff 
(3) 

= K3 + (3K3 + 4μ3)R3 
2 

( 
(K1 − K2)R3 

1 (3K3 + 4μ2) + (K2 − K3)R3 
2 (3K1 + 4μ2) 

) 

3(K2 − K1)R3 
1 

( 
R3 
2 (3K3 + 4μ2) + 4R3 

3 (μ3 − μ2) 
) + (3K1 + 4μ2)R3 

2 

( 
3R3 

2 (K3 − K2) + R3 
3 (3K2 + 4μ3) 

) . 

(38) 

It should be noted that other methods can also be used to estimate (K REV, μREV) 
after the composite sphere’s effective properties (K in, μin) being determined. More 
specifically, the system is simplified as a composite containing many homogeneous 
spheres of different sizes. For example, the average strain ε( j ) and stress σ ( j) in 
the jth homogeneous sphere can be related to the average strain ε(0) in the matrix 
and the far-field stress σ (0) via ε( j) = G( j) ε(0) , σ ( j ) = H ( j) σ (0) , in which the local 
strain concentration tensor G( j ) and stress concentration tensor H ( j) using the Mori– 
Tanaka method [12, 13]. Eshelby method (Eshelby 1957) is an alternate to determine 
the strain concentration tensor G( j) as G( j) = [I + S( j )L−1 

0 (L( j ) − L0)]−1 in which 
S( j) is the Eshelby’s tensor for the jth equivalent homogeneous inclusion. Knowing 
the strain concentration tensor, the values of effective elastic properties of the RVE 

are given by L = 
∑ N 

j=0 η
( j )L( j)G( j) 

[ 
∑ N 

n=0 η
(n)G(n) 

]−1 
[11, 12] or explicitly 

K RVE = 
∑ N 

j=0 η j K j G j v 
∑ N 

j=0 η j G j v 
; μRVE = 

∑ N 
j=0 η j μ j G 

j 
d 

∑ N 
j=0 η j G j d 

, 

where η j , K j , and μ j are the volume fraction, equivalent bulk, and shear modulus 
of the jth homogeneous sphere, respectively. 

4 Treatment of Imperfect Interface 

In general, linear spring model is used to describe the relation between the trac-
tions and the displacement discontinuities across the interface. Consider a spherical 
inclusion (Material 1 or inclusion) embedded in unbounded elastic isotropic matrix 
(matrix or phase n + 1 in Fig.  1) with a thin interphase layer (i) between the inclu-
sion and matrix. In a polar coordinate system, the components of the traction on an 
interface r = a are proportional to the displacement jumps: 

σ (inc) rr (a, θ, ϕ)  = σ (m) 
rr  (a, θ, ϕ)  = kn[ur ] 

σ (inc) r θ (a, θ, ϕ)  = σ (m) 
rθ (a, θ, ϕ)  = kt [uθ ] 

σ (inc) r ϕ (a, θ, ϕ)  = σ (m) 
rϕ (a, θ, ϕ)  = kt 

[ 
uϕ 
] 
, 

(39) 

where [ur ] and kn are the displacement jump at the interface in the r-direction and the 
normal stiffness, respectively, while [uθ ], [uϕ] and kt are the tangential displacement 
jumps and the tangential stiffness.
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In this study, the effect of interface is approximated by a thin flexible elastic layer, 
such as in [7] and [5]. Assuming the thickness t , elastic properties μi and vi of the 
interphase layer, the distribution of displacements and stresses in different material 
layers (including the interface layer, as shown in Fig. 1) can be determined using the 
method developed in the previous sections. The displacement jumps, [ur ] induced by 
deformation of spherical symmetry and [uθ ] under axisymmetric deformation across 
an interface at r = a, are  

[ur ] = ur (a + t) − ur (a) ≈ 
∂ur 
∂r 

| 
| 
| 
| 
r=a 

t, [uθ ] = uθ (a + t) − uθ (a) ≈ 
∂uθ 

∂r 

| 
| 
| 
| 
r=a 

t, 

(40) 

where 

∂ur 
∂r 

= 
( 
Fi − 2 

Gi 

ξ 3 

) 
, 

∂uθ 
∂r 

= 
[ 
3(7 − 4vi )Ai ξ 2 + Bi − 4(1 − 2vi ) 

Ci 
ξ 3 

− 4 
Di 

ξ 5 

] 
dP2(cos θ)  

dθ 
(41) 

are determined using the displacement functionsu(r, θ, ϕ)  given in Eqs. (3) and (7). 
The corresponding interface tractions in the jth phase being 

σ ( j ) rr  = 2μ j 
( 
F j 

1 + v j 
1 − 2v j 

− 2
G j 

ξ 3 

) 
, 

σ ( j ) r θ 
2μ j 

= 
[ 
(7 + 2v j )A j ξ 2 + B j + 2(1 + v j )

C j 

ξ 3 
− 4 

D j 

ξ 5 

] 
dP2(cos θ)  

dθ 

, (42) 

where ξ = r/a. The tractions σ (inc) i j and σ (m) 
i j correspond to ξ = 1 and ξ = 1 + t/a 

with a being the radius of the equivalent homogeneous sphere (See Fig. 1). After 
some algebraic manipulations, one has 

kn = 
σ (i) rr  (a) 
[ur ] 

= Ki + 4μi /3 
( 
1 − Ki 

Kinc  

2νi 
1+νi 

) 
t 
, kt = 

σ (i ) rθ (a) 
[uθ ] 

. (43) 

When μi ≪ μinc, and Ki ≪ Kinc  (i.e., vi < 0.5 for compressible coating layer), 
the above relation can be approximated to 

kn = 
Ki + 4μi /3 

t 
, kt = 

μi 

t 
. (44) 

When the normal and tangential stiffness of the interface are estimated, the above 
relations can be used to select the thickness and the elastic properties (μi and vi ) of  
the interphase layer. Subsequently, the stresses and strains in each phase (including 
the interphase layer mimicking the interface) can be determined. When the composite 
sphere simulates a spherical capsule filled with healing agent, the failure mode of 
the capsule either shell rupture or interfacial debonding can be determined.
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5 Numerical Examples 

The numerical examples are limited to uniformly dispersed spherical capsules in 
an equivalent matrix with its effective properties being determined in Step 1. The 
interaction between a single capsule with the surrounding matrix is examined to 
determine the stresses and deformation of the capsule. Figure 3a shows a spherical 
capsule in a homogeneous isotropic matrix with far-field uniaxial tensile stress σ0, 
as well as the local and global coordinates (Fig. 3b). 

The material properties used in the simulations are 

• Cement: E0 = 30 GPa, ν0 = 0.2 
• Shell material: Ecap = 2 − 6GPa, νcap = 0.3 
• Capsule: diameter 200 μm, shell thickness tshell = (5 − 10) μm. 

The case of a hollow spherical capsule with Ecap = 2GPa, shell thickness 
tshell = 5 μm, and a flexible interphase layer thickness tint = 5 μm with elastic 
modulus Eint = Ecap/10 is used as a reference for comparison. Figure 4 compares 
the distribution of σrθ , σrr  , and σθθ  at points on the interface obtained from (1) the 
reference case, (2) the shell thickness is increased to 10 μm, and (3) the stiffness of 
the interface is reduced by 50% when the capsules are assumed to be hollow. When 
the shell thickness increases, as one may expect, the increased shell thickness results 
in higher equivalent elastic modulus of the capsule, which corresponds to smaller 
deformation of the capsule. As a result, the maximum tensile stress σθθ  @θ = 90◦ 

decreases, but the maximum tangential stress σr θ @θ = 45◦ increases. The maximum 
radial stresses σrr  , tensile at θ = 90◦, and compressive at θ = 0◦, both increase. 
This implies that, as the shell thickness increases, the probability of capsule rupture 
decreases, while probability of sliding and debonding along the interface increases.

When the interface becomes more flexible by reducing the stiffness of the interface 
in Case (3), the magnitudes of σrθ , σrr  , and σθθ  decrease. This clearly shows that the 
probability of capsule rupture decreases. When considering the decrease of bonding 
strength and sliding resistance of the interface for poor bonding, which tend to be 
more significant than the small reduction in the magnitudes of σr θ and σrr  shown in 
Fig. 4, it is expected that more debonding will occur on the capsule–cement interface.

Fig. 3 composite sphere of 
multiple phases and the polar 
coordinate system 
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Fig. 4 Distributions of different stresses for a hollow spherical capsule under uniaxial tension

However, more investigation is required to adequately capture the interface strength 
characteristics. 

Figure 5 shows the distributions of σrθ , σrr  , and σθθ  along the interface when the 
spherical capsule is filled by incompressible self-healing agent. It should be noted 
that healing agent is incompressible under hydrostatic pressure but can deform when 
subjected to shear. One observes that the hoop stress σθθ  in the capsule shell and 
the interface tangential shear stress are not significantly affected by the encapsulated 
healing agent. The radial stress on the outer surface of the liquid-filled capsule is 
much higher than that for the hollow capsule. A weak contact surface reduces the 
magnitudes of σr θ , σrr  , and σθθ  . Similar to hollow sphere, the interface tangential 
shear stress on the liquid-filled capsule increases with increasing shell thickness.

6 Conclusions 

Theoretical analysis is performed to determine the stresses in a single liquid-filled 
spherical capsule embedded in a matrix. A multi-scale method is proposed, with 
micro-mechanical analysis for the stresses in the capsule and homogenization method 
is used to determine the effective elastic properties of the composite sphere and 
the concrete cement with dispersely distributed capsules. The influence of imper-
fect bonding between the capsule and the matrix is taken into account. Numerical 
examples are presented to illustrate the proposed approach as well as the influence 
of capsule material properties and interface stiffness on the distribution of stresses 
within the capsules and that on the interface. The developed approach still needs to
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Fig. 5 Distributions of different stresses for an incompressible liquid-filled spherical capsule under 
uniaxial tension

be validated using numerical or analytical methods before it can be implemented for 
the analysis of more complex capsule-crack interaction in self-healing concrete. 

Acknowledgements Funding provided by the Natural Science and Engineering Research Council 
of Canada and Oravas Scholarship is gratefully acknowledged. 
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Shear Behaviour of Concrete Beams 
Retrofitted with Anchored CFRP Wraps 
at Elevated Temperatures 

M. F. Qureshi and S. A. Sheikh 

Abstract Different anchoring techniques such as metal plates and bolts, U-shaped 
FRP jackets, FRP anchors have been used to delay the premature debonding of 
the FRP sheets in strengthened concrete structures. Among these, FRP anchors are 
more suitable since they can be applied simultaneously with the FRP sheets and 
are corrosion resistant. Anchored FRP sheets have shown promising results for both 
shear and flexure strengthened RC structures under room conditions. Due to the 
changing climate, structures are now exposed to higher than usual temperatures, so it 
is important to understand the behaviour of these anchored FRP sheets under elevated 
temperatures. The current study examined the thermal behaviour of four large-scale 
shear-critical steel-reinforced concrete beams, one unwrapped and three strengthened 
with a single layer of CFRP sheet and CFRP anchors. The beams tested at room 
conditions were monotonically loaded to failure, while beams tested at elevated 
temperatures (40 and 60 °C) were first subjected to a combined sustained load and 
elevated temperature during the 24 h conditioning period and then monotonically 
loaded to failure at that temperature. The tests showed the failure of the unwrapped 
beam by the rupture of a steel stirrup leg and that of the strengthened beams by pull-
out of anchors accompanied by debonding of FRP sheet. A single layer of anchored 
CFRP wrap improved the beam strength by about 96% at room conditions, 101% at 
a temperature of 40 °C, and 88% at 60 °C. The midspan displacement also increased 
by 133% as a result of FRP wrapping at room conditions while exposure to 60 °C 
reduced this improvement to only 68%. A comparative study was also carried out to 
evaluate equations available in different FRP standards for shear strength predictions. 
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1 Introduction 

Over the past thirty years, fibre-reinforced polymer (FRP) composites have gained 
popularity as external reinforcement for strengthening and rehabilitation of rein-
forced concrete (RC) structures. FRP offers several advantages over conventional 
materials such as higher strength to weight ratio, lesser installation time, corro-
sion resistance. A large number of bridge girders have been strengthened in shear 
using FRP sheets. The field application of the FRP sheets is generally in the form 
of U-wraps due to the geometrical obstructions like the presence of a slab on the 
top side of the girder. This limits development of full capacity of the FRP sheet 
because of its premature debonding. Several anchoring techniques such as mechan-
ical anchors, U-shaped FRP jackets, FRP anchors have been suggested by researchers 
to delay the premature debonding. Among the available techniques, FRP anchors are 
preferred because they are non-corrosive and can be applied simultaneously with 
the FRP sheets. Anchored FRP sheets can effectively strengthen concrete structures; 
however, limited information is available on the behaviour of anchored FRP sheets 
under elevated temperatures which is the need of the hour due to changing climate. 

A few studies have reported the effects of high temperatures on the behaviour 
of concrete structures strengthened with FRP. Different temperature conditions have 
been examined such as the residual effect of elevated temperature (RT), sustained 
temperature (ST), freeze–thaw (FT) cycle, and sustained load with increasing temper-
ature (SL) condition or fire scenario. Tan and Zhou [1] evaluated the residual effect of 
elevated temperatures on twenty-three small-scale flexural-critical beams. Seven un-
strengthened beams, two beams strengthened with uninsulated GFRP, nine beams 
strengthened with insulated GFRP, and five beams strengthened with uninsulated 
BFRP were tested in this program. The beams were exposed to temperatures ranging 
between 28 and 1035 °C and then cooled overnight before testing under three-point 
loading. Un-strengthened beams tested at high temperatures showed a reduction in 
failure load and stiffness compared to control beams tested under room conditions. 
At elevated temperatures, beams strengthened with uninsulated GFRP sheets showed 
similar reductions as un-strengthened beams tested under the same conditions. On 
the other hand, beams strengthened with insulated GFRP sheets showed an insignifi-
cant effect of temperature up to 500 °C. Beyond 500 °C, damage to the fibres caused 
about a 33% reduction in the failure load and beam stiffness compared to the values 
for the ambient GFRP strengthened beams. Test results from unprotected BFRP 
strengthened specimens showed better behaviour compared to uninsulated GFRP 
strengthened beams under the same conditions. 

Tetta and Bournas [2] conducted a thermal study on medium-scale rectangular 
beams (series A) and full-scale T-beams (series B) in a temperature range of 20– 
250 °C. Series A comprised of 28 beams retrofitted with textile-reinforced mortar 
(TRM) and FRP sheets in three configurations: side bonding (SB), U-wrap (UW), 
and full wrap (FW). In series B, beams strengthened with non-anchored and anchored 
TRM sheets were assessed at elevated temperatures. Test results from series A showed 
better behaviour of TRM than FRP sheets at elevated temperatures. Moreover, beams
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with FW performed the best followed by UW and SB at all temperatures for both types 
of strengthening. In series B, the anchored TRM beams improved strength by 64% 
at room conditions compared to ambient unanchored TRM beams. The effectiveness 
of anchors reduced at 150 °C with anchored TRM strengthened beams showing 
only a 28% increase over non-anchored TRM beams. All strengthened specimens 
failed in shear under room conditions except the fully wrapped specimens which 
demonstrated flexural failure. 

Green et al. [3] tested twenty-seven small-scale beams strengthened in flexure 
using FRP. The test program included five plain concrete (PC) beams, eight reinforced 
concrete (RC) beams, seven RC beams strengthened with GFRP sheets, and seven RC 
beams strengthened with CFRP sheets. The beams were exposed to up to 200 freeze– 
thaw (FT) cycles and later tested under four-point bending under room conditions. 
One FT cycle was performed each day with a temperature ranging between −18 °C 
and +15 °C. The PC beams showed brittle failure with little change in flexural 
capacity due to FT conditioning. The test findings of the conditioned RC beams 
showed a small decrease in their flexural capacity than the control RC beam. The RC 
beams failed by concrete crushing after flexural steel yielding. On the other hand, 
beams strengthened with CFRP and GFRP sheets showed a slight improvement in 
the load capacity on exposure to FT cycles. The failure of these beams was due to 
flexural yielding followed by FRP sheet rupture. 

In summary, all the temperature conditioning tested were found to be detrimental 
to the effectiveness of the FRP sheets except the FT cycling. This thermal deteriora-
tion is expected to increase when combined with a sustained load which simulates 
the real field conditions. To the best of the authors’ knowledge, no study has been 
done to assess the beams strengthened with anchored FRP sheets under the dual 
effects of temperature and loading. Therefore, this study was designed to study the 
combined effect of temperature and sustained loading on the beams strengthened 
with anchored FRP sheets. 

2 Experimental Program 

This experimental program was aimed to investigate the effectiveness of CFRP 
anchors at high environmental temperatures. Four large-scale shear-critical RC 
beams were strengthened in shear with anchored CFRP sheets. The beams tested 
in this study were rectangular in section, 400 mm wide, 650 mm high, and 3600 mm 
in length. The beams were reinforced with eight 30 M steel bars as tensile reinforce-
ment, three 30 M steel bars as compression reinforcement, eight closed steel stirrups 
constructed from U.S. #3 bars spaced at 500 mm c/c, and had a flat metal plate 
welded at the ends of tensile reinforcement to provide extra anchorage. The flexural 
reinforcement was chosen to ensure shear failure. The schematic of the beam spec-
imen is illustrated in Fig. 1, and the details of the experimental program are outlined 
in Table 1. A naming convention “BY-Z” was used for the beams, where B stands 
for beam specimen; Y corresponds to the type of strengthening: U for unwrapped
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Fig. 1 Schematic of beam strengthened with anchored CFRP sheet 

Table 1 Experimental program 

Specimen ID Test 
temperature (oC) 

Conditioning 
duration (Hr) 

Sustained 
loada (%) 

FRP strengthening 

BU-A 22 – – – 

BC-A 22 – – Anchored CFRP 
sheet 

BC-40 40 24 30 Anchored CFRP 
sheet 

BC-60 60 24 30 Anchored CFRP 
sheet 

a Sustained load is the percentage of the ambient strength of the unwrapped beam 

beams and C for beams wrapped with anchored CFRP sheets; Z represents the test 
temperature: A for ambient conditions, 40 for 40 °C and 60 for 60 °C. 

2.1 Material Properties 

The mechanical properties of the steel bars and FRP materials used in the construc-
tion and strengthening of the beams are listed in Table 2. Commercially available 
unidirectional CFRP sheets and CFRP anchors were used in this test program. A 
two-component epoxy comprising resin (A) and hardener (B) was used as a polymer 
matrix in this study. Parts A and B were mixed in a volumetric ratio of 100:42 until 
uniform consistency. Additionally, thickened epoxy was prepared to assist in the 
anchor’s application, and it is a combination of two-part epoxy and fumed silica. 
Fumed silica is added as a thickening agent to the epoxy to reduce its viscosity; 
about 300 g of fumed silica was added in 5 L of epoxy as per the supplier’s recom-
mendations. The casting of the beams was done in a wooden formwork using a 
ready-mix concrete (class C-1) designed following the CSA A23.2-19 code specifi-
cations [7]. The average 28-day nominal compressive strength of the concrete was 
about 37.0 MPa which increased to 37.2 at the test age of about 2 months.
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Table 2 Mechanical properties of FRP materials and steel bars 

Property Units 30 M bar U.S. #3 bar Carbon fibre CFRP sheet Epoxy 

Ultimate tensile 
strength 

MPa 404 540 4300 986 72.4 

Yield strain % 0.22 0.25 – – – 

Tensile modulus GPa 184 210 250 95.8 3.18 

Rupture strain % 16.6 11.0 1.7 1.0 5 

Nominal thickness of 
the fabric 

mm – – 1.0 – – 

2.2 Beam Strengthening 

The beam strengthening involved five steps: (1) preparing anchor holes of about 
18 mm in diameter and depth of 100 mm, (2) chamfering the holes’ edges to prevent 
stress concentrations in the CFRP anchors at the edge; (3) grinding of bottom corners 
of the beam to remove irregularities formed during casting; (4) concrete surface 
preparation using an ultra-high pressure water jet to improve bonding between the 
FRP sheet and the concrete; (5) application of CFRP anchors and CFRP sheets. 
For CFRP sheet application, the dry carbon fabric was first cut to the desired size 
followed by the preparation of two types of resins, the two-component epoxy and the 
thickened epoxy. Anchor holes were then filled with thickened epoxy, and carbon 
anchors saturated with two-component epoxy were applied by pushing the dowel 
region of the anchors through the hole using a metal rod. The fibres at the front 
end of anchors were fanned out as illustrated in Fig. 1. Finally, the carbon fibre 
sheets coated with epoxy were applied as U-wrap on top of the anchors and saturated 
with two-component epoxy using a paint roller. After completely saturating the FRP 
sheets, a plastic trowel was used to remove air voids and excess epoxy from the FRP 
sheets. Figure 2 displays the beam strengthened with anchored CFRP sheets. The 
beam was placed upside down for easier application of CFRP sheets.

2.3 Instrumentation and Test Setup 

All FRP-wrapped beams were instrumented with a number of strain gauges and linear 
variable differential transformers (LVDTs) to capture the specimen behaviour. The 
instrumentation included strain gauges on longitudinal steel bars, steel stirrups, and 
FRP sheets. A total of eight strain gauges with a gauge length of 5 mm were installed 
on two tension bars and one compression bar. The location of longitudinal strain 
gauges is illustrated in Fig. 3a. Steel stirrups were instrumented with strain gauges 
with a gauge length of 5 mm. The strain gauges were applied at quarter heights and 
mid-height of the stirrups, i.e. 143 mm (top), 286 mm (middle), and 429 mm (bottom) 
measured vertically from the top horizontal leg of the steel stirrup as displayed in
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Fig. 2 Beam strengthened with anchored CFRP sheets

Fig. 3a. Strain gauges with 60 mm gauge length were also applied on FRP at the 
same vertical locations as for the steel stirrup strain gauges. Additionally, LVDTs 
were mounted on the fixtures attached to FRP sheets. Eleven LVDTs were installed 
on each beam to measure vertical displacements, horizontal deformations, and shear 
deformations during the test as shown in Fig. 3b. Out of the eleven LVDTs, two were 
placed at supports to measure support settlements, two at quarter points of the beam, 
and one at midspan to measure beam displacements. Two horizontal LVDTs were 
used to determine the longitudinal strains at the midspan of the beam. The two sets 
of diagonal LVDTs were used to monitor shear deformations. Both horizontal and 
diagonal LVDTs were attached to the front face of the beams.

The beam tests were carried out in a 5400-kN capacity Universal Testing Machine 
under three-point loading. After installation of the specimen in the machine, the 
ambient condition beams were monotonically loaded to failure, while the elevated 
temperature beams were first loaded to 220 kN, which corresponded to about 30% 
of the strength of the unwrapped beam at room conditions. Then, the chamber was 
brought in, and conditioning was done at the desired temperature. The beams were 
exposed to sustained temperature and sustained loading for at least 24 h following 
which monotonic loading was applied until failure of the beam. Figure 3b shows  the  
schematic of the test setup. 

3 Results and Discussion 

A summary of results including beam failure modes, predicted and recorded peak 
loads, strength gain, associated midspan displacements, and maximum strains 
recorded at failure are provided in Table 3. The predicted peak loads for unwrapped 
and wrapped beams were calculated using CSA S806-17 standards [6]. The CSA 
standards do not provide any recommendations for FRP-wrapped specimens exposed 
to elevated temperatures, so peak load was not predicted for specimens tested at
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Fig. 3 Schematic of the 
beam

(a) Location of strain gauges 

(b) Test setup 

Head of testing machine 

elevated temperatures using code equations. The experimental values of the peak 
load were recorded from the machine load cell. The strength gain provided by the 
anchored CFRP sheets was calculated as a percentage of the unwrapped strength. 
The maximum strains presented in the table were recorded at failure in the bottom 
tensile bars, stirrups, and FRP wraps using the strain gauges.

The visual observations from testing of the reference beam showed shear failure 
due to rupture of the steel stirrup leg at the primary shear crack location. The beams 
strengthened with anchored CFRP sheets showed the pull-out failure of the FRP 
anchors along with debonding of the FRP sheet. The pull-out failure of the FRP 
anchors was due to the failure of the concrete surrounding the FRP anchors, and this 
failure mode is known as a concrete cone failure. The debonded CFRP sheets had a 
layer of concrete attached to it varying in thickness between 5 and 15 mm showing 
good bond between the concrete surface and the CFRP sheets. All CFRP-wrapped 
beams regardless of the test temperature failed in shear as designed due to pull-out
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Fig. 4 Specimen BC-40 at 
failure 

of FRP anchors and debonding of FRP sheets. Figure 4 presents the pull-out failure 
of beam BC-40 after the termination of the test. 

3.1 Load–displacement Response 

The load–displacement curves of the tested beams are defined by three branches; 
(1) uncracked, (2) during flexural cracking, (3) during shear cracking followed by 
rupture of the stirrup in unwrapped beam or failure of FRP anchors in the wrapped 
beams. The slopes of the first and second branches of the load–displacement plots 
were near linear and almost the same for all the tested beams due to similar concrete 
properties. The first flexural crack occurred around an applied load of 240 kN in all 
the beams. The slope of the third branch was nonlinear for the reference beam due to 
the propagation of shear cracks, while FRP-wrapped beams showed an almost linear 
slope after initiation of shear cracking owing to the presence of anchored FRP wraps. 

The reference beam failed at a load of 732 kN and a corresponding midspan 
displacement of 11.1 mm. The load–displacement plot of the unwrapped beam is 
displayed in Fig. 5 showing linear slopes of the first and second branches followed 
by a nonlinear slope of the third branch due to the formation of shear cracks. With a 
further increase of displacement, a significant load drop was observed around 600– 
700 kN due to the widening of shear cracks. Shortly after the cracks widened, the 
yielding of stirrups was observed, and finally, the beam failed due to the rupture of 
a stirrup leg as illustrated in Fig. 6a. A residual load of about 300 kN was observed 
due primarily to the dowel action of the longitudinal steel bars.

Figure 5 also presents the load–displacement plots of the wrapped beams and 
compares these plots with the reference beam. The ambient CFRP-wrapped beam 
showed about 96% higher strength than the reference beam. The wrapped beam 
behaved similarly to the unwrapped beam specimen until rapid propagation of the 
shear cracks when a divergence was observed at a load of about 600 kN. The wrapped 
beams showed almost linear slopes after divergence until a plateau was observed in
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Fig. 5 Load–displacement plots of the tested beams 

a) Rupture of steel stirrup in 
unwrapped beams 

b) Concrete cone failure in 
the wrapped beams 

c) Combined concrete cone and 
dowel pull-out failure  

Fig. 6 Failure modes of the tested beams

the load–displacement plots due to the flexural steel yielding. The final failure of the 
ambient wrapped beam occurred at a midspan displacement of 25.9 mm. The beam 
carried a residual load of about 550 kN due to the contribution of the steel stirrups 
and the dowel action of the longitudinal steel bars. The CFRP-wrapped specimen 
exposed to 40 °C showed similar behaviour and failure mode as the ambient wrapped 
beam, but the load capacity and the corresponding midspan deflection were slightly 
larger. At 60 °C, strength enhancement with respect to ambient strength due to the 
CFRP wraps dropped to 88% and midspan displacement reduced to 18.6 mm. The 
reduction in strength enhancement was due to the reduced mechanical properties of 
FRP sheets and reduced anchorage at high temperatures. This resulted in flexural 
yielding at a lower load and lower midspan displacement at ultimate. The weaker
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anchorage caused by higher temperature resulted in early pull-out of the anchors and 
also shifted the failure mode from a concrete cone to a combined concrete cone and 
dowel pull-out failure. Figures 6b and c present the failure modes of the wrapped 
beams. 

3.2 Strain Behaviour 

Longitudinal strain versus load responses for the unwrapped and wrapped beams are 
compared in Fig. 7. The strains were measured at midspan in the top compression 
bars and the bottom tension bars. The strain responses were near linear until the 
beams almost reached failure states. The tensile strain in the reference beam was 
much lower than yield strain at failure, while in all the beams strengthened with FRP 
wraps, the measured tensile strains were greater than yield strain at failure. CFRP 
wraps were able to suppress the shear failure before flexural yielding in all the beams 
regardless of the exposure temperatures. Specimen BC-A failed at a tensile bar strain 
of 0.44% which reduced to 0.26% on exposure to an elevated temperature of 60 °C. 
In all the tested beams, compressive strains were smaller than 0.1% indicating that 
concrete crushing did not occur. The strain values calculated from horizontal LVDTs 
were found to be similar to the strains recorded from the strain gauges until initiation 
of flexural yielding. After that, a large variation was observed between the strains 
from the two sources with strain gauges showing larger strains.

The steel stirrups were instrumented with three strain gauges, two at quarter 
heights and one at mid-height to monitor strain variations with the applied load. 
The stirrups located at a distance of 500 mm or 1000 mm away from the support 
measured the highest strain readings in all the tested beams. Figure 8 presents the
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Fig. 7 Longitudinal strain profiles of the tested beams 
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Fig. 8 Steel stirrup strain profiles of the tested beams 

average stirrup strain vs load plots. The strain values shown in Fig. 8 were obtained by 
averaging three strain gauge readings at a particular section. The measured strains 
in the unwrapped beam specimen showed insignificant straining up to an applied 
load of about 600 kN when a sudden increase in the stirrup strain was recorded with 
the increase in load. This was followed by beam failure due to stirrup rupture. The 
average stirrup strain variations in the specimen BC-A also showed minimal average 
strain up to an applied load of about 600 kN beyond which, the strain increased 
at a much higher rate up to failure. Variation of stirrup strain in specimens BC-40 
and BC-60 was more uniform and did not show a sudden increase at any particular 
load level. A small kink was observed at a load of 220 kN likely due to the thermal 
expansion of the materials at elevated temperatures.

The average FRP strain variations with increasing load are presented in Fig. 9. 
As for strain in stirrups, largest FRP strains were recorded at a distance of 500 mm 
or 1000 mm away from the support. Insignificant FRP strains were recorded up to 
an applied load of about 600 kN in all the wrapped beams. Further increase in load 
resulted in a gradual increase in the strain until failure. The specimens BC-40 and 
BC-60 also showed similar strain behaviour with an additional kink at 220 kN due 
to conditioning at high temperatures. The comparison of beam tests revealed that 
the measured FRP strain, at a particular load level, was lower for higher temperature 
specimens which was also observed during tensile testing of FRP sheets [4]. In all 
cases, the measured strain at failure was significantly lower than the tensile rupture 
strain of the CFRP under ambient conditions, i.e. 1%. However, it is possible that 
larger strains occurred at non-instrumented locations.

The horizontal and diagonal strain values recorded during the beam tests were 
analysed to determine the state of average strain at a particular section. The horizontal 
strains (εx ) were recorded from the strain gauges, and the diagonal strains, elongation
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Fig. 9 FRP strain profiles of the tested beams

(εb), and shortening (εc) in the region of shear cracks were measured using two sets of 
diagonal LVDTs. Equations 1 to 3 were then used to calculate the ultimate transverse 
strain value, ultimate shear strain value, and angle of principal compressive strain at 
failure. 

εy = εb + εc − εx (1) 

γxy  = εb−εc (2) 

θ = 1 
2 
tan−1 

( 
γxy  

εy−εx 

) 
(3) 

The angle of principal compressive strain was also compared with CSA A23.3-
19 [8] predictions as given by Eq. 4. 

θ = 29 + 7000εx (4) 

Table 4 presents the ultimate values for strain and angle of the principal compres-
sive strain of the tested beams at the primary shear crack location. An examination 
of ultimate transverse and ultimate shear strains revealed higher strain values for 
the unwrapped beams than wrapped beams. The exposure to elevated temperatures 
decreased the average axial and transverse strain values at failure due to the reduced 
effectiveness of the FRP wraps. In contrast, the ultimate shear strains increased due to 
the reduced contribution of FRP sheets at high temperatures. At failure, the inclina-
tion of principal compressive strains calculated from the experimental data was larger
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Table 4 Summary of strains and angle of inclination at failure 

Specimen 
ID 

Load (kN) εx (με) εy (με) γ xy (με) θ (Eq. 3) (Degrees) θ (Eq. 4) (Degrees) 

BU-A 732 803 7853 8769 26 35 

BC-A 1417 1165 1653 3593 41 37 

BC-40 1394 1180 1340 3444 44 37 

BC-60 1376 945 1092 3709 44 36 

for beams tested at elevated temperatures than ambient wrapped beams. A compar-
ison of angle of inclination from the tests with that calculated using CSA A23.3–19 
equation [8] showed that for beams tested at ambient conditions, the CSA-predicted 
angle is 9° steeper. For beams under elevated temperatures, the reverse is true with 
the difference between the two angles as large as 8°. 

3.3 Comparative Study of Available Codes and Standards 

A comparative study of the available codes and standards was carried out to eval-
uate the shear capacity of the anchored FRP-wrapped beams. The shear capacities 
predicted using ACI 440.2R-17 [5], CSA S6-19 [9], CSA S806-R17 [6], and fib 
B14 [10] are presented in Table 5. The predicted failure load to experimental failure 
load ratios is also presented in Table 5. None of the available codes provide guidelines 
for the calculations of FRP shear contribution at elevated temperatures. Therefore, 
reduction factors were suggested to modify FRP shear contribution based on the 
limited test data. It can be inferred from the test results that no reduction factor is 
needed for temperatures up to about 0.7 Tg; however, a reduction factor of 0.85 is 
suggested for a temperature range of 0.7 Tg to Tg. These factors have been used 
herein with code equations for shear capacity predictions of beams exposed to 40 °C 
and 60 °C. Overall, the predictions from the ACI 440.2R [5] and CSA S6-19 [9] were  
conservative for both unwrapped and wrapped beams. CSA S806-R17 [6] predic-
tions were conservative for unwrapped beam and unconservative for wrapped beams. 
The fib B14 [10] predicted reasonably accurate shear capacities for both wrapped 
and unwrapped beams.

4 Conclusions 

To understand the effects of climate change on the effectiveness of anchored FRP 
wraps, four shear-critical RC beams (one unwrapped and three CFRP wrapped) were 
tested under ambient conditions and elevated temperatures. A single layer of CFRP 
was used to wrap the specimens with CFRP anchors. The elevated temperature beams
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Table 5 Comparison of experimental and code predicted capacities 

Reference BU-A BC-A BC-40 BC-60 

kN PL/ELa kN PL/ELa kN PL/ELa kN PL/ELa 

Experimental 732 1434 1473 1377 

ACI 440.2R-17 [5] 578 0.79 1363 0.95 1363 0.93 1246 0.90 

CSA S6-19 [9] 688 0.94 1385 0.97 1385 0.94 1327 0.96 

CSA S806-R17 [6] 688 0.94 1611 1.12 1611 1.09 1530 1.11 

fib B14 [10] 681 0.93 1467 1.02 1467 1.00 1349 0.98 

a PL/EL = predicted ultimate load to experimental ultimate load ratio

were subjected to a sustained loading and conditioned at elevated temperatures for 
24 h before testing to failure under monotonic loading. The beams were subjected to 
temperatures of 40 and 60 °C. This study was conducted with two objectives: under-
stand the shear behaviour of RC beams strengthened with anchored FRP sheets and 
evaluate their performance under elevated temperatures. The following conclusions 
can be drawn from the study. 

1. A single-layered anchored CFRP U-wraps enhanced RC beam strength by 96% 
at room conditions, which increased to 101% at 40 °C and reduced to 88% on 
exposure to temperatures greater than Tg (60 °C). The midspan displacement 
also improved by 133% at room conditions, 148% at 40 °C, and 68% at 60 °C 
due to CFRP wraps. 

2. The presence of anchored FRP sheets reduced the straining rate of the steel 
stirrups and delayed their yielding. 

3. The wrapped beams tested at room conditions experienced larger FRP strains 
than those tested at high temperatures. The ambient wrapped beam showed a 
maximum measured FRP strain at failure of around 0.27% which reduced to 
0.19% at 60 °C. The rupture strain of CFRP at room temperature was about 
1.0%. 

4. The anchored FRP beams showed concrete cone failure around anchors which 
shifted to concrete cone and dowel pull-out failure at higher temperatures. This 
transition was due to the reduced effectiveness of CFRP anchors likely caused 
by the decrease in bond strength between the anchor and surrounding concrete. 

5. The available codes and standards do not provide recommendations for the 
shear strength contribution of FRP wrap at elevated temperatures. Based on the 
limited test data, a shear strength reduction factor of 0.85 is recommended for a 
temperature range of 0.7 Tg to Tg. 
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Use of Electrochemical NDT Tests 
for Evaluating the Effectiveness 
of Cementitious Materials for Corrosion 
Repair of RC 

Perla Rodulfo and Rishi Gupta 

Abstract For many years, electrochemical nondestructive testing (NDT) techniques 
have been utilized in the construction sector to examine the structural soundness and 
safety of many kinds of buildings. Half-cell potential, macrocell current, and linear 
polarization resistance are three distinct kinds of electrochemical NDT techniques 
described in this work to test RC resistance to chloride attack and to help develop 
solutions to improve the durability and hence the service life of RC structures. The 
effectiveness of these three kinds of NDT procedures is discussed, as well as the 
electrochemical processes that occur when three distinct types of cementitious repair 
materials are subjected to sodium chloride. The findings of this experimental investi-
gation reveal that the three distinct forms of NDTs used to measure the performance 
of three different types of cementitious material restoration have a close connection 
in terms of outcomes. After monitoring corrosion of repair materials exposed to chlo-
ride attack using HCP for the duration of the testing period, it was discovered that 
there is a greater than 90% chance that no corrosion is occurring for Mix F. Similarly, 
during monitoring corrosion activity using the macrocell corrosion method, it was 
discovered that Mix F has the least amount of corrosion conductivity with a value 
of less than 5 Coulombs. Mix F had the lowest corrosion rate density utilizing LPR 
NDT, with a value of less than 1 µA/cm2. Using these three types of NDT tech-
niques, the differences in performance among three different kinds of cementitious 
materials while in contact with a concrete substrate and subjected to sodium chloride 
were also observed. Other NDT approaches will need to be investigated further in 
order to elucidate the chemical composition of more efficient cementitious repair 
materials subjected to sodium chloride. 
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1 Introduction 

Reinforced concrete is a flexible and widely used building material. It may be shaped 
into a variety of forms and has a variety of surface finishes. Although RC infrastruc-
ture is generally durable and capable of withstanding harsh exposure conditions for 
the duration of its service life, it can deteriorate due to environmental factors, loads, 
rebar corrosion, sub-zero temperatures, concrete resistance to volume changes, or 
chemical actions [1, 2]. Corrosion occurs in the concrete matrix and at the rebar. It 
may happen in any weather condition. 

Corrosion products may precipitate, causing tensile tension and cracking. Such 
cracks may shorten the life of RC constructions [1, 3–5]. Extreme structural loads, 
climate, and weather conditions may all reduce an RC structure’s service life. 
Consequences can include failure of bridges or buildings, even to the point of 
collapse. 

Due to the economic difficulty of replacing many damaged buildings, restoring 
a deteriorating structure using sustainable and cost-effective materials is becoming 
an appealing alternative in the construction industry and a topic of research. Every 
year, new repair materials are suggested, tested, and created for different purposes 
[6]. Repair materials can be categorized as cement-based, polymer-modified cement-
based materials, or epoxy resin materials [7]. 

The use of electrochemical NDT tests to assess the efficacy of cement-based or 
polymer-modified cement-based mortars as repair materials is the subject of this 
research. They are used to remediate corrosion caused by chloride exposure. Such 
exposure commonly occurs in marine environments or where de-icing salt is used 
[6, 8]. 

RC structures located in a marine environment are clear examples of structures 
affected by chloride attack [9, 10]. The corrosion process and physical characteristics 
of steel embedded in concrete have been discussed in much literature [11–13], and 
it continues to be an important area of ongoing research. 

A basic background will be described to provide a better understanding of corro-
sion detection and protection methods in later sections. The chemical reactions and 
electrical current flow are present when rebar rusts have specific characteristics. 

The following are the major components of a corrosion cell: 

• Anode 
• Cathode 
• The electrolyte composition. 

Figure 1 illustrates the interactions between the components of a corrosion cell 
and the electrochemical process of corrosion of embedded rebar in concrete.

The corrosion process has two half-cell reactions, oxidation, or anodic reaction 
and cathodic or reduction reaction. During this process, electron release occurs in 
the oxidation reaction, Eq. (1), whereas the reduction reaction produces electron 
consumption, Eq. (2) [1].
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Fig. 1 Corrosion process of embedded steel through anodic, cathodic, oxidation, and hydration 
reaction [1]

Fe → Fe2+ + 4e (1) 

Anodic or Oxidation reaction (dissolution of irons) 

2e− + H2O + 1/2 O2 → 2OH− (2) 

Cathodic or reduction reaction (oxygen reduction). 
The anodic and cathodic reactions start the rusting process, and corrosion requires 

the presence of both water and oxygen. 
Anodes are the active sites of reinforcement corrosion. When iron atoms lose 

electrons, ferrous ions travel to the concrete matrix Eq. (1). 
Electrons in the rebar continue to migrate to cathode locations. The electrons mix 

with water and oxygen in the cathode reduction process Eq. (2). 
As this electrochemical process progresses, the ferrous ions migrate through 

the water in the porous concrete matrix, ending up at the cathode sites. Ferrous 
hydroxide tends to react further with oxygen present in the environment surrounding 
the embedded reinforcing steel. 

Equations 3, 4, and 5 show ferrous hydroxide becoming ferric hydroxide and then 
ferric oxide or rust. 

Fe2+ + 2OH− → Fe(OH)2 (3)  

Ferrous hydroxide Eq. (3) 

4Fe(OH)2 + O2 + 2H2O → 4Fe(OH)3 (4)  

Ferric hydroxide Eq. (4) 

2Fe(OH)3 → Fe2O3 · H2O + 2H2O (5)  

Hydrated ferric oxide (rust) Eq. (5)
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The corrosion resistance of concrete repair mortars was studied by Velu 
Saraswathy et al. [7]. 

Their results showed that modified mortar systems treated with fly ash and micro 
silica have lesser permeable voids because of the smaller size of the micro silica 
particles compared to normal cement particles. Less permeable gaps and less water 
absorption occurred from the cement matrix’s denser packing. 

D. D. L. Chung et al. studied the corrosion resistance of cement-based mate-
rials incorporating silica fume content and found that SF improves a broad range 
of essential features, including steel corrosion resistance in comparison with 
polymer-modified mortars. 

Desi Wang investigated the long-term durability of concrete in freezing and 
sulfate-rich environments. Both FA and SF were proven to increase concrete resis-
tance, agreeing with the findings of D. D. L. Chung. According to Desi Wang’s 
research, SF outlasted FA in terms of endurance. 

Mailvaganam, N. P. and Taylor, D. A. studied the compatibility of repair systems 
for concrete structures [14]. It was shown that existing concrete and repair must be 
seen as components of a larger system. Even though materials vary, the objective 
must be to improve physical and chemical property compatibility. 

The evaluation of cementitious-based materials for RC corrosion repair can be 
better understood and assessed by using several electrochemical NDT methods 
[15–17]. 

Several electrochemical NDT techniques may be used to better understand and 
analyze the assessment of cementitious-based materials for RC corrosion repair. 
Test methods to monitor corrosion initiation and diffusion can be destructive or 
nondestructive. 

In destructive testing, a sample of the rebar is retrieved by taking a core from a 
structure and determining the rebar’s loss in weight and hence the corrosion rate. In 
nondestructive testing, many electrochemical methods are available in the market. 
Destructive methods carry limitations in terms of disturbing the integrity of the 
structure and the repairs that need to be done afterward [18]. 

In this study, three NDT methods including half-cell potential method (HCP) [19], 
linear polarization resistance (LPR) [20], and macrocell current [21] were used to  
assess the corrosion development on RC repaired specimens. The half-cell potential 
uses a reliable reference electrode that may offer corrosion potential data for rebar 
in concrete. The potential for reinforcing corrosion in concrete or cement mortar is 
shown by a range of voltage values measured against the reference electrode. The 
major issue of this test is that it only gives an indication of the likelihood of corrosion, 
and it does not give any indication of the rate of the chemical reactions [19, 22, 23]. 

NDT linear polarization resistance provides data on the rate of metal corrosion. 
LPR provides a more accurate and quicker method to measure the corrosion rate of 
rebar. Saraswathy Velu et al. reported that LPR serves as a rapid and non-intrusive, 
corrosion monitoring technique that gives immediate data related to the current rebar 
corrosion rate. This test is more informative than corrosion potential testing [24–26]. 

Macrocell current method measures the current passing through a net of connected 
rebars. Observations made by Sarawasthy et al. [7] indicate that macrocell current
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results measured for different corrosion repair mortars can be greater than 100%, 
depending on the chemical constituents and compatibility of the repair materials. 

Three electrochemical NDT techniques are proposed for monitoring the corro-
sion rate, corrosion potential, and macrocell current of three repair materials in this 
research. 

Results will help with the development of better choices for repair materials of 
RC structures exposed to marine environments. 

The working procedure for each of the NDT methods used will be presented in 
the following section. 

2 Experimental Investigations 

2.1 Materials 

Four types of materials were prepared: a normal concrete mix and three types of 
cement-based repair materials. The preparation of the concrete mix material was 
done with the purpose of it serving as the substrate receiving the cement-based 
materials. The design for the concrete mix proportions is given in Table 1; Quikrete 
Portland cement GU with a w/c = 0.40 was used for the concrete mix in accordance 
with ASTM C150 [27]. Tap water was introduced as the mixing water. Fine aggregate 
was used, meeting the ASTM C33 [28] requirement. Fine and coarse aggregates have 
fineness modulus values of 2.85 and 6.48, respectively. Air entraining agent (AEA) 
meeting ASTM C260 and a high-range reducing agent (HWRA) (as per ASTM 
C494) were used. 

The other three commercially available mixes are termed as Mix M, P, and 
F. Table 2 shows the water-to-material (w/m) ratio as recommended by each 
manufacturer. 

Table 1 Control mix design 

Sample 
ID 

Portland 
cement (kg/ 
m3) 

Coarse 
aggregates (kg/ 
m3) 

Sand (kg/ 
m3) 

Water (kg/ 
m3) 

HWA (kg/ 
m3) 

AEA (kg/ 
m3) 

Control 180 450 1053 762 2.25 2.25 

Table 2 Mix design of  
cementitious—repair material Sample ID Cement repair (kg/m3) Water (kg/m3) 

Mix M 1562 118.75 

Mix P 1250 137.5 

Mix F 1746 291
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Table 3 Repair and substrate 
mix properties Category Mix Slump (mm) Air content (%) 

Substrate S 70 7 

Repair M 60 5.5 

Repair P 20 5 

Repair F 80 6 

Table 4 Steel reinforcement 

Steel 
reinforcement 

Diameter (mm) Modulus of 
elasticity (MPa) 

Tensile 
strength (Fy) 

Grade of steel (W) 

Carbon steel 11.3 200,000 400 MPa 400 

The cementitious material repair used in this research, mixes M, P, and F, can be 
classified as cementitious mortar, polymer-modified cement mortar, and cementitious 
concrete repair, respectively. Table 3 shows the fresh properties of all the mixes. Air 
content and slump were assessed following ASTM standards: ASTM 231 and ASTM 
C143. 

Table 4 shows the properties of carbon steel, which is the reinforcement used in 
this study. 

ASTM C192 determined mixture casting. 

2.2 Cementitious/RC Material Preparation for Corrosion 
Repair 

Eight RC beams measuring 530 × 150 × 150 mm (length × height × width) were 
constructed according to ASTM G109. See Figs. 2 and 3.

Specimen preparation of the RC beams: 

(i) Three (3) 11.3-mm longitudinal carbon steel rebars of length 660.4 mm were 
put inside a steel form mold. 

(ii) The rebars were wire power brushed and rinsed using deionized water to 
remove any contaminants or rust. This was performed with the purpose of 
facilitating the uniform formation of rebar surface’s passive film. 

(iii) Each rebar had stainless steel screws installed and welded in place. 
(iv) Epoxy was used for sealing, and vinyl tubing was used for electrical insulation. 
(v) For the preparation of the concrete corrosion repair, an area of 250 mm × 100 

× 50 mm (length, width, height) was reserved along the top surface of the RC 
beam. This was the active area of experimentation. 

(vi) Each fresh concrete mixture was poured and vibrated for 10 s for consistency. 
(vii) Steel molds were covered by plastic sheets for 24 h.
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(a) 

(b) 

Fig. 2 a Longitudinal section view of beam specimen used for electrochemical measurement: LPR 
and HCP. b Cross section view of beam specimen showing macrocell current measurement

(viii) Ambient conditions were (18 ± 2° C). Mixes M, P, and F were applied to the 
indentations on the top surfaces of the beams. 

(ix) Burlap covering ensured moist curing for 28 days in an ambient temperature 
of (18 ± 2 °C).  

(x) Four concrete control-beam specimens with cavities were also constructed 
and were left as no-ponding control beams, one for each admix and one for a 
regular concrete mix. 

(xi) The bottom and top surfaces were unsealed. The sides were sealed with epoxy. 
(xii) 3-mm Plexiglas was used for a salt solution ponding dam with dimensions of 

431.7 × 114.4 × 76.2 mm, which was epoxied to the top surface of the eight 
beam specimens. 

(xiii) Specimens were placed onto insulated supports of at least 13 mm (0.5 inch) 
thick. This ensured adequate air flow during testing. 

(xiv) To retain moisture, a plastic loose fitting was placed on top of the ponding 
dam.
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(a) 

(b) 

Fig. 3 Specimen preparation. a side view, b top view

2.3 Experimental Setup 

In Fig. 2, it is shown that the top rebar (anode) undergoes oxidation, and the bottom 
rebars (cathodes) undergo reduction. 

After curing, wet and dry cycles (as per ASTMG 109) were conducted. In this 
experiment, this process simulates a high moisture and chloride environment such 
as the concrete in marine infrastructures. 

The wetting cycles were two weeks, followed by two weeks of drying. NaCl 
solution was 3% by weight and 99% pure. 

After the second wetting cycle, the NaCl solution was increased to 5% by weight. 
Corrosion data was collected using a multimeter and a potentiostat. Measurements 

were taken using a three-electrode setup.
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3 Methods Implemented and Equipment Used 

3.1 Ponding Test Wet/Dry 

A high impedance potentiostat and a multimeter with 1 µV resolution were used for 
testing, following ASTM G109. In this work after four cycles (16 weeks) of wet/ 
dry cycles, NDT methods were used for obtaining values for corrosion potential, 
corrosion rate, and macrocell current of the repaired specimens. 

3.2 Electrochemical Nondestructive Test (NDT) Methods 

Half-cell potential, linear polarization resistance, and macrocell current NDTs were 
used to assess corrosion in the repaired specimens. 

3.2.1 Half-Cell Potential 

HCP data was taken at the end of the wetting cycle in all the specimens using 
a commercially available nondestructive Gamry 600 + potentiostat equipment. A 
sulfate calomel electrode was used as a reference electrode, and the reinforcement 
embedded inside the concrete was used as a working electrode. ASTM C0876-15 
was used to interpret corrosion activity results in terms of corrosion potential. As 
stated previously, HCP is a useful tool for monitoring the probability of corrosion. 

3.2.2 Linear Polarization Resistance 

The corrosion rate (CR) was measured at different times of exposure using the linear 
polarization method (LPR) as described in ASTM G59. For all specimens, a high 
impedance voltmeter built in a commercially available nondestructive Gamry 600 
+ potentiostat was used. Studies show that LPR is a reliable NDT for corrosion 
measurement [29]. The steel rebar was polarized for a fixed duration of 270 s. 

The resultant resistance polarization Rp (expressed in Ohms) was obtained. 

(6) 

Rp values were obtained to determine the corrosion current and density, 

where ΔE = E – E corr. Icorr (in Amperes) was determined from the Stern-Geary 
equation formula [30] and ASTM G59. 

I corr = B/Rp; (7)
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Rp is polarization resistance (in Ohms). B is the Stern-Geary constant (V ), given 
as: 

B = βaβc/2.303 (βa + βc), (8) 

where βa is the (anode) Tafel constant and βc is the (cathode) Tafel constant. 
As per Andrade et al., and by RILEM direction, B was assumed equal to 26 mV. 
i corr (corrosion current density) was determined by: 

i corr = I corr/As; (9) 

icorr is in µA/cm2 and As is the area of exposed steel in cm2. In this study, rebar 
surface corrosion was assumed to be uniform. 

Corrosion penetration rate (µm/year) was calculated according to Faraday’s law: 

CR = Kaw/nFδ i corr = α i corr; (10) 

K = 315,360 (a unit’s conversion factor); F is the Faraday constant. 
(F = 96,485 Cmol−1), n (number of moles of transferred electrons), aw (the 

atomic weight in grams), δ (density of the metal in g/cm3), and icorr (the corrosion 
current density) in µA/cm2 [31]. 

3.2.3 Macrocell Corrosion Rate 

The macrocell current was measured once every twenty-eight days at the end of the 
wetting cycle, as per ASTM G109. 

Also, as per ASTM G109, voltage was measured using a multimeter with an 
accuracy within 1 µV. 

In the case of this study, the specimens setup resembles the macrocell corrosion 
mechanism. 

Using Ohm’s law, the macrocell corrosion current is found by measured voltage/ 
resistance value (100 ohms). Sample testing duration was 16 weeks. 

4 Experimental Results and Discussion 

4.1 Steel Reinforcement Corrosion 

4.1.1 Visual Observation 

Specimens were inspected after vacuuming the sodium chloride solution at the end 
of the last wet/dry cycle.
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(a) (b) (c) (d) 

Fig. 4 Visual observation of repair mixes and control. a Mix M, (cracks can be observed); b Mix 
P, (corrosion stains on surface; c Mix F, (no cracks or corrosion stains can be observed); d mix 
control, (corrosion stains on surface) 

Small cracks were clearly observed on one out of three specimens where Mix 
M repair cementitious material had been tested and after completing 16 weeks of 
exposure to the salt solution. See Fig. 4. 

On Fig. 4, signs of rust are clearly noticeable on the substrate concrete of Mix P. 
Signs of rust are clearly noticeable on two out of two of the control Mix. No signs 
of corrosion, cracks, or staining were observed on Mix F. 

Corrosion potential, macrocell corrosion, and corrosion current density and rate 
results on all the specimens confirm the possibility of some cementitious materials 
being more vulnerable than others when exposed to a chloride attack or corrosive 
environment. 

4.1.2 Half-Cell Potential (HCP) Results 

As per ASTM C876, top (anode) rebars were monitored for the variations of HCP. 

Repair material plus substrate exposed to chloride 

At the beginning of the first cycle, the potential corrosion on repair cementitious 
material + substrate interface, Mix P, F, and control values ranged between −50 and 
−130 mV. Mix M, however, shows a range of −350 mV at the end of the first cycle. 

At the end of the 16 weeks of exposure cycles, Mix F and control are in the range 
of −60 to −100 mV, while Mix M and P reached a potential corrosion value between 
−250 and −350. 

Figure 5 indicates potential readings for Mix F, and the control specimens also 
show a probability of corrosion of less than 10%. However, potential corrosion for 
Mix M and F indicates corrosion activity to be uncertain.

The difference in potential values among the three different mixes can be explained 
by the potentially denser microstructure of Mix F and control compared to mixes M 
and P [22, 32]. Chlorides are transported into concrete with a lower resistivity or a 
more open pore structure (Fig. 6).
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Fig. 5 Half-cell potential. Repair materials + substrate versus control

Fig. 6 Half-cell potential std. deviation. Repair materials + substrate versus control 

4.1.3 Macrocell Corrosion Results 

Also, as per ASTM G109, for this test, the total charge between the reinforcement 
layers was monitored for 16 weeks. 

Figure 7 presents the total charge for samples with repair cementitious materials 
plus substrate versus control (Fig. 8).

It can be observed that samples with Mix M and P present the highest value of 
charge passed with time, which indicates less resistance to chloride exposure during 
the testing period for repairs M and P compared to Mix F. 

The data analysis revealed that Mix M and P had the highest rate of macrocell 
corrosion. This can be explained by the effect of the interface between the repair
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Fig. 7 Macrocell corrosion. Repair materials + substrate versus control 

Fig. 8 Macrocell corrosion. Std. deviation. Repair materials + substrate versus control

materials and substrates not being electrochemically compatible [7, 33, 34]. Cusson 
et al. [35] learned that after 3 years of corrosion repair performance assessment, 
the potential electrical difference between the patch and the substrate can worsen 
with time due to physical and chemical incompatibilities. Values of 100 to 150 mV 
were common in their study. Also, Pruckner and Gjørv [36] found that the potential 
difference between the substrate and repair can be as high as 500 mV. 

Of all the mixes tested in this study, Mix F shows the lowest charge passed. 

4.1.4 Linear Polarization Resistance—Corrosion Current Density Rate 

After performing the biweekly linear polarization tests on the NaCl—exposed 
specimens, the following results were observed: 

For repair material plus substrate exposed to chloride and considering the state 
of corrosion of the steel in the specimen, it was observed that mixes M, P, F, and 
control were in the range of negligible corrosion at 16 weeks of exposure.
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However, the corrosion current density and rate result of each of the repair admixes 
indicate different results. Mix F presents the lowest corrosion rate results during the 
16 weeks of exposure. The repair material identified as Mix P showed the highest 
corrosion rate result, during the 16 weeks of exposure. 

Figures 9 and 11 show the values of corrosion current rate and corrosion density 
respectively. Figures 10 and 12 shows the standard deviation of the Figs. 9 and 11. 

Fig. 9 Corrosion current rate. Std. deviation. Repair materials + substrate versus control 

Fig. 10 Corrosion current rate. Std. deviation. Repair materials + substrate versus control
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Fig. 11 Corrosion current density. Std. deviation. Repair materials + substrate versus control 

Fig. 12 Corrosion current rate. Std. deviation. Repair materials + substrate versus control 

5 Experimental Results and Discussion 

5.1 Electrochemical Techniques 

After performing HCP, macrocell, and LPR electrochemical tests on three different 
types of cementitious repair material, under chloride exposure, it is observed that 
all the results from the NDTs in terms of corrosion activity are correlated. Cementi-
tious concrete (Mix F) presented the best performance in terms of lowest corrosion 
potential, corrosion rate, corrosion density, and corrosion current results at 16 weeks
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of wet/dry sodium chloride exposure compared to cementitious mortar (Mix M) and 
polymer-modified cementitious mortar (Mix P). 

Raghav et al. [34] reported that some chemical components present in some 
cement-based materials like silica fume (SF) can react in concrete leading to a phys-
ical contribution. Physically, silica fume fills the interface spaces, which reduces 
porosity. 

The effectiveness of repair cementitious materials to delay/retard corrosion in RC 
exposed to high-chloride environments is highly dependent on how the repair and 
substrate materials react as a system to sodium chloride attack. 

The evaluation of different repair cementitious materials was assessed by using 
three different electrochemical NDT methods: HCP, macrocell, and LPR. Results 
led to a correlation finding among these three methods. 

6 Conclusion 

Results of the experimental study of using electrochemical methods to assess the 
effectiveness of repair cementitious materials for corrosion repair can be summarized 
as follows: 

1. The usage of electrochemical techniques to measure corrosion potential, HCP, 
macrocell corrosion, and linear polarization performed in this study showed a 
correlation regarding the behavior/effect of three different types of cementitious 
repair materials under chloride exposure. 

2. The chemical components contained in Mix F (silica fume) make it a more 
desirable repair due to its higher surface area and electrochemical compatibility 
with the substrate when exposed to sodium chloride. Experimental results for 
Mix F show a lower corrosion potential, corrosion rate, and macrocell corrosion 
compared to repair Mix M and Mix P when exposed to sodium chloride. 

3. Further NDT examination like the usage of SEM images will provide more 
information about the morphology and porosity network of these three different 
admixes after being exposed to chlorides. 

4. The need for better physical and chemical compatibility between substrate and 
repair materials will continue to be a driver for research, experimentation, and 
modeling. Exposure environments, especially those with high sodium chloride 
content, are an important consideration when predicting and monitoring the 
service life of steel-reinforced concrete. 
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Temperature Control and Crack 
Prevention Scheme for Tail Floor 
of Large Hydropower Stations 
in High-Altitude Regions 

Qiaorong Sun, Bingyong Ding, Zaixin Zheng, Running Du, and Sheng Qiang 

Abstract Temperature control and crack prevention for the tail floor of a large 
hydropower station are difficult in high-altitude regions. Therefore, research on fine 
temperature control and crack prevention according to climatic characteristics is 
necessary. Temperature stress and temperature control measures for the tail structure 
of a hydropower station in a high-altitude region are studied based on the three-
dimensional finite element method, considering the climate characteristics in high-
altitude regions and the limitation of conventional temperature control and crack 
prevention measures. The results show that the conventional pouring temperature 
control measures, water cooling measures, and surface insulation measures are unable 
to control the temperature stress of concrete within the safe range. The reasonable 
block-divided pouring measures (to avoid long pouring interval), reasonable post-
pouring belt measures, and strong heat preservation measures are crucial to effec-
tively control the thermal stress and ensure the structural safety. Based on the research 
and practice of concrete crack prevention in hydropower stations, during construc-
tion in high-altitude regions, the temperature and spatial distribution of concrete 
temperature stress, and a set of comprehensive crack prevention measures suitable 
for high-altitude climate conditions, construction conditions and structural charac-
teristics of powerhouse are summarized and have reference significance for similar 
projects. 
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1 Background 

With the development of hydropower, the focus of water resources development has 
gradually shifted from mild climates to high-altitude regions. However, the climate 
and environmental conditions in high-altitude regions are harsh, which is detrimental 
to concrete crack prevention. It is particularly difficult to perform the numerical simu-
lation of complex concrete structures, temperature control designs, and construction 
schemes. 

Hydraulic mass concrete structures include dams, hydropower stations, and aque-
ducts. Currently, the temperature control and crack prevention of concrete dams in 
low-altitude regions already have a relatively complete system. For example, the 
small temperature difference, early cooling, and slow cooling [1] proposed by Zhu 
Bofang have been widely used in the Jinping, Baihetan, and Wudongde projects, 
with good results [2–7]. Preliminary results have also been provided for the temper-
ature control and crack prevention of dams and hydropower stations in high-altitude 
regions. For example, Wang Zhenhong summed up the climate characteristics in high-
altitude regions and proposed reasonable temperature control indexes and sugges-
tions to optimize temperature control measures for a concrete dam in Tibet [8–10]. 
Ouyang Haijun pointed out that the surface protection measures for concrete in high-
altitude regions are extremely effective in reducing the internal and external tempera-
ture difference and reducing the risk of surface cracking, while strictly controlling the 
temperature stress of early concrete [11]. The allowable temperature difference in the 
foundation was simulated, and a reasonable temperature control guidance scheme 
for the pouring of concrete silos in high-altitude regions was provided by Huang 
[12]. A study was conducted on the pouring season of strong restrained zones for a 
high-altitude dam by Zhu et al. [13]. Zhu Kang et al. pointed out that the tensile stress 
of exposed concrete surfaces in high-altitude regions occurs easily, and the tempera-
ture control standards need to be strictly controlled [14]. The difficulties and related 
technical problems in the construction of RCC (roller-compacted concrete dam) 
dams in severe cold regions are analyzed and discussed by Deng [15].  Du  Wei et al.  
perfected the application of thermodynamic theory in the field of concrete tempera-
ture control in severe cold regions [16]. Ruan Xinmin et al. worked out temperature 
control standards and optimized temperature control measures around the variation 
characteristics of the thermodynamic parameters of concrete under special thermal 
insulation conditions, the cold shock effect of temperature drops (cold wave) on 
concrete, overwintering temperature control, heat preservation material selection, 
and so on [17, 18]. In view of the key technologies such as dam structure design, 
concrete mix proportion, temperature control, and heat preservation in high-altitude 
regions, some researchers conducted a series of theoretical research studies and 
technological innovations, and some valuable research results have been obtained 
[19–23]. However, the anti-cracking technology of mass concrete, especially struc-
tural concrete in high-altitude regions, is not mature enough and can continue to be 
perfected.
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For large hydropower stations, it is difficult to control temperature and optimize 
schemes for the bottom plate of the draft tube structure. In high-altitude regions, there 
is no space to control pouring temperature because the monthly average temperature 
is much lower than in mild climates, especially in winter. Moreover, the bottom plate 
is strongly restrained by relatively complete bedrock where elastic modulus is large. 
Complicated constrained structure also adds the difficulty. Finally, different locations 
of the hydropower stations need different standards and requirements, such as the 
function of impact and wear-resistant, antifreeze, anti-corrosion, impermeability, and 
so on, and need different kinds of concretes. The thermal and mechanical parameters 
(especially, the adiabatic temperature rise) of different kinds of concrete are very 
different from each other. Thus, concrete structures with different kinds of concrete 
may be constrained by each other and produce temperature stress after concrete 
pouring. In summary, more reasonable research and harsh measures are needed to 
conduct for large hydropower stations in high-altitude regions. 

The conventional methods of mass concrete temperature control are reducing the 
pouring temperature, adopting the pipe cooling and surface protection measures, but 
these research studies are primarily aimed at dam mass concrete in mild areas. The 
climate in high-altitude regions is harsh, which is reflected in the large tempera-
ture difference between day and night, the strong solar radiation, dry climate, and 
low annual temperature. The climatic characteristics in high-altitude regions lead to 
stricter temperature control and crack prevention measures. The concrete of the draft 
tube structure belongs to high-grade concrete and has the characteristics of temper-
ature insulation and fast heating. The temperature control measures for high-grade 
concrete structures in mild areas have been relatively strict. For example, a low heat 
cement concrete, the analysis and optimization of the mix proportion of the concrete, 
pipe cooling, constant surface running water maintenance, and other measures are 
adopted synthetically in the discharge caverns of Change Hydropower Station to 
reduce the internal hydration heat and cracking risk of high-grade concrete [24]. 
In high-altitude regions, the difficulty of temperature control and crack prevention 
increases and needs to be researched more in detail. 

Based on the above discussion and the structure of hydropower stations in high-
altitude regions, the temperature control and crack prevention of the hydropower 
station are studied under the climatic conditions and the limitations of conventional 
temperature control and crack prevention measures. A set of comprehensive anti-
crack measures suitable for the cold weather conditions, construction conditions, 
and powerhouse structure features are determined, which is of great significance for 
similar projects.
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2 Simulating Calculation Principle 

2.1 Calculation Principle of the Temperature Field 

At any point within concrete computational domain R, unstable temperature field 
T (x, y, z, and t) should satisfy the heat conduction continuity equation [25]: 

∂T 

∂t 
= a 

(
∂2T 

∂x2 
+ 

∂2T 

∂y2 
+ 

∂2T 

∂z2 

) 
+ 

∂θ 
∂τ 

(∇(x, y, z) ∈ R), (1) 

where T is the concrete temperature (°C), a is the thermal diffusivity (m2/h), θ is the 
adiabatic temperature rise (°C), τ is the age (d), and t is the time (d). 

2.2 Calculation Principle of the Stress Field 

The strain increment of the concrete under a comprehensive stress state contains an 
elastic strain increment, creep strain increment, temperature strain increment, dry 
shrinkage strain increment, and autogenic volume strain increment. Thus, 

{Δεn} = {Δεe n} + {Δεc n} + {ΔεT n } + {Δεs n} + {ε0 n}, (2) 

where {Δεe n} is the elastic strain increment, {Δεc n} is the creep strain increment, {ΔεT n } 
is the temperature strain increment, {Δεs n} is the dry shrinkage strain increment, and 
{Δε0 n} is the autogenic volume strain increment. 

2.3 Equivalent Equation of the Conduction of Heat in Mass 
Concrete Considering the Effect of Pipe Cooling 

In general, the average temperature of concrete is calculated according to the 
following formula, where the initial temperature of concrete is T 0, the adiabatic 
temperature rise is θ0, and the inlet water temperature is T w[25]. 

T1(t) = Tw + (T0 − Tw)φ(t) + θ0ϕ(t). (3)
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3 Simulation Calculation 

3.1 Project Overview 

The Hydropower Station in this study is primarily designed for power generation. In 
the upstream side of the dam site, the catchment area is 157,407 km2. The standard 
impound level of the dam is 3374 m, and the corresponding storage capacity is 
552.8 million m3. 

The powerhouse of the hydropower station is a post-dam powerhouse, which 
is arranged on the right side of the main riverbed. A total of four single-machine 
165 MW hydrogenerator sets are installed in the station, with a total installed capacity 
of 660 MW. The length of the main powerhouse is 106 m, the height is 63.50 m, the 
upper width is 29.00 m, and the unit spacing is 25.00 m. 

A unit at the side of the powerhouse was picked as an object in this research. The 
sizes of it are as follows: The length of the side unit is 48.5 m, the height is 27.7 m, 
and the upper width is 31.0 m. The floor of the draft tube structure is shown in Figs. 1 
and 2. The length is 42.95 m, and the width is 31.0 m. The height of floor of elbow 
section is 4.7 m and the height of floor of linear progressive segment is 2.8 m. The 
sizes of the research objects are shown in Table 1.

Cracks often occur in parts of the changed structure including orifices and folding 
angles. The high-precision simulation of these details necessitates higher require-
ments for fine modeling, but there are a significant number of holes in the caverns of 
the powerhouse structure, and the fine simulation of the draft tube structure is espe-
cially difficult, so it is necessary to combine fine modeling technology to improve 
the simulation accuracy. 

Explanatory notes: The sizes of original designed blocks are shown in Fig. 1. The  
sizes of optimized designed blocks are shown in Fig. 2. The detailed sizes of the 
floor of the draft tube structure are shown in Table 1.

3.2 The Finite Element Model 

In the simulation calculations, the inlet section, the main powerhouse section, and the 
exit section of the side unit are taken as the calculation model. The 3D finite element 
computational model is shown in Figs. 3, 4, and 5. There are 350,879 elements 
and 378,403 nodes of the total model and 253,573 elements and 277,875 nodes of 
concrete model.

In the simulation calculation, the coordinate origin of the calculation model is 
located on the center bottom surface of the bottom floor, and the actual elevation is 
3341.90 m. The Z-axis is vertical, the X-axis is upstream, and the Y-axis is perpen-
dicular to the direction of water flow according to the right-hand spiral rule, pointing 
to the right bank. XOZ plane (Y = 0 m) is the central section of the side unit, and
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(a) View 1 

(b) View 2 

Fig. 1 Sides view of original designed blocks for the draft tube structure (m) 

Fig. 2 Sides view of optimized designed blocks for the draft tube structure (m)

Fig. 3 Three-dimensional finite element computational model
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Fig. 4 Three-dimensional finite element computational model of the entire concrete structure 

Fig. 5 Three-dimensional finite element model of the floor

the pile number is 0 + 15.5 m on the right. The finite element model of the bottom 
plate of the tailrace structure of the plant is depicted in Fig. 5.



Temperature Control and Crack Prevention Scheme for Tail Floor … 1151

3.3 Research Ideas 

3.3.1 Brief Introduction of Finite Element Calculation Process 

The simulation calculation process is as follows: Firstly, a finite element model is 
established for the research object (side unit), and the mesh size is controlled to meet 
the calculation accuracy requirements, especially the mesh of the draft tube structure 
and its floor. Secondly, according to the local climate conditions and rock prop-
erties, the corresponding calculation parameters are obtained, and the mechanical 
and thermal parameters of concrete are obtained by the related experiment. Thirdly, 
based on the finite element simulation calculation program developed by our research 
team, the simulation calculation results are obtained by inputting the corresponding 
calculation parameters and setting reasonable boundary conditions. 

3.3.2 Brief Introduction to Optimization Method of Temperature 
Control Measures 

The conventional temperature control measures of mass concrete are simulated, such 
as controlling concrete pouring temperature, strengthening concrete surface insula-
tion, and burying cooling water pipes inside the concrete. According to the calculation 
results of the simulation of conventional temperature control measures, additional 
optimization temperature control measures of mass concrete should be taken to let 
the maximum tensile stress be less than the allowable value. The additional temper-
ature control measures should be as simple, economic, and effective as possible. The 
additional temperature control measures proposed include optimization of pouring 
block sequence at key locations, adding post-pouring belts at appropriate locations, 
and covering the surface of the concrete with strong thermal insulation materials. The 
calculation model is optimized by adjusting the pouring sequence of concrete blocks 
at key locations, adding post-pouring belts at appropriate locations, and covering the 
surface of the concrete with strong thermal insulation materials to meet the concrete 
index standards. The flowchart of the simulation calculation is shown in the figure 
below: 

The flowchart of this research is shown in Fig. 6.

3.4 Reliability of Simulation Calculation 

The precision of temperature control and crack prevention calculation for mass 
concrete and the optimization of temperature control measures depend on several 
factors. These include the accuracy of the calculation program, the precision



1152 Q. Sun et al.

Fig. 6 Flowchart of the simulation calculation

of boundary conditions, models, materials, and the feasibility of the tempera-
ture control measures implemented during the optimization process. The following 
aspects discuss the correctness of the simulation results in this paper: 

(1) The research group of our research institute has carried out in-depth research 
on crack prevention of mass concrete and has carried out a lot of cutting-edge 
scientific research work [6-8, 27-29]. Many of them rely on or refer to this 
program for engineering and scientific research. Therefore, the correctness of 
this procedure can be guaranteed. 

(2) The material data and boundary condition data in this paper are obtained from 
laboratory and field data, which are suitable for the research of this project. 

(3) The research results of this paper have been approved by a design corpora-
tion. The design corporation has rich experience in hydropower station design. 
Therefore, the rationality of the temperature control measures can be guaranteed.
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4 Difficulties and Optimization Schemes for the Floors 
of the Draft Tube Structure 

4.1 Difficulties in Temperature Control and Crack 
Prevention in the Draft Tube Structure Floor of Large 
Power Stations in High-Altitude Regions 

(1) The climatic conditions of high-altitude regions make it difficult to effectively 
restrain the tensile stress of structural concrete during overwintering by control-
ling the pouring temperature. Considering the environmental conditions of the 
hydropower station studied in this paper, the monthly average temperature is 
only 1.1 °C in January, and the thickness of the floor is approximately 3 m. The 
internal temperature of the floor is low in the overwintering season. Adopting 
a very low pouring temperature is necessary to control the concrete stress in 
the floor. The temperature in summer is high, and the solar radiation is strong 
in the region where the project is located, so it is necessary to take aggregate 
air-cooling measures to effectively control the pouring temperature. When air-
cooling measures are taken to control the pouring temperature, the temperature 
of the concrete outlet is generally not less than 7 °C. Considering the recovery 
of the concrete temperature in the process of transportation and pouring, the 
pouring temperature of concrete in high-temperature seasons is difficult to 
control within 10 °C, and there is no great difference in pouring temperatures 
in mild areas. The above factors make it difficult to restrain the tensile stress 
of the floor in the overwintering season by controlling the pouring temperature. 
Table 2 shows the monthly average temperature of the project site over many 
years. 

(2) A large-scale powerhouse needs to be built in relatively less weathered rock. 
Excavation is often deep, and the lithology is relatively complete. Therefore, 
the elastic modulus of bedrock is large, and the bedrock strongly restrains the 
bottom plate. The monthly average temperature varies greatly in high-altitude 
regions. In addition, the long interval can easily lead to a large temperature 
difference between the upper and lower layers. The structure and blocks of a 
hydropower station are complicated; moreover, the changeable layered structure 
can easily lead to the mutual constraint of different floors. The above reasons lead 
to unreasonable segmentation, which can easily lead to greater stress in different 
blocks of concrete. The thermal and mechanical calculation parameters of the 
bedrock are presented in Table 3. 

(3) The concrete division of the hydropower station is complicated, and the concrete 
grades of different zones are different. Impact and wear-resistant concrete of 
label C2830 is used in the draft tube structure and in the water-retaining side wall 
of the hydropower station. The rest of the draft pipe mass concrete is mainly 
composed of grade three, and the concrete label is C9030. The structure of the 
diffusion section of the hydropower station is weak, and the crack resistance is
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poor. The above reasons can lead to inconsistency in the shrinkage and defor-
mation of the concrete and increase the risk of temperature stress cracks. The 
thermal characteristics of each concrete grade are presented in Table 4, and the 
zoning diagrams of different materials in the hydropower station are illustrated 
in Fig. 7. Concrete grades and division of the hydropower station are shown in 
Table 5.

Table 4 Thermal parameters of concrete 

Grade of 
concrete 

Temperature 
conductivity (m2/ 
h) 

Thermal 
conductivity 
(kJ/m h °C) 

Specific 
heat (kJ/ 
kg °C) 

Coefficient of 
linear 
expansion 
(10–6/°C) 

Adiabatic 
temperature 
rise final 
value (°C) 

C9030W8F200 0.00453 9.720 0.886 8.655 24.43 

C30W8F200 0.00427 9.364 0.920 9.364 41.52 

C30W4F150 0.00427 9.364 0.920 9.364 41.52 

Fig. 7 Material zoning diagram. Structures 1 and 2 in the figure constitute a draft tube structure. 
The meanings of 1 ~ 4 are as follows: 1—elbow section; 2—linear progressive segment; 3—the 
floor of the elbow section; and 4—the floor of the linear progressive segment. 

Table 5 Concrete grades and division of hydropower station 

Partition number Grade index Gradation Application area 

I C9030 W8 F200 Third grade Mass concrete for the draft tube 

II C2830 W8 F200 Second grade Tailrace structure, retaining wall 

III C2830 W4 F150 Second grade Wall below the generator 

IV C2830 W4 F150 Second grade Wall above the generator
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4.2 Temperature Control Optimization Measures 

Currently, the conventional temperature control measures for impact- and wear-
resistant concrete in mild regions can fulfill the needs of temperature control and 
crack prevention of the draft tube structure floors. However, there is little room for 
further tightening the temperature control and crack prevention measures. Temper-
ature control and crack prevention in high-altitude regions are obviously more diffi-
cult than that in mild regions. Optimizing temperature control measures to meet the 
requirements of temperature control and crack prevention is necessary. Based on the 
engineering experience in high-altitude regions, this study optimizes the temperature 
control measures according to the following ideas: 

(1) The conventional temperature control measures proposed by the preliminary 
temperature control scheme are simulated and analyzed. Moreover, the position 
and stress of the draft tube structure of the hydropower station are analyzed 
according to the calculation results. 

(2) Conventional temperature control measures are considered according to the 
characteristics of concrete structures in high-altitude regions. Therefore, reason-
able block-divided pouring measures (to avoid long pouring interval), post-
pouring belt measures, and strong heat preservation measures are simulated 
and the control effects of various measures on stress are obtained. Reasonable 
temperature control and crack prevention measures are proposed accordingly. 

5 Preliminary and Optimized Temperature Control 
Measures 

Based on the experience of temperature control and crack prevention of concrete 
structures of powerhouses, a set of temperature control and crack prevention schemes 
for the hydropower station in a high-altitude region are formulated in this study. 
The schemes mainly consist of two parts. The preliminary scheme is a conven-
tional temperature control scheme for the entire hydropower station. The opti-
mized schemes are developed based on the calculation results of the conventional 
temperature control scheme. This development involves an analysis of the distri-
bution of the temperature field, temperature stress field, and the measures for 
controlling temperature stress. 

5.1 Preliminary Temperature Control Scheme 

The conventional temperature control measures are pouring temperature measures, 
surface heat preservation measures, and pipe cooling measures, the purpose of which 
is to reduce the basic temperature difference and the internal and external temperature
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difference to control the temperature stress. The zoning of pouring blocks and the 
pouring time according to the preliminary temperature control scheme are presented 
in Table 6. The thickness of the insulation materials can be set as follows: Expandable 
Polyethylene (EPE) coil or polyethylene benzene plate with thickness 4 cm can be 
used on the facade; a layer of plastic film (for moisturizing and wind proofing) can 
cover the silo surface after a summer silo opening; a layer of plastic film 2-cm-thick 
EPE insulation quilt can cover the warehouse surface after the silo is closed in autumn 
or spring, and a layer of plastic film 4-cm-thick EPE insulation quilt can cover the 
warehouse surface after the warehouse is closed in winter.

5.1.1 Temperature Control Measures for the Floor 

The pouring zones of the bottom plate at the diffusion section of the draft tube in the 
preliminary scheme are displayed in Fig. 8.

In the preliminary scheme, the pouring time of each partition is shown as follows: 
Region A1: 30 April; region A2: 10 April; region B1: 10 June; region B2: 20 May. 

5.1.2 Analysis of Calculation Results 

The temperature control and crack prevention calculation of the draft tube structure of 
the hydropower station is carried out according to the preliminary temperature control 
measures. The maximum temperature and tensile stress are exhibited in Fig. 9. The  
characteristic section position of the temperature and stress in the analysis structure 
is illustrated in Fig. 9b. The maximum temperature and maximum stress envelope 
diagrams of the structural surface are given in Figs. 9a and b. Figures 9c and d 
depict the maximum temperature and maximum stress envelope diagrams of the 
characteristic section. According to the calculation results, the stress in the plate of 
the diffusion section exceeds the standard and should be closely analyzed.

Temperature analysis of the bottom plate of the draft tube structure. As shown  
in Fig. 8, the pouring zone of the floor (region A1, A2, B1, and B2) and pouring time 
are analyzed. Because the external temperature in regions A1and A2 is lower than 
that in regions B1 and B2, the highest temperature in region A1 and region A2 is 
lower than that in regions B1 and B2. According to the calculation results shown in 
Figs. 9c and d, the highest temperature in region A1 is 24.21 °C, 23.32 °C in region 
A2, 30.84 °C in region B1, and 29.9 °C in region B2. 

Temperature stress analysis of the bottom floor of the draft tube structure. 
Because the external temperature in regions A1 and A2 is low, the pouring tempera-
ture is low. In addition, the constraint of the foundation and the temperature stress is 
small. The pouring temperature in regions B1 and B2 is higher, and the temperature 
stress in regions B1 and B2 is larger because of the long interval period between the 
pouring of B1 and B2 and the bottom concrete (the interval time is as long as 40 days), 
which leads to the high elastic modulus and low temperature of the old concrete at
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Fig. 8 Designed pouring partitions of floor

(a) Envelope diagrams of the surface               (b) Envelope diagrams of the maximum  
maximum temperature surface thermal stress 

(c) Envelope diagrams of the typical section              (d) Envelope diagrams of the typical section 
maximum temperature maximum thermal stress 

Fig. 9 Envelope diagrams of the concrete (preliminary temperature control measures)
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(a) Temperature duration curves (b) Stress duration curves 

Fig. 10 Temperature/stress time curves of typical characteristic points (preliminary temperature 
control measures) 

the bottom. The tensile stress of the concrete near the gate pier is obviously larger 
because it is constrained by the gate pier. 

Analysis of the stress/process time curves of typical characteristic points. The  
locations of the typical characteristic points are at 1 and 2 as shown in Fig. 9d. 
Analysis of the temperature and temperature–stress time curves of the surface and 
internal typical characteristic points of region B2, shown in Fig. 10, reveals that the 
highest temperature of the internal point is 21.35 °C, the maximum tensile stress is 
3.35 MPa; the highest temperature of the surface point is 18.69 °C, and the maximum 
tensile stress is 3.49 MPa, which exceeds the allowable tensile strength for C30. 
The adoption of optimized temperature control schemes is essential to control the 
temperature stress. 

According to the calculation results of the preliminary temperature control 
measures, it is necessary to adopt the optimized temperature control schemes to 
ensure the safety of dangerous parts such as the pier and diffusion section. 

(1) Based on the preliminary temperature control scheme, reasonable block-divided 
pouring measures (to avoid long pouring interval) shall be taken for the base plate 
of the diffusion section with a high risk of cracking, to reduce the constraints 
on the new concrete from the old concrete. 

(2) It is necessary to take the measure of the post-pouring belt to reduce the 
constraint of the pier on the bottom plate of the diffusion section. 

(3) Since the first winter is dangerous to temperature control and crack preven-
tion, the temperature stress can be reduced by strong heat preservation without 
passing the water at this time.
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5.2 Optimized Schemes of Temperature Control 

5.2.1 Optimized Schemes 

According to the calculation results of the conventional temperature control 
measures, the following schemes are set up to optimize the temperature control 
measures. 

(1) Optimized scheme 1: Reasonable block-divided pouring measures (to avoid long 
pouring interval) of the floor pouring block in the diffusion section should be 
adopted. In this scheme, the pouring time of each block in Fig. 8 is as follows: 
region A1: 30 May; region A2: 10 June; region B1: 10 June; region B2: 10 
May. In the concrete pouring schedule arrangement, as far as possible, the thin 
layer, short interval, and uniform rise should be avoided. In the temperature drop 
stage, the new concrete in the upper layer cracks easily under the restriction of 
the old concrete, especially when the new concrete in the upper layer is thinner. 
Therefore, the pouring interval between the upper and lower layers of the bottom 
plate in the strong restraint zone should be shortened, and the 40 days in the 
original construction plan are changed to 10 days in this scheme. 

(2) Optimized scheme 2: The pouring belt along the water flow direction of the 
bottom plate of the hydropower station is set as shown in Fig. 11. The size of 
the pouring block has an important influence on the temperature stress. The 
larger the size of the pouring block, the greater the temperature stress, and the 
easier it is to produce cracks. Therefore, the reasonable split seam block is of 
great significance in preventing cracks. To improve the crack resistance safety of 
the bottom plate of the diffusion section, a wide channel along the river direction 
is reserved in the position of the bottom plate of the diffusion section near the 
side pier and the middle pier. The width of the slot is approximately 1.2 m, and 
the micro expansive concrete is backfilled in the wide slot in the winter of that 
year. 

(3) Optimized scheme 3: Basis on the conventional temperature control measures, 
the maximum tensile stress in the floor is significantly reduced, but the maximum 
tensile stress still cannot meet the tensile strength of C30 concrete even after 
measures are taken to shorten the pouring interval and set the post-pouring belt 
with a large tensile stress for the strong constraint zone of the floor. Therefore, 
strong heat preservation measures for the strong constraint zone are necessary, 
especially in winter, when the temperature is low. In optimized scheme 3, the 
bare silo surface of the draft tube floor is covered with a layer of plastic film 
6-cm-thick EPE coil or polyethylene benzene board in winter and removed in 
the following spring. After the silo is closed in the spring and autumn, a layer 
of plastic film 3-cm-thick EPE coil or polyethylene benzene board covers the 
silo surface.
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Fig. 11 Schematic diagram of the post-pouring belt of the bottom plate in the diffusion section 

5.2.2 Analysis of Calculation Results of Optimized Schemes 

(1) Results of optimized scheme 1 

The calculation results of optimized scheme 1 are displayed in Fig. 12. The diagram 
of the typical section maximum temperature stress illustrates that after reasonable 
block-divided pouring measures (to avoid long pouring interval) between the upper 
and lower blocks, the new concrete in the upper layer is constrained by the old 
concrete, and the maximum tensile stress is reduced from 3.9 to 3.2 MPa under the 
initial scheme. This shows that the tensile stress of the thin-layer pouring block can 
be effectively reduced by adjusting the construction pouring plan. After adjusting 
the interval period of floor pouring, the maximum tensile stress of the upper floor 
decreases, but the maximum tensile stress of the bottom plate located in the lower 
part of the gate pier increases. The maximum tensile stress reaches 3.33 MPa, which 
is beyond the tensile strength range of C30 concrete, and the cracking risk is high.

(2) Results of optimized scheme 2 

The calculation results of optimized scheme 2 are displayed in Fig. 13. The diagram 
of the typical section maximum temperature stress illustrates that because the size 
of the transverse river direction of the bottom plate of the draft tube reduces, the 
constraint of the transverse river direction also reduces, and the maximum reduction 
is greater than 1.1 MPa. The maximum tensile stress of the upper floor of the draft 
pipe is reduced from 3.65 to 2.93 MPa, and the maximum tensile stress of the lower 
part of the pier is reduced from 3.33 to 2.07 MPa, which satisfies the tensile strength 
of C30 concrete. It can be seen that the tensile stress caused by strong constraint can 
be effectively reduced by setting the post-pouring belt in the strong constraint area 
of the structure. A good crack prevention effect has been achieved by this measure.
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(a) Envelope diagrams of the typical section (b) Envelope diagrams of the typical section 

maximum temperature maximum temperature stress 

Fig. 12 Envelope diagrams of the concrete (optimized scheme 1)

(a) Envelope diagrams of the typical section (b) Envelope diagrams of the typical section 
maximum temperature maximum temperature stress 

Fig. 13 Envelope diagrams of the concrete (optimized scheme 2) 

(3) Results of optimized scheme 3 

The calculation results of optimized scheme 3 are displayed in Fig. 14. The diagram 
of the typical section maximum temperature stress illustrates that the minimum 
temperature is increased in the first winter after the surface heat preservation of 
the strong constraint area, which reduces the foundation temperature difference of 
the draft tube floor. The maximum tensile stress of the center of the bottom plate 
is reduced from 2.78 to 2.48 MPa. It can be seen that in a low temperature season, 
the temperature difference in the foundation can be reduced by covering it with 
thicker heat preservation materials, so as to reduce tensile stress. If the maximum 
tensile stress in the strong constraint zone is completely controlled within the tensile 
strength range of C30 concrete, the thickness of the thermal insulation material can 
be further increased. When the heat preservation measures for the concrete surface of 
the floor concrete are strengthened, both the internal–external temperature difference 
and stress are reduced.
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(a) Envelope diagrams of the typical section (b) Envelope diagrams of the typical section 

maximum temperature maximum temperature stress 

Fig. 14 Envelope diagrams of the concrete (optimized scheme3) 

6 Conclusions 

This paper details the difficulties of temperature control and crack prevention for a 
large hydropower station constructed in a high-altitude region, as well as the stress 
generation mechanism of its floor. 

The calculations and analysis exhibit that the conventional temperature control 
crack prevention measures have difficulty controlling the temperature stress of the 
floor in the safe range. According to the mechanism of stress generation, the temper-
ature control measures suitable for hydropower stations in high-altitude regions are 
put forward. 

(1) The results show that shortening the intermittent pouring period of new and 
old concrete can reduce the upper- and lower-layer constraints, which has a 
significant effect on improving the tensile stress of the floor. 

(2) The calculation results show that for a floor that is greatly affected by the envi-
ronment and strongly constrained by the gate pier, the measures of adding a post-
pouring belt in the appropriate position and a reasonable block can effectively 
reduce the cracking risk of concrete. 

(3) When strict temperature control measures cannot ensure the safety of concrete 
that is exposed and constrained by the structure itself, strong thermal insulation 
measures can be taken to control the temperature difference between inside and 
outside of the dangerous parts, and the crack resistance safety of concrete can 
be improved. 

After taking the above measures, except for some stress concentration area, the 
tensile stress of the structure can be controlled within the allowable tensile strength 
based on the conventional temperature control measures. The cracks in the concrete 
can be effectively prevented according to the analysis of the calculation and results. 
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Study on Variability of Mechanical 
Properties of Steel Rebars 

B. Huda Sumaiya, Sisay Tadele, Saif Aldabagh, and M. Shahria Alam 

Abstract Steel rebars are widely used in construction as reinforcement in reinforced 
concrete elements and for prestressing applications. The actual mechanical proper-
ties of steel bars might deviate from the specified values for a number of reasons. 
This deviation in mechanical properties increases the effect of material strength vari-
ability on the uncertainty associated with structural design. In this study, a statistical 
approach is undertaken for the variability analysis of Grade 60 steel rebars using 
200 test data of different bar sizes. Beta and normal are employed to represent the 
variation in the in the yield strength, ultimate strength, bar diameter, and elongation. 
The Kolmogorov–Smirnov and Anderson darling goodness-of-fit test is carried out 
to identify the most suitable distribution for the considered properties. 

Keywords Fiber reinforced polymers · T-beams · Shear capacity · Ensemble 
machine learning 

1 Introduction 

Material strength variability can increase the uncertainty of structural design which 
could cause a premature failure, failure without warning, and over strengthening 
of structural elements. Analyzing uncertainty and its causes is important aspect of 
structural design. For this reason, design codes adopted adjustment factors which 
account for the uncertainties from different sources. The need to minimize uncer-
tainty is important, and studying the causes of uncertainty is the first step. If mate-
rial properties of the reinforcing steel bars are considerably higher than the design 
value, the member may behave in a different way rather than planned response. For 
example, an over-reinforced flexural member experiences severe catastrophic effect if 
the member is overloaded. Overloaded over-reinforced members cause brittle failure 
as the concrete crushes before the steel yields.
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Material strength variability which includes mechanical properties of bars is one 
of the prime causes for the uncertainty. Actual material properties of steel rebars 
often show deviation from the specified values which affect the structural capacity 
and performance. Those deviations emanate from several factors including variations 
in heat source, variation in alloying techniques and heat treatment, variation in bar 
size, and weight. 

1.1 Literature Review 

Previous studies on variability of mechanical properties were done including those by 
Alen ([4], Mirza and Macgregor [1], Nowak and Szerszen [2], and Darwin et al. [3]. 
Alen [4] studied variability of mechanical properties of steel bars on test data obtained 
from Canadian manufacturing plant consisting of total 132 bars and 102 tested by 
the National Research Council (NRC). The study indicated that the coefficient of 
variation of yield strength of Grade 40 steel bars was 0.5–3% for individual sizes 
and 4.1% for overall bar sizes collected from same source. Alen [4] found that data 
samples from the same heat sources and rebar group showed lower coefficient of 
variation (COV) values when compared to data samples from the whole plant and 
different rebar groups. A study by Mirza and Macgregor [1] investigated variability 
of yield strength, tensile strength, and modules elasticity of steel bars using 3947 
data samples obtained from 13 published and unpublished sources. Several factors 
were considered in their study including manufacturing sources, cross-sectional area, 
and loading rates. They also developed a probability distribution function (PDF) to 
represent the yield and tensile strength data. Data samples were in found to be in good 
agreement with the normal distributions on 5th to 95th percentile. Beta PDF showed 
better representation of the data samples mainly at the upper and lower tails of the 
distributions. Nowak and Szerszen [2] developed a cumulative density function for 
yield strength of Grade 60 steel bars using 416 data samples. Their study included 
bar sizes ranging from No. 3 to No. 11. They found that normal distribution has good 
representation of the data samples for all the bar sizes. A study by Darwin et al. [3] 
conducted statistical analysis on data samples obtained from 33 mills. They studied 
variation of mechanical properties among different mills and compared them to the 
ASTM standard as well. They also developed beta and normal PDFs to represent 
the data samples. Beta function was found to show good agreement with the data 
distribution. 

2 Methodology 

To study the variability of mechanical properties of steel rebars, more than 200 tensile 
test data of Grade 60 steel rebar were analyzed. Those experimental test results are 
from different steel manufacturing organizations located in Bangladesh. The data
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set included tensile test results for bar sizes of No. 3, No. 4, No. 5, No. 6, No. 8, 
and No. 10. This study focused on analyzing the variability of mechanical properties 
by investigating the variations in physical and mechanical properties of reinforcing 
steel from their nominal value and to analyzing the level which is maintained by 
the manufactures to satisfy requirements of ASTM. Mechanical properties of yield 
strength, tensile strength, elongation fracture, and bar size were investigated in this 
study. The statistical distribution of the bar diameter, yield strength, ultimate strength, 
and elongation before failure of Grade 60 are examined and expressed using beta 
and normal distribution and also presented as a suitable cumulative density function 
(CDF) to represent the variation in yield strength, ultimate strength, bar diameter, 
and elongation before failure. 

3 Statistical Distribution and Tests for Goodness-of-Fit 

A goodness-of-fit approach was used to develop a probability distribution function 
(PDF) for mechanical properties yield strength, tensile strength, elongation fracture, 
and bar size. The PDF function represents the likelihood occurrence of a value of 
mechanical property from a given data sample. Literature review showed normal and 
beta PDFs have better representation of the mechanical properties of steel rebars. 
These PDFs were thus adopted and used to represent the distributions of the data 
samples considered in this study. The values for the parameters of beta function 
are determined using the maximum likelihood approach. The effectiveness of the 
PDFs at representing the data samples is measured using a measure of goodness-of-
fit. Goodness-of-fit checks if a given statistical distribution fits a given data sample 
within a limit of significance value known as p-value. A significance level of 5% and 
2% is used in this study to evaluate the effectiveness of the statistical distributions at 
representing the data sample. 

Goodness-of-fit measures known as chi-squared test and Kolmogorov–Smirnov 
test. Chi-squared test is one of the most commonly used goodness-of-fit test. 
According to Snedecor and Cochran [5], it is used to verify data set resulting from 
definite distribution. One of the shortcoming associated with chi-squared test is that 
it only applies to large amount of data sample. Another measure of goodness-of-fit 
is the Kolmogorov–Smirnov test. In this test, the empirical cumulative distribution 
function (CDF) is compared with an assumed theoretical model’s CDF. One of the 
benefits of this test is that it is not influenced by the underlying CDF being tested. It is 
also more accurate in comparison with chi-squared test. The Kolmogorov–Smirnov 
(K–S) “D” test statistics is established based on maximum, single vertical offset 
between the empirical density function (EDF) and CDF over the range of data set. 
The maximum offset will always occur just to the left or right of an observation point 
on the EDF. Equation 1 can be used to calculate the “D” value. Once the value of D 
is computed, the critical D value used to measure the effectiveness of the distribution 
(Dcritical) must be identified. Once Dcritical is known, it is compared against Dst which 
is defined as P[Dst ≤ Dcritical] = 1 − α. The assumed theoretical model is acceptable
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only if the obtained Dst value is less than Dcritical value at considered significance 
level α. 

D = max

(||||F(xi ) − 
i − 1 
n

||||,
||||F(xi ) − 
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n

||||
)
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Another measure of goodness-of-fit used in this study is Anderson darling test. It 
measures whether a given data sample taken from a larger data set follows a specific 
distribution. Andersen darling test gives more weight to the tails of the distribution. 
In this study, Anderson darling test is used together with Kolmogorov–Smirnov test 
to select the best distribution for the data samples. 

In this study, two significance levels (2% and 5%) are used for calculating the value 
of Dst. Then, the observed value of Dst is compared with the critical value Dcritical. If  
the observed Dst is less than the critical value Dcritical, the assumed theoretical model 
is acceptable at the specified significance level. It should be mentioned that both the 
Anderson darling and Kolmogorov–Smirnov tests are independent of bin size. 

4 Results 

4.1 Yield Strength Variability 

Yield strength is a characteristic of steel rebar which defines the strength within 
which steel rebars are in their elastic range. Variability in yield strength is associated 
with several factors including manufacturing techniques, quantity and type of alloys 
added, and difference in heat treatments. The tensile test data used for analysis in 
this study is obtained from several sources. Therefore, the variability is expected to 
be higher for yield strength data. 

The coefficient of variation (COV) for yield strength given in Table 1 lies on a 
range of 5–13.36% for the different bar sizes. The coefficient of variation obtained 
are high, and they indicate significant variability of yield strength data. The high COV 
values are associated with the fact that the data samples are obtained from different 
sources. Mirza and Macgregor [1] also found similar results where data taken from 
many sources showed increased COV values comparing to data samples from same 
source. Similarly, Alen [4] found that data samples from the same heat sources and 
rebar group showed lower coefficient of variation (COV) values comparing to data 
samples from the whole plant. The deviation of the PDF of the yield strength from 
normal distribution measured by the skewness is presented in Table 1 above. Bar No. 
3 is observed to have a smallest skewness which indicate a yield strength PDF close 
to normal distribution.

The yield strength data is also represented using the normal and beta PDFs. The 
accuracy of the fit of the distributions with yield strength data is measured by plotting 
the cumulative distribution function of the distributions. Once the CDF plots are
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Table 1 Summary of statistical parameters for yield strength for Grade 60 

Bar size (Imperial) #3 #4 #5 #6 #8 #10 

Mean (ksi) 64.36 68.15 67.15 63.33 64.85 69.56 

Minimum (ksi) 50.41 59.69 50.69 53.96 53.36 60.35 

Maximum (ksi) 75.26 80.23 95.14 73.13 71 93.01 

Coefficient of variation (%) 9.93 8.56 13.36 7.16 5 9.07 

Skewness −0.21 0.61 0.71 −0.38 −0.32 2.05

developed, the PDF of the functions and data samples are plotted to represent the 
yield strength data for Grade 60. The beta distributions for yield strength representing 
Grade 60 rebar provided good representations for the distribution of individual bar 
sizes, with the exception of No. 4 and #No.10 bar, which exhibit slight difference in 
the distribution pattern. Normal distribution on the other hand is observed to deviate 
highly from the yield strength data as can be observed from Fig. 1. The K–S and 
Anderson darling goodness-of-fit tests were performed for each distribution with the 
measured yield strength. The results show that the distributions have good agreement 
with the yield strength data. Both tests indicate that the beta distribution gave the 
best fit except for No. 8 bar size because normal distribution fitted best.

4.2 Tensile Strength Variability 

Tensile strength is another important mechanical property of steel rebar which indi-
cates the maximum strength the bar can sustain before failure. Tensile strength deter-
mines the strength of the steel rebar after yielding. The influencing factors for the 
variation of the ultimate are also related to variation in production techniques, alloy 
additions, and heat treatments. Analysis of tensile strength for the different bar sizes 
shows bar size No. 4 has maximum COV equal to 17.19% and bar size No. 10 has a 
minimum COV value of 5.67%. The overall COV for the tensile strength data was 
11.99% (Table 2).

A PDF distribution is also developed to represent the tensile strength data. CDF 
plots actual data plotted with normal and beta CDFs are presented in Fig. 2. The  
CDF plots indicate the accuracy of the fitted statistical distributions at representing 
the tensile strength data. The cumulative distributions for tensile strength indicate 
that beta has good representation of the data in comparison with normal distribution. 
The measures of goodness-of-fit K–S and Anderson darling are also used to evaluate 
if the statistical distributions fit the tensile strength data within a significance level of 
2% and 5%. Both measures of test indicate beta distribution as best fit to the tensile 
strength data.
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Fig. 1 Cumulative density function for yield strength of Grade 60 bar sizes a No. 3, b No. 4, c No. 
5, d No. 6, e No. 8, and  f No. 10

Table 2 Summary of statistical parameters for ultimate strength for Grade 60 

Bar size (Imperial) #3 #4 #5 #6 #8 #10 

Mean (ksi) 93.85 100.37 100.88 99.69 100.52 111.84 

Minimum (ksi) 66.74 89.41 67.59 78.81 89.46 101.53 

Maximum (ksi) 120.70 125.67 141.29 114.31 114.31 124.25 

Coefficient of variation (%) 13.85 17.19 13.7 8.28 6.31 5.67 

Skewness −0.21 −1.26 0.006 −0.37 0.47 0.49

4.3 Bar Size Variability 

Steel bars are produced in different sizes which give designers a material choice and 
design options. This variation in bar size is studied on the obtained data samples to 
see how bar size varies within the steel rebars obtained from several sources. The 
analysis indicates a bar size No. 10 and bar size No. 4 have a coefficient of variance 
equal to 1.13% and 2.06%, respectively. The COV for bar size of the remaining bar 
sizes is within the above the range of 1.13–2.06% (Table 3).
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Fig. 2 Cumulative density function for ultimate strength of Grade 60 of bar sizes a No. 3, b No. 
4, c No. 5, d No. 6,  e No. 8, and  f No. 10

Table 3 Summary of statistical parameters for bar diameter for Grade 60 

Bar size (Imperial) #3 #4 #5 #6 #8 #10 

Mean (in.) 0.39 0.47 0.63 0.78 0.98 1.25 

Minimum (in.) 0.38 0.45 0.61 0.75 0.96 1.22 

Maximum (in.) 0.41 0.5 0.65 0.80 1 1.3 

Coefficient of variation (%) 2.03 2.06 1.4 1.35 1.13 1.46 

Skewness 0.19 0.75 0.26 −0.39 0.60 0.16 

A probability distribution plots are also developed for the bar size data sets. Beta 
and normal statistical distributions were used to represent distribution of the bar size 
data samples. The actual CDF of the bar size distribution is plotted together with CDF 
for beta and normal functions and the accuracy of fit of the distributions is analyzed. 
Beta distribution has better fit to the bar size distributions especially for bar size 
No. 3 and No. 10 where the bar size distribution is in good agreement with the beta 
functions. K–S and Anderson goodness-of-fit tests also indicate beta function as a 
better fit to the bar size distribution. The statistical distribution for bar sizes is also
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positively skewed for most of bar sizes. PDF for No. 6 is the only distribution which 
is negatively skewed from normal distribution. 

4.4 Elongation Fracture Variability 

Elongation fracture refers to the maximum strain recorded just before the material 
fails. This mechanical property is good measure of ductility and strain hardening 
of steel rebars. The elongation fracture of the tensile test data is analyzed using 
similar statistical techniques to understand how elongation fracture variability looks. 
A higher coefficient of variance is observed for the variability of elongation fracture 
for the different bar sizes in comparison with the above mechanical properties. The 
COV values range between 12.1% which minimum recorded COV for bar size No. 
8 and 37.15% which the maximum recorded COV corresponding to bar size No. 10. 

The elongation fracture data is also represented using beta and normal distribution 
functions. The CDF plots indicate that those distributions can be used to represent 
the elongation fracture data. A better fit of beta function is also observed in compar-
ison with normal distribution as can be observed from the CDF plots in Fig. 3. The  
measures of goodness-of-fit that is K–S and Anderson darling also show beta distri-
bution as the most suitable function for representing the elongation fracture of Grade 
60 steel rebar. The skewness which is measure of the deviation of the data distribu-
tion from normal given in Table 4 indicates that both negative and positive values 
are measured for elongation fracture. Bar size No. 8 is closer to normal distribution 
(Fig. 4).

5 Conclusions and Recommendations 

This study aimed at investigating the variability of yield strength, ultimate strength, 
bar diameter, and elongation fracture of steel rebars. Standard statistical parameters 
such as mean, maximum, COV, and skewness were used to assess the variability of 
the mechanical properties. In addition, beta and normal PDFs are used to represent the 
distribution of the mechanical properties. The tensile test data were characterized by 
high coefficient of variation in comparison with previous works on statistical analysis 
of mechanical properties. The high value of COV for the mechanical properties 
indicated high data variability. Beta PDF is found to better represent most of the 
mechanical properties than normal PDF. Those results agree with previous findings. 
Therefore, beta PDF can represent the distribution data of Grade 60 steel rebars. 

This study mainly focused on analyzing the effect of physical and mechanical 
parameters on the variability of mechanical properties of steel rebars. However, 
the chemical composition of steel rebars is also expected to cause variability in 
mechanical properties. Therefore, a statistical analysis which considers the effect of 
chemical composition should be considered. Besides, models that show variability
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Fig. 3 Cumulative density function for bar diameter of Grade 60 of bar sizes a No. 3, b No. 4, 
c No. 5, d No. 6, e No. 8, and f No. 10 

Table 4 Summary of statistical parameters for elongation before failure of Grade 60 

Bar size (Imperial) #3 #4 #5 #6 #8 #10 

Mean (%) 17.57 19.69 17.6 18.12 20.67 13.19 

Minimum (%) 12 11 1 6 16 5 

Maximum (%) 25 26 25 26 24 23 

Coefficient of variation (%) 19.19 21.54 25.39 20.87 12.1 37.51 

Skewness 0.59 0.7997 −2.13 −0.8723 −0.0915 0.2346

of mechanical properties might also be developed to incorporate the variability of 
steel rebars for different grades in building codes which could help structural design.
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Fig. 4 Cumulative density function for elongation before failure of Grade 60 of bar sizes a No. 3, 
b No. 4, c No. 5, d No. 6, e No. 8, and  f No. 10
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The Use of Self-Healing Technology 
to Mitigate the Alkali–Silica Reaction 
Distress in Concrete 

De Souza, Diego Jesus, Leandro Sanchez, and Alireza Biparva 

Abstract Alkali–Silica Reaction (ASR) is one of the most harmful distress mecha-
nisms affecting the durability and serviceability of concrete infrastructure worldwide. 
ASR-induced deterioration leads to micro-cracking, loss of material integrity and 
functionality, significantly impacting the stiffness, tensile, shear, and compressive 
strength of affected concrete. Over the past decades, studies have demonstrated that 
the partial replacement of Portland cement by supplementary cementing materials 
or the addition of lithium-based admixtures (e.g., lithium nitrate, etc.) is effective 
preventive measures against ASR. Yet, new studies are now finding that the deteri-
oration is only delayed and not entirely prevented. In this context, it has been veri-
fied that some products, such as crystalline admixtures, could enhance concrete’s 
healing properties, thus presenting an interesting solution to reduce water ingress 
and recover damaged concrete elements. However, the potential of these materials 
to suppress durability-related distress due to ASR has not been assessed. This paper 
aims to evaluate different concrete mixes presenting two different types/nature of 
highly reactive aggregates (i.e., coarse vs. fine aggregates), incorporating a GU-
type cement, lithium nitrate, a hydrophilic crystalline waterproofing material (CW), 
and two modified versions (CW-mod). The samples were fabricated, exposed to 
ASR development, and monitored over two years. Mechanical (i.e., compressive 
and shear strength, modulus of elasticity, and stiffness damage test) and microscopic 
(i.e., Damage Rating Index) techniques were selected to further analyze the distinct 
mixtures’ appraised performance. The results show that the addition of CWs’ agents 
in concrete minimized ASR development. In general, the mixtures not only delayed 
the development of inner damage but significantly lowered the compressive strength 
loss and slowed the crack propagation in the cement paste at equivalent expansion
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amplitudes than control specimens. Finally, comparisons among the results found are 
made, and further discussions and recommendations on the reliability of adopting 
self-healing products to suppress ASR are conducted. 

Keywords Alkali-silica reaction · Durability of concrete · Self-healing ·
Crystalline waterproofing admixtures 

1 Introduction 

Alkali–Silica Reaction (ASR) is one of the most harmful distress mechanisms 
affecting the durability and serviceability of concrete infrastructure worldwide. ASR 
is conventionally defined as a chemical reaction between the alkali hydroxides (i.e., 
Na+, K+ and OH−) dissolved in the concrete pore solution and some reactive mineral 
phases containing reactive silica forms present in the aggregates used in the mixture 
[1–5]. It generates a secondary product, the so-called alkali–silica gel, that induces 
expansive pressure within the reacting aggregate material and adjacent cement paste 
upon moisture uptake, leading to micro-cracking, loss of material’s integrity, and 
functionality of the affected structure [1, 3, 5, 6]. ASR damage degree and features 
depend upon the type (i.e., fine and coarse aggregate) and reactivity of the aggregates 
used, the amount of alkalis of the concrete, the temperature and relative humidity of 
the environment [4, 7–12]. 

Over the years, several approaches and recommendations, including a compre-
hensive variety of laboratory test procedures, have been developed around the world 
to assess the potential alkali reactivity of concrete aggregates and the efficiency of 
preventive measures (i.e., control of the cement and concrete alkali content, use 
of supplementary cementing materials—SCMs, etc.) [5, 13]. Although numerous 
studies have found that ASR-induced expansion and distress may be prevented by 
the appropriate use of SCMs [1, 14, 15], recent studies are now finding that the dete-
rioration is actually “only” delayed and not entirely suppressed [16]. Moreover, once 
ASR starts in the field, onerous (and often inefficient) human intervention becomes 
necessary. 

In this context, numerous artificially triggering healing agents have been studied 
in the past years [17–20], and one of the smartest materials used is the so-called 
crystalline waterproofing materials (CW), a permeability-reducing admixture with 
hydrophilic nature [21], which when added to concrete, chemically reacts with water 
and un-hydrated cement particles to form insoluble needle-shaped crystals that fill 
capillary pores and micro-cracks in the concrete and block the pathways for water 
and waterborne contaminants, enhancing the resistant against aggressive substances 
[22–25]. However, although promising results have been demonstrated in the liter-
ature, indicating that CW-concrete significantly decreases water penetration depth 
[26, 27], enhances the resistance to chloride penetration [23, 26, 28], and almost 
fully recovers mechanical properties [24, 29, 30], its behavior under critical devel-
opment of physicochemical mechanism such as ASR is quite unknown. Thus, this
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study aims to appraise the impact of using engineered self-healing waterproofing 
technology to avoid and/or mitigate ASR-induced expansion and deterioration in 
concrete incorporating coarse and fine highly reactive aggregates. 

2 Background 

Crystalline admixtures are based on reactive, hydrophilic chemicals that react with 
water and cementitious materials to create a dense matrix and to precipitate crystalline 
pore-blocking deposits throughout the concrete [31]. Crystalline admixtures are used 
as permeability-reducing admixtures for hydrostatic conditions, which are sometimes 
informally referred to as “waterproofing admixtures”. One of the pioneering research 
regarding the use of CW, Sisomphon and co-workers [32] demonstrated that adding 
1.5% and 4% (by PC mass) of CW in cement paste mixtures induced cracks with 
a width of 250–400 µm were completed closed due to the healing activity of the 
CW. Moreover, once CWs offer other advantages such as permeability reduction 
and reducing shrinkage of the cementing materials, the healed paste samples showed 
zero permeability after 28 days of pre-cracking, and calcium carbonate was the 
major product found in the sealed cracks [32]. Combining 0.3% of CW, expansive 
additive (sulfate-based), and PVA fibers fully recovers the mechanical properties loss 
of strain-hardening cementitious composites measured by flexural strength, stiffness, 
and deflection capacity [33]. On the other hand, air-cured samples contributed with 
no visible healing phenomenon and very low mechanical recovery [33]. Yet, results 
demonstrate that air exposure specimens placed in R.H.-controlled rooms made of 
cement and crystalline admixtures (1% by cement weight) were highly effective 
in fully recovering concrete bending stiffness, load-bearing capacity, and visually 
closing cracks [29]. Likewise, healing ratios of 0.98 for cracks up to 400 µm were  
obtained after 42 days of healing by adding 4% CW (by PC mass) [25]; complete 
sealing of crack with widths below 300 µm [23]; 95% of strength regaining capacity 
[24]; and 50% lower water penetration, 30% lower chloride diffusivity, and healing 
ratios close to 1.0 [26]. 

It has been recently demonstrated that the combination of CW and SCMs (Blast 
Furnace Slag [34], Fly Ash [17, 22, 25, 30], and silica fume [20]) can even reach 
higher values of self-healing ratios, overall, efficiency between 90 to 105%, yet, 
depending on the exposure condition [30]. It is worth mentioning that there is a 
relative agreement in the literature in which cementitious composites soaked in water 
solution trend to achieve higher self-healing ratios and faster healing rates, followed 
by wet/dry cycles, water contact, and air exposure, respectively [20, 23, 25, 26, 29–31, 
35]. Recent studies suggest that CW-made mortar bars may mitigate ASR expansion 
development by about 70%, likely due to the lower permeability of the exposed mortar 
bars, delaying the diffusion of alkali ions from the external solution. However, these 
findings still need further validation, particularly for concrete specimens exposed to 
ASR-induced development.
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3 Scope of Work 

As stated above, a number of techniques, supplementary cementing materials, and 
chemical admixtures have been used in the past, aiming to assess and mitigate the 
initiation and development of ASR in the field. However, there is very few research 
(if any) on the use of engineered self-healing products to mitigate ASR in concrete, 
thus leaving room for major developments in this area. This study aims to appraise 
the impact of using engineered self-healing waterproofing technology to avoid and/or 
mitigate ASR-induced expansion and deterioration in concrete incorporating coarse 
and fine highly reactive aggregates. The specimens were continuously monitored 
over time and at selected exposure periods (i.e., 90, 180, and 360 days), microscopic 
(i.e., Damage Rating Index) and mechanical (i.e., stiffness damage test, modulus of 
elasticity, compressive and shear strengths) were conducted and a comprehensive 
evaluation of the impact of CW on ASR-induced expansion and deterioration was 
performed. 

4 Experimental Program 

Ten different concrete mixtures incorporating two distinct highly reactive aggregate 
types and natures were fabricated and three different admixtures (i.e., lithium nitrate 
and two commercially available hydrophilic permeability-reducing so-called crys-
talline waterproofing materials—CWs) were selected for the research. Moreover, it 
was not used any type of superplasticizer in this research. It is worth mentioning 
that lithium compounds are commonly shown in the literature as a good alternative 
in modifying the reaction kinetics, yet they are quite expansive and impractical to 
be applied in different scenarios. Regardless that, lithium nitrate was selected is this 
study to be used as a second control mixture known to displayed acceptable results 
on ASR development. The coarse aggregates ranged from 5 to 20 mm in size. Non-
reactive fine (NF) and coarse (NC) aggregates were also used in combination with 
two reactive aggregates (SPH and Tx) for concrete manufacturing. Table 1 provides 
information on the different aggregates used in this study, while Table 2 provides 
information about the chemical composition of the different binder materials used in 
this study. All ten concrete mixtures were mix-proportioned as per ASTM C1293 to 
present the same water-to-binder ratio (w/b of 0.45) and amount of binder materials 
(420 + 10 kg/m3), as displayed in Table 3.

4.1 Manufacture of the Concrete Specimens 

Thirty-six cylinders, 100 × 200 mm in size, were fabricated for each of the sixteen 
concrete mixtures in the laboratory. After 24 h, the samples were demolded and
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Table 1 Reactive (R) and non-reactive (NR) aggregates used in the research 

Aggregate Reactivity Rock type Specific 
gravity 

Absorption (%) AMBTa (%) 

Coarse NC NR Limestone 2.79 0.42 0.00 

SPH R Graywacke 2.73 0.71 0.33 

Fine NF NR Natural 
derived from 
granite 

2.67 0.82 0.08 

Tx R Natural 
derived from 
granite 

2.63 0.91 0.86 

a Results at 14 days of curing of the accelerated mortar bar testing (ASTM C 1260) carried out on 
the aggregates selected 

Table 2 Chemical composition of the cement 

CaO SiO2 Al2O3 Fe2O3 SO3 MgO Na2O eq LOI 

GU-cement 61.93 20.1 5.02 3.80 4.38 2.42 0.91 2.91 

Table 3 Concrete mixtures cast with different aggregates using the same volumetric amount of 
reactive aggregates 

Mixture w/cm = 0.45 Aggregates (kg/m3) Admixtures (kg/m3) 

Water (kg/ 
m3) 

Cement (kg/ 
m3) 

NF Tx NC SPH CW1 CW2 

SPH control 189 420 836 – – 938 – – 

SPH LTMa) 189 420 836 – – 938 – – 

SPH-CW1 189 420 836 – – 938 8 – 

SPH-CW2b) 189 420 836 – – 938 – 8 

SPH-CW3c) 189 420 836 – – 938 4 4 

Tx control 189 420 – 765 1019 – – – 

Tx LTM* 189 420 – 765 1019 – – – 

Tx CW1 189 420 – 765 1019 – 8 – 

Tx CW2 189 420 – 765 1019 – – 8 

Tx CW3 189 420 – 765 1019 – 4 4 

a LTM—lithium nitrate (LiNO3) admixture—the ratio Li/Na was kept constant as 0.74 
b CW2—commercially available mortar admixture combined with hydrophilic crystalline admixture 
c CW3—combination of 50% of CW1 + 50% of CW2

stored in a moist-curing room for another 24 h. Then, small holes (5 mm in diameter 
by 15 mm deep) were drilled at the two flat ends of the samples, in which steel gauge 
studs were glued in place with a fast-setting cement slurry, for longitudinal expansion 
measurements. Afterward, the samples were taken for the zero reading, being finally
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placed in sealed plastic buckets lined with a damp cloth and stored at 38 °C and 100% 
RH. The ASR-affected cylinders were monitored for length changes over time for a 
total period of two years. As per ASTM C1293, the buckets were cooled to 23 °C 
for 16 ± 4 h before the periodic measurements. 

4.2 Assessment of the ASR Development in the Concrete 

4.2.1 Damage Rating Index (DRI) 

A semi-quantitative petrographic analysis, using the DRI, was performed on one 
specimen from each concrete mixture after 90, 180, and 360 of exposure, according 
to the method described by Sanchez [3, 36]. The samples were cut in half axially 
and polished using a standard polishing device which uses diamond impregnated 
rubber disks (No 50 [coarse], 100, 400, 800, 1500, 3000 [very fine]); this device was 
found most suitable for the work, as it does not lose abrasive powders that can fill 
up cracks or voids in concrete, and high-quality polishing is obtained with minimal 
water supply so that AAR-gel leaching is avoided. Afterward, 1 cm2 grids were 
drawn on the surface of the polished sections, and the DRI was performed as per 
Sanchez et al. [36]. The DRI final number presented in this work is the normalized 
100 cm2 value. 

4.2.2 Compressive Strength Test 

Compressive strength was measured through two different approaches with different 
and specific goals. First, to characterize all mixtures at 28 days compressive strength, 
samples were wrapped and placed at 12 °C, since some of the specimens contained 
highly reactive aggregates and ASTM C 39 method could not be followed as they 
could develop some ASR. Then, the cylinders were maintained at 12 °C for a 47-
day period, according to the maturity concept as per ASTM C 1074. The second 
compressive strength measurements were carried out on three cylinders used for 
stiffness damage test, with the aim of verifying the compressive strength loss of 
the material as a function of AAR development. This procedure was adopted and 
considered valid after Sanchez et al. [3, 36] confirmed the largely non-destructive 
character of the SDT. 

4.2.3 Stiffness Damage Test (SDT) 

Three cylinders of each concrete mixture at 90, 180, and 360 days of exposure 
were subjected to five cycles of loading/unloading at a controlled loading rate of 
0.10 MPa/s. The SDT procedure was performed following Sanchez et al. publications 
[3, 10, 37], i.e., using a loading level corresponding to 40% of the 28-day concrete
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strength. Moreover, it is worth highlighting that the 28 days compressive strength of 
all mixtures was obtained using the maturity concept as per ASTM C 1074 to reach 
their mechanical capacity values. 

4.2.4 Direct Shear Test 

The direct shear test was performed according to the method and setup proposed 
by Barr and Hasso [38] and adapted by De Souza et al. [39]. The same approach 
considering the maturity concept was used to characterize the “zero” reading for all 
concrete mixtures at the equivalent 28 days. At 90 days of exposure, three samples 
of each concrete mixture were selected for analysis; however, differently from the 
compressive strength tests, the SDT was not performed on the samples prior to the 
shear test. Before testing, all samples were carefully ground so that a circumferential 
notch was created [38, 39]. The notch depth was adopted as about 20 mm ± 3 mm  
to ensure a shear-type failure without leaving a too-small area of the sample to be 
tested. 

5 Results 

5.1 ASR Kinetics 

In this section, ASR expansion kinetics and amplitude results are presented for 
all sixteen mixtures fabricated in the laboratory, and Fig. 1 illustrates the average 
expansion values of each of them over time. A wide range of expansion kinetics 
and amplitudes were obtained as a function of the mixtures tested. In general, the 
mixtures containing the reactive Tx sand presented faster reactivity than those incor-
porating reactive SPH coarse aggregates. Disregarding the control groups (SPH and 
Tx—which displayed the greatest expansions, 0.45% and 0.81% at 360 days, respec-
tively), the groups containing CWs presented faster reactivity than LTM mixtures, 
reaching 0.27% (CW1), 0.37% (CW2), and 0.32% (CW3) for mixtures containing the 
reactive SPH. Moreover, involving the extremely reactive TX, it was found that CW1 
achieved 0.41% of expansion at 360 days of exposure, while the expansion values 
obtained for CW2 and CW3 mixtures were equal to 0.59% and 0.49%, respectively. 
After 360 days of ASR development, the lowest expansion values were obtained by 
mixtures containing lithium nitrate in the concrete, which decreased the expansion 
amplitude to 0.07% (SPH-LTM) and 0.10% (TX-LTM).
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Fig. 1 Expansion of the ASR-affected concrete specimens: a incorporating SPH reactive coarse, 
and b TX reactive fine aggregates 

5.2 Microscopic Assessment 

Figure 2 presents the microscopic damage features and DRI numbers obtained from 
the ASR-affected concrete specimens. Globally, it is possible to see that all the DRI 
numbers obtained for the different mixtures and aggregate types increase as a function 
of the specimens’ expansions. Moreover, at equivalent expansion levels, the overall 
behavior of the different aggregates is somewhat similar, although TX mixtures 
reached higher values. Greater DRI numbers were found in control specimens (1088 
for Tx control and 1019 for SPH control) followed by CW2 for both aggregates 
(859 for TX and 792 for SPH). Interestingly, CW1 made of SPH displayed a higher 
DRI number than CW3 (656 and 629, respectively), even achieving lower expansion 
amplitude after 360 of ASR development. On the other hand, for TX-made concrete 
mixtures, CW1 and CW3 followed closely the expansion obtained, and the DRI 
number was 672 (SPH-CW1) and 765 (TX-CW3). The lowest DRI numbers found 
after 360 days of testing were 331 (SPH-LTM) and 546 (TX-LTM). 

Fig. 2 DRI number in function of the expansion amplitudes for concrete specimens incorporating 
a SPH reactive coarse, and b TX reactive fine aggregates
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5.3 Mechanical Properties Assessment 

This section evaluates the compressive strength loss (CS), stiffness damage index 
(SDI), and losses in modulus of elasticity (ME) and shear strength (SS) of the various 
concrete mixtures investigated in this work. The data presented here are the variation 
ratio of values obtained at each selected “free” expansion level against the values 
obtained on sound concrete specimens. Moreover, one may notice that the mentioned 
mechanical ratios are displayed as a function of their respective expansion ampli-
tudes to better visualize the binder compositions’ mitigative behavior after ASR has 
already started. In general, compressive strength (CS) decreased in the function of the 
expansion amplitude; the higher the expansion level, the higher CS losses (Fig. 3). 
At each period of evaluation, SPH control reached 0.22%, 0.32%, and 0.45% of 
expansion resulting in 22%, 28%, and 35.1% of CS loss. Moreover, the faster ASR 
kinetics of TX attained to higher expansion values (i.e., 0.36%, 0.67%, and 0.81%); 
thus, the losses in CS were proportionally higher (i.e., 28%, 36%, and 40%). Curi-
ously, the mixtures containing CWs lowered CS losses for comparable expansion 
levels than control specimens for both reactive aggregates. At 360 days of exposure, 
the compressive strength loss of CW1, CW2, and CW3 was 12%, 20%, and 18% 
for SPH-made concrete and 22%, 25%, and 20% for TX. The CS of lithium-made 
samples, also with low expansion levels, was found as 9% (TX-LTM) and 12% 
(TX-LTM). 

Figure 4 illustrates the outcomes (i.e., SDI and ME) obtained through the stiffness 
damage test, as per Sanchez et al. [3, 10, 37]. The SDI results (Fig. 4a and b) were 
found to range from about 0.06 (LTM with 0.00% of expansion) to 0.39 (control 
with 0.45% of expansion) for SPH reactive coarse aggregate and from about 0.05 
(lithium with 0.03% of expansion) to 0.47 (control with 0.81% of expansion) for 
Tx reactive fine aggregate. In general, SDI followed the development of expansion 
closely. Moreover, mixtures containing CWs tend to display overall lower SDI values 
than control specimens for similar expansion levels.

Fig. 3 Compressive strength loss in function of the expansion amplitudes for concrete specimens 
incorporating a SPH reactive coarse, and b TX reactive fine aggregates 
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Fig. 4 Stiffness damage test outcomes: stiffness damage index (SDI) of concrete made of a SPH 
reactive coarse, and b TX reactive fine aggregates; and modulus of elasticity loss (ME) of concrete 
made of c SPH reactive coarse, and d TX reactive fine aggregates 

The ME losses (Figs. 4c and d) presented an increase as a function of time (i.e., 
decrease in modulus of elasticity) for all mixtures. Even though the different mixtures 
gathered a wide range of ME losses, the values indicated in both plots a concave 
trend toward ASR development. Globally, at equivalent expansion levels, regardless 
of the binder composition of the concrete mixtures, the loss in ME was somewhat 
similar. Furthermore, Tx mixtures, the control, CW1, CW2, and CW3 displayed the 
highest ME losses (i.e., 67%, 59%, 59%, and 55%, respectively), while the mixture 
incorporating LTM yielded 26% of ME loss at 360 days. On the other hand, SPH 
mixtures yielded similar, yet slightly lower, ME losses than TX at 360 days for all 
mixtures: control (61%), CW1 (55%), CW2 (54%), CW3 (52%), and LTM (22%). 

The shear strength loss (SS) results (Figs. 5a and b) show similarities with the 
variations in the modulus of elasticity. However, the losses in SS were somewhat 
lower than in ME (i.e., control, CW1, CW2, CW3, and LTM). The SPH control 
samples displayed 61% of SS loss for 0.32% of expansion (at 180 days of testing), 
which was the higher value obtained among all mixtures. Yet, CW1, CW2, and CW3 
incorporating SPH presented comparable losses in SS as the control specimen (51%, 
57%, and 56%, respectively). One may notice that both control mixtures (i.e., SPH 
and TX) demonstrated a slight decrease in SS loss at 360 days, as for SPH, the higher
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Fig. 5 Sear Strength Loss in function of the expansion amplitudes for concrete specimens 
incorporating a SPH reactive coarse, and b TX reactive fine aggregates 

SS loss was not obtained at the end of the exposure period, but earlier, for TX the 
greater value was found at 90 days of ASR-induced development, i.e., 50%. The 
mixtures incorporating LTM, once again, showed the lowest losses, 27%, for both 
SPH and TX-made concrete specimens. 

6 Discussion 

6.1 ASR Kinetics 

ASR damage development is often directly correlated to the level of expansion trig-
gered by the concrete under this physicochemical mechanism. The results displayed 
a clear trend that concrete mixtures made of TX fine aggregate had faster ASR 
kinetics; this material has a generally smaller particle size, increasing the surface 
contact area between the reactive particles and the alkali solution. In general, the 
SPH control and TX control specimens showed that the rate of expansion decreased 
after about 180 days of curing. Likewise, similar behavior can be observed in all 
concrete mixtures, indicating different expansion amplitudes at the end of 360 days. 

Lithium nitrate is a powerful mixture to mitigate ASR in concrete (especially, in 
the recommended ratio of 0.74 of Li/Naeq). However, although both SPH-LTM and 
TX-LTM exhibit expressively lower ASR-induced expansion than control mixtures 
over the evaluation period, they could not maintain the expansion below 0.04% at 
2 years of curing as per [40]. However, it is worth mentioning that both SPH and TX 
are classified as extremely ASR reactive aggregates. 

The use of crystalline waterproofing materials (CWs) to enhance the healing 
properties has been demonstrated in the literature [17, 22, 25, 30, 41]. However, its 
behavior under the development of ASR in concrete specimens has not been explored. 
The results presented in this study showed promising evidence that, besides the CWs’ 
mixtures displayed expansion values between 0.27% and 0.59% (considering both
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reactive aggregates) after 360 days of ASR-induced development, they significantly 
modified the kinetics of the reaction. On average, CW mixtures lessened in 33% the 
expansion for concrete made of SPH and 28% for TX over all evaluation periods. 
Among the CWs’ mixtures, CW1 lowered in 40% the expansion, while CW2 in 20% 
and CW3, 32% over the 360 days of evaluation compared to SPH and TX control. 
As demonstrated by De Souza and Sanchez [41], either autonomous or autogenous 
healing processes could partially self-heal cracks and recover the mechanical prop-
erties, yet the behavior was studied mainly in cracks formed in the paste matrix. 
Moreover, pre-existent and generated cracks within the aggregates’ particles were 
not even partially healed [41]. In other words, these materials may create a physical 
barrier delaying the continuous cracking development through the paste matrix and 
further ASR-gel deposition, which can explain the change in the reaction kinetics. 
Moreover, it is clear that the bigger impact in the expansion amplitudes occurs mainly 
after about 0.07–0.10% of expansion (when crack generated by ASR would start to 
reach the paste matrix [4, 9]). Finally, the results above emphasize that the reactive 
behavior of mixtures made of CWs may depend on the aggregate type and nature 
(i.e., five vs. coarse, lithotype, reactivity degree, etc.) since the performance of CWs 
changed while the use of distinct aggregates (SPH-CWs displayed “efficiency” 18% 
higher than TX-CWs). 

6.2 Microscopic and Mechanical Evaluation 

Mechanical and microscopic analyses were performed to assess the extension of 
damage of the ASR-affected mixtures. ASR distress development has been widely 
studied and described by Sanchez et al. [9, 36]. At the beginning of the physico-
chemical reaction, cracks are formed within the aggregate particles; as the ASR-
induced damage raises, new cracks are still developed within the aggregate parti-
cles, yet the pre-existing cracks keep increasing in width and length, reaching the 
cement paste. At higher levels of expansion, the cracks keep propagating through 
the aggregate particles and cement paste, and due to the “minimum energy law”, 
they start to connect to one another, forming a high crack networking compromising 
the mechanical properties of the affected concrete [9, 36]. The crack development 
following the “minimum energy law” is restricted to cracks formed by ASR and 
through pre-existing cracks within the particles generated over crushing/weathering 
processes. Moreover, the higher the expansion level, the higher the DRI number for 
all mixtures; consequently, the different kinetics of the aggregates and influence of 
the mixtures on it displayed an important role in the crack progress over 360 days 
of ASR-induced development. However, at equivalent expansion amplitudes, both 
aggregates displayed somewhat close DRI numbers. Considering only the control 
and LTM mixtures’ results, SPH concrete specimens exhibit 10% higher values than 
TX. Moreover, the propagation of cracks due to ASR development was modified by 
the CWs (Figs. 6a and b), thus impacting not only the total amount of cracks and 
crack patterns but also the mechanical properties’ losses.
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Fig. 6 Microscopic features of concrete specimens incorporating a SPH reactive coarse, and b TX 
reactive fine aggregates 

As discussed in the literature (Figs. 1a and b), in affected samples at low expansion 
levels (e.g., 0.05–0.07%), cracks can be mainly found inside the aggregate particles, 
and it is unlikely to find cracks in the cement paste extending from the aggregates. 
Moreover, until the point that the internal crack of the aggregates reaches the cement 
paste, it is unlike that CWs’ admixtures start healing those cracks. In other words, 
a minimum influence on ASR-induced kinetics is observed. However, at moderate 
expansion levels (e.g., 0.10–0.12%), the cracks keep growing within the aggregates 
(in length and width) and extend to the cement paste. Therefore, crystalline admix-
tures (CW1, CW2 and their combination, CW3) can minimize the moisture and 
start healing the formed cracks in the cement paste, which may be responsible for 
the changes in the kinetics observed in Fig. 1. Indeed, Figs. 6a and b illustrate the 
microscopic features of the DRI analysis, and it is clear that CWs-made concrete 
mixtures lessened the number of cracks in the cement paste (i.e., CCP and CCPG). 
For instance, after 90 days of ASR-induced development, SPH control achieved 
0.22% of expansion and total DRI number of 708, at close expansion amplitudes, 
SHP-CW2 and SPH-CW3 (i.e., 0.24% and 0.21% at 180 days, respectively) demon-
strated 18% and 30% lower total DRI number. Furthermore, it is worth noticing that 
the DRI number of cracks found within the aggregate particles (i.e., CCA, OCA, 
OCAG, and CAD) and in the cement paste (i.e., CCP and CCPG) separately, and the 
influence of DWs is even clearer. Comparing SPH control (90 days), CW2 (180 days), 
and CW3 (180 days) with expansion around 0.22%, the sum of CCA, OCA, OCAG, 
and CAD are is similar among the distinct concrete mixtures’ specimens (459, 493, 
and 435, respectively). However, the sum of CCP and CCPG, on the other hand, was 
249, 88, and 61 for control, CW2, and CW3. Overall, CWs lowered the number of
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cracks in the cement paste at equivalent expansion amplitudes in about 68% for SPH-
made concrete, while 43% for TX. This can be explained by the faster kinetics and 
crack development of this highly reactive aggregate, which decreases the self-healing 
efficiency of the concrete. Among the different CWs-made mixtures, it is worth high-
lighting that CW1 demonstrated the best efficiency to decrease the number of cracks 
in the cement paste, 70% for SPH and 52% for TX-concrete. These promising results 
show evidence that these materials (i.e., CWs) can create a physical barrier delaying 
the continuous cracking development through the paste matrix and further ASR-gel 
deposition. 

The influence mentioned above of the crystalline waterproofing materials in the 
development mechanism of ASR is supported by the mechanical properties analysis. 
For instance, the compressive strength of conventional concrete is a mechanical prop-
erty known to be governed by the cement paste (CP) properties. Thus, any concrete 
mixture able to delay the damage development in the CP can also modify the rate of 
CS loss. Moreover, although CW mixtures exhibit relatively high expansion ampli-
tudes and expressive CS losses, comparing the CWs results with control mixtures, 
they significantly decreased the CS losses at similar expansion levels (Fig. 3). On 
average, considering the data from both types of reactive aggregates and all CWs 
mixtures, incorporating 1.91% of CWs (by mass of PC) in the concrete could reduce 
CS losses by 47% over the 360 days of curing. Likewise, by adding crystalline water-
proofing admixtures on concrete drops, SDI results in 14% over ASR development 
(Figs. 4a and b). The development of cracks within the aggregate particles and the 
propagation through the cement paste leads to an extension of inner damage in the 
affected concrete. Therefore, while being closed over a compressive and cyclic test 
of SDT, these cracks release a significant amount of energy, which results in the 
fast SDI values rise. Moreover, mixtures incorporating TX were found to dissipate 
more energy, since those samples have presented up to the date the highest expansion 
levels. Additionally, CWs seem to improve the quality of the microstructure (e.g., 
initially formed cracks, ITZ, etc.), thus, reducing SDI values, comparing the same 
expansion levels reached by CWs sample with those observed by Sanchez et al. [4] 
and obtained with non-CWs systems. 

On the other hand, CWs-made concrete mixtures influenced less the modulus of 
elasticity and shear strength losses for unrestrained ASR development (Figs. 4c, d, 
and Fig. 5). This behavior was quite expected though since aggregates have more 
influence on the concrete’s stiffness or modulus of elasticity and shear strength. While 
the modulus of elasticity of ordinary concrete is largely governed by the mechanical 
properties of the aggregates [42], the shear reduction is expected to take place due 
to “shear friction or aggregate interlock loss” caused by ASR-induced development. 
Therefore, the DRI results presented in Fig. 6 evidence that the use of CWs did 
not modify the overall amounts of cracks found within the aggregate particles. This 
pattern explains the similar losses of ME and SS of CWs, control, and LTM mixtures 
obtained.
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7 Conclusions 

The primary objective of this research program was to appraise the impact of using 
engineered self-healing (hydrophilic) waterproofing technology to avoid and/or miti-
gate ASR-induced expansion and deterioration in concrete incorporating coarse and 
fine highly reactive aggregates. From the results obtained in this study (after 360 days 
of evaluation), the following conclusions may be drawn: 

• At least for the time-based evaluations, it seems that ASR kinetics, mechanical 
properties, and microscopic changes are dependent on the aggregate’s type (i.e., 
fine vs. coarse aggregate). Samples incorporating the highly reactive TX sand 
were slightly more damaged after 360 days of curing than SPH samples. Moreover, 
samples containing TX have developed faster ASR kinetics and more cracks in the 
cement paste in shorter periods of time due to their faster ASR-induced kinetics; 

• The use of hydrophilic crystalline waterproofing materials (CWs) was able to 
change the kinetics and distress caused by ASR, for both reactive aggregates 
used. It is believed that the CWs mainly start healing ASR deterioration when 
the cracks reach the cement paste. This interesting behavior can be drawn due to 
the significative change on ASR-induced kinetics after the point where cracks are 
expected to reach the cement paste; 

• The most effective crystalline waterproofing admixtures in decrease the number 
of cracks in the cement paste of the affected concrete specimens was CW1 
(commercially available crystalline waterproofing material); 

• Although the CWs were not able to mitigate down ASR development to “safe” 
levels as recommended in different standards (i.e., 0.04% of expansion after 
2 years of ASR-induced development), this material can be an important tool 
to modify ASR kinetics once the reaction starts to damage the paste matrix, 
delaying the deterioration and giving extra time to intervene and reinforce affected 
structures. 

Finally, further development is being made by the authors to also understand 
the influence of supplementary cementing materials when used in combination with 
crystalline waterproofing admixtures and exposed to ASR-induced development. 
Larger number of samples are being tested and future publications will address those 
new results. 
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Alkali-Activated Concrete Workability 
and Effect of Various Admixtures: 
A Review 

Nourhan Elsayed and Ahmed Soliman 

Abstract Alkali-activated concrete (AAC) is getting popular as a sustainable alter-
native for ordinary Portland cement concrete. Hence, questions regarding potential 
adaptation for existing concrete technologies to deal with performance issues of the 
new concrete type were raised. On top of these technologies, the efficiency of various 
admixtures and their interactions with the AAC’s ingredients, hydration products, 
and microstructure development represent a knowledge gap. This paper reviews 
the workability requirements for AAC and the efficiency of various admixtures to 
achieve the targeted performance. The stability of admixtures in the alkaline medium, 
optimum dosages, and interaction with the activation process was highlighted. The 
reported data are anticipated to guide engineers in selecting suitable admixtures to 
achieve the desired workability while maintaining adequate performance. 

Keywords Concrete · Alkali-activated materials ·Workability · Admixtures ·
Hydration products 

1 Introduction 

Alkali-activated materials (AAMs) have been approved as an efficient, sustainable, 
eco-friendly alternative to ordinary Portland cementitious materials (PC) [1–3]. 
AAMs can be produced by activating a reactive solid aluminosilicate like blast 
furnace slag (BFS), fly ash (FA), metakaolin (MK), red mud, and other precur-
sors using an alkaline activator such as alkali hydroxide, silicate, or carbonate in 
both liquid and solid forms [4–9]. The microstructure of AAMs is denser than 
conventional PC, leading to superior properties [10, 11]. Besides, the AAMs manu-
facturing process consumes lower energy and results in less CO2 emission (Egyp-
tian Standards, E.S., “Cement-Physical and Mechanical Tests”, ES 2421/2005, n.d.; 
[3, 12].
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However, achieving adequate workability is one of the main challenges for AAMs. 
This is ascribed to the inconsistency of raw materials and used activators [11, 13, 
14]. Moreover, most commercial chemical admixtures, successfully used with PC, 
were reported incompatible in high alkali environment of AAMs [13–15]. Hence, the 
rheological properties of AAMs must be comprehensively studied, and basic factors 
controlling control their workability need to be investigated. This paper reviewed the 
effects of the nature and dosage of activators and precursors on the rheology of AAMs. 
The reported data are expected to guide engineers in understanding the workability 
and rheology of AAMs; hence, they can select suitable admixtures according to the 
desired workability. The various ingredients’ effect on the rheology performance of 
AAMs is shown in the upcoming sections. 

2 Alkaline Activators Types and Dosages 

Activator is a crucial composition controlling the rheological behavior of AAMs. 
The most widely activators with a reasonable cost are sodium-based activators, such 
as sodium metasilicate (Na2O·MSiO2), sodium carbonate (Na2CO3), sodium sulfate 
(Na2SO4) sodium hydroxide, or a mixture of two or more of them. In addition, 
some potassium-based activators have been used in laboratory studies. However, 
published literature showed that AAMs activated by NaOH solution usually exhibit 
higher yield stress and plastic viscosity than that activated by KOH−based [16]. This 
was attributed to the lower charge density of K+, leading to lower ion–dipole forces 
and solution viscosity [17]. Similarly, the zeta potential value of the KOH−activated 
slag system is higher than that of the NaOH-based system, regardless of the used 
activator dosage. This is ascribed to the lower concentration of Na+ cations adsorbed 
on the surface of the negatively charged particle. More adsorption of K+ cations 
might reduce the van der Waals forces and increase the repulsive force of the double-
layer between charged particles, thus contributing to a decrease in yield stress. By 
contrast, Na+ cations would combine with water and consume more free water. 

Activator concentration is another critical factor that affects the rheological 
behavior of AAMs. For instance, high NaOH concentration lowers the yield stress 
and plastic viscosity; thus, the fluidity of AAMs increases. Table 1 summarizes 
some reported results emphasizing the role of NaOH concentration. Changing NaOH 
concentration will affect the dissolution process and formation of products. At early 
stages, hydration products formed will have different abilities to bind water, leading 
to a variation in the amount of free water in the mixture. For instance, sodium alumi-
nosilicate hydrate (N-A-S-H) (the main hydration product from activated fly ash 
precursor) will have a weaker ability to bind water compared to the hydration product 
from slag which is calcium aluminosilicate hydrate (C-A-S–H) [18]. However, the 
reported zeta potential results indicated that the electrostatic repulsion would domi-
nate the behavior. Hence, there are contradictory data in the literature for various 
NaOH concentration ranges as shown in Fig. 1 [18–20]. Hence, attention must also
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Table 1 Yield stress and plastic viscosity for various concentrations of NaOH (modified of [20]) 

Precursors Alkali activator to 
precursor ratio (%) 

Yield stress (Pa) Plastic viscosity (pa*s) 

Fresh fly ash blended 
pastes 

0 0.75 0.4 

2 2.4 1.3 

4 2.25 1 

6 1.8 1 

8 1.5 0.95 

10 1.4 0.9 

12 1.2 0.9 

Fig. 1 Reported trend for τ0 
and μ with NaOH 
concentration 
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be given to the used precursor and the water-to-binder ratio (w/b) while selecting the 
suitable NaOH concentration. 

Another important factor is the silica modulus (Ms), which is the SiO2/Na2O molar 
ratio. Ms has a significant effect on the distribution of different ions in the solution 
and thus the rheological properties of AAM suspensions. Adjusting the Ms will 
directly affect the polymerization degree of silicate oligomers and their adsorption 
on the particle surface on the rheological properties. Recent studies reported that 
increasing the Ms increased the apparent viscosity and yield stress of AAMs [21]. 
However, in the high-ionized zone (the Ms < 1.8), the viscosity of suspensions showed 
insignificant responses to modulus variation. 

Hydration Products The AAMs hydration process varied based on the precursors 
and was divided into three categories. First, the low-calcium system is generated from 
precursors with less than 10% calcium oxides (CaO), such as MK and FA-Class F. 
The main hydration product is highly cross-linked aluminosilicate geopolymeric gels 
known as N-A-S-H. The second category is a high-calcium system based on calcium-
rich precursors with greater than 10% CaO, such as blast furnace slag. The formed 
product is tobermorite-like C-A-S-H. Finally, the third category blends the first two 
categories [22]. The AAMs’ rheological behavior and parameters are substantially 
different when different precursors are used.
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Usually, the third category is used to compensate for the drawbacks associated 
with the first and second categories. For instance, the high-calcium content for high-
calcium precursors leads to changes in the precipitated gel systems, affecting yield 
stress. It was reported that the replacement of slag with fly ash reduced the yield 
stress [23]. However, increasing the replacement level of slag to 70 with respect to the 
weight of fly ash adversely affects the yield stress and consistency coefficient. This is 
attributed to reduced flocculation caused by fine FA particles and a faster dissolution 
of slag, resulting in low solid content [23]. Moreover, finer fly ash than slag enhanced 
attractive inter-particle forces. Conversely, it must be considered that the introduction 
of more slag means faster dissolution, higher structure buildup rate, and formation 
of more early C-A-S-H gels, with shorter percolation time, faster storage modulus 
growth, and flow loss [24, 25]. Another important aspect is the precursor’s content, 
as this will reflect the packing and filler effects on the workability. Also, it will 
depend on the precursor’s particle sizes, shapes, and amount of fines. The viscosity 
and yield stress of suspensions increase as the solid content increases. The following 
two aspects can explain it: (1) More solid particles will induce the particles-cluster 
effect; (2) less water added would increase the solids concentration, the inter-particle 
friction, and thereby the mortar is more reluctant to flow as given in Table 2 [26].

3 Various Used Chemical Admixtures 

High-range water-reducing admixtures (HRWRA) are widely used to improve the 
rheology and workability of PC. There are many types of HRWRA including 
lignosulfonate-based, naphthalene-based, aminosulfonate-based, melamine-based, 
and polycarboxylate-based. Their working mechanisms and compatibility with ordi-
nary Portland cement (OPC) have been well investigated such as inter-particle elec-
trostatic repulsion and steric hindrance induced by the effective adsorption of admix-
tures on cement particles’ surfaces. However, much research is still going to capture 
their mechanisms with AAM as no full understanding of their effects. Generally, 
it will be affected by the nature of the AAMs ingredients (i.e., activator pH and 
type, precursor). For instance, it was reported that only the naphthalene-based water-
reducing admixture could lower the yield stress for alkali-activated slag mixtures. 
This was ascribed to its chemical stability in the alkaline environment. However, 
the polycarboxylate-based, melamine-based, and vinyl copolymer water-reducing 
admixture will have lower molecular weight fragments, which can still be adsorbed 
on the particles’ surface, but the steric effect will be minimal [28]. However, it was 
reported that polycarboxylate superplasticizers were effective in alkali-activated fly 
ash mixtures, among other types of water-reducing agents [29]. In general, the inter-
actions between most third-generation HRWRA admixtures and AAM will depend 
on the amount of dissolved Ca2+, which directly affects the steric effect [30, 31]. 

Another set of admixtures that can affect AAMs’ workability and rheolog-
ical properties include shrinkage-reducing admixtures (SRA), retarders, and de-
flocculants. Previous study by Palacios and Puertas [32] showed that SRA addition
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Table 2 Yield stress (a) and  
plastic viscosity (b) of  
alkali-activated fly ash-silica 
fume blended grouts prepared 
by various water-to-binder 
ratios (modified of [27]) 

W/b Silica fume 
content (%) 

Yield stress (Pa) Plastic 
viscosity (Pa*s) 

0.75 0 0 0 

20 5 0.02 

40 10 0.75 

60 35 0.2 

1 0 0 0 

20 0 0 

40 0 0 

60 15 0.1 

80 50 0.15 

100 60 0.3 

1.25 0 0 0 

20 0 0 

40 0 0.25 

60 5 0.05 

80 20 0.75 

100 40 0.2 

1.5 0 0 0 

20 0 0 

40 1 0 

60 1 0 

80 5 0.75 

100 10 0.125

did not improve the fluidity of alkali-activated slag paste and even increased the yield 
stress. Generally, the effect on fluidity will vary depending on the used dosages and 
the molecular weight of used shrinkage-reducing admixture such as polypropylene 
glycol (PG), as shown in Fig. 2 [33]. On the other hand, citric acid as a setting retarder 
admixture was found to increase AAMs fluidity.

4 Other Adding Ingredients 

Adding inert mineral additions (e.g., limestone powder) is known to improve rheo-
logical properties due to optimizing the particle packing and freeing more water for 
lubrication. Adding up to 20 with respect-to-weight limestone powder in sodium 
silicate-activated slag-fly ash grout reduced yield stress and plastic viscosity [34]. 
On the other hand, it was reported that AAM is more sensitive to changes in liquid/ 
solid ratio than ordinary OPC concrete [35]. This will also be affected by the nature
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Fig. 2 Fluidity of the AAS pastes with different molecular weights after adding different dosages 
of polypropylene glycol (PG)-based shrinkage-reducing agent

Table 3 Flowability of fresh 
AAM based with different 
aspect ratios of straight steel 
fibers 

Aspect ratio of steel 
fibers 

Volume fraction (%) Flowability (mm) 

6/0.12 1 252 

2 248 

3 242 

8/0.12 1 250 

2 245 

3 228 

13/0.12 1 255 

2 248 

3 230 

13/0.20 1 255 

2 247 

3 240

of aggregate and the amount of fine aggregate, as increasing fine aggregate will result 
in a higher surface area. Adding fiber to AAM to increase tensile strength and reduce 
potential cracking has become a common practice. Results reported by Liu et al. 
[36] showed that the aspect ratio and shape of the used fiber and contents are the 
most dominating factors for the mixture fluidity, as given in Table 3. However, its 
shape will have a negligible effect on the low fiber content. Also, changing the type 
of fiber (i.e., steel or polyvinyl alcohol (PA) will have a significant effect. Increasing 
PA fiber volume raised the viscosity and yield stress of the AAS composite due to 
its poor dispersibility [37]. However, producing PA fiber-reinforced AAS with high 
ductility, low plastic viscosity, and yield stress was still possible. 
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5 Various Rheological Models 

Two critical values that control the flowability of any material are plastic viscosity 
and yield stress. Plastic viscosity reflects a material resistance to flow after the mate-
rial begins to flow. Yield stress indicates the shear stress required to initiate flow. 
The relationships between shear stress and shear strain rate of fresh PC have been 
developed. The Bingham model modified Bingham model and Herschel–Bulkley 
(H–B) model are the most widely accepted for describing the rheological behavior 
of PC [38]. Adding admixtures in PC leads to the deviation of a linear relationship 
between shear stress and shear rate, which the modified Bingham model captures 
was proposed (Eq. 1) [26]: 

τ = τ0 + μ̇γ + ċγ 2 , (1) 

where τ 0 is the yield stress (Pa), μ is the plastic viscosity (Pa·s), and c is a 
pseudoplastic constant. 

Published literature revealed that the Bingham model, modified Bingham model, 
and H–B model are empirically suitable for describing the rheological behavior 
of AAMs too. Generally, the Bingham model is recommended for NaOH-activated 
pastes [18], while the H–B model better suits the sodium silicate-activated pastes [28]. 
Both the Bingham model and the H–B model [39] were used in the systems activated 
by Na2CO3 (single or mixed with other activators). The modified Bingham model 
describes the nonlinear behavior deviating from Bingham fluid and avoids a variable 
dimension parameter like in the H–B model without mathematical limitation in the 
low shear rate region [40]. However, it is rarely used to describe AAMs’ rheological 
behavior [20]. The applicability of the modified Bingham model in different AAM 
systems needs further study. 

On the other hand, the composition of the aluminosilicates also has a signifi-
cant impact on rheological behavior. Alkali-activated metakaolin systems generally 
exhibit higher viscosity and apparent yield stress due to their plate-like particles and 
large specific surface area [41], which means that suitable activators and adequate 
water are needed to ensure good workability [42]. As reported, alkali-activated fly 
ash pastes behaved like a Bingham fluid [29], while the rheological behavior of the 
fly ash-slag blended systems was more consistent with the H–B model [23]. These 
rheological behaviors could not be separated from the differences in particle size, 
dissolution behavior, the reactivity of different precursor particles, and the initially 
precipitated gels.



1208 N. Elsayed and A. Soliman

6 Conclusion 

This study demonstrates that the rheological properties of AAMs are highly sensi-
tive to use chemical admixtures which will vary based on the used activator (type 
and concentration), precursor, and other ingredients such as mineral additives. The 
following conclusions can be drawn from this review: 

• There are contradictory data for the NaOH concentration effects on yield stress 
and plastic viscosity of AAMs. Attention must be given to the used precursor and 
the w/b while selecting the suitable NaOH concentration. 

• The AAMs’ rheological behavior and parameters are substantially different when 
different precursors types and dosages are used. 

• The amount of dissolved Ca2+ is the main factor that controls the interactions 
between HRWRA admixtures and AAM. 

• The Bingham model is the most representative model for the performance of 
AAMs. 
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Utilizing Alkali-Activated Materials 
for Repair Applications: A Review 

Ahmed Khaled and Ahmed Soliman 

Abstract Alkali-activated materials are gaining attention as an alternative to 
cement-based materials. The high early strength and higher durability performance 
had promoted its use as a repair material for several structures. This review paper 
highlights the successful repair applications of alkali-activated materials. The selec-
tion criteria for the alkali-activated material mixtures meeting repair requirements 
are reviewed. The performance of the repaired elements, including mechanical and 
durability, is reviewed, highlighting the role of various alkali-activated materials 
properties. Based on the reviewed cases, recommendations for the utilization process 
for alkali-activated materials will be provided. 

Keywords Alkali-activated materials · Repair · Durability · Damaged structure 

1 Introduction 

The deterioration of concrete structures has significantly increased due to severe 
climate conditions and environmental issues. Moreover, functional, structural, and 
aesthetic problems can be attributed to the little attention given to the durability issues 
when designing and building concrete structures. So, infrastructure rehabilitation has 
become a necessity as an economical alternative to the new reconstruction processes. 
Accordingly, repair techniques have been widely used to restore the integrity and the 
original conditions of different concrete structures. Recent research has considerably 
deduced that AAMs have the potential to be used as a repairing material. In addi-
tion to its advantageous characteristics as a friendly-environmental material, AAMs’ 
fresh and mechanical properties have significantly fulfilled the requirements of repair 
applications [1].
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Furthermore, utilizing AAMs as repairing materials regarding the durability 
approach has been demonstrated to assure post-repair sustainable products. Compati-
bility with the existing concrete substrate and the post-repair structural compatibility 
are the major factors in considering the repair materials. Mechanical properties, 
compressive strength, flexural strength, modulus of elasticity, poisson’s ratio, and 
the thermal expansion coefficient for the repair material must be compatible with 
the deteriorated existing substrate to maintain the long-term adhesion. Consequently, 
Table 1 indicates the specific requirements that must be fulfilled in repairing mortars. 

Some procedures must be considerably assured to ensure the adhesion between 
the repairing material and the existing substrate. Firstly, cleaning the surface from all 
debris and small particles to maintain the bond along the repair surface. Moreover, it is 
necessary to rough the surface before applying the repair material as the roughness of 
the existing substrate affects the performance of repair mortars [2]. Besides the struc-
tural recovery and integrity enhancement for the concrete elements after repair, the 
durability approach must be considered. Consequently, three major factors signif-
icantly affect the durability of concrete-based structures. Firstly, microclimate is 
represented in water and aggressive agents inside the concrete and temperature with 
the pressure applied to the concrete substrate. Secondly, the concrete quality can be 
attributed to the type of cement affecting the pore connectivity binding, water/binder 
ratio affecting the porosity, and the curing scheme affecting the degree of hydra-
tion. Eventually, transport mechanisms control the internal movement of water and 
aggressive agents inside concrete either by diffusion, capillary suction, or perme-
ability. Furthermore, Fig. 1 indicates the factors that also affect the durability of 
concrete repair [2].

Table 1 Structural compatibility–general requirements for repair mortars 

Properties Relation between the repair mortar and the 
concrete substrate 

Compressive, Tensile, and Flexural strengths Repair mortar > = Concrete substrate 
Modulus in compression, tension, and flexure Repair mortar = Concrete substrate 
Poisson’s ratio Dependent on modulus and type of repair 

Thermal expansion coefficient Repair mortar = Concrete substrate 
Curing and long-term shrinkage Repair mortar > = Concrete substrate 
Tension and Shear adhesion Repair mortar > = Concrete substrate 
Fatigue performance Repair mortar > = Concrete substrate 
Creep Dependent on desirable or undesirable effects 

might be caused by Creep 

Strain capacity Repair mortar > = Concrete substrate 
[After Pacheco-Torgal, F, Z Abdollahnejad, S Miraldo, S Baklouti, and Y Ding. 2012. “An Overview 
on the Potential of Geopolymers for Concrete Infrastructure Rehabilitation.“ Construction and 
Building Materials 36: 1053–58.] 
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Fig. 1 Factors that affect the durability of repair materials 

2 Repair Application Using AAMs 

Kramar et al. [3] investigated the suitability of AAMs for concrete repair based on 
three precursors (ground granulated blast furnace slag, fly ash, and metakaolin). 
Repair mortars must meet the requisites of the EN 1504 series before being used 
in practice. As a result of this experiment, the slag mortar was unsuitable for repair 
applications as it delaminated from the substrate during testing procedures. On the 
other hand, fly ash and metakaolin precursors exhibited good mechanical properties 
and adhesion. The bond strength of the fly ash and metakaolin mortars ranged from 
1.8 to 2.3 N/mm2 and thus met these criteria for both non-structural and structural 
repair mortars. The capillary absorption was too high in all three mixtures to be used 
in the structural repair regarding the criteria of EN 1504-3. 

Moreover, metakaolin and fly ash mixtures have the potential to be used for non-
structural repair works. Nevertheless, the problem of efflorescence was also assessed 
in all three mixtures. On vertical surfaces, difficulties were met when applying the 
FA and MK mortars. As shown in Fig. 2, these two mortars tended to sag down the 
surface. On the other hand, the S mortar was easier to apply as it was stiffer than the 
other two precursors. That can be attributed to the flowability and the setting time 
properties of the three tested mortars, whereas the flowability of S mortars decreases 
in a short time, unlike the two other mortars, FA and MK.
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Fig. 2 Application of the alkali-activated repair mortars to a vertical concrete surface. a the S 
mortar, b the FA mortar, and c the MK mortar 

Fresh properties for the three mixtures, flowability, air content, bulk density, and 
setting time, were tested, and results were illustrated as follow; after 10 min, the 
flow value was the highest for the S mortar (180 mm), whereas the lowest value was 
obtained for the FA mortar (152 mm). The high flowability of the S mortar could 
be attributed to the low percentage of water glass in the mixture, as the flowability 
of AAMs depends mainly on the viscosity of the binder matrix, and silica dissolved 
in the water glass has a vital role in improving the viscous properties [4]. On the 
other hand, the flowability of S mortar after 30 min decreased remarkably (from 180 
to 159 mm), whereas the flow value in the two other mixtures, FA and Metakaolin, 
remained relatively constant. Deb et al. [5] deduced that flowability decreased in the 
case of using ground granulated blast furnace slag as a precursor due to the angular 
shape of the slag particles and the accelerated reaction of calcium coming out of slag. 

The bulk densities in the three different mortars ranged from 2187 to 2248 kg/ 
m3. There were no specified differences between the three investigated AAMs for 
the air content value. The air content ranges from 4.1 to 5.2%, which generally 
ranges from 3 to 10% in cement-based mortars. Initial and final setting times were 
significantly different in the three alkali-activated mortars. Whereas the initial setting 
time of the FA mortar had the most extended amount of 2515 min, then MK mortar 
came next with 450 min, and S mortar was relatively the shortest with an amount 
equal to 60 min. Similarly, the final setting time of the FA mortar was the longest 
with an amount of 2910 min, followed by MK mortar with 505 min, and S mortar 
was also the shortest with an amount equal to 90 min. In general, using fly ash in 
AAMs decreases the rate of hydration reaction with low heat of hydration which 
results eventually in significant long setting time with low early strength, whereas 
the setting time decreases significantly with the higher percentage of slag content 
[4, 6, 7]. 

Compressive, flexural, bond strengths, bulk density, and modulus of elasticity 
were also illustrated in Table 2. After 7 days, the compressive strength of the three 
alkali-activated mortars had a range from 13.8 to 67.6 N/mm2. The FA mortar had
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Table 2 Mechanical 
properties of AACs based on 
the three different precursors 

Mechanical properties 7 days 28 days 56 days 

Compressive strength (N/mm2) 

Metakaolin 67.6 71.2 71.5 

Slag 32.4 52.2 61.0 

Fly ash 13.8 51.1 76.5 

Flexural strength (N/mm2) 

Metakaolin 8.8 7.3 9.7 

Slag 6.5 11.4 14.4 

Fly ash 3.1 5.5 8.5 

Bond strength (N/mm2) Metakaolin Slag Fly ash 

Vertical surface 2 N/A 2.3 

Horizontal surface 2 N/A 1.8 

the lowest compressive strength; then, the S mortar achieved higher strength; even-
tually, the MK mortar attained the highest compressive strength. After 56 days, there 
were no remarkable differences between the MK and FA mortars, whereas the S 
mortar achieved the lowest compressive strength. FA achieved the slowest rate in 
compressive strength development, as the compressive strength increased from 13.8 
to 76.5 N/mm2 in 7 days and 56 days, respectively. This slow gaining of strength 
can be attributed to the low hydration reaction rate with low hydration heat and low 
early strength of fly ash. On the other hand, MK achieved the most rapid rate in 
compressive strength development, as the compressive strength increased from 67.6 
to 71.5 N/mm2 in 7 days and 56 days, respectively. MK’s high specific surface area 
resulting in high reactivity is the main reason for the quick gain of compressive 
strength. Generally, the compressive strength of the three investigated mortars was 
approximately within a close range (60.0–76.5) N/mm2 after 56 days [3]. 

Regarding the flexural strength, after 7 days, the tested mortars ranged from 3.1 
to 8.8 N/mm2, being lowest in the case of using the FA precursor and highest in 
the case of the MK mortars. Eventually, the S mortar reached the highest flexural 
strength among the three mortars after 56 days (14.4 N/mm2), whereas the MK mortar 
(9.7 N/mm2) achieved a value close to the FA mortar (8.5 N/mm2). The amount of 
the precursor could be the factor that affected the flexural strength as the aggregate 
to solid binder ratio was approximately the same for the three tested mortars. 

For the bond strength, as shown in the Table, it was not applicable to determine 
the value of bond strength in both vertical and horizontal surfaces in the case of using 
S mortars, as it delaminated before running the test, whereas the bond strength of 
the FA and MK mortars, had the range from 1.8 to 2.3 N/mm2. 

High early strength is one of the most important properties for any repair material. 
Abideng et al. evaluated the performance and the development of geopolymers, in 
road repair applications, based on the early strength characteristics. They used the 
metakaolin as a precursor, mixed with parawood ash (rubberwood ash) or oil palm 
ash as a binder agent, as shown in Fig. 3. The experimental work was performed
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based on the hot mixes process with variant heat curing times (1, 2 and 4 h). As a 
result, very high early strength, low drying shrinkage, high compressive strengths, 
and very significant bond strength enhancement were considerably observed [8]. 
Figure 4. indicated that the percentage of metakaolin replacement with ashes would 
have a remarkable effect on the bond strength. Moreover, the greater the heat curing 
time, the higher the bond strength exhibited along the repair surface. 

Evaluating durability parameters for geopolymer concrete made from fly ash acti-
vated with sodium hydroxide and sodium silicate is necessary for utilizing alkali-
activated mortars in repair applications. David et al. studied the long-term durability 
Properties of geopolymer concrete; chloride diffusion and rapid chloride perme-
ability, carbonation, water sorptivity, compressive strength, and workability have 
been investigated, as shown in Figs. 5, 6, and 7. Scanning Electron Microscopy

Fig. 3 Schematic cross-section of geopolymer repair mortars bonded to OPC 

0 

2 

4 

6 

8 

10 

12 

14 

421 

Bo
nd

 st
re

ng
th

 M
PA

 

Heat time h 

100% Metakaolin 10% replacement Parawood ash 

10% replacement Oil Palm Ash 

1 2 4 

Fig. 4 Bond strength (Geopolymer and OPC), measured using Slant Shear Test 



Utilizing Alkali-Activated Materials for Repair Applications: A Review 1217

0.75 1.00 1.25 
9.5 

10 

10.5 

11 

11.5 

12 

12.5 

Ca
rb

on
ati

on
 P

H 

Activation modulus 

0 days 

3 days 

7 days 

28 days 

Fig. 5 Carbonation data for geopolymer mortar specimens, PH 

0.75 1.00 1.25 
0 

0.02 

0.04 

0.06 

0.08 

0.1 

0.12 

So
rp

iti
vi

ty
 (m

m
/√
m
in
) 

Activation modulus 

90 days 

56 days 

Fig. 6 Water sorptivity @ 56 and 90 days

(SEM) and X-Ray Diffraction (XRD) were used to study the microstructures. As a 
result, both geopolymers with 1.00 and 1.25 activator modulus gave durability param-
eters comparable to OPC concretes, while the geopolymer with an activator modulus 
of 0.75 exhibited lower durability performance. However, due to the long-term chlo-
ride diffusion coefficient as shown in Table 3 and the initial pH of geopolymers with 
1.00 and 1.25 activator modulus, there may be a concern to the long-term durability 
performance when considering chloride-induced corrosion of reinforcing steel [9]. 
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Fig. 7 Rapid chloride permeability test data 

Table 3 The apparent 
chloride diffusion coefficient 
and surface chloride value 

Activation modulus Cs (%) Da × 10−11 m2/s 

0.75 0.16 3.1 

1.00 017 3.1 

1.25 0.14 3.7 

3 Conclusion 

Alkali-activated materials have the potential to be used in repair applications. AAMs’ 
fresh, mechanical properties, and durability parameters exhibited a comparable result 
to OPC concretes. The repair mortars based on fly ash, metakaolin, and ground 
granulated blast furnace slag as precursors had appropriate flowability properties. 
However, the flow rate of slag mortars decreased within 30 min significantly, so 
further investigations will be mandatory to overcome the slag flowability defect. 
Also, the initial and final setting time for the slag repair applications still needs more 
investigation as the setting time will not be enough for the practical work applications, 
although it might be an advantageous characteristic in some particular cases. 
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Evaluating the Performance of Phase 
Change Materials in Alkali-Activated 
Materials 

Farshad Meftahi and Ahmed Soliman 

Abstract The high energy consumption for buildings pursues researchers to 
examine various potentials to improve energy efficiency for construction materials. 
Among various potentials, the use of phase change materials (PCMs) demonstrated a 
high ability to modulate the inside temperature of the buildings. These materials can 
absorb and release the heat in a specific temperature range regulating thermal perfor-
mance for mortars and concrete. However, the performance of PCMs, including 
stability and heat storage efficiency in non-cementitious mixtures such as alkali-
activated materials (AAMs), is still questionable. Hence, this study evaluates the 
performance of micro-encapsulated paraffin, as an organic phase change material, in 
alkali-activated materials through various tests. Results showed that the high alka-
linity of the used alkali activator did not significantly affect the performance and 
the stability of the micro-encapsulated PCMs. A slight reduction in the mechanical 
performance of the alkali-activated materials due to the addition of PCMs compared 
to cement-based mixtures was reported. This study can help the in situ engineers 
choose the proper mixture for environmental and mechanical performance. 

Keywords Phase change materials · Alkali-activated materials · Mechanical 
performance · Durability · Heat of hydration 

1 Introduction 

Energy, environment, and sustainable development are important issues currently 
being faced by humankind. One of the most used materials in the current century can 
be named concrete, whose production grows yearly due to its low cost and severe 
demand. In this respect, it can be mentioned that concrete production is responsible 
for almost 8% of global anthropogenic GHG emissions and 3% of global energy
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demand, which evaluating proposed mitigation strategies in the sector is indispens-
able in the development of low- or zero-carbon emissions pathways [1, 2]. Cement, 
water, aggregates, and admixtures are the components of Ordinary Portland Cement 
(OPC) Concrete. As time is one of the greatest factors in the construction industry, the 
demand for shorter concrete preparation increased significantly, referring to this fact, 
steam curing was introduced. The steam curing method is the most used in precast 
concrete elements, which are regarded as an appealing solution to be considered in a 
various range of construction projects. This method provides many benefits such as 
reducing construction time, greater control and final quality of the elements, desir-
able cost-benefit relations, workforce, and less environmental impact compared to 
conventional concrete preparation [3]. However, a huge amount of energy for heating 
is used for its production. [4–6]. Abdullah M. Zeyad et al. reviewed the behavior of 
concrete in steam curing condition. According to their findings, stream curing can 
lead to increase in mechanical strength of concrete in short time, but it is along with 
negative effects on microstructure and other properties of concrete samples at later 
ages [7]. Shi et al. studied on the heat damages caused by steam curing of OPC and 
confirmed these facts [8]. 

As previously mentioned, a large portion of the current construction worldwide 
is made of OPC-based concrete, releasing a large quantity of carbon dioxide into 
the atmosphere. Approximately 1 tonne of carbon dioxide emissions for each ton 
of OPC produced, corresponding to more than 5% of greenhouse gas emissions 
worldwide and some of the recent studies on its heat curing procedures mentioned 
previously. Considering these facts, the study of alternative solutions, such as eco-
efficient binders which can be named as alkali-activated binders, and the application 
of smart materials in the production of these materials is quite necessary. According 
to the study of M. L. Nehdi on AAMs, the possibility of lower carbon footprint, lower 
cost, saving natural resources by using by-products can be achieved when utilizing 
AAM binders [9]. In general, to produce alkali-activated materials (AAMs), any raw 
material with reactive silica and alumina in its chemical composition (entirely made 
of industrial wastes), such as fly ash (FA) or blast furnace slag, can be used together 
with an alkaline activator such as Sodium Hydroxide (NaOH) and thermal curing 
allows binding material with good mechanical properties to be obtained. According 
to the recent studies on the AAMs, it was observed that the compressive strength 
of these materials is influenced by many factors such as temperature, curing time, 
alkali-activated molarity (Sodium Hydroxide), and Sodium Silicate content used in 
the mix. As the curing time and temperature increase, the compressive strength of 
these materials increases proportionally [10]. According to the studies of Palomo 
et al. [11], the rising activator concentration can increase the PH of the mixture to 
increase the reactions inside the samples, which induce an increase in the compressive 
strength and density of the samples which eventually create a more durable sample. 
All these facts related to the preparation of these materials can enlighten the use 
of these materials as the perfect candidate for replacing the precast OPC materials 
with precast AAMs in the industry but yet the energy consumption of this system is 
questionable.
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On the other hand, development in material technology in the last couple of 
decades demonstrated that the incorporation of phase change materials (PCMs) into 
the most used building material in the world (i.e., concrete) is an intelligence method 
to reduce the building energy assumption problem [12]. Application of PCMs in the 
mentioned materials may be a potential method for improving the above problems 
caused by steam curing. The ability to incorporate different materials inside the 
concrete mixtures nominate them as a proper host for PCMs. 

PCMs are a kind of heat storage materials that are used in this field with a special 
capability called Thermal Energy Storage (TES), which is an important element in 
respect to energy. This capability can be used to store energy within the particles 
and use this energy later on with a specific target. In Fig. 1, the heat storage and 
latent heat composition in the used micro-encapsulated phase change materials can 
be seen. Kuznik et al. [14] define the phase change theory for the pure ideal body 
as an area in the space of the thermodynamic parameters (temperature, pressure, 
and volume) of the system composed uniquely of the pure body, in which the free 
energy is an analytical function. When heat exchange happens, PCMs pass by the 
solidification or fusion process, where materials transform from liquid to solid or 
solid to liquid. According to the recent studies on the application of PCM in the 
concrete mixtures, it was found that the interaction between PCM and cementitious 
materials is an issue of concern. Due to this matter, different techniques of PCM 
inclusion in building materials were introduced and tested (alveolar bricks, hollow 
bricks, and CSM panels). According to a recent study on the application of PCMs 
in cementitious materials [15], it has been found that the application of PCMs in 
the precast OPC materials can inhibit thermal cracking, enhance the capillary water 
absorption resistance, and improve early volume stability and freeze–thaw resistance 
of cement-based materials. 

It should be noted that there are very few studies on the application of these 
materials in the concrete mixtures especially the on the green binders such as alkali-
activated materials to see the properties of the final product. In this research, there has 
been a vast study on the application of micro-encapsulated PCMs and their impact

Fig. 1 Heat storage as sensible heat and latent heat for MPCM 57 (after [13]) 
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on various properties such as stability and mechanical performance, along with a 
proposal for shortening the time and reducing energy consumption in the production 
of precast OPC and AAMs. 

2 Experimental Program 

2.1 Materials 

This study is based on two different construction materials containing MPCMs, 
including OPC and AAM mixtures. For the OPC mixtures, general use (GU) 
hydraulic cement, according to the ASTM C150, was used as the binding mate-
rial (Table 1). The water-to-cement ratio was chosen 0.5, and the cement to the 
sand ratio of 1:2.75 was chosen to have the proper flowability [16]. Moreover, 
based on ASTM C136 for the sieve analysis, the sand used was within the range 
suggested by the standard [17]. The AAMs are composed of Ground Blast Furnace 
Slag (GBFS) (Table 1), which is an industrial by-product commonly used in AAM 
mixture design with the use of Sodium Hydroxide (NaOH) with 6 molarity, slag to the 
sand ratio of 1:2.25, and liquid-to-solid ratio of 0.55 as the optimum for maintaining 
flowability and strength was chosen. 

The details related to the MPCM used in this research can be seen in Table 2. To  
use the PCM for the specific target of this study, which is heat curing, the PCM with

Table 1 Chemical and 
physical properties of cement 
and GBFS 

Cement GBFS 

SiO2 (%) 19.80 32.97 

Al2O3 (%) 4.90 17.97 

CaO (%) 62.30 35.08 

Fe2O3 (%) 2.30 0.72 

SO3 (%) 3.70 0.72 

Na2O (%) 0.34 – 

MgO (%) 2.80 10.31 

C3S (%) 57.00 – 

C2S (%) 14.00 – 

C3A (%) 9.00 – 

C4AF (%) 7.00 – 

Na2Oeq (%) 0.87 – 

Loss on ignition (%) 1.90 0.58 

Specific gravity 3.15 2.88 

Major crystalline phases – Gehlenite 

Specific Surface Area (m2/g) – 3.15 
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Table 2 Properties of the 
PCM 57 used in this study Product name MPCM 57D 

Classification Organic mixture 

Appearance White, dry powder 

Solubility Insoluble 

Melting point (°C) 55–59 

Moisture (%) ≤ 3 
Paraffin Wax (%) 79.6 

Melamine Resin (%) 17.4 

Heat of fusion (J/g) 172 

Mean particle size (µm) 30.7 

Solid content (%) 98.1 

the melting point of 57°C was chosen. In addition, based on previous studies on PCM 
application in the OPC mortar, to have an optimum ratio between the mechanical 
performance and heat storage capacity of the samples, application of 6% PCM as an 
addition to the mixture was chosen. 

2.2 Testing and Specimen Preparation 

MPCM 57 was added to the mixture by 6% addition by the sand weight. In Fig. 2, the  
SEM analysis of the MPCMs used in this experiment can be observed. The MPCMs 
are made of fine spherical particles. The stability of the MPCM in NaOH solution of 
molarity 6 and 12 under ambient and heating up for 80 degrees and more were tested. 
Moreover, the MPCMs were tested during different heating cycles in environmental 
chamber machines with the help of thermocouples to determine their performance 
and stability.

The preparation of the AAM samples included the following steps: (a) preparation 
of alkaline activator solution (water and NaOH) and letting it cool down to room 
temperature, (b) two minutes mixing the sand with GBFS (dry mixing), (c) adding 
alkaline activator solution and continue mixing for two more minutes, (d) adding 
MPCM to the mixer and continue mixing for one minute. Moreover, the samples 
were prepared at room temperature (23 ± 2°C). Flowability was evaluated for all 
tested mixtures using the flow table according to ASTM C230, which is the standard 
specification for flow table for use in tests of hydraulic cement mortar [18]. 

Moreover, compressive strength testing was carried out according to ASTM C109, 
the standard test method for compressive strength of hydraulic cement mortars [19] 
using a 300 KN universal testing machine (UTM). Cubic specimens 50× 50 × 50 mm 
were prepared for each mixture and tested at different ages of 1 day, 7 days, and 
28 days. In addition, the mixing process, the weight of the cube samples after curing 
was recorded. The mortar samples during the casting process were connected to a data
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Fig. 2 Particles size range 
for used MPCMs analyzed 
with SEM

logger with thermocouples for measuring their internal temperature for the whole 
cycle (before and after heat cycles). According to the studies and standards about the 
heat curing regimes which some of them were mentioned previously and considering 
the material of the encapsulated PCMs, which is melamine resin (Table 2), the highest 
temperature was selected to be at 60°C and the heating rate and cooling rate of 20 
and 15°C, respectively. The humidity of the environmental chamber was set to be 
95% all time. The total duration of curing time considering the pre-set period was 
17 h. The pre-set period was chosen to be 3 h for all the samples (Fig. 3). 

Fig. 3 Different stages for heat curing regime
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3 Results and Discussion 

3.1 Stability of MPCMs 

Stability is the most important factor when MPCMs are applied to the concrete 
mixtures. This fact arises a need to identify their behavior in different heat curing 
regimes, determine their performance within the OPC and AAMs mixtures, and the 
effect of the alkaline solution on them when MPCMs are applied in AAMs mixtures. 
The MPCMs are made of a shell or encapsulated with melamine resin which has 
limited mechanical performance in keeping the paraffin inside. 

When MPCMs are applied in mixtures, a limitation due to the breakage of these 
materials during mixing will be added, which leads us to add them at the end of the 
mixture for a short period. This breakage can cause the release of paraffin into the 
mixture and affect the chemical composition of the mixture and increase the flowa-
bility as the first sign, and in continue, this fact can reduce the sample’s heat capacity 
and significantly reduce the mechanical strength. Moreover, for identifying the real 
heat storage of the MPCM during the heat curing regimes, these materials were tested 
inside the environmental chamber through various heat cycles to confirm their change 
in phase for melting and solidification. Two samples of MPCMs instrumented with 
thermocouples are shown in Fig. 4. 

According to the data gathered from monitoring the temperature changes of the 
MPCMs particles in different heat cycles and periods, no significant change in the 
heat storage of the particles was found after various cycles. Moreover, during the 
testing, the sensible heat of the particles was seen when a sudden temperature change 
happened before each phase change of liquid to solid and solid to the liquid phase. 
Based on the temperature recordings, a specific time is needed for the MPCMs to 
change their phase and to be able to use their full heat storage capacity. This fact 
also is related to the temperature variation and amount of material used as well. For

Fig. 4 MPCM 57 inside the 
environmental chamber 
attached with thermocouples 
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Fig. 5 Stability of the 
MPCMs in alkaline solution 

instance, in a temperature difference of 14 degrees, these materials needed at least 
two hours to change their phase. In addition, it was observed that MPCMs tend to 
move forward to the solid phase more than the liquid phase. Furthermore, the MPCMs 
were tested in the alkaline solution made of Sodium Hydroxide (NaOH) with the 
6 and 12 molarity to ensure their high alkalinity performance. Moreover, samples 
were subjected to heat to identify their limitation in terms of their encapsulating 
shell, which is made of melamine resin. Based on the observation and reviewing the 
datasheet of this product, the MPCMs’ particles are very fine, and the density of 
these materials is much lower than the water or alkaline solution, which causes them 
to stay above these materials (Fig. 5). 

Apart from this fact, in ambient temperature in high alkalinity as 12 mol NaOH, the 
MPCMs were stable. However, findings were questioned through the high tempera-
ture such as 80°C for the same period of precast concrete development in the same 
solution with an environmental chamber. It was found that temperature above 80°C 
could result in a change in the chemical composition of the MPCM shell and deform 
them which causes some defects. This effect can be observed in Fig. 6 when the 
sample was subjected to 12 molars NaOH, 80°C for a period of 10 h. The decompo-
sition of the MPCM shell can be seen clearly from this figure. This can be attributed to 
the change in the chemical composition of the shell and releasing the inside materials 
out. Based on this experiment, it is not suggested to increase the heat by more than 
80°C when using MPCMs in AAMs samples. This can cause permanent deformation 
and loss of its ability to perform as heat storage material.
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Fig. 6 Stability of the 
MPCMs in 12 Molar NaOH 
alkaline solution subjected to 
80°C for 10 h 

3.2 Flowability 

The flow table was used to test out the flowability of the OPC and AAMs mortars 
containing MPCM. This test was carried out before and after adding MPCMs to 
mixtures to evaluate effects on the flowability. As it was mentioned in the datasheet 
of the MPCMs, these materials are hydrophilic and can absorb water. Moreover, these 
materials are very fine and spherical, filling the pores inside the samples. Based on 
the results, although the shape of these materials is spherical and should improve the 
flowability, they reduce the flowability significantly due to their water absorption. 
This fact in mortars made of OPC and AAMs reduces flowability respectively 20 
and 22%. The results of flowability are provided in Fig. 7.

3.3 Temperature Variation Analysis Through Heat Curing 

The mortar samples were monitored during the steam curing with the thermocouples 
connected to the datalogger. The whole heat curing process lasted 17 h. In the envi-
ronmental chamber, including the pre-set period. The graph-related graph about this 
experiment can be seen below. As it can be observed from the graph, the max temper-
ature was chosen 60°C concerning the previous studies and to maintain the stability 
of the MPCM shell. The inside temperature of the OPC and AAMs samples were 
elevated with the same slope of the temperature inside the chamber (blue curve) until 
it hit the melting point of the PCMs, which previously was discussed and determined 
the exact behavior of MPCM particles. The temperature slope was changed after
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Fig. 7 Flow table result 
before and after addition of 
MPCMs to the mixture of 
OPC and AAMs samples

entering the 55°C zones slightly. The particles started to absorb heat and maintained 
the inside temperature of the samples at the same level for some time. This fact can 
be beneficial in terms of heat damages when in situations where sudden elevation in 
temperature can be seen. 

This fact can prevent crack development inside the samples due to heat damage. 
After the completion of heat storage at 58–59°C, the slope tends to behave similar 
to the environmental chamber and reach 60°C. In following, after the holding period 
of 10 h. in the cooling period, as the temperature of the chamber drops, the MPCM 
particles start to release heat to prevent the sudden change of the inside temperature 
of the samples. This fact is beneficial in terms of the prevention of heat damages 
and inducing cracks in the microstructure of the sample. The particles continue to 
release heat until the full capacity is released, and they change their phase from 
liquid to solid at almost 55°C. It can be observed from Fig. 8 that the heating period 
can be extended with the help of these fine materials. This enlightens the fact that 
these materials can be used as heat storage during the precast process of concrete 
to absorb heat and release later to save energy and also modulate the temperature 
inside the samples for increasing the durability of the samples. Moreover, as it was 
mentioned, these materials are very fine, which can help to reduce the pore size 
of the sample for reducing the water absorption and increasing the durability of the 
samples. Moreover, the temperature inside the chamber is shown with the blue curve, 
OPC and AMMs samples are shown respectively with orange and gray color. Based 
on the observations, there is a slight difference between the temperature elevation of 
AAMs and OPC mortars which can be related to the particle size difference of the 
materials and chemical reactions inside the samples which are different. The AAMs 
tend to react to the temperature with a slight delay due to the mentioned reasons.
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Fig. 8 Steam curing regime of OPC and AAMs sample containing MPCM 57 (Maximum 
temperature 60°C, total period 17 h.) 

3.4 Mechanical Performance 

The compressive strength of the samples was tested in different periods, but the most 
important testing day was the 1-day testing to see the quick response of the samples to 
this curing regime. Generally, all samples’ mechanical performance increased with 
age and adding MPCMs reduced the mechanical properties of the samples, which 
were seen through the compressive strength test. This drop was nearly 22% for the 
OPC samples in 1-day testing. Although this amount was significant, in the 7 days 
of testing, the samples’ compressive strength was in the acceptable range and were 
higher than 19 MPa. The related information about the compressive strength of the 
samples can be observed in Fig. 9. Based on the findings, the AAMs containing 
MPCM has almost 40% higher compressive strength in 1-day testing. Moreover, the 
amount of compressive strength of 1-day heat curing AAMs is in the same level of 
AAMs cured at ambient temperature but in 7 days, demonstrating the effect of heat 
curing on the samples. The reason behind the drop in the compressive strength when 
using the MPCM can be attributed to the low mechanical performance of the MPCM 
shell and the leakage of the paraffin due to the breakage of the MPCM shell during 
the mix, which cause chemical reactions in the mix is effective in this respect.

4 Conclusions 

This study evaluated the performance of OPC and alkali-activated mortar samples 
containing MPCMs with a melting point of 57°C during steam curing and after on. 
Moreover, the stability of the MPCM was monitored through different heat profiles 
and inside the alkaline solutions subjected to heat. Some of the findings of this study 
are mentioned below.
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Fig. 9 Compressive strength of OPC and AAMs samples with and without MPCM at different 
ages and different curing conditions

• The stability of the MPCMs was maintained through different heat cycles, but 
they were tended to move to the solid phase more than liquid phase. Their phase 
has changed from 55°C until 59°C where they absorbed and released heat. 

• It was found that MPCMs lost their stability, and their shell deformed at 
temperatures above 80°C inside the high alkaline environments. 

• MPCMs used in this experiment were hydrophilic and absorbed a significant 
amount of water during the mix which led to a 20% reduction in the flowability. 

• The addition of the MPCMs to the mixture of OPC and AAMs can lead to a slight 
drop in the mechanical performance of the samples which can be attributed to 
the low strength shell of the MPCMs and breakage of their shell during the mix 
which can results in chemical reactions of paraffin with the ingredients. 

• According to the monitoring of samples’ heat profiles, MPCMs can modulate 
the temperature inside the samples and reduce the heat damages caused by the 
steam curing on the samples which can increase the durability of the samples by 
reducing the micro-cracks inside them. 

• The energy absorbed by the MPCMs can be used for reducing the energy usage 
during the steam curing by maintaining heat over time. 
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Mechanical and Durability Properties 
of Alkali Activated Concrete 
Incorporating Recycled Aggregates 

Bhavya Patel, Sonal Thakkar, and Urmil Dave 

Abstract Buildings made of concrete have been proven to be safe and durable. 
Concerns over global warming and carbon emissions have grown in recent years. 
The construction sector, particularly cement manufacturing, accounts for a significant 
portion of worldwide CO2 emissions. Cement manufacturing is said to be respon-
sible for 5–8 per cent of global CO2 emissions. It is observed that alkali activated 
concrete has good strength and chemical resistance. As we know that aggregates 
occupy 60–75% of the volume in concrete, so to overcome this problem, recycled 
aggregate can be used by improving its essential properties. Recycled aggregates are 
produced from processing previously used building materials such as construction 
and demolition of building waste. This study was undertaken to compare M30 grade 
alkali activated concrete (AAC) and ordinary concrete (OC). Exploratory exper-
iments were conducted incorporating recycled aggregate (RA) to replace coarse 
aggregate with 10, 20, 30, and 40% in concrete. Mechanical properties including 
compressive strength, split tensile strength, flexural strength, modulus for elasticity, 
and durability properties such as sulphate attack, chloride attack, water imperme-
ability, and RCPT after 28 days of curing has been compared. Mechanical properties 
of both concrete decrease as the proportion of recycled aggregate increases. Compar-
ison of AAC and OC shows that at 40% replacement of natural aggregate with RA, 
there is marginal change in compressive strength at 28 days. However there is sharp 
decrease in flexural strength, in AAC compared to OC at all levels of replacement. 
Decrease in split tensile strength and modulus of elasticity is not more when OC 
and AAC are compared. AAC offers poor durability, such as high water absorption 
because of more voids present in it, surface cracking, and high chloride penetration 
compared to OC when incorporated with RA. Hence AAC with RA can be used 
for non-structural work like paver blocks or road furniture which is not subjected 
to aggressive environments but can be produced on mass scale. As AAC utilises 
industrial waste it is environment friendly and also less costly compared to OC.
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1 Introduction 

Sustainable construction and development have become a global goal of humanity 
in present times. Alkali activated concrete (AAC) appears as a novel construction 
material and seems to be in harmony with nature. Alkali activated concrete is defined 
as a class of concrete without cement different from Portland cement concrete (PCC). 
In AAC, cement is replaced by other additives such as ground granulated blast furnace 
slag (GBBS) or fly ash (FA) and alkaline activator. Sodium hydroxide and sodium 
silicate activated concrete based on slag and fly ash can exhibit high strength and good 
chemical resistance. It gains popularity due to its low energy costs, high strength, 
and durability compared to conventional Portland cement. Recycling is the act of 
converting recycled materials into materials to create a new product. In order to reduce 
the use of natural compounds, recycled compounds can be used as alternatives. The 
recycled aggregate is made up of finely ground, finely ground particles prepared from 
materials that have been used in the construction and disposal of waste. These are 
often the result of buildings, roads, bridges, and sometimes even disasters, such as 
wars and earthquakes. The use of recycled amount in construction sites is plentiful 
and has long been used. Rapid advances in research into the use of reconstructed 
concrete for new concrete have also led to the production of high-strength concrete 
and high performance. 

Another topic that has recently piqued the interest of researchers is the use of 
recycled aggregates to substitute natural aggregates in alkali activated concrete [1– 
3], Thunuguntla and Rao 2018, [4] and Limeira [5]. The results conducted by [3] 
with the use of recycled aggregates, it was determined that the strength was reduced. 
However, when compared to regular concrete, the decrease was marginal (i.e. 8.6%) 
for 25% replacement, significantly higher (i.e. 36.9%) for 50% replacement and 
extremely high (i.e. 78.5%) for 75% replacement with recycled aggregates, respec-
tively. The incorporation of concrete waste aggregate (CWA) and brick waste aggre-
gate contributed to the poor compressive strength of recycled alkali activated concrete 
mixtures.
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2 Materials and Method 

2.1 Materials and Mixture 

2.1.1 Properties of Raw Material 

Recycled aggregates were made by crushing the previously tested concrete cubes into 
a fully mechanised crusher in 20 mm down and 10 mm down recycled aggregates. 
According to the test results, the compressive strength of locally accessible materials 
such as bricks was between 5 and 7.5 MPa, and the concrete compressive strength 
was between 25 and 30 MPa. Figure 1 shows the processed concrete and brick waste 
aggregate. RA consisted a combination of brick waste and waste from recycling of 
concrete (Tables 1 and 2). 

(a)  (b) 

Fig. 1 Concrete and brick waste aggregate 

Table 1 Physical and chemical properties of FA and GGBS 

Material Specific gravity Specific surface area 
(m2/kg) 

SiO2 
(%) 

Al2O3 
(%) 

Fe2O3 
(%) 

CaO 
(%) 

FA 2.61 332.94 61.4 19.53 13.42 7.91 

GGBS 2.79 379 36.8 17.12 0.92 31.4 

Table 2 Physical properties of NA and RA 

Properties Bulk density 
(kg/m3) 

Specific gravity Water 
absorption 
(%) 

LA abrasion 
value 
(%) 

Fineness 
modulus 

NA 1428 2.77 1.28 27 5.18 

RA 1120 2.48 5.23 42 7.37
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Table 3 Details of mix proportion evaluated for ordinary concrete as per IS: 10262 [9] 

Mix type RA (% mass) Mixture quantity (kg/m3) 

Cement F.A C.A RA Water Chemical admixture 

OCRA0 0 380 790 1197 – 152 3.8 

OCRA10 10 380 790 1077 120 152 3.8 

OCRA20 20 380 790 957 240 152 3.8 

OCRA30 30 380 790 838 359 152 3.8 

OCRA40 40 380 790 718 479 152 3.8 

Table 4 Details of mix proportion evaluated for alkali activated concrete 

Mix type RA 
(% 
mass) 

Mixture quantity (kg/m3) 

Fly 
ash 

SLAG F.A C.A NaOH Na2SiO3 R.A Total 
water 

Chemical 
admixture 

AACRA0 0 202 202 790 1197 40.5 101.25 0 108.35 3.8 

AACRA10 10 202 202 790 1077 40.5 101.25 120 108.35 3.8 

AACRA20 20 202 202 790 957 40.5 101.25 240 108.35 3.8 

AACRA30 30 202 202 790 838 40.5 101.25 359 108.35 3.8 

AACRA40 40 202 202 790 718 40.5 101.25 479 108.35 3.8 

2.1.2 Mixture Proportioning 

The ratios of ordinary concrete and alkali activated concrete were evaluated to see 
whether RA (which includes both brick and concrete waste) could be used to replace 
natural aggregate (NA) in both concretes. So in mix design all important parameter is 
remain constant except RA because of replacement in concrete. An important param-
eter is selected from literature study and codal provision. Cement, fine aggregates 
and coarse aggregates confirmed to Indian standards [6–9]. The details of mix design 
is shown in Tables 3 and 4. OCRA10 represent 10% replacement by mass of natural 
aggregate by recycled aggregate in ordinary concrete similarly AACRA20 represent 
20% replacement by mass of natural aggregate by recycled aggregate in alkali acti-
vated concrete. BASF Master-Glenium SKY 8549 is used as chemical admixture to 
enhance workability of concrete. 

2.1.3 Specimen Preparation 

AAC and OC specimens were cast in cubes of 150 mm × 150 mm × 150 mm mould 
size. The mould and steel base plates to be used were cleaned, fitted, and coated 
with a thin layer of oil. For AAC, alkaline activators in form of sodium hydroxide 
(NaOH) and sodium silicate (Na2SiO3) were used. NaOH was made by dissolving 
sodium flakes in tap water. The mass of NaOH solids in a solution varies based on
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(a) (b) (c) (d) 

Fig. 2 Mixing of AAC and preparing specimens a dry mixing b solution c specimen d curing 

the solution’s concentration, represented in molar M. For instance, NaOH solution 
with a concentration of 14 M consisted of 14 × 40 = 560 g of NaOH solids (in flake 
form) per litre of the solution, where 40 is a molecular weight of NaOH. NaOH was 
left for 24 h. to cool down after that Na2SiO3 was added as per the ratio of sodium 
silicate to sodium hydroxide considered in the mix design. The mixing procedure for 
AAC is quite similar to that of conventional concrete. All of the components were 
mixed at room temperature in the laboratory. The fly ash, GGBS and the aggregate 
were first dry mixed in a pan mixture as shown in Fig. 2a. Dry mixing was allowed 
to be continued for about 3 to 4 min. The alkaline solution which was prepared 
one day before was added with additional water in the pan mixture and mixing was 
continued for 3 to 4 min. The fresh AAC was cast into the moulds immediately after 
mixing in three layers. For compaction of the specimens, each layer was given 25 to 
35 manual strokes using a 20 mm rod. After the casting, the specimens have been 
kept at room temperature as per the designated rest period. Generally, two types of 
curing, i.e. ambient curing and oven curing have been used for preparing the AAC by 
various researchers. In the present investigation, ambient curing was used for AAC. 
In ambient curing, the specimens were left in an open atmosphere till curing time. 
Specimens placed on the terrace for curing are shown in Fig. 2d. 

2.2 Experimental Methods 

2.2.1 Strength 

The compressive strength of concrete was determined as per the method given in 
IS 516–1959 [10]. Compression test of a cube having size 150 mm × 150 mm × 
150 mm was done in compression testing machine as shown in Fig. 3a. Testing of 
cubes was done at age of 7, 14, and 28 days. Split tensile strength of concrete was 
carried out as per specifications of IS 5816–1999 [11]. The setup for the test is shown 
in Fig. 3b on 100 mm  × 300 mm cylindrical specimens. A split tensile strength test 
was carried out after 28 days of curing. Flexural strength test was determined as 
per method given IS 516–1959 [10]. The test setup is shown in Fig. 3c. Specimen



1240 B. Patel et al.

(a) (b) (c) 

(d)   (e) (f) 

Fig. 3 Laboratory instrument a CTM b UTM c Flexural d UTM e Water impermeability f RCPT 

of 100 mm × 100 mm × 500 mm were cast for the flexural test. A flexural testing 
machine was used for the testing after 28 days of curing. 

2.2.2 Modulus of Elasticity 

Extensometer was used to estimate the modulus of elasticity of concrete specimens, 
as illustrated in Fig. 3d. The modulus of elasticity of concrete is measured using a 
cylinder specimen with a diameter of 150 mm and a height of 300 mm, as described 
in IS: 516–1959 [10]. Extensometers and recording points are attached at the same 
end. At equal load intervals, displacement is measured. From the foregoing findings, 
a plot of stress versus strain is generated. The tangent modulus offers the modulus 
of elasticity of the concrete specimen based on the slope of the supplied plot. 

2.2.3 Sulphate and Chloride Attack 

For determining the weight loss and change in compressive strength of concrete in 
sulphate solution, the cubes of size 150 mm × 150 mm × 150 mm were submerged
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in 5% of sodium sulphate (Na2SO4) solution for 30 days. Chloride attack was carried 
out on the cubes of size 150 mm × 150 mm × 150 mm which were submerged in 
5% of sodium chloride (NaCl) solution for 30 days. The weight loss and change in 
compressive strength in AAC were found out and compared with the initial weight 
and compressive strength prior to sulphate exposure and chloride exposure. 

2.2.4 Water Impermeability 

Impermeability test is performed as per German standard DIN-1048 part-5. A 
concrete cube of size 150 mm × 150 mm × 150 mm was used for testing and was 
done at the age of 28 days. Water is filled up to 75% of the total water capacity level 
through inlets in impermeability apparatus. Concrete cubes are placed in moulds such 
that the surface is perpendicular to the test surface. Screws are tightened to provide 
a tight fit on the specimen as shown in Fig. 3e. Valve is then opened to permit the 
flow of water. Water pressure is set to 5 kg/cm2 using a pressure regulator through 
an air compressor. This pressure is maintained for 3 days with the help of a pressure 
adjusting machine. After 3 days water pressure is released and then the specimens are 
removed. Cubes are split into two parts and depth of water penetration was measured 
on both sides with the help of Vernier callipers. The final depth of penetration was 
calculated by taking an average of depth measured at the left, centre and right sides 
of the concrete specimen. Test setup for water impermeability is shown in Fig. 3e. 

2.2.5 RCPT 

The RCPT test was carried out in accordance with the specification of ASTM 1202C. 
After 28 days of water curing, three concrete cylinders with a diameter of 100 mm 
and a height of 50 mm were stored in a humidity chamber for two hours at 95% 
humidity. Each cylindrical specimen is held between two symmetric (polymethyl 
methacrylate) chambers in an Applied Voltage Cell (Two symmetric polymethyl 
methacrylate) chambers as illustrated in Fig. 3f. Electrically conductive mesh and 
external connections were included in each chamber. To prevent leakage, a sealant is 
put between the specimen and the voltage cell. The side of the cell that contains the 
specimen’s top surface is filled with a 3.0% NaCl solution. The negative terminal of 
the power supply is linked to the said side of the cell. The opposite side of the cell is 
filled with 0.3 N NaOH solution and connected to the positive terminal of the power 
source.
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Fig. 4 Compressive strength results of OC and AAC with different % of RA 

3 Result and Discussion 

3.1 Mechanical Properties 

3.1.1 Compressive Strength 

The compressive strength at the age duration of 7, 14, and 28 days was evaluated for 
different concrete mixtures. Figure 4a and b is a graphical representation of the test 
results for the percentage decrease in compressive strength of recycled aggregate 
concrete with respect to the control concrete of M30 grade. It was observed that 
AAC compressive strength is lower at age of 7, 14, and 28 days due to ambient 
curing. But, the addition of fly ash and slag helps to improve the strength of recycled 
aggregate concrete at a later age. In addition, concrete strength has been observed to 
be reduced as a result of the presence of crushed clay bricks, as well as the weakness 
of old mortar in contrast to aggregate and newly produced paste. 

3.1.2 Split Tensile Strength 

The splitting tensile strength for all concrete are measured at the age of 28 days. 
The results of split tensile strength are presented in Fig. 5. Average results of three 
specimens are taken as the final result. Mix of recycled aggregate concrete having 
10, 20, 30, and 40% RCA has lower split tensile strength as compared to control 
concrete. Figure 5 shows the % decrement in split tensile strength in mix RA10, 
RA20, RA30, and RA40 with respect to control concrete. For AACRA mixes, the 
drop in average split tensile strength ranged from 15 to 16% of compressive strength, 
with the exception of AACRA40, which exhibited a larger compressive strength 
reduction.
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Fig. 5 Split tensile strength results 

Fig. 6 Flexural strength results 

3.1.3 Flexural Strength 

The flexure test for both concrete was measured at the age of 28 days. The results of 
flexure strength are presented in Fig. 6. Average results of three specimens was taken 
as the final result. A mix of recycled aggregate concrete has lower flexure strength 
as compared to control concrete. Figure 6 shows the % decrement in flexure strength 
in mix RA10, RA20, RA30, and RAC40 as compared to control concrete. Figure 6 
shows the tested specimens of the flexure test. 

3.1.4 Modulus of Elasticity 

The modulus of elasticity test for three concrete mixes was carried out at the age of 
28 days and the results are presented in Fig. 7. MOE values were calculated from the 
stress versus strain relationship using the tangent modulus method. Figure 7 repre-
sents the percentage change in modulus of elasticity of recycled aggregate concrete 
w.r.t. control concrete for M30 grade of concrete. It was observed that 28 days MOE
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Fig. 7 MOE test results 

results were lower for recycled aggregate concrete as compared to control concrete 
of M30 grade. Temperature curing may improve the mechanical characteristics of 
AACWA. In addition to fly ash and GGBS contains SiO2 and Al2O3, which can 
participate in the alkaline-activation process to produce Si–O-Al bonds. 

3.2 Durability Properties 

3.2.1 Sulphate Attack 

The weight of specimens was measured after 28 days of water curing and then 
submerged into sulphate solution. After completion of 28 days of exposure time 
weight of specimens and change in compressive strength were measured again 
to calculate weight loss and change in compressive strength. Figure 8a represent 
the percentage change in compressive strength after sulphate exposure. Maximum 
reduction in strength shows in concrete having 40% replacement of recycled 
aggregate.

3.2.2 Chloride Attack 

Weight of specimens were measured after 28 days of water curing and then submerged 
into chloride solution. After completion of 28 days of exposure time weight of spec-
imens and change in compressive strength were measured again to calculate weight 
loss and change in compressive strength. Figure 8b represent percentage change 
in compressive strength after chloride exposure. Maximum reduction in strength 
shows in concrete having 40% replacement of recycled aggregate. The % weight loss 
increases with time for all of the mix types, but it is particularly high for AACRA40. 
The leaching of unreacted sodium occurs when acid enters the matrix via the
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Fig. 8 Change in compressive strength due to a sulphate attack b chloride attack

porous media of AACRA mixtures. Furthermore, RA includes calcium hydroxide-
containing cement mortar, and sulfuric acid combines with calcium hydroxide to 
cause weight loss. 

3.2.3 Water Impermeability 

After 28 days of water curing, specimens were tested for water impermeability. 
Because water evaporates in a matter of minutes, the water penetration depth is 
measured immediately after the cube was split. Water penetration depth is measured 
on three sides of a cube, left, centre, and right, for both split sides, and the average 
value is used to determine water penetration depth. Table 5 represents water pene-
tration depth results of different concrete mixes. For example, the water penetration 
depth values of AACRA40 were 1.3 times greater on average than those of AACRA0. 

The greater absorptive nature of concrete and brick waster aggregate may be 
ascribed to the enhanced water penetration for specimens containing waste aggre-
gates. These results are also confirmed for AACRA40, which indicates that the hard-
ened matrix is less dense and open, resulting in reduced compressive strength. RA also 
has associated mortar that is permeable by nature. Water may easily travel through 
the hardened matrix due to the porous mortar in RA, affecting water absorption and 
permeable void volume.

Table 5 Water penetration depth results 

Mix Penetration depth (mm) Mix Penetration depth (mm) 

OCRA0 23.3 AACRA0 27.9 

OCRA10 24.2 AACRA10 29.8 

OCRA20 26.1 AACRA20 32.4 

OCRA30 28.1 AACRA30 35.4 

OCRA40 30.3 AACRA40 36.2 
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3.2.4 RCPT 

RCPT test is done after 28 days curing of specimen having 100 diameter and 50 mm 
height cylinder. At 15-min intervals, the current for concrete mixes is recorded. 
Concrete mixtures have a poorer current passing ability up to the first 60 min, as can 
be shown. The present measurements in recycled aggregate concrete are greater than 
in control concrete. Because of the porous nature of AAC concrete or the greater 
number of voids contained in it, it has a higher current reading. 

Q = 900 × (I0 + 2I30 + 2I60 + . . .  + 2I300 + 2I330 + 2I360) 

where 
Q = charge passed (Coulombs), 
I0 = instantaneous current (Ampere) after voltage is supplied, 
It = current (Ampere) after voltage is applied at t minutes. 
From Fig. 9 it can be concluded that ordinary concrete have total charged passed 

of 2196 Q which shows it has moderate chloride ion permeability. While all mixes of 
AAC concrete shows value higher than 4000 Q which represents higher chloride ion 
permeability. Similarly, OCRA40 shows 2430 Q and AACRA40 shows 8019 Q. So  
it can be concluded that alkali activated concrete shows higher chloride ion perme-
ability compare to ordinary concrete because of more number of voids present in 
concrete. 

Fig. 9 RCPT test results
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3.3 Benefits of AAC 

The carbon emissions contributions from particular raw materials used in concrete 
manufacturing are shown in Fig. 10. Ordinary concrete and AACRA30 had total 
carbon emissions of 371.41 and 218.9 kgCO2-eq/m3, respectively. When compared 
to ordinary concrete, the AACRA30 concretes reduced carbon emissions by 41 per 
cent due to the use of recycled aggregate. Though the use of commercially made alkali 
activators provided 129.41 kgCO2-eq/m3 of CO2 emissions to AAC concretes, which 
is a considerable contribution. The addition of slag and recycled coarse aggregate to 
the concrete, contributed 14.98 and 3.9 kgCO2-eq/m3, respectively, reducing carbon 
emissions. The results emphasise the need of focusing on mix designs with a low 
alkali activator component, which may help reduce carbon emissions even further. 

An economic analysis of the suggested concrete mix was conducted to better 
understand the benefits of AACRA. In terms of cost, AACRA was compared to 
conventional concrete. The mix proportions are detailed in the Table 6 as are mate-
rial prices based on current market value, excluding shipping, and other non-essential 
expenditures. As can be seen, the cost of AACRA30 is 10% cheaper than the cost 
of regular cement concrete, indicating that AACRA mixes are somewhat less costly

Fig. 10 Pollution 
comparison of ordinary 
concrete and alkali activated 
concrete 
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Table 6 Cost comparison of ordinary concrete and alkali activated concrete in RS 

Ordinary concrete AACRA30 

Material Quantity 
(kG/m3) 

Unit cost 
(rs/kG) 

Total cost 
(rs/m3) 

Material Quantity 
(kG/m3) 

Unit cost 
(rs/kG) 

Total cost 
(rs/m3) 

Cement 380 7 2660 Fly ash 202 0.9 181.8 

Water 152 0.25 38 GGBS 202 2 404 

NFA 790 0.9 711 NaOH 40.5 25 1012.5 

NCA 1197 0.9 1077.3 Na2SiO3 101.25 10 1012.5 

Super 
plasticizer 

3.8 100 380 NFA 790 0.9 711 

NCA 838 0.9 754.2 

RA 359 0.3 107.7 

Water 108.35 0.25 27.08 

Super 
plasticizer 

3.8 100 380 

Total 4866.3 Total 4590.8 

to produce than standard cement concrete mixes. Water shortage is another ongoing 
worry in India, affecting many lives each year. As a consequence, the Indian govern-
ment has made water conservation a top priority. The usage of AACWA in the 
precast sector (for example, paver block production) may drastically cut water use. 
The amount of water required for M30 cement concrete, for example, is 152 kg/m3 

(as seen in Table 6). The amount of water needed to make AACRA is determined by 
the total amount of alkaline solution utilised. The maximum amount of water needed 
to make NaOH solution was 40.5 kg/m3, whereas the maximum amount of water 
needed to make Na2SiO3 solution was 108.35 kg/m3. As a result, AACRA will use 
30% less water as a result of this. Furthermore, additional water is used for cement 
concrete curing, which is not required with AACRA. So, the cost comparison of 
ordinary concrete and AAC is shown in Table 6. 

4 Conclusion 

In the current study, the effect of recycled aggregate in ordinary concrete and alkali 
activated concrete was evaluated. Alkali activated concrete prepared with fly ash, 
GGBS, sodium hydroxide, and sodium silicate solution incorporating recycled aggre-
gate. Mechanical and durability properties was determined using various methods. 
The following conclusions were assessed based on the experimental investigation. 

• It has been seen that recycled aggregate has lower density and high water absorp-
tion as compared to natural aggregate due to old concrete mortar on the aggregates. 
It has been seen that the compressive strength decreases with the increase of recy-
cled aggregate. This is because the density of recycled aggregate is lower and
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there is a weaker bond between fresh mortar and old mortar. Also, a reduction in 
compressive strength can be due to the poor quality of recycled aggregate. 

• There was a major decrease in compressive strength due to the incorporation 
of recycled aggregate in both, AAC and OC. However, compared to ordinary 
concrete, the decrease in compressive strength in AAC was lesser at 28 days. 

• Flexural strength of AAC when compared with OC decreases by 12, 19, 16, and 
22% when replacement of RA is 10, 20, 30, and 40% of natural aggregate. 

• Split tensile strength of AAC decreases by 6, 7, 9, and 11% compared with OC 
at 10, 20, 30, and 40% of natural aggregate with RA, respectively. Modulus of 
Elasticity in AAC decreases by 2, 6, 2, and 5% compared with OC at 10, 20, 30, 
and 40% of natural aggregate with RA, respectively. 

• AAC with RA exhibited poor durability compared to OC at same percentage 
replacement of RA due to of more voids and surface cracks. 

• When 40% of replacement of RA is carried out in AAC, 30 MPa compres-
sive strength is still obtained at ambient curing at 28 days. So for non-
structural concrete AAC with 40% replacement can be recommended as it will 
be environment friendly and economical. 
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Abstract This paper presents the development of predictive equations for the self-
centering response of moment-resisting connections equipped with Shape Memory 
Alloy (SMA) bolts and steel angles. First, three-dimensional finite element models 
are developed in ANSYS. The analysis is validated using experimental results for 
seven beam-column connections. Using a design of experiments approach, a statis-
tical sensitivity analysis of the cyclic response is performed to identify factors with 
significant effects. Next, a response surface study is presented to develop predictive 
equations for characterizing the cyclic response of steel beam-column connections 
with SMA bolts and steel angles. A confirmation study indicates acceptable accu-
racy of the developed equations for predicting the cyclic response of the SMA-based 
connections. The predictive equations can be used for developing computationally 
efficient models in the analysis and design of SMA-based connections and moment 
frames. This study also highlights the promising self-centering response of the newly 
developed SMA-based connections. Based on the results, deep beams should not be 
used to avoid possible early bolt fracture. 
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1 Introduction 

The conventional design of earthquake-resistant steel structures relies on the ductility 
of steel. While providing life safety, this design approach is not intended to 
prevent structural damage. In moderate and severe earthquakes, structures expe-
rience widespread damage as they are designed to undergo large inelastic deforma-
tions. Consequently, costly repair and demolition of damaged structures are needed. 
This vulnerability can cause losses of billions of dollars, as experienced in past 
earthquakes, such as the Kobe and Northridge earthquakes [3, 4]. 

Recognizing the importance of mitigating damage and residual deformations in 
structures, researchers have developed self-centering systems that enable the struc-
ture to return to its plumb position following earthquakes. This self-centering is 
primarily achieved by using post-tensioned cables (for example, see [13, 17] or  
smart materials, shape memory alloys (SMAs) (for example, see [6, 8, 10]). 

SMAs are a class of metallic alloys that can recover their original shape after 
experiencing large deformations (up to 10% strain for NiTi) [7]. This recentering 
capability is attributed to phase transformations in SMAs. These transformations 
occur upon mechanical unloading or heating. The former, known as superelasticity, 
occurs when SMA is at its austenitic phase. The latter, known as shape memory 
effect, occurs when SMA is at its martensitic phase [15]. In developing self-centering 
systems for building structures, superelastic SMAs have found several innovative 
applications, such as dampers [20], base isolators [19], and bracing systems [16], as 
well as new applications in steel connections [5]. SMAs possess several advantages 
that make them ideal for seismic applications. In addition to their inherent self-
centering characteristics, SMAs offer supplemental damping and cyclic repeatability 
while being corrosion-resistant and requiring minimum or no maintenance. 

Several early experiments have evaluated the idea of using SMAs in the form 
of tendons [8], bars [14], and fasteners [1] in steel beam-column connections. A 
feasible application of SMA bolts in endplate connections was later proposed [9]. 
Through experimental testing and numerical modeling [6], it was confirmed that 
SMA bolts could effectively prevent damage in beams while providing excellent 
self-centering and moderate energy dissipation compared to counterpart connections 
with high-strength steel bolts. Extended endplate connections with SMA bolts [6, 9] 
have the advantage of easy installation without the floor-slab interference in other 
SMA applications in steel connections [21]. More recently, self-centering beam-to-
column connections with combined superelastic SMA bolts and steel angles were 
experimentally tested [22]. In these self-centering moment connections, SMA bolts 
provide self-centering while steel angles are utilized to yield and dissipate energy. 
The main structural members, including the beam and column, remain essentially 
elastic. Figure 1 shows a schematic view of a beam-to-column connection specimen 
equipped with SMA bolts and steel angles.

Although promising results were reported from the experimental testing of 
connections with SMA bolts and steel angles [22], high-fidelity finite element models
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Fig. 1 The self-centering 
connection with SMA bolts 
and steel angles

SMA Bolt 

Pin Support 

Cyclic Load 

Roller Support 
Lateral Bracing 

Steel Angle 

[18] are needed to expand on the test results. Moreover, the ductility of SMA connec-
tions is affected by the connection design. Since the past study [22] considered limited 
parameters, further research is necessary to determine how the response and damage 
behavior of the connections with SMA bolts change with variations in different design 
factors, including the material and geometry related factors. A parametric study [23] 
based on changing one factor at a time does not include factor interactions; therefore, 
it may not lead to reliable and general results. For this purpose, statistical Design of 
Experiments (DOE) [12] should be used for conducting comprehensive sensitivity 
studies. 

In this paper, continuum finite element models were developed and experimentally 
validated for the newly developed connections with SMA bolts and steel angles. 
Cyclic response sensitivity analyses were performed in a DOE framework to identify 
the most influential factors. Next, simple equations were developed and verified to 
predict the SMA-based connections’ self-centering response. 

2 Finite Element Modeling and Validation 

For seven experimentally tested specimens [22], high-fidelity finite element models 
were developed and analyzed using ANSYS Mechanical APDL [2]. Three-
dimensional eight-node homogeneous elements, SOLID185, were used to mesh  
different components of the connection, including the column, beam, angles, SMA 
bolts, steel angles, washers, bolt heads and nuts, stiffeners, shim plates, shear tabs, and 
continuity plates. The SMA material properties used in the finite element modeling 
are listed in Table 1. Modulus of elasticity for steel, Esteel, was taken as 210 GPa. 
While using the experimental data, the steel and SMA materials were modeled by 
a bilinear stress–strain relationship and superelastic behavior, respectively. Contact 
and target elements were also defined to allow for contact and sliding behavior with 
a friction coefficient of 0.3 [18]. The SMA bolt pre-straining, connection details, and
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Table 1 SMA material 
properties used in the 
validation study 

Material Property Value 

Martensite start stress, σ Ms 250 MPa 

Martensite finish stress, σ Mf 638 MPa 

Austenite start stress, σ As 170 MPa 

Austenite finish stress, σ Af 50 MPa 

Modulus of elasticity for SMA, ESMA 45 GPa 

Maximum transformation strain, εL 5.2% 

boundary conditions reported in the reference experiment [22] were considered in 
the analysis. The developed finite element model for specimen Out-P125-L6, as an 
example, is shown in Fig. 2. Nonlinear static analyses were performed with the full 
Newton–Raphson method and large deformation option. The experimental results 
reported in [22] were used to validate the finite element analysis results for the spec-
imens under cyclic loading. As shown in Fig. 3, the moment-rotation response from 
the analysis compares well with the experimental results. A detailed comparison 
between the simulation and experimental results is presented elsewhere (Sabouri 
[18]. 

Fig. 2 The developed finite 
element model for 
connection specimen 
Out-P125-L6
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Fig. 3 The finite element validation using experimental results for specimens: a Out-P060-L6, 
b Out-P125-L6, c Out-P250-L6, d Out-P125-L6-S, e Out-P125-L8, f All-P125, and g Out-P125-
L6-H 

3 Sensitivity Analysis 

The self-centering response can be idealized using seven response variables, 
including initial rotational stiffness, Ki, rotation θ B, moment capacity, Mmax, 
secondary rotational stiffness, Kt , returning path stiffness values, Kr1 and Kr2, and 
returning path moment, MD. Figure 4 presents the idealized self-centering response 
curve for the SMA-based beam-column connections.

A two-level fractional factorial design was created for sixteen factors (including 
seven geometry related and nine material related factors). This design required
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Fig. 4 Idealized 
self-centering response of 
the SMA-based 
beam-to-column connection

running cyclic analyses on thirty-two (216–11) connection models. Table 2 lists these 
factors and their corresponding ranges in the sensitivity analysis. Significant factors 
are identified by performing the analysis of variance on the data for six cyclic response 
characteristics, including residual rotation, stiffness values (Ki and Kr2), moment 
capacity, SMA peak strain, and hysteretic energy dissipation. The sensitivity anal-
ysis results show that the beam web slenderness ratio influences all the response 
variables. The SMA bolt diameter and angle thickness affect five responses. The 
next significant factors affecting three response variables are the SMA bolt length 
and maximum transformation strain. The angle width, angle yield stress, and beam 
flange slenderness ratio are insignificant. Other factors are influential on one or two 
responses.

4 Developing Predictive Equations 

An I-optimal design was next adopted to develop surrogate models for predicting the 
cyclic response of beam-column connections with SMA bolts (used outside the beam 
flange) and steel angles. Predictive equations were developed for seven response vari-
ables with the ten significant factors found in the sensitivity analysis [18]. Sixty-one 
factor combinations were generated. ANSYS was used to develop a finite element 
model for each factor combination or connection detail. But for each factor combina-
tion, two finite element analyses were performed. The connection was loaded up to 
a 4% drift in the first finite element analysis unless a complete phase transformation 
occurred in SMA. In the second finite element analysis, the connection was loaded 
until the SMA tensile strain reached εL + (σ Mf/ESMA) or until a connection rotation 
of 4%, whichever occurred first. Then, the connection was unloaded to record the 
self-centering response. By defining εL + (σ Mf/ESMA) as the endpoint for loading, 
it is assumed that SMA bolts fracture as the phase transformation is complete at the 
stress level of σ Mf [11].
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Table 2 Factors and their corresponding ranges in the sensitivity analysis 

Factor Symbol Low level 
(−) 

High level 
(+) 

Unit 

SMA bolt diameter to D3 ratio DSMA 0.44 1 – 

SMA bolt prestrain εpre 0.2 0.56 % 

Angle thickness T 4 12 mm 

Angle width to column flange width ratio wa 0.14 0.2 – 

Angle yield strength f y 236 396 MPa 

Modulus of elasticity of steel E 190,000 215,000 MPa 

Gage length G 50 70 mm 

Maximum transformation strain EL 0.05 0.135 – 

Martensite start stress σ Ms 280 380 MPa 

Martensite finish stress σ Mf 410 590 MPa 

Austenite start stress σ As 170 250 MPa 

Austenite finish stress σ Af 70 138 MPa 

SMA modulus of elasticity ESMA 27 50 GPa 

SMA bolt length (shank length) Lsh 185 350 mm 

Beam web slenderness ratio (hbw/tbw) λbw 22.1 43.6 – 

Beam flange slenderness ratio (bbf/2tbf) λbf 4.7 5.6 –

The developed predictive equations are presented as Eqs. 1–7, which are two-
factor interaction polynomial relationships between each response variable and the 
input factors. A natural logarithm transformation was applied to the Kt and Kr2 

responses to improve the prediction accuracy. Figure 5 compares the responses from 
predictive equations versus those from finite element analysis. The coefficient of 
determination, R2, for each response ranges from 0.90 to 0.99. Adjusted-R2 values are 
also greater than 0.89. These results indicate acceptable (high) prediction accuracy.

A deformation recovery ratio, DRR, defined as the ratio of the recovered-to-
maximum drift, was employed to quantify the self-centering capability of the connec-
tion models. The mean, median, and standard deviation of the DRR were 88%, 93%, 
and 12%, respectively. The maximum and minimum residual rotations were obtained 
for the connection models with deep and short beams, respectively. This finding is 
expected as deeper beams result in greater moment capacity, resulting in greater 
yielding in the angles and thus higher residual rotations. The results also found that 
66% of the analyzed connections reached 4% rotation without experiencing any frac-
ture. Additionally, a residual rotation of less than 0.2% is recorded for 46% of the 
connections. 

Ki = (18814.8) − (54.1) db − (2185.9) dSMA + (348.2) t − (57417.1) εpre 
+ (7.5) db.dSMA + (80.4) db.εpre + (4359.1) dSMA.εpre 

R2 = 0.99 (1)
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Fig. 5 Comparison of the results from finite element analysis and predictive equations for: a Ki, 
b θ b, c Kt , d Mmax, e Kr1, f Kr2, and  g MD

θB = −( 
1.8 × 10−5) − ( 3.3 × 10−6) db + ( 8.5 × 10−5) dSMA + ( 6 × 10−5) t 

− ( 2.22 × 10−4
) 
εpre + ( 1.1 × 10−5

) 
σMs + ( 4.8 × 10−6

) 
db.εpre 

− ( 9.8 × 10−5
) 
dSMA.εpre − ( 1.3 × 10−5

) 
εpre.σMs 

R2 = 0.97 (2) 

Kt = exp ( (4.07) + ( 3.1 × 10−3
) 
db + ( 8.43 × 10−2

) 
dSMA + ( 9.8 × 10−2

) 
t
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−( 
1.5 × 10−3

) 
Lsh − (6.27)εL − ( 3.4 × 10−3

) 
σMs + ( 3 × 10−3

) 
σMf 

) 

R2 = 0.96 (3) 

Mmax = −(61.4) − (0.163)db + (0.7)dSMA 

− (1.66)t + (0.12)σMf + (0.02)db.dSMA + (0.015)db.t 
R2 = 0.96 (4) 

Kr1 = −(6890) − (3.28)db + (25.1)dSMA − (332.2)t 
+ (37.71)Lsh + (3.66)db.dSMA + (1.7)db.t 
− (0.062)db.Lsh − (2.25)dSMA.Lsh 

R2 = 0.99 (5) 

MD = (22.16) − (0.1196)db − (3.076)dSMA − (7.298)t + (0.167)σAs 

+ ( 7.225 × 10−3
) 
db.dSMA + (0.01197)db.t + (0.432)dSMA.t 

R2 = 0.92 (6) 

Kr2 = exp 
( 

(2.95) + ( 4.9 × 10−3) db + (0.101) dSMA 

+(0.111) t + (5.758) εL − (0.023) db.εL 

) 

R2 = 0.90 (7) 

5 Confirmation Study and Illustrative Design Example 

Additional ANSYS models were analyzed for ten connections with randomly chosen 
details. By comparing the finite element results with those from using the predic-
tive equations, the accuracy of the developed predictive equations is assessed. The 
predicted-to-finite element response ratios (Pred/FE) for these connection models 
are listed in Table 3. The close-to-one Pred/FE ratios confirm the accuracy of the 
developed predictive equations. Further details and an illustrative design example 
for using the predictive equations are presented elsewhere [18].
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Table 3 Confirmation of the predictive equations’ accuracy 

Model 
nNo. 

Ki ratio 
[Pred/FE] 

θ B ratio 
[Pred/FE] 

Kt ratio 
[Pred/FE] 

Mmax ratio 
[Pred/FE] 

Kr1 ratio 
[Pred/FE] 

MD ratio 
[Pred/FE] 

Kr2 ratio 
[Pred/FE] 

1 1.00 0.95 1.10 1.11 1.04 0.76 1.10 

2 1.06 1.14 0.90 1.04 1.18 0.97 1.16 

3 1.03 0.89 0.89 1.08 1.01 1.14 0.94 

4 1.04 1.13 0.93 1.16 1.19 1.16 1.23 

5 1.00 1.10 0.89 0.97 1.05 0.90 1.01 

6 1.05 1.08 1.09 1.07 1.08 1.19 1.16 

7 0.97 0.89 1.06 1.03 1.05 1.16 1.01 

8 1.00 0.97 1.04 1.17 1.14 1.18 0.95 

9 1.01 1.08 0.97 1.13 1.06 1.09 1.15 

10 1.07 1.01 1.11 1.19 1.06 1.09 0.80 

6 Summary and Conclusions 

This paper presented the development of predictive equations for the self-centering 
response of beam-column connections with combined Shape Memory Alloy (SMA) 
bolts and steel angles. Three-dimensional finite element models were first devel-
oped and analyzed in ANSYS. The finite element analysis results were validated 
using experimental data for seven connection specimens. By performing a statis-
tical sensitivity analysis, significant factors influencing the self-centering response 
were identified. The self-centering response of SMA-based connections was charac-
terized by seven response variables. Predictive equations were developed for these 
response variables using an I-optimal design in the context of the design of exper-
iments. Finally, the accuracy of the developed predictive equations was confirmed 
using additional connection models with randomly generated factor combinations. 
Based on the results, the following main conclusions can be summarized: 

• The self-centering behavior of the newly developed connections with SMA bolts 
and steel angles was confirmed. As expected, the damage was confined to the 
steel angles while beams and columns remained essentially elastic. 

• The cyclic response of SMA connections was most sensitive to the beam web 
slenderness ratio, SMA bolt diameter, and angle thickness. The SMA bolt length 
and maximum transformation strain were influential on three response variables. 
The response was not sensitive to the angle width, angle yield strength, and beam 
flange slenderness ratio. 

• Connections with beams of smaller depth and SMA bolts of larger diameter 
experienced lower residual rotations. 

The developed predictive equations can be used for the analysis and design of 
SMA-based connections. The equations eliminate the need for detailed finite element
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modeling and thereby can be used for developing computationally efficient frame 
models with SMA-based connections. 
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Interpretable Ensemble Machine 
Learning Models for Shear Strength 
Prediction of Reinforced Concrete Beams 
Externally Bonded with FRP 

Jesika Rahman and A. H. M. Muntasir Billah 

Abstract Shear strengthening is a complex phenomenon that garnered significant 
attention in the structural engineering community. Due to the catastrophic nature of 
shear failures, several attempts have been made in retrofitting reinforced concrete 
(RC) beams out of which the incorporation of externally bonded fiber reinforced 
polymer (FRP) layers offer a remarkably fast, economical, and reliable solution. This 
paper presents an approach to predict the shear capacity of FRP strengthened RC 
T-beams using interpretable ensemble machine learning models. The study covers a 
comprehensive databank comprising a wide array of parameters including concrete 
design, FRP composition as well as beam cross sections. The efficiency of the devel-
oped models in predicting the shear capacity of FRP retrofitted RC T-beams is eval-
uated by comparing the results with several design guidelines. It is observed that the 
random forest and CatBoost models provide the most precise shear capacity estima-
tions of the FRP retrofitted RC T-beams. The R2 and MAE values obtained from the 
random forest model were 0.897 and 0.128 kN, respectively, whereas those by the 
CatBoost model were 0.899 and 0.127 kN, respectively. The best performing model 
CatBoost is made interpretable using the Shapley Additive exPlanations which reveal 
that the most important input parameter contributing to shear capacity of the FRP 
strengthened RC T-beams is the height of the FRP layers used in the retrofit process. 
The proposed ensemble models presented in this paper are proved to be superior to 
the existing mechanics-driven models currently being used for design practices. 
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1 Introduction 

Existing reinforced concrete (RC) structures are constructed following the old design 
guidelines where the design demand on the structure was evaluated based on mostly 
gravity loads. Such structures are highly vulnerable to deterioration due to acci-
dental damage, earthquakes, poor maintenance, and corrosion. It is essential to 
adopt a retrofitting technique to avoid demolition and disruption to typical daily 
services. About 28% of the local road bridges and 25% of rural highway bridges in 
Canada were built more than 50 years ago, and approximately 15% of these bridges 
were found to be in the worst condition [19]. The fiber reinforced polymer (FRP) 
has gained popularity due to its favorable properties: lightweight, high strength, 
durable, non-corrosive, and easier installation [10]. FRP has made its way into the 
shear strengthening of structures and is being studied for further improvements in its 
serviceability. 

Compared to rectangular beams, T-beams have higher resistance to shear cracks 
[16]. As the main objective of beam shear strengthening is to bridge the cracks, FRPs 
are one of the most effective strengthening solutions. The typical wrapping schemes 
observed in externally bonded FRP retrofitted beams are u-wrap, closed wrap, and 
side bonded wrap. Although termed as the best option, the closed wrap is mostly 
avoided as it is difficult to wire the FRP laminates up to the flange in T-beams. A 
reliable design method is necessary to increase the longevity of the retrofitted beams 
and utilize most of the properties of FRP laminates. Several experimental studies are 
available in the literature focusing on the shear strengthening of RC beams using 
externally bonded FRP layers [7, 8, 11]. Design codes and guidelines, namely ACI 
440.2R-17 [1], CSA S6:19 [2] and CSA S806 [3], are widely followed in designing 
such retrofitting systems. However, the precision obtained from the design guidelines 
is inadequate and the design equations rely heavily on several parameters calculation 
of which is often tedious. Furthermore, a number of studies developed semi-empirical 
equations for the shear strength determination of externally bonded FRP retrofitted 
beams [2, 6, 15]. Various prediction models have also been developed in the past by 
researchers to identify the shear capacity of the beams [14, 20, 21]. The prediction 
models, however, lack accuracy when applied to factors outside the range of the 
data that were used to develop the models. A more comprehensive database is thus 
required to develop a high accuracy prediction model for the shear capacity of RC 
T-beams strengthened with FRP. 

The application of artificial intelligence (AI) in structural engineering has allowed 
the community to attain reliable predictions models. The machine learning (ML) 
algorithms developed are able to estimate the shear capacity of structural components 
with satisfactory accuracy [5]. The ensemble learning models, namely random forest 
(RF), XGBoost (XGB), CatBoost (CB), and AdaBoost (AB) are found to be excellent 
tools to provide estimations with high precision. [17] studied the shear capacity 
estimation of steel fiber reinforced concrete beams using ML models and identified 
that the XGB gave the best results with the highest accuracy. This paper aims to 
develop an interpretable ML model using the ensemble learning models (RF, XGB,
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CB, and AB) to estimate the shear strength of externally bonded FRP retrofitted 
RC T-beams. To evaluate the accuracy, the results are compared with the equations 
provided by design guidelines as well as the empirical studies done in the past. The 
study is unique in the sense that it covers the largest data of T-beams and therefore 
can be used to increase the accuracy of the prediction model. 

2 Database Collection 

A total of 302 data are collected for RC T-beams from experimental studies conducted 
between 1997 and 2021. The data includes details of cross-sectional dimensions: 
width (b) and effective depth (d), shear span to effective depth ratio (a/d), transverse 
steel ratio (Asv), concrete compressive strength ( f 'c), types of fiber, the total thickness 
of FRP (n*tf ), width of FRP strips (Wf ), elastic modulus of FRP (Ef ), ultimate 
strain of FRP ( 1frp,u), tensile strength of FRP (ffrp,u), and shear capacity contribution 
by FRP (Vf ) along with the total experimental shear capacity (V exp). The types of 
wrapping included in the database are U-wrap (UW ), side bonded (SB) and closed 
wrap (CW ). Correspondingly, the types of fibers in the database are carbon (CFRP), 
aramid (AFRP), basalt (BFRP), and glass fiber (GFRP). Figure 1 shows the schematic 
representation of an externally bonded FRP strengthened RC T-beam. 

The statistical properties of the database are summarized in Table 1. The distribu-
tion of the database collected from literature in terms of the type of fiber and wrapping 
scheme is presented in Fig. 2. From Fig.  2, it can be seen that CFRP and UW are 
the most common type of fiber and wrapping scheme, respectively. The shear contri-
bution by FRP is calculated by deducting the shear strength of RC T-beam without 
FRP (control specimen) from the total shear strength of the FRP retrofitted T-beams.

Fig. 1 a Typical T-beam under study and b orientation of FRP laminates 
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Table 1 Statistical measures of input parameters 

Parameters Min Max Mean SD 

Concrete strength, f 'c (MPa) 12.40 60 32.22 9.889 

FRP thickness, n*tf (mm) 0.055 3.00 0.781 1.833 

FRP elastic modulus, Ef (GPa) 6.80 640 154.10 95.82 

FRP strength, f frp,u (MPa) 13 4361 2295 1488 

FRP strain, εfrp,u 0.004 0.047 0.015 0.005 

Beam width, b (mm) 64 457 162.25 83.52 

Beam effective depth, d (mm) 140 1092 365 186 

Shear span to effective depth ratio, a/d 1.20 5.00 2.77 0.68 

Transverse steel ratio, Asv (%) 0.00 0.98 0.18 0.18 

*Note Min = minimum, Max = maximum, SD = standard deviation of the data 

85% 

14% 0.66% 0.33% 

(a) 

CFRP 
GFRP 
AFRP 
BFRP 

89% 

10.32% 0.66% 

(b) 

UW 
SB 
CW 

Fig. 2 Distribution of data with respect to a type of fiber and b wrapping schemes 

3 Selection of Input Features 

For a satisfactory model performance, the selection of proper input features is very 
important. The input parameters chosen for this study in ML model development 
are based on the guidelines CSA S6:19 [4] and ACI 440.2R [1] as well as from  
empirical equations developed in earlier studies [2, 6]. The parameters considered 
as input include width of beam (b; effective depth of the beam (d); shear span to 
effective depth ratio (a/d); height of FRP strips (hf ); modulus of elasticity of FRP 
material (Ef ); ultimate strain of FRP ( 1frp,u); ratio of transverse reinforcement (Asv); 
concrete compressive strength ( f 'c); total thickness of FRP layers (n*tf ); ultimate 
strength of FRP ( f frp,u); type of wrapping scheme and type of fiber. The variation in 
total experimental shear capacity of T-beam specimens retrofitted with the externally 
bonded FRP laminates (V exp) with respect to a/d ratio, f 'c , n*tf and f frp,u is illustrated 
in Fig. 3. Figure 3 also includes the variation in experimental shear contribution by 
FRP (Vf exp) with respect to Asv.



Interpretable Ensemble Machine Learning Models for Shear Strength … 1269

0 

400 

800 

1200 

1600 

2000 

0 1 2 3 4 5 6  

V e
xp

 (k
N)

 

a/d 

(a) 

0 

400 

800 

1200 

1600 

2000 

0  15 30 45 60 75  

V e
xp

 (k
N)

 

fc′ (MPa) 

(b) 

0 

200 

400 

600 

800 

0 0.5  1  

V f
ex

p 
(k

N)
 

Asv (%) 

(c) 

0 

400 

800 

1200 

1600 

2000 

0 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 

V e
xp

 (k
N)

 

n*tf (mm) 

(d) 

0 

400 

800 

1200 

1600 

2000 

0 2000 4000 6000 

V e
xp

 (k
N)

 

ffrp,u (MPa) 

(e) 

Fig. 3 Variation in shear capacity with respect to selected material parameters 

From Fig. 3, it is seen that the total shear strength increased as a/d ratio increased 
up to 2.3 and then began to decrease as the ratio increased. At a/d ratio less than 
2.0 the angle between the principal direction of fiber and critical shear crack is 
typically observed to be larger, thereby reducing the tensile stress in the fibers and 
consequently lower shear strength of the specimen [13]. The bond between FRP and 
concrete is vital in shear strengthening mechanism. It is observed in Fig. 3b that as
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the f 'c increased, the shear capacity of the beams increased as well. On the other 
hand, it is seen that as Asv increased, Vf exp decreased. According to [12], the reason 
for such behavior could be that both transverse steel stirrups and FRP share the 
shear force. When there is lower transverse steel, FRP contributes most to the shear 
resistance in the beams [9]. In Fig. 3d, it is observed that as the total thickness of FRP 
increased the shear capacity also increased up to a thickness of 1.4 mm. The shear 
strength, however, remained constant beyond 1.4 mm thickness. No particular trend 
is observed in variation of V exp with respect to f frp,u (Fig. 3e) although the beams are 
found to have the highest capacity when the f frp,u is between 3000 and 4300 MPa. 

4 Ensemble Machine Learning Model Overview and SHAP 
Feature 

This section provides a brief introduction to models generated in this paper including 
a description of the SHapley Additive exPlanations (SHAP) for identifying the 
feature importance. The k-fold cross-validation technique is applied for all the models 
analyzed in order to improve the model performance, details of which is described 
in the next section. 

The RF is a supervised ensemble learning algorithm that combines multiple deci-
sion trees in order to learn the mapping between input and output. The decision tree 
is a supervised learning algorithm that utilizes a chart-like tree to predict target vari-
ables from the training data. In RF, a random selection of training dataset and feature 
subset is made for each decision tree to avoid overfitting of data in the individual 
decision trees. Eq. 1 shows how the input variable (x) is mapped to the output where 
yn denotes the number of individual decision tree, X ' as random selection of features, 
and N as the total number of decision trees. 

y 
⌃ = 

1 

N 

M∑ 

i=1 

yn 
( 
X ') (1) 

The XGB is called a gradient boosting algorithm which works on the decision tree 
as well. The gradient boosting feature minimizes the model error by using a gradient 
descent algorithm. An optimized technique for obtaining superior performance with 
diverse datasets is done in the XGB model. On the other hand, the CB algorithm 
works by combining the “Category” and “Boosting” features where the gradient 
boosting grows oblivious trees. All the nodes are maintained at the same level, and 
the predictions are done within the same conditions. Without extensive hyper tuning 
and data training, the CB yields a state-of-the-art performance. Adaptive Boosting 
technique is used in the AB algorithms where the weak learning algorithms are 
combined to improve the overall model performance. 

The SHAP is used to explain the prediction of an outcome by computing the 
importance of each feature for the target prediction. The concept of SHAP is based
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on the game theoretic approach of SHAP values, where each feature of the instance is 
considered as “player” and the output prediction as “payout.” The technique indicates 
how the payouts are distributed among the features. The “summary.plot” from SHAP 
has been used in this study to explain the feature importance of the best prediction 
model. 

5 Results and Discussion 

The dataset is divided into training and testing sets with 80% as the training set chosen 
randomly to obtain the initial model hyperparameters. The remaining set is used as the 
testing data for model performance evaluation. A tenfold cross-validation technique 
is applied where the dataset is divided equally into 10 subsets with 1 being used 
as the validation and the remaining 9 sets for model training. The cross-validation 
technique is repeated 10 times with each of the subsets being used as validation data 
and average considered as the final output. 

5.1 Cross-Validation and Hyperparameter Tuning 

The results of cross-validation accuracy are shown in Fig. 4 where the interquartile 
range is presented by the box and the median value with a straight line in the middle 
of the box. The whiskers represent data exceeding 1.5 times the difference between 
the first and third quartiles, respectively. The median cross-validation accuracy of the 
ML models developed in this study ranged from 75% (AB) to 86% (RF). The median 
accuracy by CB is also close to that of RF (85.5%). Moreover, the interquartile range 
in RF is seen to be the smallest out of the four models showing less variation among 
data. The interquartile ranges of AB and XGB are similar with the lowest accuracy 
shown by AB. Therefore, it is understood that the best performing models out of the 
ones developed in this study are RF and CB.

Table 2 summarizes the optimized model hyperparameters used in this study. Table 
3 presents the coefficient of determination (R2), root mean square error (RMSE), 
and mean absolute error (MAE) values obtained from the models developed. The 
ensemble models RF and CB outperformed XGB and AB as evident by the highest 
R2 (0.897 and 0.899, respectively) and relatively lower MAE values (0.128kN and 
0.127kN, respectively). Table 4 presents the equations used to calculate the statistical 
measures used in monitoring the model performances.
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Fig. 4 Cross-validation results

Table 2 List of optimized 
hyperparameters Model Hyperparameters Value 

RF a. Random state 500 

b. Number of estimators 400 

XGB a. Number of estimators 100 

b. Learning rate 0.1 

c. Gamma 0 

d. Subsample 0.75 

e. Col_Sample by tree 1 

f. Max_depth 3 

AB a. Random state 30 

b. Number of Estimators 50 

CB a. Iterations 700 

b. Learning rate 0.02 

c. Depth 5 

d. Eval_metric RMSE 

e. Random_seed 23 

f. Bagging_temperature 0.2 

g. od_type Iter 

h. metric_period 75 

i. od_wait 100
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Table 3 Performance measures of the developed ML models 

Model Training data (80%) Testing data (20%) 10-fold 
cross-validation 

RMSE 
(kN) 

R2 Adjusted 
R2 

MAE 
(kN) 

RMSE 
(kN) 

R2 Adjusted 
R2 

MAE 
(kN) 

Mean R2 

RF 0.089 0.987 0.987 0.061 0.184 0.963 0.955 0.128 0.897 

XGB 0.111 0.980 0.979 0.082 0.165 0.971 0.964 0.108 0.894 

AB 0.259 0.890 0.885 0.216 0.285 0.912 0.892 0.243 0.805 

CB 0.107 0.981 0.980 0.082 0.181 0.964 0.956 0.127 0.899 

Table 4 Formula to calculate 
the model performance 
measures 

Name of performance 
measure 

Notation Formula 

Coefficient of 
determination 

R2 
R2 = 1 − 

∑m 
i=1(Pi−Ai )

2 

∑m 
i=1 

( 
Pi−A 

)2 

Root-mean-squared 
error 

RMSE 
RMSE = 

/∑m 
i=1(Pi−Ai )

2 

m 

Mean absolute error MAE MAE = 
∑m 

i=1|Pi−Ai | 
m 

* Note Ai represents actual data and Pi the predicted; A denotes 
the average value of actual data; i = 1, 2, 3,…, m indicates the 
number of samples 

5.2 Interpreting Model Results Using SHAP 

The effect of input features on the CB model for the FRP wrapped T-beams is 
presented in Fig. 5. The importance of each feature is ranked from low to high, where 
the higher SHAP value indicates higher importance of the feature and vice versa. 
The y-axis presents the order of features in terms of lowest to highest importance 
and each point on the plot horizontally along the individual feature indicate the high 
impact (red) and low impact (blue) conditions. It can be seen that the height of the 
FRP layer (hf ) plays the most important part in predicting the shear capacity for 
models developed for the T-beams where the associated SHAP value increased with 
hf values. The a/d ratio is at the mid-rank in importance which shows that at low a/ 
d values the SHAP values are higher, thereby implying that for lower values of a/ 
d, the impact of a/d ratio is high in shear strength prediction. The least important 
parameter is observed to be the type of fibers.



1274 J. Rahman and A. H. M. Muntasir Billah

Fig. 5 Feature importance explanation using SHAP 

6 Comparison with Design Code and Empirical Equations 

In order to identify the accuracy of the design guidelines and empirical equations 
proposed in literature, the results by these equations are compared with the experi-
mental data collected in this study. One of the common approaches in calculating the 
total shear capacity (V total) of FRP retrofitted RC beams is the summation of shear 
contribution by transverse steel (Vs), concrete (Vc), and FRP (Vf ) as shown  in  Eq.  2. 

Vc + Vs + V f = Vtotal (2) 

Deducting the shear contributions by transverse stirrups and concrete to find out 
FRP contribution does not provide accurate information as identified by Rousakis 
et al. [18]. Following such observation, the total shear capacity of externally bonded 
FRP strengthened RC T-beams is considered for comparison purposes in this study. 
A total of three design guidelines and three empirical equations are used to calculate 
the shear contribution by FRP in the T-beams. The shear crack inclination is an 
important factor in shear calculation and determining the angle of inclination (θ ) is  
difficult. The ACI 440.2R [1] guideline considered the value of θ to be 45°, whereas 
CSA S6:19 [4] suggested its value as 42°. This paper considers a 45° angle of shear 
crack inclination in the subsequent calculations. 

In order to monitor the efficiency of the chosen guidelines for comparison study, 
the experimental shear capacity is plotted against predicted shear capacity by the 
equations with a 45° line to identify the conservativeness of the formulations (Fig. 6). 
For instance, the points below the line indicate that the prediction is safe/conservative
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to use whereas those above the line represent unsafe/unconservative prediction by 
the equations. In Fig. 6, it is seen that the CSA S6:19 showed the most conservative 
predictions with approximately 30% data above the line. Among the empirical equa-
tions, it is seen that D’Antino and Triantafillou [6] provided the least unsafe data. 
Most of the data points are above the 45° line in case of the Mofidi and Challaal 
(2014) equation implying its poor performance. It can also be noted that, except for 
CSA S6:19, the trend in all the results in Fig. 6 diverges significantly from the diag-
onal line. A comparison of the best models developed in this paper is also included 
where it is seen that the data points are close to the 1:1 diagonal line for the best and 
second-best performing models in terms of the tenfold cross-validation results (CB 
and RF, respectively). 

The distribution of predicted to experimental ratio with respect to a/d of all the 
equations chosen for this study is illustrated in Fig. 7. It is seen that the CSA S806 [3] 
shows results with fairly conservative estimation and the lowest standard deviation 
(SD). Among the empirical equations, the worst prediction is observed from Mofidi 
and Challaal [15] where the mean is at 1.372 and the SD is at 0.87, thereby showing 
the high dispersion in data. The high scattered nature of data points is prevalent in 
all the formulas adopted for comparison up to an a/d ratio of 3.40. It can be observed
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Fig. 6 Comparison of the design code and empirical equations with the experimental results 
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Fig. 7 Variation in predicted to experimental ratio with respect to a/d 

that the models CB and RF outperformed the rest chosen for comparison with a mean 
predicted to experimental results ratio of 1.00 and relatively low SD values of 0.13 
and 0.12, respectively. 

It is evident from the above speculations that the models developed in the current 
study are superior in prediction accuracy and can be applied to a wide range of data. It 
can also be noted that the equations chosen for comparison do not show a particular 
trend in terms of the performance measures analyzed in this study. For instance, 
from Fig. 6 it is seen that the code CSA S6:19 [4] shows the best performance with 
respect to the least data points in the unsafe zone. On the other hand, the results in 
Fig. 7 imply that the code CSA S806 [3] performs the best with low SD values and 
mean closest to 1.00. The models CB and RF, identified as the best and second-best 
models in this paper, are the only models that show consistent performance in all 
measures analyzed. Therefore, it is safe to say that the ensemble models CB and RF 
outperformed the XGB and AB in estimating the shear capacity of FRP strengthen 
T-beams.
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7 Conclusions 

This study is based on an extensive database regarding shear strengthening of rein-
forced concrete T-beams with externally bonded FRP layers. The database collected 
is then used to develop four ensemble learning models and identify the best models to 
generate an estimation method with higher accuracy and lower computational efforts 
that can be applied easily in the practical field. The effect of concrete and FRP prop-
erties and beam cross section details on the shear strength of the specimens is studied. 
SHapley Additive exPlanation is used to interpret the importance of input features of 
the models. Finally, a comparison of the data with those predicted with formulations 
used widely in research and practical designs is done to verify the accuracy of the 
guidelines. The following conclusions can be drawn from the study: 

1. The shear capacity increased with increase in a/d ratio to a point beyond which 
the capacity decreased with increasing a/d values. The highest shear contribution 
by FRP is observed in specimens with no transverse reinforcement. Moreover, 
no particular trend is observed in shear capacity due to changes in FRP tensile 
strength. 

2. From the tenfold cross-validation, the coefficient of determination obtained from 
RF and CB models were very close to 1.00 and the mean absolute error was found 
to be less than 0.25 kN. 

3. The most important feature as explained by SHAP is the height of FRP layers. 
On the contrary, the least important feature is the type of fiber. It was also noted 
that lower a/d ratio has greater impact on the prediction of shear strength. 

4. The design guidelines and empirical equations do not perform satisfactorily when 
applied to data outside the range considered in developing the corresponding 
equations. 

5. The prediction data points obtained from CB and RF are seen to have low scatter 
and cluster at the 1:1 line when plotted against the experimental capacity. 

6. The mean of predicted to experimental ratio results from CB and RF models is 
seen to be very close to 1.00 with standard deviations of only 0.12 and 0.13, 
respectively. 

The results summarized above identify the fact that CB and RF models perform 
with satisfactory accuracy in shear strength estimation of externally bonded FRP 
retrofitted RC T-beams. The models developed can be implemented in design and 
strengthening solutions in practical field application. 
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Evaluation of Concrete Characteristics 
Using Smart Machine Learning 
Techniques—A Review 

Chinmay Kapoor, Navneet Kaur Popli, Ashutosh Sharma, and Rishi Gupta 

Abstract Concrete is one of the most commonly used materials for a wide range of 
construction across the world. The heterogeneity of concrete results in wide variation 
in its properties. How different ingredients are mixed, determines the performance of 
concrete, especially its compressive strength. Hence, rigorous testing of concrete in 
the laboratories before it is finally selected to be used for a specific type of construc-
tion is required. This process of testing requires large quantities of material, time 
and money. The advent of machine learning and artificial intelligence appears to 
be promising and significant work has been done in this field for the development 
of high-performance concrete. Traditional curve fitting models provide the ability 
to interpolate data, however, this paper evaluates the efficacy of machine learning 
models and different types of neural networks that have been specifically utilized 
to predict in terms of various factors, the compressive strength of concrete. Various 
algorithms like group method of data handling (GMDH) type neural networks, adap-
tive neuro-fuzzy inference system (ANFIS), hybrid modified firefly algorithm with 
artificial neural networks (MFA-ANN) and other hybrid ANN algorithms have been 
used to perform a comparatively analyzed review. 

Keywords · Artificial Neural Networks (ANN) · Fuzzy Logic (FL) · Ordinary 
Portland Cement (OPC) 

1 Introduction 

The continuous rise in the demand of new construction leads to an increase in the 
production of concrete. The production of cement, which involves calcination of 
limestone and high consumption of energy during manufacturing of products and 
raw materials, produces a very huge amount of CO2. Given this scenario, there arises 
the need for production of materials which could be used either as a supplementary
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product or altogether as an alternative to cement, since cement production is one of 
the largest generators of carbon footprint in the world [1]. In order to do so, a huge 
number of chemical lab tests are done and conclusions are reached. 

There have been various researches done in the same field using machine learning 
and neural networks, and the main goal of this paper is to review different researches 
based on predicting the strength of concrete and its different types. The conven-
tional models which have been used for predicting various physicochemical prop-
erties of concrete mainly provided with pragmatic relationships developed using 
data modelling and statistical analysis of first-hand experimental observations where 
rudimentary machine learning models like regression have been developed. Although 
these models are quite productive and efficient in terms of time consumed, they lack 
the accuracy and better predicting efficiency of dealing with complex scenarios. 
When it comes to dealing with problems where huge amounts of factors are being 
considered, such in the case of dealing with multiple types of concrete mixtures, 
more complex machine learning and artificial neural network models are used. 

There has been countless research that has taken place using higher performing 
models such as hybrid ANN-FL model (ANFIS), basic backpropagation neural 
networks (BPNN), etc. and thorough review of the literature has been done for the 
purpose of this survey. All the information which was either irrelevant, incomplete or 
repetitive has not been considered and a general review has been prepared. The paper 
has been divided into sections, keeping in mind the ease of understanding as Sect. 2, 
containing a basic overview of some of the most common types of concrete/concrete 
admixtures used in the construction industry and how they have evolved over the 
years in terms of mixing of minerals and ratios of materials used. Section 3 defines 
the different kinds of ML and ANN models which have been used and developed to 
estimate the values of the compressive strength of concrete and contains a critical 
review and performance analysis of all the models used. Section 4 concludes the 
review along with a few knowledge gaps explained simultaneously. 

1.1 Concrete and Its Types 

Concrete is a composite material made with cement, aggregates, admixtures and 
water [2]. There are several individual compounds like tricalcium silicate, dicalcium 
silicate, etc. which are used to form cement (Portland cement). Cement is the active 
constituent of concrete, which influences most properties like durability, strength, etc. 
of concrete. Concrete is the most widely and commonly used construction material 
[3] with its demand still rising as developing countries continue to improve their 
infrastructure. 

This brings in the need for materials which can be used to reduce the production 
of cement and work as materials, which can be used as mixtures replacing cement 
or reducing the ratio of cement used per unit by using more of these supplementing 
materials.
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2 Mineral Admixtures with Cement 

Many materials are used and added to cement paste in order to increase the compres-
sive strength and other physicochemical properties of concrete [4]. Many industries 
like agricultural industry produce waste products which can be used in place of 
either aggregates or cement to reduce cost or to increase the strength or durability of 
the concrete. This is one of the best ways to reduce the carbon induced by cement 
production. The use of such materials, not only serves as a less costly method but 
also as an eco-friendly method too. As an effect these methods bring about multiple 
variations in the durability and mechanical properties of concrete. 

(A) Fly ash 

Fly ash is obtained as a bi-product formed by the combustion of coal, at power-plants. 
It contains many minerals and oxides like calcium oxide, silica, etc. [5]. There are 
two kinds of fly ash, C-type and F-type. Both are different in terms of the content of 
calcium and only C-type has cementation properties. 

(B) Silica fume 

Silica fume is a waste bi-product, formed during the production of silicon. This 
is obtained by quartz reduction of coal in the electric arc furnace [6]. The major 
component of silica fume is silicon dioxide (SiO2). Silica fume is used in order to 
prevent the corrosion of steel in coastal regions. 

(C) Rice husk ash 

Rice husk, which is also called as rice hull, is obtained from the milling of the paddy 
and is used as a fuel. When burnt, it leaves ashes, again rich in silica (more than 
80%) [7]. Because of that, it too has the permeability properties and hence it’s also 
used in coastal areas mainly to increase the strength and durability of the concrete. 

(D) Ground granulated blast furnace slag 

GGBS is an extracted product from the steam obtained inside the blast furnace. It 
can also be obtained from the molten slag which is dampened inside water. From 
all the different types of GGBS found, granulated slag is the most prominently used 
one. GGBS helps in increasing the compressive strength of the concrete [8]. 

(E) Palm oil fuel ash 

POFA is a natural agricultural waste, generated during the burning of leftovers of 
palm kernels in chimneys. They are burnt to a temperature of 842 F. The ratio of 
palm oil produced to the ratio of dry-mass is said to be 1:4. The incorrect disposal 
of palm oil leads to many environmental issues and those are reduced with the usage 
of POFA in concrete. POFA is used in many structures requiring strong holders and 
tall skyscrapers [9].



1282 C. Kapoor et al.

(F) Metakaolin 

Metakaolin is a material which has a particle size smaller than that of cement. This 
is obtained by calcination of kaolinite and is also known as calcined clay. Although 
it is obtained in a process similar to cement, it is obtained at a temperature range 
from 700 to 900 °C while cement requires nearly double. The pozzolanic quality of 
metakaolin is very good and due to that it helps in increasing the strength of cement. 

(G) Geopolymer concrete with mineral admixtures 

Geopolymer cement is an alternative binder used instead of OPC in some places 
and it is considered to be better for the environment, since it relies on products 
and materials which are minimally processed and hence reduce the carbon footprint 
[10]. Geopolymer is also a much stronger and more durable option but it also is more 
difficult to work with, given its property of fast setting. 

Geopolymer concrete mixtures are formed with fly ash, rock-based geopolymers, 
etc. 

3 Models Used 

There have been various researches in similar fields using chemical lab tests or 
machine learning and neural networks. For this review, most of the research focussed 
on are the technically advanced machine learning and neural network derived exper-
iments. Researchers have used basic machine learning algorithms like univariate and 
multivariate linear regressions, random forest and basic cross-validation techniques 
to train their models [11–17]. These basic machine learning algorithms have some 
limitations and that’s where the need arises for models which are more advanced and 
can be used to solve complex problems with larger datasets. In such cases, we use 
neural networks and different modifications are done in order to fine-tune a solution 
[18–47, 80–84]. 

3.1 Machine Learning 

Machine learning refers to the study of algorithms and tendency of a system to learn 
from experience and data and improve the decision-making capability automatically 
as it trains the model. This is derived from basic statistical analysis to find patterns in 
a set of massive data. Machine learning algorithms like linear regression, statistical 
analysis, SVM, random forest, etc. have been exceedingly used for the last so many 
years in various industries including construction industry. Koya et al. [11] in their 
research compared the performance of multivariate linear regression, SVM, decision 
tree, etc. in terms of predicting compressive strength and other mechanical properties 
of concrete while Nilsen et al. [12] in their research compared MVLR with random
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Fig. 1 (a) Linear regression 
(b) Support vector machines 

forest, worked in the same direction and got similar results that even though MVLR 
gave respectable predictions, it was still behind SVM, random forest, etc. in terms of 
the RMSE values, and hence lesser efficient. Mahamat et al. [15] in their research on 
the compressive strength of termite mound soil (TMS) put emphasis on the fact that 
ML techniques have helped in predicting outputs with the input, without knowing 
other correlations with high accuracy. 

1. Linear Regression: This method, as the name suggests provides a linear rela-
tion between two (regular linear regression) or more (multiple linear regression) 
giving out a scalar value or multiple co-related variable values (multivariate linear 
regression). The main objective of this method is to provide a specific numerical 
output for variables which may or may not be dependent. The hypothesis of such 
a model revolves around one or more linear equations (See Fig. 1a). 

2. Support Vector Machines: Support vector machine method is used for both 
regression and classification problems. This method works on the basis of maxi-
mizing the margin between the support vectors and the hyperplane. It also works 
well when a linear hyperplane is not possible. 

3.2 Neural Networks 

Neural networks are a subclass of ML and are used to solve complex problems with 
larger datasets. They are in some scenarios better than ML algorithms since they can 
make intelligent decisions on their own, while in ML decisions are made based on 
what it has learned only. Neural networks are composed of nodes and different hidden 
layers [18] ANN provides better output efficiency when compared with regression 
models since changing the weight in regression does not impact inputs of other 
functions, while in ANN the output from one layer is passed on as input to another 
and hence it brings about a lot of effect [21]. Moradi et al. used ANFIS, FL and MVLR 
in their research to compare the effect of Metakaolin as supplementary cementitious 
material (SCM) where they compared the 7-day compressive strength model with 
the 28-day compressive strength model. They also concluded that ANN with group
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Fig. 2 ANN Functioning of Neural Network 

method of data handling (GMDH) model gave a higher accuracy and worked well 
with the complex system. 

3. ANN: Artificial neural networks are the methods of classification derived from the 
biological concept of neural networks, connected with each other in various layers 
of a network. ANN offers features like parallel processing, data storage, memory 
distribution, etc. There are different types like feedforward, back propagation, 
etc., which are used (See Fig. 2a). 

Backpropagation neural network (BPNN) was employed for instance to forecast 
the compressive strength of high-performance concrete (HPC) [36–38]. Referring to 
Table 1, we can see that most of the studies that have taken place in the past have used 
or concluded in their results, that ANN or hybrid models of ANN like ANFIS have 
been more efficient in terms of prediction accuracy and have shown similar results 
over generalized datasets too.

In their approach, Kasperkiewicz et al. [48] concluded that their model can be used 
to optimize the properties of design mixes. This could also help in keeping in control 
the lines of produce at factories continuously manufacturing cement. Pala et al. [49] 
in their research provided results proving that neural networks can be used to predict 
the long-term effects of supplementary cementitious products on CS of concrete. In 
their combined research about SCC and HPC’s compressive strength, Prasad et al. 
[50] used the same dataset used to train an ANN model for SCC in training HPC as 
well, to reduce computational effort. This is still provided with a decently efficient 
prediction model for both, since the main components that influence the compressive 
strength of concrete are water/cement, cement ratio, water/powder ratio and not the 
other admixtures.
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Table 1 Research analysis: performance of various machine learning/neural network models 

S. no Model used Concrete, 
Pozzolan 

Brief conclusion References 

1 ANN (BPNN), 
fuzzy logic 
(ARTMAP) 

High-performance 
concrete (HPC), 
silica fume 

ARTMAP performed better than 
BPNN 

[48] 

2 ANN HPC, fly ash and 
GGBS 

Even though ANN is time 
consuming, it depicts promising 
results 

[44] 

3 Linear model, 
ANN 

Fly ash Application of ANN brings out 
better performance than 
traditional linear model due to 
complex relations b/w variables 

[51] 

4 ANN Low and high 
strength concrete, 
fly ash 

ANN works well in discovering 
the effect of different factors and 
their interactions 

[52] 

5 ANN (BPNN, 
MLP) 

Fly ash, silica 
fume 

Long-term effect of cementitious 
materials on the compressive 
strength of cement can be 
evaluated 

[49] 

6 ANN, fuzzy logic Fly ash Showed the practicality of using 
ANN, FL instead of lab 
experiments, with small amount 
of time and error rates 

[53] 

7 ANN Self compacting 
concrete (SCC), 
HPC, fly ash 

Using data available for low 
volume fly ash SCC, an efficient 
generalized model was prepared 
for high volume SCC and HPC 

[50] 

8 ANN (BPNN), 
linear model, 
BFGS, one step 
secant 
backpropagation 
(OSS) 

Ground granulated 
blast furnace slag 
(GGBS) 

Models can be used to predict the 
compressive strength of GGBS, 
with a constant workability 

[54] 

9 ANN (BPNN), 
fuzzy logic 

Ground granulated 
blast furnace slag 
(GGBS) 

By using AI models, the 
researchers cut back on 
significant cost to design and 
predict effective ways to reduce 
carbon footprint 

[55] 

10 Regression, 
ANN, adaptive 
network-based 
fuzzy inference 
systems (ANFIS) 

No slump concrete 
(NSC), 

Satisfactory performance shown 
by 
all ANFIS models, with ANM4 
(with gaussian membership) 
showing the best performance 

[56] 

11 ANN Conventional 
concrete, SCC, fly 
ash 

ANN showed great prediction 
capabilities of SCC with high 
correlation coefficient 

[57]

(continued)
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Table 1 (continued)

S. no Model used Concrete,
Pozzolan

Brief conclusion References

12 ANN, 
Regression, 
support vector 
machine (SVM), 
multiple additive 
regression trees 
(MART) 

HPC Out of all algorithms used 
MART showed best accuracy 
with R2 and RMSE methods. 
MART offered the most efficient 
predictive results 

[58] 

13 ANN (BPNN), 
cross validation 

SCC, bottom ash, 
fly ash 

Neural networks can be relied 
upon when deviation in the 
dataset can be expected 

[59] 

14 Fuzzy logic, 
SVM, fast messy 
genetic 
algorithms 
(fmGA), 
evolutionary 
fuzzy support 
vector machine 
inference model 
for time series 
data (EFSIMT), 
ANN(BPNN) 

HPC In SVM vs EFSIMT, the latter 
performed significantly better 
than the other. BPNN and 
EFSIMT performed well in the 
training dataset, but during 
testing, EFSIMT raced ahead 

[5] 

15 ANN radial bias 
function (RBF) 

HPC, silica fume, 
pulverized fuel ash 
(PFA) 

ANN developed could be 
retrained on a different dataset to 
be used for another problem 

[60] 

16 Non-linear 
Autoregressive 
model with 
exogenous inputs 
(NARX), ANN 
(RBF) 

HPC, fly ash, slag, 
silica fume 

Material ratios can be predicted 
using ANN but some trail mixes 
are important for material 
variability sometimes 

[61] 

17 Support vector 
regression 
(SVR), particle 
swarm 
optimization 
(PSO), ANFIS 

Metakaolin, OPC 
(Portland cement) 

SVR-PSO outperforms ANFIS 
in terms of robustness 

[62] 

18 K-nearest 
neighbour 
(K-NN), 
generalized 
regression neural 
network (GRNN) 

Concrete Model with the best attribute 
weighing outperforms other 
models, which is KNNA5 

[63]

(continued)
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Table 1 (continued)

S. no Model used Concrete,
Pozzolan

Brief conclusion References

19 Fuzzy logic, 
ANN 

High strength 
concrete (HSC), 
coarse aggregate 

Fuzzy approach works much 
better than the ANN, in terms of 
RMSE and MAE. ANN showed 
a significant variation in terms of 
predicted values, while FL 
results were in a defined range 

[64] 

20 Decision tree, 
ensemble 
learning, 
stochastic 
gradient descent 

HPC, fly ash, blast 
furnace slag 

Ensemble models with decision 
tree as base predictors, 
performed better than DT alone 

[65] 

21 ANN, ensemble 
NN(BANN), 

HPC, fly ash ANN and ensemble methods 
combined with ANN (gradient 
boosting, etc.) are very efficient 
methods for prediction 

[66] 

22 MLP, SVM, 
classification and 
regression tree 
(CART) 

HPC Mixed results with mostly 
ensemble learning methods with 
MLP as base method provided 
respectable predictions. SVM 
was used as second-level model 

[67] 

23 ANN, group 
method of data 
handling 
(GMDH) 

Metakaolin Both models gave promising 
results over similar datasets 

[21] 

24 ANN Fly ash ANN model was able to give 
generalized outputs. When 
results were simulated, they were 
dispersed around the bisector 

[68] 

25 ANN, ANFIS, 
multiple 
nonlinear 
regression, linear 
regression 

Rice husk ash ANFIS and ANN exhibited a 
better result capability than other 
regression models. (ANN > 
ANFIS > MNLR > LR, in terms 
of accuracy) 

[69] 

26 ANN(BPNN) SCC, silica fume ANN combined with BPNN is 
found to be more productive than 
any other ANN algorithm 

[70] 

27 ANN, 
multi-objective 
salp swarm 
algorithm 
(MOSSA) 

GGBS, OPC The accuracy increases with the 
number of links. M5P model has 
an error rate double to that of 
ANN model used 

[38]

(continued)
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Table 1 (continued)

S. no Model used Concrete,
Pozzolan

Brief conclusion References

28 ANN Preformed-foam 
cellular concrete 

ANN model developed provides 
a powerful tool to predict the 
performance and can therefore 
assist contractors in meeting the 
real-world expectations 

[71] 

29 ANN, regression SCC, fly ash, silica 
fume, limestone 
powder 

The results illustrated the 
possibility to use ANN and ML 
to evaluate variable values for 
best results 

[72] 

30 ANN, ANFIS, 
grey wolf 
optimizer (GWO) 

Normal concrete 
(NC), HPC 

Hybridization of ANN and 
ANFIS with GWO enhanced the 
predictive capabilities of the 
individual models 

[35] 

31 Linear and 
nonlinear SVM 

SCC, fly ash The importance of using the 
correct features and parameters 
was examined. Nonlinear SVM 
using RBF kernel was seen to be 
very efficient 

[73] 

32 ANN (BPNN) Construction and 
demolition waste 
(CDW) 

A relation between input 
parameters and response variable 
was formed. PCA helped in 
finding the accurate parameters 
for the model 

[74] 

33 ANN (BPNN), 
multiple 
regression, 

GGBS, fly ash ANN had better performance 
than MRA 

[75] 

34 ANN 
(GA-BPNN), 
ANFIS 

Fly ash, GGBS ANFIS performed very well and 
gave outputs, confirming it can 
be used without dealing complex 
calculations 

[6] 

35 Extreme learning 
machine (ELM), 
single layer 
feed-forward 
network (SLFN), 
MARS, M5 Tree 

Lightweight 
foamed concrete 

ELM gives the best predictive 
accuracy among the four models 
compared. Since the tool used is 
flexible, it makes it a great 
candidate for real-world use for 
engineers in construction world 

[76] 

36 ANFIS, ANN 
(BPNN) 

Geopolymer 
concrete (GPC) 

Both ANFIS and ANN-BPNN 
gave compelling results with 
little or no variation in the 
statistical comparison with the 
performance of the two models 

[32]

(continued)
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Table 1 (continued)

S. no Model used Concrete,
Pozzolan

Brief conclusion References

37 ANN (BPNN), 
MP5, MLP, LR 

HPC, GGBS, fly 
ash 

The results show that although 
all models performed decently, 
M5P performed the best and 
gave an output that was flexible 
and accurate. (Trend-line 
analysis, RMSE, etc. were used) 

[77] 

38 MRA-(BPNN), 
LR, ANN 

HPC, fly ash ANN models perform better than 
LR. ANN models exhibit very 
low RMSE and MAP values. LR 
can be used for preliminary mix 
design calculations but ANN 
must be used for complex 
operations 

[78] 

39 MVLR, ANN, 
fuzzy logic, 
ANFIS 

Normal concrete ANN and ANFIS performed 
better than the simple LR and 
among all the algorithms, ANN 
performed the best. The 
sensitivity analysis also 
displayed the importance of 
input variables in terms of 
finding the right CS. Higher 
number of input parameters ~ 
higher accuracy 

[79]

4 Conclusion 

In this paper, a critical review of previous experiments, where machine learning or 
advanced neural networks have been used for predicting compressive strength of 
concrete formed by using different materials other than cement has been done. This 
review has been done in order to focus on the impacts of computing compressive 
strength of concrete using software-oriented techniques that don’t involve performing 
physical experiments, which save lots of time and resources. 

Most of the reviewed studies have had a similar conclusion about using ML 
and ANN or hybrid ANN models for predicting compressive strength of concrete 
when used along several other materials supplementing or replacing some ratio of 
cement content in concrete structures, i.e. machine learning algorithms provide quick 
and efficient prediction models, but they work well with simple problem statements 
with relatively small or non-complex datasets. The problem arises here when more 
parameters are being considered or multi-feature dependent models are required, 
and traditional machine learning models are unable to cope up with the complexity 
of the datasets. There arises the need for hybrid machine learning algorithms (e.g. 
MART), ensemble learning methods and advanced neural networks. Chou et al. 
[58] in their research concluded that ML algorithms are outperformed by ensemble
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learning models in most cases in terms of prediction accuracy. Basic ML algorithms 
take less time to extrapolate information from data but they only work well on some 
scenarios. As and when the complexity of the dataset increases, more hidden layers 
are added to the neural network to increase prediction accuracy [38]. After critical 
review of the RMSE, MAPE and R2 values of different models on different datasets, 
most of the studies highlight the importance of hybridization of traditional models 
and forming of ensemble learning models for acquiring a higher prediction accuracy. 
Golafshani et al. [35] developed six hybrid ANN models using three different training 
algorithms (i.e. GD with Momentum and ALR (GDMALR), CG Fletcher-Reeves 
(CGFR), Levenberg–Marquardt (LM)) while using GWO over it for optimization 
which helped in increasing the efficiency of predicting compressive strength of the 
concrete over the traditional models. Their research highlighted the importance of 
meta-heuristic algorithms for better optimization in the training phase of neural 
network models which gives more reliable results. 

Over time a lot of research has taken place and many knowledge gaps from the 
above reviewed research papers have been covered, which shows the rise in influence 
of software techniques in the construction industry. Still, there is not one best method 
to compute the compressive strength of concrete, because each problem statement 
requires a different approach for solution. For predicting the compressive strength 
of concrete formed by using materials that have been previously experimented on 
or materials with similar chemical properties, we can use software techniques like 
machine learning and neural networks. But there are still a few materials which 
require more experiments to take place in labs, so that more data can be collected 
and used for training prediction models. 
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On a Universal Failure Criterion 
for Brittle Materials 

Ahmed Ahmed, George Iskander, and Nigel Shrive 

Abstract To date, there is no universally accepted comprehensive explanation of 
brittle fracture in compressive stress fields. Researchers have developed many theo-
ries for brittle fracture, each of which is only applicable to particular materials and 
stress states. Additionally, some of these theories are based on questionable assump-
tions. A generalized fracture-based criterion should rationally explain brittle material 
behaviour across all stress states, providing unity in a poorly understood field. Visible 
crack formation implies the existence of tension to separate the surfaces. In the 
literature, there is no consensus on the source of these tensile stresses in compres-
sive stress fields. Various sources of tensile stresses in compression are surveyed, 
with voids being found to be the most critical. Having identified the key source of 
tension, a way of predicting crack propagation is sought. Previously unsuccessful 
treatments of void-induced compressive fracture are examined, then a highly simpli-
fied way of quantifying the stress intensity factor (KI ) in compressive fracture is 
proposed. The simplification is validated against numerically calculated KI values 
for circular and rhomboidal voids of different sizes. In addition to the numerical 
efficiency of the simplified calculation, the simplification defines a function σ (a) 
which can be used to explain and predict various compressive fracture phenomena 
which are counter-intuitive from a typical Griffith-type explanation. 

Keywords Failure criterion · Masonry · Compressive fracture 

1 Contemporary Treatment of Brittle Material Behaviour 
in Compression—The Need for a Unified Approach 

Full, general characterization of the behaviour of brittle materials under compression 
has eluded the scientific community. For example, the broad diversity of failure 
theories for masonry under different loads illustrates this situation well. Hilsdorf [1]
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and Khoo [2] provide failure criteria based on the idea that in brickwork compressed 
uniaxially normal to the bedding plane, the bricks are under compression-biaxial 
tension since they confine the lateral expansion of the softer mortar. Completely 
independently of Hilsdorf and Khoo’s ideas, Mann and Muller [3] instead propose 
a Mohr–Coulomb type failure criterion for brickwork under combined compression 
and shear, such as would be present in a shear wall. On yet another isolated trail of 
thought, Baker [4] provides a principal stress failure criterion for load cases involving 
compression and biaxial moment. Such a diversity of concepts should not exist for 
the same material. 

On a more general note, tensile testing in concrete lacks unity. Direct tension 
tests are practically difficult, strain gradient effects cloud the values obtained from 
Modulus of Rupture tests, and Brazilian tests are unique in their boundary conditions 
and induced stresses. It is surprising that there is no standardized way to obtain a 
“true” or “representative” tensile strength of concrete. 

The current state of affairs appears quite illogical when there is a clear, common 
physical reality observed in the failures of all brittle materials: the formation of 
cracks. Near-identical crack patterns are observed in different brittle materials when 
load type, boundary conditions, and geometry are kept constant. Shrive and El-
Rahman [5] noted that uniaxially compressed cylinders of similar aspect ratios made 
of glass, sulphur mortar, and concrete had similar crack patterns; they also note that, 
under similar loading, the crack patterns for masonry noted by Page are similar to 
those for plain concrete of similar dimensions reported by Vile. They further note 
that, under triaxial compression, rock and plain concrete behave similarly, according 
to reports by Bridgman and Akroyd, respectively. These similarities strongly point 
to a more fundamental underlying phenomenon that begs characterization. 

There is clear consensus on the fact that “failure” of brittle materials is charac-
terized by the common phenomenon of the formation and propagation of cracks. 
Investigation of the physical requirements of crack initiation and propagation seems 
a reasonable step towards a unified understanding of brittle material failure in 
compressive stress states. 

2 Cracking Fundamentals and Requirements 
for Compressive Failure Criteria 

2.1 Fracture Fundamentals—The Need for Tension 
and Griffith’s Criteria 

The very formation of a visible crack reveals a fundamental truth. For a crack to be 
visible, the two surfaces must have separated. Put simply: the formation of a visible 
crack implies the presence of tensile stress at the location of the crack, regardless 
of the macroscopically applied stress. The crack surfaces may additionally displace 
in a shearing mode, but the visibility of the crack produced by normal displacement
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Fig. 1 The bond force vs. 
interatomic spacing curve. 
Bond force has no maximum 
value in 
compression—tension is 
necessary to break 
interatomic bonds 

guarantees the presence of tensile stress that pulled the surfaces apart. That tension is 
necessary to cause cracks is, again, a proposition worth emphasizing: consideration 
of the interatomic bond force vs. separation curve [6] shown in Fig. 1, shows  it  
is impossible to break a bond via compression—only tension can break the bond. 
This condition is empirically exemplified by the “plastic flow” observed in brittle 
materials when subjected to high hydrostatic pressure [7]. 

Griffith [8] investigated the development of cracks in brittle materials subjected 
to a macroscopically uniaxial tensile stress field. He proposed that tensile stresses 
magnified by flaws in materials drove fracture, overcoming interatomic bond 
strengths. 

Further, Griffith [8] proposed cracks would form and propagate when two criteria 
were simultaneously met: 

1. Stress criterion: The tensile stress at the location in question must be high enough 
to break the interatomic bonds of the material, which we will denote as σcr. 

2. Energy criterion: The overall rate of change of energy (“energy release rate”) 
caused by crack extension is zero—in other words, upon incremental crack exten-
sion, the strain energy released can satisfy the energy demands of crack growth. 
The threshold energy for incremental crack growth will be denoted as Gcr. 

2.2 Application of Fracture Fundamentals in Uniaxial 
Compression 

Griffith’s principles have been thoroughly fleshed out in cases of uniaxial tension. 
However, many of these developments cannot be directly translated to the case 
of uniaxial compression. Two factors complicate the application of these princi-
ples in compression: the need for a more rigorous treatment of flaw geometry, and 
ambiguities in determining tensile stresses. 

Assumptions of flaw orientation and dimension typical in uniaxial tensile formu-
lations based on Griffith’s ideas are incongruent with uniaxial compressive require-
ments [7]. In uniaxial tension, a flaw can be modelled as a one-dimensional crack
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Fig. 2 Stress contours 
sketched in the case of (i) a 
one-dimensional crack 
perpendicular to a field of 
uniaxial tension, and (ii) a 
one-dimensional crack 
parallel to a field of uniaxial 
compression 

normal to the direction of applied stress: stresses at crack tips approach infinity (auto-
matically satisfying the stress criterion), and an energy release rate can be calculated 
on the basis of the propagation of such a crack. However, in compression, observed 
cracks are not orthogonal to the applied stress—rather, they are in line with the 
applied stress. To make matters worse, propagation of an infinitely thin line crack 
in a continuum subject to uniaxial compression cannot result in the release of strain 
energy (as shown by the crude stress contours in Fig. 2); analysis of a one-dimensional 
crack thus precludes satisfaction of the energy criterion. A crack must be at least two-
dimensional to induce strain energy release in compression. Naturally, this affects 
stress and energy criteria calculations. 

A more fundamental issue is the presence of tension in the stress field itself. Where 
does tension arise from in a uniaxially compressive stress field? 

2.3 Sources of Tension 

Sources of tension generated in a uniaxial compressive stress field can be considered 
to fall in two categories: 

1. Universal sources: Universal sources are ones which are understood to produce 
tensile stresses in all materials. For example, ellipsoidal voids, which are known 
to exist in virtually all brittle materials [9], have analytically [10] [11] and 
numerically [7, 12] been shown to produce tensile stresses in compressive stress 
states. 

2. Particular sources: Particular sources are ones which cannot be generalized 
among all materials—they are a function of the brittle material’s unique features
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and composition. For example, Hilsdorf [1] notes that as a composite of relatively 
stiff bricks and relatively flexible mortar, in a compression test the bricks in 
masonry prisms are under compression and biaxial tension, whereas the mortar 
is subject to a state of triaxial compression. 

In the most general sense, we may now say the following: brittle failure in any 
macroscopic stress state is caused by the development of tensile stresses, which may 
arise from particular or universal sources. Determination of the relative contribution 
of particular and universal sources to developed tensile stresses is, no doubt, vital to 
an accurate assessment of a given scenario. 

3 Assessing Contributions of Tensile Stress Sources 
in Concrete and Masonry 

3.1 Universal Sources—Voids 

Voids are the only universal source considered in this paper. The presence of voids is 
well-known in concrete in particular and in brittle materials in general [9]; as previ-
ously discussed, voids/flaws disturb stress fields and can potentially produce tension. 
The consideration of the influence of voids is itself not straightforward. Meaningful 
analytic quantification of the extent to which singular voids and systems of voids 
disturb an arbitrary macroscopic stress field has proven complex and assumption-
dependent. Consideration of a single void reduces mathematical complexity and is 
likely sufficient to reveal key influencing variables, but the utility of this solution to 
fully capture the disturbed stress field depends on the likelihood of void interaction. 
Void interaction is neglected in this work. 

3.1.1 Ellipsoidal Voids and General Solution Characteristics 

An ellipsoid has been chosen as the basic void shape in many studies, noting that 
the axes of an ellipsoid can be modified to make a wide variety of shapes, improving 
the general applicability of the solution. Authors have typically relied on solutions 
rooted in linear elasticity. Noting that the constituents of concrete are essentially 
linear elastic until first cracking and that macro-scale nonlinearity in concrete is 
caused by crack initiation [13], use of solutions rooted in linear elasticity is easily 
justified. 

3.1.2 Analytical Stress Solution Around Individual 3D Voids 

Wang and Shrive [9] used the Sadowsky and Sternberg solution [11] for the stresses 
around a single triaxial ellipsoidal void in an infinite elastic medium to investigate the
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potential stress field disturbances caused by voids in concrete. The principal axes of 
the stress state are in line with the axes of the ellipsoid, as shown in Fig. 3. Sadowsky 
and Sternberg’s solution, in ellipsoidal coordinates αi, provides the disturbed stress 
tensor (σ c i j  ) as the sum of the macroscopic stress tensor (σ ∞ 

i j  ) and five component solu-
tions, in which the coefficients AN can be determined from the boundary conditions 
(see [11] for details): 

σ c i j  = σ ∞ 
i j  + 

5∑ 

N=1 

AN 
( 
σi j  

) 
N (1) 

Wang and Shrive noted that the magnitude of the disturbed stress depends on the 
macroscopic stress state, Poisson’s ratio, and shape of the void (i.e. the ratio of the 
various radii of the ellipse to one another), but not the absolute size of the void itself. 

Wang and Shrive applied a uniaxial compressive macroscopic load (σ ∞y = −1, 
σ ∞x = σ ∞z = 0) and sought the maximum tensile stresses induced on the surface 
of the ellipsoidal void, modifying the other two variables (Poisson’s ratio and void 
shape). In uniaxial compression, the maximum tensile stress is tangent to the top of 
the void (i.e. at the point P in Fig. 3). 

The important characteristics of this solution are as follows: 

1. For spheres, the peak tensile stress generated around a void ranges from 0.6 to 0.75 
times the distant applied compressive stress, depending on Poisson ratio values; 
for ellipses with a broad range of aspect ratios, the peak tensile stress generated 
around the void ranges from 0.6 to 1.0 times the distant applied compressive 
stress. 

2. In more spheroidal cases, Poisson’s ratio more strongly influences the results. 
Further, in the 2D case, the influence of Poisson’s ratio disappears. 2D solutions 
for stresses around ellipses do not account for Poisson effects—this can result in 
substantial variation between the 2D and 3D cases.

Fig. 3 The ellipsoid of radii 
a, b, and c, as well as the axis 
system, used by Wang and 
Shrive [9] in their analysis of 
the stresses around an 
ellipsoidal void 
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3.2 Particular Sources 

3.2.1 Solid Inclusions 

An inclusion refers to an enclosed region within a continuum within which the 
material properties differ from those of the surrounding matrix [14]. The material 
incompatibility imposed by inclusions is well-understood to disturb stress fields 
and is a potential source of tensile stress. Solid inclusions are inclusions for which 
the material properties of the enclosed region are non-zero values (i.e. the inclusions 
considered here are different materials, not air pockets). Two types of solid inclusions 
can be easily identified in concrete and masonry: aggregates and reinforcing bars. 

To estimate the effect of aggregate particles on the local stress field, Shrive 
[15] used Goodier’s [10] solution for a spherical inclusion in an infinite, isotropic 
medium. Shrive plotted the results of this solution under uniaxial compressive stress 
for selected values of Poisson’s ratio and varying Eagg/Ematrix. He included the useful 
limiting values when Eagg approaches zero, allowing for comparison to Wang’s 
solution for further verification. 

Shrive found that Goodier’s solution agreed well with that of Sadowsky and 
Sternberg. For reasonable values of Eagg/Ematrix, he found the maximum tensile stress 
generated at the surface of a spherical aggregate particle to range between 5 and 
10% of the distant applied compressive stress. This figure pales in comparison to 
the maximum tensile stress produced by a spherical void (ranging between 60 and 
75% of the applied compressive stress). Given a constant shape, the effects of voids 
significantly outweigh those of aggregate. 

One may argue that an angular aggregate shape may have a far more severe impact 
on the solution than a spherical aggregate. However, Wang and Shrive’s analysis of 
ellipsoidal voids [9] shows that a fairly distorted ellipsoid (a/c = 10, b/c= 1) produced 
a tensile stress about 25% higher than that of the sphere with Poisson’s ratio held 
constant (0.95 vs. 0.75 normalized stress units). Even if the maximum tensile stress 
around an aggregate is increased by this amount, the tensile stresses surrounding an 
aggregate are negligible compared to those around a spherical void. This is not to 
mention that non-spherical voids may also present themselves in dry concrete mixes, 
such as those used in the production of concrete block [16]. 

3.2.2 Strain Incompatibilities (Masonry) 

In the case of masonry, the differences in material properties of bricks and mortar 
may also induce tensile stresses. Hilsdorf [1] noted this when he proposed his “lateral 
tensile splitting” theory for masonry loaded in axial compression. Noting that mortar 
is more flexible than units, under compression he explained that the bricks would 
restrain the lateral expansion of the mortar, resulting in a state of triaxial compression 
in the mortar and a state of compression-biaxial tension in the bricks. Hilsdorf thought
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the tensile forces arising due to this effect drove the failure of axially compressed 
masonry prisms. 

Khoo [2] further extended Hilsdorf’s concept of failure by tensile stresses caused 
by brick/mortar confinement effects. He postulated that bricks and mortar would 
have to simultaneously fail, found failure envelopes for bricks in compression-biaxial 
tension as well as mortar in triaxial compression, and sought to find if such simulta-
neous failure occurred. While he asserts that brick and mortar simultaneously fail due 
to the lateral straining effect in his paper, examination of his material stress–strain 
curves reveals that mortar would need to strain well past its ultimate limit in order 
to fail at the same stress–strain point as the bricks he tested. 

Assuming positive directions in line with the standard right-hand positive Carte-
sian system, isotropy within each material, uniform stress distributions within each 
material, linear behaviour, and fully bedded mortar joints, one can straightforwardly 
derive an expression for the lateral tensile stress in the brick as a result of axial 
compression: 

σxb  = [νb − βνm]σy 

1 − νb − αβ + αβνm 
(2) 

where tb and tm are the thicknesses of block and mortar, respectively and 
α def tb tm 

, β  def Eb 
Em 

. 
The assumption of isotropy can be easily relaxed. Shrive and Jessop [17] assumed 

anisotropy in all three directions and produced the consequent equations. Solving 
for the lateral stresses using experimental values, they found lateral tensile forces 
amounting to 2% of the axial compressive stress. Shrive [18] reports that Stafford-
Smith and Carter and Thomas and Turkstra performed similar analyses, finding, at 
most, lateral tensile stresses equal to 3% of the axial compressive stress. Further, 
Shrive [19] created a finite-element model of a four-unit high, fully bedded brick 
and mortar prism subjected to axial compressive load (symmetry conditions were 
applied and only one-eighth of the prism was explicitly modelled). This more detailed 
analysis (relaxing the assumption that the stresses are constant in each material) 
permits higher peak tensile stress values; even in this analysis, tensile stresses range 
between 3 and 4% of the macroscopic compressive stress. Needless to say, these 
values are clearly negligible when compared to the lateral stresses arising around 
voids. 

3.3 Relative Impact of Tensile Stress Sources in Concrete 
and Masonry 

The peak tensile stresses generated from all the tensile stress sources discussed above, 
based on linear elastic analyses prior to cracking, are plotted in Fig. 4. Voids are the 
dominant tensile stress source by a significant margin, despite the plotted values 
representing conservative values of void contribution. This numerical observation
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Fig. 4 Contribution of each aforementioned source of tension to the global tensile stress state in 
uniaxially compressed concrete/masonry 

supports the empirical observation that various brittle materials crack in similar 
ways. 

3.3.1 Corollary Regarding Hilsdorf and Khoo’s Lateral Tensile 
Splitting Theory 

Clearly, any theoretical treatment of the fracture and failure of concrete and masonry 
in a globally compressive stress field ought to be considered to be governed by voids. 
Assertions that other sources of tension (e.g. the strain incompatibilities cited by 
Khoo and Hilsdorf in their lateral tensile splitting approach) are critical in a globally 
compressive stress field clearly misrepresent the problem. That such a key theory of 
failure in the masonry community is so poorly rooted in rudimentary stress analysis 
and physical reality is concerning. 

4 Applying Griffith’s Criteria in Compression—Crack 
Propagation and KI 

4.1 Brief Summary of Griffith’s Criteria Applied in Uniaxial 
Tension 

Having clarified the major source of tensile stresses in uniaxial compression (voids), 
the next step is to investigate the possibility of applying Griffith’s criteria in the 
analysis of compressive fracture. A basic review of the application of Griffith’s
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criteria in the tensile fracture of brittle materials will elucidate the differences between 
the tensile and compressive case and provide guidance on a way forward. 

Consider the most fundamental case—the tensile fracture of a brittle material in 
uniaxial tension with a notch-shaped crack. As previously mentioned, the stress at the 
tip of such a crack approaches infinity, so Griffith’s stress criterion is easily satisfied. 
The energy criterion, however, is not satisfied, so the crack will not propagate. The 
crack will propagate if the release of strain energy by incremental crack growth is 
equal to the energy demands of that incremental crack growth. In the case of a brittle 
material, the energy demands are associated with the surface energy of the exposed 
surfaces. Equating the strain energy release rate and the energy demands produces 
the following equality, where σ is the distant tensile stress, a is the notch crack 
semi-length (Fig. 2), E is Young’s modulus, and γ is the brittle material’s surface 
energy: 

σ =
/
2γ E 
π a 

(3) 

Irwin [20] generalized this approach by defining this condition in terms of the 
stress intensity factor, KI , and critical energy release rate, G: 

K 2 I 
E 

= Gcr (4) 

In the straightforward case presented, the quantities KI and G can be related to 
the previous equation as follows: 

KI = σ
√

πa, Gcr = 2γ (5) 

In the more general case, G may primarily depend on demands other than surface 
energy. KI can be defined as follows for a notch crack in uniaxial tension, where F 
is a term related to the geometry of the problem at hand: 

KI = Fσ
√

πa (6) 

For an arbitrarily shaped crack KI can be defined as the following limit, where the 
stress state surrounding the crack is defined by polar coordinates at the crack tip: 

KI = lim 
r→0 

√
2πr σyy(r, 0) (7) 

Contemporary design procedures for tensile fracture are built on finding critical 
values for KI (denoted as K IC) after which the energy criterion and unbounded 
crack propagation ensues (i.e. crack propagation occurs when KI > K IC). Note that, 
inherently, for KI to be a quantity of any value, the stress state at the crack tip must 
approach infinity, otherwise the limit evaluates to zero.
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The formulations above were developed assuming the faces of the crack separated 
normally as the crack extended—this corresponds to what is known as “Mode I” 
failure. The crack surfaces could also shear in and out of plane relative to one another, 
known as “Mode II” and “Mode III” failure, respectively. 

4.2 Previous Crack Geometry Assumptions in Compression 

Attempting to apply a similar procedure in compression requires some thought and 
assumptions. To begin with, what approach will be taken to model the geometry of 
a crack in uniaxial compression, noting that voids are the sources of tensile stress in 
this case? 

An admittedly crude means of conceptualizing crack growth originating from 
voids is to simply consider a crack growing from the top of a void to extend one of 
the ellipse’s axes—a 2D sketch of the concept is shown in Fig. 5. Wang and Shrive [9] 
employed this approach when investigating energy release rate variation with crack 
extension; Yuan et al. [21] also investigated fracture nucleation in compression from 
this perspective. 

The clear advantage of this approach is that it permits the use of the Sadowsky 
and Sternberg stress and associated displacement solutions to investigate the vari-
ation of stress and strain energy release with the extension of the idealized crack. 
Geometrically, this approach may provide broad characteristics of the global stress 
distribution and strain energy release as the nucleated crack reaches longer lengths— 
however, at shorter crack lengths the assumed geometry does not appear to be an ideal 
representation (see Fig. 5). In addition to the geometric shortcomings, KI cannot be 
utilized in this framework, preventing harmonization with tensile design procedures. 
The calculation of KI requires a stress field approaching infinity at the crack tip, 
so modelling a propagating crack as an ellipse (which produces a bounded tensile 
stress) negates the use of the KI concept. Yuan et al. [21] presented a KI formula-
tion within this framework but it did not achieve internal dimensional consistency.

Fig. 5 Observed and 
idealized crack propagation 
geometry as per Wang and 
Shrive [9] when investigating 
energy release rate 
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Nevertheless, this conception of crack propagation may give useful insight on strain 
energy release rate (as that depends less on local phenomena like the crack tip stress 
state), especially at later stages when the geometry of this approach more closely 
approaches expected observations. 

4.3 New Crack Geometry Assumptions in Compression 

Since the largest tensile stresses in uniaxial compression were found by far and 
away to occur at the surface of ellipsoidal voids (specifically, at P as labelled in 
Fig. 3), cracks ought to be considered to nucleate from the surfaces of these voids. 
Compression-parallel crack extension originating from ellipsoidal voids appears to 
take the form of planar cracks of negligible width propagating from a void, as shown 
in Fig. 6. To permit crack propagation along any radial line from the void, notches 
ought to be assumed to be radially distributed along the perimeter of a given void. A 
crack will propagate when the tensile stress at a radial position on the void surface 
satisfies energy requirements. 

This distribution of notch flaws around the perimeter of the void is crucial if 
application of the concepts from tension is sought. Note that KI as a metric will only 
work if the stress state at the tip of the flaw tends to infinity. At an ellipsoidal void, 
stresses do not tend to infinity—the tensile stresses in this case were evaluated to 
lie between 0.6 and 1 times the distant compressive stress [9]. The distribution of 
notched cracks around the perimeter of a void permits the use of KI and associated 
approaches developed for tensile fracture. 

Further, while we note three modes of crack extension can occur, it will be assumed 
that for crack extension within uniaxial compression, Mode I is the only relevant 
mode. 

This conception of crack propagation in uniaxial compression matches exper-
imental observations. Two particularly notable observations in the literature 
encourage the proposed idealization. Firstly, in typical compression cylinder testing 
of plain concrete, crack faces appear to separate only normally, not transversely. 
Secondly, Iskander and Shrive [22] tested a concrete specimen with a circular void 
cored through the depth, and obtained a planar crack originating from the top of the

Fig. 6 Idealization of crack 
propagation in uniaxial 
compression. In subsequent 
analysis, crack length, a, will 
be defined as shown in (ii) 
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circle, matching the proposed idealization. These observations would suggest that 
Mode I separation is indeed the dominant mode. 

While this idealization matches observation, at first sight it does not lend itself 
to well-understood analytical solutions. Simplification of the stress field evolution 
with crack growth and determination of KI would greatly benefit attempts to apply 
fracture mechanics principles to cases of uniaxial compression. 

4.4 Determining KI vs. Crack Length in Uniaxial 
Compression 

Iskander and Shrive [12] used the Cornell Fracture Group’s FRANC2D to create a 
2D, linear elastic, plane-strain finite-element model to investigate the evolution of 
stresses in the case where a line crack propagates from a 2D void in a field of uniaxial 
compression. A notch crack was explicitly seeded at the position of expected crack 
nucleation and propagation. A variety of shapes (circles, ellipses, and rhombuses of 
various sizes) were modelled. KI values were numerically determined as the hairline 
crack was propagated, and KI vs. crack length curves were plotted. Their results 
produced two particularly notable points: 

1. As shown in Fig. 7, the numerically computed KI values did not monotonically 
increase with crack length—in tension, KI increases monotonically with crack 
length (as evident from KI = σ

√
πa). This finding explains the possibility for 

stable crack propagation in compression as well as the unstable crack propaga-
tion observed in tension. In tension, reaching K IC for a particular applied stress 
guarantees KI > K IC for all further crack lengths—in compression, KI > K IC 

only over a finite range, after which the stress must be increased to make KI > 
K IC. 

2. The influence of size and shape on KI values was initially counter-intuitive. The 
KI vs. crack length curve under constant applied stress looked similar for almost 
all void shapes. However, peak KI values depended on the absolute size of the 
source void. Having noted earlier that the maximum tensile stress generated by a 
void is independent of absolute size [9], this relationship requires further explana-
tion. Further, applying Griffith-type a priori reasoning to determine critical void 
shapes yielded inaccurate results. Consider the two ellipses in Fig. 8. A Griffith-
type explanation would suggest ellipse (ii) would be critical, as the sharper end 
is oriented along the direction of expected crack propagation. However, ellipse 
(i) produced higher peak KI values.

The authors postulated that these facts could be reconciled by considering KI to 
primarily depend on the tensile stresses along the line of expected crack propagation. 
To test this concept, a 2D plane-strain finite-element model with boundary conditions, 
material properties, and loading identical to that of Iskander and Shrive [12] was  
developed in Abaqus. However, no notch cracks were included in the geometry. This 
model was used to perform a stress analysis on four of the voids included in their
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Fig. 7 KI as a function of crack length in the tension and compression. The difference in these 
curves explains the observation of stable crack propagation in compression 

Fig. 8 Two ellipses 
analysed by Iskander and 
Shrive in their parametric 
study of shape influence on 
compressive KI 
values—ellipse (i) produced 
a higher KI , contrary to 
Griffith-based intuition

parametric study—circles of 5 mm and 20 mm diameter, as well as the two ellipses 
shown in Fig. 8. KI values were calculated entirely by post-processing the stresses 
along the line of expected crack propagation (a vertical line from the top of the void). 
Crack length (a) was defined as shown in Fig. 6 (ii), and KI for a crack of a given length 
originating from the void was simply computed as KI = σ (a)

√
π a, where σ (a) was 

defined as the tensile stress at the position of the crack tip. Conceptually, KI along 
the notch crack propagating from the void was considered to evolve identically to KI
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as in the case of a notch in a field of uniaxial tension, but the “distant applied tension” 
in the equation was simply taken to be the stress along the line of propagation. 

As shown in Fig. 9, the  KI vs. crack length curve took an identical form via 
both approaches. Joint consideration of the terms whose product comprised the post-
processed KI value (σ(a) and

√
a), as shown in the right-hand side of Fig. 9, explains 

the shape of the obtained curve. The rate of change of the
√
a term is high at short 

crack lengths and low at larger values. Contrarily, in a uniaxial compressive stress 
field, σ (a) begins as a tensile value at the crack surface and immediately begins 
decreasing, approaching the distant compressive stress the further one travels from 
the void surface. If this rate of decrease is sharp (i.e. the stress changes from tensile to 
compressive across a short distance), the σ (a) term in the product will decrease faster 
than the

√
a term increases, and a low peak KI value will be obtained at a short crack 

length. However, if the rate of decrease of σ (a) is slow (i.e. the decrease happens over 
a large length), the product of σ (a) and

√
a will produce large values over a bigger 

range of crack lengths. This will yield a larger peak KI value at a comparatively long 
crack length. It is important to note that the

√
a term in the product will not vary 

with void geometry. Regardless of the geometry of the void, a will be defined the 
same way and

√
a will be computed identically. Conversely, the stress distribution, 

σ(a), will vary depending on void characteristics (shape and size). The behaviour 
and trends of KI should be completely characterized by σ(a). 

This approach explains the unintuitive results obtained regarding shape influence 
on KI . Firstly, while the maximum tensile stress is identical for two identically shaped 
voids regardless of absolute size, the radius of influence of the void increases with 
void size. The resulting effect is that the stress plot provided on the right in Fig. 9 
is stretched—higher tensile stress values are maintained over a larger range of crack 
lengths, allowing for higher overall KI values to be obtained at later crack lengths. 
This logic exactly matches the results Iskander and Shrive [12] obtained—for a 
constant shape, as absolute void size was increased, larger KI values were obtained, 
and the peak was observed at increasingly large crack lengths. 

Explanations considering the variation of σ(a) also straightforwardly address 
the dilemma presented in Fig. 8. The same stress analysis was conducted on two

Fig. 9 Left—KI vs. crack length for a notch crack propagating from a circular void 20 mm in 
diameter, via Iskander and Shrive’s approach and the proposed approach. Both approaches produce 
curves of the same family. Right—relative values of extracted tensile stress and crack tip terms in 
the product used to post-process KI 
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Fig. 10 σ (a) curves for ellipse (i) and (ii) from Fig. 8. Each ellipse had minor and major diameters 
of 10 mm and 20 mm, respectively. The low rate of change and consequent high values obtained 
from the curve for ellipse (i) explains the higher KI values produced by this shape 

ellipses, each 10 mm × 20 mm in diameter, but with one oriented parallel to the 
field of compression and one perpendicular to it. The tensile stresses along the line 
of expected crack propagation (a vertical line originating at the top of the void) were 
determined and plotted. A far lower rate of change in σ (a) was observed in ellipse 
(i) compared to ellipse (ii), as shown in Fig. 10. Since σ (a) for ellipse (i) maintains 
high values over a large range of crack lengths, a high peak KI value is obtained at a 
longer corresponding crack length. Conversely, the σ (a) term in ellipse (ii) rapidly 
decays, and high KI values are difficult to obtain. 

5 Conclusions and Areas of Future Work 

The use of fracture mechanics to explain the failure of brittle materials in compression 
as well as tension matches empirical observations of the underlying cause of brittle 
failure, regardless of the stress state—the development and propagation of cracks. 
Despite the associated difficulties, this approach presents an opportunity for a rational 
consideration of material behaviour in compression. To proceed with this approach, 
it was first necessary to determine relevant sources of tensile stress in a compressive 
stress field. It was determined that 2D or 3D voids (depending on desired solution 
dimension) are a universal and overwhelmingly dominant source of tensile stresses 
in compressed brittle materials. 

Having determined that tensile stresses originated from voids, it was found that 
the most sensible way to idealize crack propagation was to assume notches to be 
distributed along the perimeter of a given void. Crack propagation was considered 
as the extension of a notch crack located at the location of maximum tension at
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the void. It was then proposed that KI could be calculated by treating the propaga-
tion of perimeter notch cracks as depending primarily on the distribution of tensile 
stresses along the line of expected crack propagation. Not only was this concept veri-
fied against Iskander and Shrive’s simulation, the new perspective readily explained 
unintuitive results obtained from the parametric study. 

These encouraging results open up several areas of future work. Firstly, the factors 
resulting in the discrepancy of the far simplified post-processed KI values and the 
numerically obtained ones require further investigation—rational determination of 
the source of this discrepancy can provide a simple, theoretical means of determining 
KI vs. crack length curves in compression for any void size and shape. This would 
be a significant contribution to the literature. The investigation of energy release 
requirements in the context of the proposed framework is also a significant gap 
requiring further work. Investigation of the tenability of this approach in multi-axial 
stress conditions is also outstanding. The authors aim to develop these concepts more 
rigorously and hope to contribute to the development of a rational understanding of 
fracture in compressive stress states. 
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