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Preface

The edited book aims to bring together leading academic scientists, researchers,
and scholars to exchange and share their experiences and results on all aspects
of IoT and big data analytics. It also provides a premier interdisciplinary platform
for researchers, practitioners, and educators to present and discuss the most recent
innovations, trends, and concerns as well as practical challenges encountered and
solutions adopted in IoT and data analytics.

Ghaziabad, Uttar Pradesh, India Rohit Sharma
Incheon, Korea (Republic of) Gwanggil Jeon
Xi’An, China Yan Zhang
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Organization of the Book

The book is organized into 17 chapters. A brief description of each of the chapters
is as follows:

Chapter “Big Data in Cloud Today: A Comprehensive Survey” enunciates big
data’s importance, characteristics, and classification with relevant examples. It also
presents the tools and techniques used for processing of big data. In addition,
the concept, working, characteristics, and key features of cloud computing are
discussed. Ultimately, this chapter correlates the technologies – big data and cloud
computing – in the today’s scenario with a case study.

Chapter “Cloud of Things Platform for a Water Meter Network” analyzes and
modifies the IoT architecture for designing an autonomous and distributed IoT
module. The module enabledM2M (machine-to-machine) communication to reduce
the problem and add scalability to IoT devices. The designed module can be built
on IoT devices to directly connect with the network through Ethernet or Wi-Fi and
provide an interface to the user (cloud server, person, device) to communicate with
each other.

Chapter “Online Newspaper Development within the Internet of Things Environ-
ment: The Role of Computer-Mediated Communication” includes a social approach
to developing online newspapers within IOT environment and discusses how CMC
plays a significant role in online journalism. CMC in journalism also enables the
readers to put their thoughts and views in comments under the provided section of
online newspapers. Communication within IOT environmental online newspapers
has three inherent characteristics.

Chapter “FATS (Fuzzy Authentication to Provide Trust-Based Security) in
VANET to Mitigate Black Hole Attack”, In this chapter, Fuzzy Authentication is
used to provide trust-based Security to find a Black Hole node and block the node
from communication. FATS system uses Trust factor as the significant parameter
to estimate a genuine node from a malicious node. The simulation is carried out
in MATLAB for parameter estimation and implemented using Network Simulator
2.28 software.

Chapter “AI-Based Chatbot Agents as Drivers of Purchase Intentions: An
Interdisciplinary Study” aims to determine the impact of chatbots on customers’

vii
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viii Organization of the Book

purchase intentions. An empirical study was carried out on the impact of chat-
bot agent’s informational support, emotional credibility, and trust on purchasing
intentions. The data was collected through an online survey from 223 Delhi-NCR
customers who use chatbots while making online purchases. PLS-SEM was used
to analyze the data that was collected. The results of structural equation modelling
(SEM) showed a significant impact of informational support, emotional credibility,
and trust of chatbots on purchase intentions of customers.

Chapter “An Intelligent Model for Identifying Fluctuations in the Stock Market
and Predicting Investment Policies with Guaranteed Returns” analyzes the current
and market tendencies’ shortcomings and constructs a time-series version for
mitigating most of them by imposing more efficient algorithms. An expert machine
is proposed to predict the marketplace risk’s uncertainty and the assured return
amount. Fuzzy Inference is deployed to deal with the uncertainty and make a
prediction for the same.

Chapter “Sandwiched Metasurface Antenna for Small Spacecrafts in IoT Infras-
tructure” the main targets of this study is the use of an optimized sandwiched
metasurface for increasing return loss and peak gain of the proposed antenna at
the X-band. Moreover, the sandwiched metasurface is used for minimizing levels
of generated back lobes and so interferences with electronic components inside the
spacecraft box.

Chapter “Development of Laser-Beam Cutting-Edge Technology and IOT-Based
Race Car Lapse Time Computational System” proposes a system that uses a laser
beam transmitter and receiver to detect laps crossing. The ATMEGA 328 controller
continuously triggers the laser transceiver. This system provides the solution for the
time delay in lapse calculation for racing. The detection of the vehicle is based on
beam cutting.

Chapter “A Study of Cloud-Based Solution for Data Analytics” studies the
provisioning and usage of the cloud-based architecture of AWS and GCP for
building a data analytics platform. With the introduction of big data technologies,
cloud computing, and different types of data analytics technique, it now became
easier to combine real world data and data generated from scientific experiments to
extract meaningful insights and use them in real-world scenarios.

Chapter “An Intelligent Model for Optimizing Sparsity Problem Toward Movie
Recommendation Paradigm Using Machine Learning” proposes a system that uses
a laser beam transmitter and receiver to detect laps crossing. The ATMEGA 328
controller continuously triggers the laser transceiver. This system provides the
solution for time delay in lapse calculation for racing. The detection of the vehicle
is based on beam cutting.

Chapter “Techniques to Identify Image Objects Under Adverse Environmental
Conditions: A Systematic Literature Review” references all the research articles
published between 2011 and 2022 in various IEEE Xplore, ScienceDirect confer-
ences, and journals for the systematic review on identifying different objects from
images and videos taken in adverse environmental conditions. We used different
tags and keywords to search papers about the topic under study.
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Organization of the Book ix

Chapter “Technology-Enhanced Teaching and Learning During the COVID-
19 Pandemic Using IoT Infrastructure” reviews learning during the COVID-19
pandemic-related studies and perspectives on technology-assisted language teaching
and learning to make recommendations for administrators, teachers, and learners.
It first reviews current perspectives on technology-assisted teaching and learning.
Then, it critically examines second language acquisition theories aligning with
computer-mediated communication.

Chapter “The Symbiotic Relation of IoT and AI for Applications in Various
Domains: Trends and Future Directions” aims to showcase the current trend of IoT
with artificial intelligence and future directions. Many domains have been analyzed
and showcased in the tabular format where the methodology advantages and future
scope with respect with AI-assisted IoT technologies are identified.

Chapter “Text Summarization for Big Data Analytics: A Comprehensive Review
of GPT 2 and BERT Approaches” looks at extensive data methodologies and
methods such as Bidirectional Encoder Representations (BERT) and Generative
Pre-trained Transformer 2 (GPT 2) transformers for multi-document summarization.
In transformers, the BERT and GPT 2 models in-text summarization give very close
results in terms of accuracy, and they need to be compared to give a model that
performs better.

Chapter “Leveraging Secured E-Voting Using Decentralized Blockchain Tech-
nology” provides detailed information on the blockchain concept, features, and
types. The chapter also discusses a few major consensus algorithms frequently
utilized in different blockchain networks. Further, the major challenges faced
by existing voting methodologies are addressed and the chapter explains how
integrating the e-voting systems with blockchain technology can help overcome
most of these challenges.

Chapter “Multilayer Security and Privacy Provision in Internet of Things Net-
works: Challenges and Future Trends” demonstrates security challenges and coun-
termeasures. Moreover, the chapter also gives the existing security models and
solutions. The chapter concludes with future trends in IoT.

Chapter “A Methodology for the Development of Soft Sensors with Kafka-ML”
presents a methodology to support soft sensor development based on Kafka-ML, an
open-source framework to manage ML pipelines. Kafka-ML will allow researchers
to develop, train, and validate ML models, and visualize real-time predictions using
streaming data.

Key Features

• This book will help generate interest in new trends in low-voltage circuit design
for IoT applications.

• This book addresses the challenges in designing low power architectures for IoT
applications.
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x Organization of the Book

• This book provides a comparative analysis of different techniques used for
designing low power architectures.

• This book contains an analysis of different low power architectures.
• This book provides a practical understanding of the uses of semantic technology

in designing, so the readers can improve their strengths in making better
decisions.



About the Book

This book focuses on the use of the Internet of Things (IoT) and big data in business
intelligence, data management, Hadoop, machine learning, cloud, smart cities, etc.
IoT and big data emerged from the early 2000’s data boom, driven forward by many
of the early Internet and technology companies. The Internet of Things (IoT) is an
interconnection of several devices, networks, technologies, and human resources
to achieve a common goal. A variety of IoT-based applications being used in
different sectors have succeeded in providing huge benefits to users. The generation
of big data by IoT has ruptured the existing data processing capacity of IoT and
recommends adopting data analytics to strengthen solutions. The success of IoT
depends upon the influential association of big data analytics. New technologies
like search engines, mobile devices, and industrial machines provided as much data
as companies could handle—and the scale continues to grow. In a study by IDC,
the Market Intelligence firm estimated that global data production would grow 10x
between 2015 and 2020. So, the proposed book will cover all the aspects discussed
in the field above.
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Big Data in Cloud Today: A 
Comprehensive Survey 

K. Umapathy, S. Omkumar, S. Chandramohan, D. Muthukumaran, 
and Wasana Boonsong 

1 Introduction 

Big data refers to a great collection of data which cannot be stored or processed 
by any means of data storage or processing units at traditional level. It is produced 
at a larger scale and employed by various companies for processing and analyzing 
in view of improving their business activities [1]. Moreover, it is also meant for 
uncovering the insights relevant to those companies. Big data is a blend of organized 
and unorganized data collected by various organizations, meant for mining and used 
for applications such as predictive modeling, projects relevant of machine learning, 
and data analytics. As a typical example, the application of amazon – “Elastic 
Map Reduce” – illustrates how the power of cloud elastic computers is employed 
for the processing of big data [2]. Cloud is a blend of servers with each server 
having a unique function. It is not a physical entity, but a very wide network that 
comprises remote servers all over the world. These servers are integrated together 
in order to operate as a single entity. They are meant to store and manage data, 
execute applications, and provide services such as video streaming, electronic e-
mail, and software for productivity. Data or information can be accessed anywhere 
from online rather than retrieving from the local computing system. Hence, cloud 
computing can be referred to as utility computing or on-demand computing [3]. 
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2 K. Umapathy et al.

Fig. 1 V’s of big data 

2 Characteristics of Big Data 

Data management architectures in various companies include systems to process 
and manage big data integrated with relevant tools for analytics. Figure 1 shows the 
various types of V’s connected with big data [4]. Big data is usually characterized 
by the following three V’s:

• Large volume of data in many environments
• Wide variety of data types stored in big data systems
• Velocity at which data is produced, collected, and processed 

The above three characteristics were resolved in the year 2001 by Doug Lancy, 
an analyst who belonged to a consulting company – Meta Group Incorporation. 
Recently, in addition to the existing V’s, other V’s were included to explain big data 
[5]. 

Figure 2 shows the six V’s of big data. There is no specific volume to equate with 
big data but applications generally involve terabytes, petabytes, and even exabytes 
of data generated and collected with respect to time. Big data is a blend of organized 
and unorganized data collected by various institutions and is subject to mining for 
information [6].

• Organized data such as documents and transactions linked with finance
• Unorganized data such as text, records, and multimedia files
• Semi-structured data such as web logs and data streaming 

Hence big data is voluminous and more complex sets of data especially from new 
sources of data. The voluminous of data makes it very difficult for processing using 
suitable traditional software. But big data can be employed to sort out problems in 
business which would have been not possible in the past earlier [7]. Figure 3 shows 
the five key characteristics of big data.
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Fig. 2 Six V’s of big data 

Fig. 3 Five characteristics of 
big data 

3 Classification of Big Data 

Big data is classified into the following types:

• Analysis type: The type in which data is analyzed either in real time or processed 
in batch. Typical examples for real time and batch process are fraud detection in 
banking and strategic decisions in business, respectively.

• Processing methodology: The business requirements have to decide the method-
ology for processing of data – either predictive or ad-hoc in nature.

• Data frequency: Indicates the frequency of data being ingested and arrived. The 
nature of data shall be either continuous or time dependent.

• Data type: Indicates the stream of data – transactions, history, or real time.
• Data format: The type of format used for data –structured, unstructured, or semi-

structured. The format type decides the type of data for storage and processing.
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• Data source: The source of data – media, machines, and/or human beings.
• Data consumers: The relevant consumers and applications integrated with pro-

cessed data 

4 Importance of Big Data 

Various organizations use big data to enhance typical operations, provide good 
customer services, generate sales strategies, and implement other activities for 
increasing profit. The business activities with and without application of big data 
matter a lot for taking faster and better decisions in business [8]. Activities such as 
sales, advertising, and production can be refined appropriately by the companies if 
big data is handled properly. Hence, handling of big data gives a clear insight for the 
customers by which customer engagement and rate of conversion can be enhanced 
easily. In this context, both real time and traditional data can be subject to analysis. 
Medical professionals also use employ big data for identifying health complications 
and risk factors, making a diagnosis, and establishing the medical history of patients. 
Moreover, the data available from various sources of media and internet will guide 
them appropriately regarding infections of diseases and pandemic. The following 
are some typical illustrations for employment of big data by certain organizations.

• Identification of the locations of potential drilling and operations of pipeline by 
oil manufacturing companies

• Management of risks and real-time computation of data by financial companies
• Management of supply and demand chains with appropriated routes of delivery 

by transportation and cargo companies
• Other applications or services such as prevention of crime, initiatives for smart 

city, and fulfilment of any response on demand. 

The following are the list of activities connected with business ranging from 
consumer experience to statistical analytics:

• Development of products
• Maintenance of predictive services
• Experience of the customers
• Machine learning
• Efficiency in operations
• Innovative activities 

Big data provides an opportunity for all business models, which includes the 
following vital actions:

• Integrate
• Manage
• Analyze
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Fig. 4 Services of big data 

Fig. 5 Examples of big data 

5 Examples for Big Data 

Figure 4 shows the services of big data – data sources, ingest, storage, processing, 
and servicing. Big data comes from different forms of sources. The typical 
illustrations are processing systems, databases of consumers, files, electronic mails, 
medical histories, etc. [9]. It also comprises data generated from log files of server 
and from sensors connected with manufacturing and industrial equipments and IoT 
devices. Figure 5 shows the various examples for big data usage. 

Apart from the availability of internal data from the concerned systems, the 
environments of big data also include external information from consumers, 
open markets, traffic conditions, weather conditions, information connected with 
geographical locations, research, etc. The different forms of big data are images, 
videos, audios, and various applications that represent streaming to data subject to 
processing and collection on a regular arrangement [10]. 

6 Tools and Techniques 

The big data applications include various tools and methodologies for processing 
and analysis of the data. Table 1 shows few relevant tools and techniques [11]. 

Table 1 shows that Hadoop Map Reduce is a technique for distributed processing 
framework, which is meant for preparing applications that handle huge volume of 
data with hardware resources in an efficient way with minimum number of errors. 
The task of Map Reduce work is to decompose the given information into small 
pieces which are handled by it in parallel manner. The values resulting from these 
mapping by the above framework are provided as inputs for the reduction of tasks.
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Table 1 Tools and techniques used for Big Data 

Tools/techniques Description Developed by Written in 

HDFS Reliable storage of data Google Java 
Map reduce Framework for distributed processing Google Java 
YARN Framework for resource management Apache Java 
Spark Parallelism of data Berkeley Scala 
Pig Framework for Pig Latin Yahoo Java 

Fig. 6 Data processing 

There is storage in the file system for preserving both the inputs and outputs. 
Scheduling of tasks, tracking, and executing of unsuccessful tasks are managed by 
the framework [12]. 

HDFS is another technique that covers all the nodes in the form of cluster for the 
purpose of storing data. It integrates all file systems of the network connected with 
local nodes to construct a larger system of file. This tool enhances the reliability 
by duplicating the data across various relevant sources for overcoming failures in 
nodes. 

7 Big Data Analytics and Its Benefits 

Big data analytics is one among the analytic techniques at advanced level for 
diversifying great volume of big data in terms of sets, which involve both organized 
and unorganized forms of data from various sources in different sizes ranging 
from terabytes to zettabytes [13]. The following are the advantages of Big Data 
Analytics:

• Speeder and comparatively better decision-making
• Economical and efficient in operation
• Enhanced driving of data with respect to market (Fig. 6)
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Fig. 7 Concept of cloud computing 

8 Cloud Computing 

A cloud can belong to either private or public party. A cloud in public provides 
services to the concerned with the help of internet. A cloud in private is an owned 
data center of a person, which provides hosted services to certain people with 
specific settings of permissions. However, the objective of cloud computing is to 
give easy means of access to specific resources of computing and services of IT [14, 
21]. Figure 7 shows the concept of cloud computing. 

9 Working of Cloud Computing 

The concept of front end comprises client device usage, type of browsing software, 
and applications connected with cloud software. The concept of back end comprises 
databases and server computers that operate as repository for storage of data used 
by the front end. A server at the center manages the communication between the 
front and back ends of cloud computing. This server depends on certain protocols 
to implement the data exchange [15, 22]. It employs both software and middleware 
to establish connection between various devices and servers in the cloud. Figure 8 
shows the features and characteristics of cloud. 

Cloud computing mainly depends on the virtual concept and technologies of 
automation. By the concept of virtualization, customers can access services of cloud
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Fig. 8 Cloud features and 
characteristics 

Fig. 9 Key features of a public cloud 

and utilize them appropriately. The customers can access the relevant resources, 
integrate services, and employ workloads without any sort of disturbance from the 
IT staff of cloud provider [16, 23]. Figure 9 shows the key features of a public cloud. 
The following are the characteristics and benefits of cloud computing.

• Reliability
• Flexibility
• Reduction of cost
• Global deployment in shorter time
• Payment based on usage
• Resilience in workload
• Provision of self services
• Broad Access in Network
• Pooling of available resources
• Management of cost toward essential services
• Mobility in data and job
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Fig. 10 Service categories of cloud computing 

Disadvantages of Cloud Computing 
The following are the demerits of cloud computing:

• No Security in the cloud
• Unpredictability in cost factor
• No expertise in specific domain
• Mismatch of governance in IT
• Non-compliance with laws in the industry
• Cloud management is hard to implement as every cloud is unique
• No optimum performance in cloud
• Hard to construct a private cloud
• Migration in cloud 

Cloud Computing Versus Traditional Web Hosting 
The characteristics of a cloud are totally different from that of traditional web 
hosting for the following reasons: 

1. Huge volume of power computing can be accessed by the consumers on the basis 
of demand. Hence, it is sold at that particular minute or hour of demand. 

2. It is totally flexible – service is provided to the users as much as they want with 
respect to capacity and time interval. 

3. Management of all services will be done by the provider completely except for 
a computing system and internet connectivity. The interest in cloud computing 
increased due to better innovations in computing and virtualization. 

Cloud Service Providers 
Figure 10 shows the service categories of cloud computing. There is no shortage 
of providers in the market of cloud computing. Figure 11 shows the major service 
providers in this field. Following are the companies who are experts the industry:

• Amazon Web Services (AWS)
• Google Cloud Projects (GCP)
• Microsoft Azure
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Fig. 11 Cloud service providers 

The list of other companies who excel in cloud computing are as follows:

• Apple
• Citrix
• IBM
• Salesforce
• Alibaba
• Oracle
• VMware
• SAP
• Joyent
• Rackspace 

Factors Influencing Companies to Become Cloud Computing Providers
• Money factor: Most of the large datacenters used to buy hardware, bandwidth 

of network, and computing power for one-fifth of the cost provided to middle-
level datacenter [17]. Moreover, the money spent for the development of software 
and deployment can be extended to any number of computers. Hence, there is a 
possibility for a large company to make a huge profit with less investment spent 
as such for that of a small company.

• Existing investment: If the services of a cloud computing are concatenated to the 
existing network, then it will provide a stream of revenue system with less cost 
and investments. The web techniques prepared by Amazon are well applicable 
for the internal operations of Amazon.

• Defend a franchise: Since the server and applications at traditional level are able 
to embrace the technique of cloud computing, vendors having interest in building 
franchise will be encouraged to provide the choice of cloud. As a typical example, 
Microsoft Azure gives a migrating way for the existing users to cope with a cloud 
environment [18, 24].

• Attack an incumbent: If a company has sufficient resources and proper datacenter, 
it may be able to build a path for deployment of cloud leading to automation with 
respect to features in scalability and balancing of load.

• Customer relationships: The relationship with the customers can be build by 
providing service in the name of branded cloud computing which leads to totally 
free pathway for both the companies and the customers.



Big Data in Cloud Today: A Comprehensive Survey 11

Fig. 12 Big data in the cloud 

• Become a platform: If the application like plug-in facility is introduced by a 
company, then that company will become a good provider in cloud. 

Typical Successful Example 
The web service provided by Amazon known as Elastic Compute Cloud (EC2) 
markets ISA “slices” at a frequency of 1 GHz for 10 cents per hour, and new 
additions can be done within a time period of 2 minutes. Amazon’s Scalable Storage 
Service (S3) costs about $0.12 to $0.15 per gigabyte per month to send data in and 
out of AWS over the Internet [19, 25, 26]. If many instances are multiplexed with 
a single box, then lot of profit can be earned without any interference among the 
customers. Three factors are essential for an organization to become a provider in 
cloud computing – minimum investments on data centre, software infrastructure, 
and operational cost (Fig. 12). 

Big Data and Cloud Computing Relationship 
Both the techniques – big data and cloud computing – have their own unique 
advantages. Many companies across the globe are planning to integrate these two 
methodologies for earning huge profit in their business. Their objective is to improve 
the income of the company, thereby reducing the cost of investment in parallel. 
Cloud and big data help them in the management of software and decision-making, 
respectively. Big data is concerned with collection, storage, and processing of huge 
data either in organized or in unorganized manner. The five aspects of big data are 
already described under Sect. 2 And are as follows:

• Volume – amount of data
• Variety – types of data
• Velocity – rate at which data flows
• Value – depends upon the content of data
• Veracity – confidentiality present in data
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Fig. 13 Corrleation between 
big data and cloud computing 

Figure 13 shows the correlation between big data and cloud computing. Cloud 
computing provides services based on the concept of paying capacity of the 
customers, which provides three types of services and are as follows.

• Infrastructure as a Service (IAAS) 

This service provides the infrastructure on an entire basis in parallel with tasks 
related with maintenance.

• Platform as a Service (PAAS) 

This service provides a set of resources like storage of objects, execution time, 
process of queuing, databases, etc. The consumer is totally responsible for the 
configuration and implementation of connected tasks.

• Software as a Service (SAAS) 

This service provides a list of essential settings against the platform and 
infrastructure. 

Figure 14 shows the architecture of big data, cloud computing, and data analytics. 
Hence from the above explanation, it is seen that cloud can be thought of “As-a-
Service” indication by which challenges are abstracted by means of flexible services 
[20, 27, 28]. Big data also satisfies the same requirement but the end customers 
abstract the processing of huge data in a distributed manner. The following are the 
various advantages of big data analysis with respect to cloud:

• Improved analysis: The analysis of big data has got better with the integration 
of cloud. Hence most of the organizations show interest to analyze big data with 
respect to cloud. Additionally, cloud helps to concatenate the data from various 
types of sources.

• Simplified infrastructure: The analysis of big data is a good task on the part of 
infrastructure since the data arrives in huge level with changing speed. Since the 
infrastructure provided by the cloud is flexible, it is very easier to handle any sort 
of workloads with appropriate scaling.

• Lowering the cost: These two techniques reduce weightage of ownership by 
providing appropriate values to the companies. Cloud enables customers to 
process big data without the need for larger resources. Hence these techniques 
help the companies to reduce the cost factor for their objectives and add values 
to them.
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Fig. 14 Architecture of big data, cloud computing, and data analytics 

• Security and privacy: The security of data is a major concern while connecting 
with data of an enterprise. The security will become a bothering factor if any 
application is executed in the platform of cloud because of its open access. 
Solutions of big data like hadoop employ services of a third party and its 
relevant infrastructure. These days, solutions for private cloud are available with 
flexibility and extendibility. In addition, processing of data is done in a distributed 
and scalable manner. 

Generally, there will be a common location called cloud storage server used 
to store and process the data of cloud. The service agreement has to be signed 
by the service provider then after identifying the cloud server for gaining the 
confidence. If it is needed, the level of security will also be leveraged by the service 
provider. Following are the rules connected with the agreement of service for data 
protection:

• Big data protection from threats
• Maintenance of storage and data 

The following issues are covered by the factor of security in big data with the aid 
of cloud computing:

• Data
• Capacity
• Scalability
• Security
• Privacy
• Storage and growth of data
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Fig. 15 Logo of redBus 

The analytics in big data is employed to identify and avoid online threats and 
hackers. 

Case Study 
redBus is an online travel agency and is widely used in India for booking tickets. 
In order to enhance the booking system and to increase its sales, redBus decided 
to employ infrastructure of Google data. One such application is Google BigQuery. 
This application is meant for handling huge amounts of booking and data within a 
short span of time. By this application, consistent streaming of data is available with 
respect to location of customers, information about seats, and booking. These data 
will be centralized in a common place. This data shall be provided to BigQuery for 
answering any sort of queries within seconds. Figure 15 shows the logo of redBus. 

This complete arrangement of big data integrated with cloud helps redBus 
application to identify the glitches in a speedy manner and reduce the marketing 
losses, thereby enhancing customer service. 

10 Conclusion 

The integration of big data and cloud computing is a perfect choice to improve the 
efficiencies of organizations. Even though certain constraints like storage of data 
and accession in open environment do persist, they are negligible when compared 
to net benefits provided by this blend of big data and cloud computing. Management 
of data in cloud-based environment will help companies to integrate both master and 
big data in all respects. This chapter clearly presents the importance, characteristics, 
and classification of big data with appropriate examples. It also explains the tools 
and techniques used for the processing of big data. Moreover, the concept, working, 
characteristics, and key features of cloud computing are discussed in a detailed 
manner. Ultimately, this chapter correlates both the technologies – big data and 
cloud computing – in today’s scenario with a case study. Both the techniques 
significantly modified the path, in which companies handle their data and promote 
it for their business activities. Additionally, these techniques improve the success
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rate of a business by enhancing the big data analysis and the process of decision-
making. The future is going to be brighter if there is appropriate development in 
these technologies. 
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Cloud of Things Platform for a Water 
Meter Network 

Biswaranjan Bhola, Raghvendra Kumar, and Ahmed Alkhayyat 

1 Introduction 

With the steep rise in the population on Earth, there is an exponential decline in 
the availability of essential commodities such as electricity, water, and food. For 
the proper management and maintenance of essential things, different types of 
devices have been designed. In order to maintain all the devices properly and gather 
information and facts to generate knowledge so that the devices are interconnected 
with each other is called the Internet of Things (IoT). The implementation of 
systems such as traffic management on the roads, medical services, streetlight 
systems, and educational systems should be managed in a systematic manner. Some 
examples of contributions of the IoT system to the technical world are described in 
the following. Home appliances are monitored by the IoT system to avoid the abuse 
of electricity [1]. When people are absent from home, this technology can be used 
to monitor and provide security to the home [2]. It can also be used for monitoring 
and controlling the office [3]. In medical services, the IoT is used to provide patients 
with a better service as well as to warn the management regarding fire and leakage of 
different gases, which are harmful to patients [4]. Using the IoT, traffic systems and 
street lights can be controlled efficiently in localized urban areas [5–7]. It can also 
be applied for monitoring water distribution in a centralized manner in townships 
[8]. In agriculture, the system is in use for providing video surveillance over the land 
and for operating the machinery remotely [9]. 
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Fig. 1 Traditional internet of things (IoT) architecture 

To develop the IoT, different types of communication technologies are used, 
such as the Global System for Mobile Communications (GSM), Bluetooth, Zigbee, 
etc. [10]. Here, we analyze the architecture of the traditional IoT system. Figure 1 
describes the architecture of the IoT system. In this system, the main components 
of the IoT architecture are: 

• IoT Hub 
• Sensors 
• Switch 
• Smart Device 
• Connectivity 

IoT Hub 
The IoT hub is an interface between the Internet and the Controlling and Monitoring 
Components (CMCs). The user monitors the CMCs using the Internet and an IoT 
hub. The IoT hub controls and monitors CMC components such as sensors and 
switches. Moreover, it uses a separate network to communicate with sensors and 
switches present within a CMC. 

Sensors 
Using sensors, the IoT hub detects the location of a particular place. For example, a 
gas sensor is used to identify the leakage of gas. 

Switch 
Using a switch, the IoT hub switches the electrical and electronics components on 
or off.
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Smart Device 
Using a smart device (Android-based mobile phone, computer) end users com-
municate with the IoT hub through the internet to monitor and control the device 
remotely. 

Connectivity 
The Internet is the public network through which a user’s smart device can 
communicate with the IoT hub present in any part of the world. 

The discovery of the IoT has been exceptionally beneficial to human lives. For 
instance, the IoT facilitates Machine to Machine (M2M) communication. Owing 
to M2M, physical devices can stay connected. With the introduction of the IoT, 
physical devices are connected digitally within a wireless infrastructure. Without 
much human interaction, devices can communicate seamlessly, which leads to more 
automation. Generating a variety of information through IoT-enabled devices assists 
in making better decisions. Another major advantage of the IoT is in monitoring the 
environment. This monitoring capability helps to make our lives easier. For instance, 
air-quality monitoring, milk-density monitoring, gas-leakage monitoring, an IoT 
monitoring system can improve safety. Moreover, the development and innovation 
of the IoT play a key role in the continuously changing lifestyle of modern society. 
In other words, the amount of time saved by this technology is huge. 

Although it has many advantages, the IoT still faces a variety of challenges. To 
utilize its fullest potential, it is essential to solve some grave issues. For instance, 
there is no standard of compatibility for monitoring the devices. The compatibility 
issue is obvious because devices from different manufacturing companies are being 
interconnected. The risk of losing privacy and security is always high in the IoT 
system. Moreover, existing IoT architecture is more complex. Although a lot of 
research is going on, it is still in its infancy. Hence, in this article we have proposed 
a new modified IoT architecture, which has certain advantages over the existing 
system. Some of the advantages of the proposed system are described below. 

• Low maintenance cost 
• Network independence 
• Architecture independence 
• Scalability 

The prime contributions of this paper are highlighted as follows. 

• With the idea of an IoT-hubless infrastructure, a novel architecture has been 
explored. By doing so, this work introduces the concept of a smart switch 
module. It first verifies the user, then it switches on the device and sends 
information to the user. 

• This work also introduces another smart module called a smart sensor. The smart 
sensor reads the environmental information, and sends information to the smart 
switch and user for the necessary action. 

• Further, the proposed architecture has been tested within a physical test-bed.
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This article is further described in the following order. The next section discusses 
the methodology of components, followed by the working structure, results, and 
conclusion. 

2 Related Work and Problem Motivation 

This section focuses on the present success and challenges of the IoT. Moreover, we 
discuss a few challenges of the existing IoT system and the problem motivation for 
our research background. 

2.1 Related Work 

According to a survey, trillions of devices have converted to the IoT, which indicates 
the popularity of the IoT. However, certain limitations exist in the traditional system. 
In Yakoub et al. [11], the authors have stated that the increased requirement of 
the IoT formed a complex network structure, which is caused by the creation of 
various kinds of problems such as inter-operability, flexibility, scalability, energy 
efficiency, and security. For example, owing to the increased population, motor 
vehicles, and industries, the pollution of the cities is increasing day by day. To 
monitor the pollution, Kaur et al. proposed an IoT architecture named green IoT 
architecture [12]. To improve the efficiency of above-mentioned architecture needs 
a distributed platform. 

Chien et al. [13] proposed an IoT architecture in which the sensors and actuators 
of devices are interconnected with each other using private networks and the 
Internet. Each device uses its own network, which is heterogeneous in nature, and 
every sensor also has a different technology. An improvised architecture is essential 
for handling interoperability and heterogeneity in a seamless way. In [14], the 
authors used a Software-Defined Network (SDN) to secure IoT devices. However, 
it does not meet the other inherent challenges. Table 1 discusses a few important 
forms of IoT architecture used in the literature. From the above literature survey, 
we observed that the IoT hub is an essential part of the architecture, which may 
lead to high maintenance cost, network, and architecture dependency. However, 
in the proposed architecture, the smart switch and the smart sensor have been 
introduced, which connect directly to the network. This architecture can pave the 
way for various challenges faced by the current IoT system. The methodology 
and experimentations are discussed in the following chapters. It is an integrational 
physical, computational, and electronic environment. Liu et al. describe the same 
concept in the form of a Cyber Physical System (CPS) [15]. An organization such as 
the European Telecommunications Standards InstituteETSI explains it as an M2M
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Table 1 Existing IoT architecture 

References Year Short analysis 

[17] 2008 A four-layer architecture for the IoT system. The lower layer consists of 
an electronic controller to connect with the sensor and relay and 
contains the control information. The second layer contains the 
executable program. The third layer is the interface with higher-level 
languages and the task- and actor-oriented level is present in the fourth 
layer 

[18] 2008 A prototype architecture defined by Tan et al. that in the physical 
architecture of an embedded system in lower layer the outer 
environment information is sensed by the sensor in the form of a 
electrical signal and the control system converts it into the high-level 
information that is required by the user or operational system 

[19] 2015 To access the physical world through the IoT is dependent on the 
control network connected with sensors and actuators 

[14] 2016 The IoT devices can be secured using advanced IoT security 
architecture, which supports Software-Defined Network (SDN) 
architecture 

[20] 2017 To make the IoT device comparable and light weight it should be 
scalable. The proposed architecture solves the scalable problem created 
in the IoT device 

[21] 2017 IoT resources can be properly managed using multiagent distributed 
architecture. But the shortcoming of this idea is that each agent is an 
independent module. If there is any dependency this type of architecture 
may not function properly 

[12] 2018 To monitor the pollution, green IoT architecture has been proposed. To 
improve the efficiency of this type of architecture, it should be 
converted to a distributed platform, which can be solved using the 
proposed architecture 

[22] 2018 Much research work has been done on architecture and the protocol of 
the IoT, but some problems remain 

[13] 2019 Each IoT device uses its own network and Internet technology, which is 
heterogeneous is nature. Every sensor also uses different technology 

[23] 2020 The shortcoming of this work is that it communicates with the user 
using a GSM module through SMS communication. Hence, the user 
only knows the device information by using SMS, and there is a 
maximum than can be communicated with the 24 sensors, because the 
controller has only 24 I/O ports 

[24] 2020 A revised architecture is presented to add scalability and dynamism 
through the application layer 

communication system [16]. Hence, in such a type of ambiguous scenario the real 
fact that is discussed by most technical reports is that physical objects around the 
world try to communicate with others using a common virtual platform to improve 
the performance and take decisions on a real-time basis or for the future called the 
IoT platform.
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Fig. 2 Functional unit of the IoT 

2.2 IoT Paradigm 

The survey by Tran-Dang et al. [25] defines the services of the IoT into four 
categories: 

1. Things Oriented (physical and virtual entities are the focus) 
2. Internet Oriented (development of an IP-based network that enables the things) 
3. Semantic Oriented (handles a huge amount of data in communication) 
4. Service Oriented (developing the IoT intelligent service and application based on 

the above three perspectives) 

and all the services are processed using four functional units explained in the Fig. 2. 
In the above, all the pi-nodes are the end-to-end and intermediate components 

such as the control unit, edge server, cloud server, client smart devices, etc. pi-
containers are the data packets, which are transmitted and the pi-movers are the 
technology that describes how pi-containers are transmitted from one pi-node to 
another pi-node. pi-protocols explain which protocols (http, tcp/ip, oli, etc.) are 
used for communication. One computing platform has been designed by Kondo 
et al. for dynamic module (pi-nodes) configuration for the IoT [26]. Ranganathan 
et al. explain the data communication in the IoT and an SDN switch, which can 
reduce the distributed denial of service attack. Using the proposed architecture and 
implemented module the above-mentioned things can be achieved and some of the 
problems defined below can be minimized. 

2.3 Problem Motivation 

In the present IoT system, to communicate between end users and sensors or 
switches to dissimilar networks (e.g., the Internet, an IoT hub network) two basic 
intermediate heterogeneous application layers are used. One is an Internet web
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server and the other an IoT hub. However, certain limitations persist in this type 
of architecture, which are listed below. 

• High maintenance cost 
• Network dependency 
• Architecture dependent 
• Unscalable 

Hence, considering the above limitations, in this article, we propose a novel 
architecture, in which the switches and the sensors are directly connected to the 
Internet. In turn, the intermediate layer, i.e., the IoT hub, is not required. These are 
the main motivations for this work. 

3 Proposed IoT Architecture 

In this section, we describe the system model and functionality of the proposed 
scheme followed by analysis. 

3.1 System Model 

In the present IoT system Fig. 1, the switches (also called Relay) are used to switch 
the devices on and off. The sensors are used to read the current environmental 
information of a particular location. In this system we cannot directly access the 
switches or sensors. They can be accessed through the IoT hub. Hence, switches and 
sensors are tightly coupled with the IoT hub. Such tight coupling makes it difficult 
to add new sensors or switches to the IoT hub. The IoT hub will be reprogrammed 
to add new sensors or switches. Figure 3 describes the architecture of the proposed 
IoT system The proposed smart switch or smart sensor can be used to design any 
IoT application. Let, in an IoT system . I there be n smart switches and n smart 
sensors. It can directly connect through the network, either using Wi-Fi or Ethernet. 
Each smart switch or sensor can be configured with one IP address, which is used 
to identify it in the network uniquely. Figure 4 describes the architecture of a smart 
switch, and Fig. 5 describes the architecture of a smart sensor. 

3.2 Methodology 

The traditional switch is a passive component in the IoT. It connects to the IoT hub. 
Only the IoT hub can change the state of the switch, which is on/off according to 
the user request or as the information is received by the sensor. It is also connected 
to the IoT hub. The IoT hub reads the information from the sensor, analyzes it, and
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Fig. 3 Architecture of the proposed internet of things (IoT) system 

Fig. 4 Architecture of a smart switch 

then sends the control information to the switch. The clear definition between the 
smart switch and smart sensor is defined below. 

Definition 1 A smart switch directly receives the data packet from the user or 
sensor to switch on/off under its secure control and resends the confirmation or 
acknowledgment. 

Definition 2 A smart sensor is an active component. It is directly connected to 
the network or Internet, analyzes the environment situation, and then transmits the 
information to the user as well as the smart switch for action.
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Fig. 5 Architecture of a smart sensor 

Both the smart switch and the smart sensor are the active and intelligent modules. 
They can communicate with each other through networks or the Internet and can 
also take decisions if required. The basic function of the smart switch is that it first 
verifies the user, then switches the device on or off, and also sends the information to 
the user, sensor, or both, regarding the state of the switch. The step-by-step process 
of the switched-off mode processed by the smart switch is shown in Fig. 6. 

The flowchart depicted in Fig. 6 describes when the switch OFF mode is 
processed by the smart switch module. 

In a similar fashion, the switched ON mode is processed by the smart switch 
module. Worldwide, the authenticated sensor or user can access the smart switch to 
switch ON/OFF directly through the Internet. 

The smart sensor reads the situation of the environment. For example, using a 
light sensor, we can find out the brightness of light present at a particular time or 
using a temperature sensor we can find out the temperature of the environment at a 
specific time. The smart sensor reads the environmental information and then sends 
it to the user and sends a control message to the particular switch to switch ON/OFF. 
The flowchart illustrated in Fig. 7, describes the smart sensor sending process. When 
the user wants to know about the situation of the environment from the smart sensor, 
it works like the previous process. 

3.3 Development of Active Switch 

The electronic name of the switch is Relay. It is used to make a device switch ON or 
OFF. There are five pins of Relay. Two pins, let us say A and B, are used to connect 
to the power source; one pin let us say C, is used as a Pole; and the remaining two 
pins, let us say D and E, are used as a Terminal, as shown in Fig. 8. Initially, the pole 
is connected with Normally Closed (NC), that is, pin E. When the current flow is 
available in pin A and pin B, the pole is shifted to Normally Opened (NO), that is,
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Fig. 6 Flowchart for switched OFF mode processed by the smart switch module 

the pin D. Hence, pins D and E can be used for ON and OFF. Using Relay, transistor, 
diode, and resistor, one Relay module can be designed that has six pins. The pins 
numbered 1, 2, and 3 can be used as input pins and 4, 5, and 6, can be used as output 
pins. Using this module the relay can be triggered to ON or OFF by providing the 
signal in to pin 1 of the Relay module, as depicted in Fig. 9. 

Active relay is a relay module that can directly connect with the Internet through 
an Network Interface Card (NIC). To convert a Relay module to Active Relay, the 
components are Ethernet, Wi-Fi gateway, Memory, Processor, Relay module. The 
interconnection structure is depicted in Fig. 10. 

This module can be triggered directly using the Internet and can be monitored 
remotely to discover whether it is in ON/OFF state. Algorithm 1 describes the 
message passing technology between the user and the active switch. The user may 
be a person, device, or server that can directly communicate with the Active Switch 
using the httpRequest() and httpResponse() method. 

Before sending data packets the active switch initializes all the parameters of the 
Ethernet controller/Wi-Fi controller, MAC address, and the Service Set Identifier 
(SSID). Further, it initializes the IP address automatically if the Dynamic Host 
Configuration Protocol (DHCP)-enabled router is there; otherwise, it initializes to
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Fig. 7 The sensor sends the 
information to the switch and 
the user 

Fig. 8 Basic diagram of a 
Relay. COM . = common, 
NC . = normally closed, 
NO . = normally open 

the user-provided IP address. Next, it initializes the port as an output to operate the 
relay. After that, it reads the packet until the program receives a valid packet. Upon 
receiving an authenticated request, it sends the switch information in the form of a 
httpResponse() format. In the case of an unauthenticated request, it discards all the 
previous operations. Further, it starts to read the new packet, as discussed in step 1. 
The Algorithm 1 discusses the active switch interaction through the Internet.



28 B. Bhola et al.

Fig. 9 Schematic diagram of a Relay module 

Fig. 10 Active Relay interconnection structure 

3.4 Development of an Active Sensor 

With the existing technology, an active sensor module can be designed with its 
own SSID, MAC Address, and IP address. That module can directly connect to 
the Internet using Wi-Fi/Ethernet. It also communicates the message to the user 
(person, server, device) using the httpRequest(), or httpResponse() method. The 
block diagram of an active sensor is shown in Fig. 11. The operation of the sensor is 
described using the Algorithm 2. 

In Algorithm 2, the processor initializes all the parameters of the Ethernet 
controller/Wi-Fi controller, MAC, SSID, DHCP, etc., similar to Algorithm 1. Next,
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Algorithm 1 Sending data packets by an active switch 
Input: Ethernet Controller or Wi-Fi controller 
Output: Get Details 

Initialization : 
1: Initialize MAC/SSID 
2: Initialize IP and Port 

Optimization Loop : 
3: while 1 do 
4: Read TCP packets 
5: if Valid GET then 
6: if Valid REQ then 
7: Get Details 
8: else 
9: Unauthorized 
10: end if 
11: end if 
12: end while 

Fig. 11 Block diagram of an active sensor 

it initializes the port as an input port and enables Analogue to Digital Converter 
(ADC) to read the information of the environment from the sensor. If the program 
finds that the read packet is valid, then it checks the request (REQ). If the request 
is authenticated, then it reads data from the sensor and sends it in the form of an 
httpResponse() format; otherwise, it discards all the previous operations and again 
reads the new packet.
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Algorithm 2 Sending data packets by active sensor through the internet 
Input: Ethernet Controller 
Output: Send Status 

Initialization : 
1: Initialize MAC/SSID 
2: Initialize IP and Port 

Optimization Loop : 
3: while 1 do 
4: Read TCP packets 
5: if Valid GET then 
6: if Valid REQ then 
7: Read Environmental Status 
8: Send Status 
9: else 
10: Unauthorized 
11: end if 
12: end if 
13: end while 

3.5 Integration 

The integration of an active sensor and active switch is discussed below. Each active 
sensor and active switch can directly connect to the local router, either through 
an Ethernet port or Wi-Fi. Further, each local router is directly connected to the 
Internet. Users can remotely monitor and control the device via the LAN or Internet. 
Each active module can communicate with each other because each module is 
uniquely identified using an IP address, and a MAC address. The web browser is 
used to access the data and to send the control message to the module. The whole 
integration concept is demonstrated in Fig. 3. 

4 Simulation and Result 

In this section, the performance of the proposed architecture is evaluated by 
comparing the results with the existing architecture. 

4.1 Setup Process 

The proposed device (Fig. 12) is directly connected with the network through 
Ethernet (ENC28J60) or wireless module (ESP8266). The packets are processed 
using a microcontroller (Atmega32). The magnetic switch (Relay) or sensor is 
connected with the microcontroller. Through the web browser, the user can directly 
send instructions to the relay for the switch on or switch off instruction. The
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Fig. 12 Setup process and initialization 

sensor information is also directly accessed through the web browser. The control 
information is transmitted in the form of an HTTP request or HTTP response 
using the GET method. It is described using the datasheet of ENC28J60 Ethernet 
controller. 

To set up the proposed IoT architecture certain steps have to be followed. These 
steps are discussed below. 

• Configure the IP address of the smart switch or smart sensor. 
• Connect with the network using Wi-Fi or Ethernet. 
• Access using any web browser. 

This module can easily interface with any web application or stand-alone appli-
cation. Moreover, owing to the absence of an IoT hub, it is purely platform 
independent, network independent, and provides a faster response. 

Figure 12, shows the setup for the implementation of the proposed architecture. 
Figure 13 illustrates the initial process and Figs. 12, 13 show the remotely received 
stated details using a web browser. The Relay ON or OFF state has been experi-
mented with in Figs. 14 and 15 respectively. 

4.2 Analysis 

One of the basic functions of IoT devices is to read all the information of 
the environment using the sensors and transmit it to the cloud for analysis and 
monitoring purposes. This section discusses and analyzes the shortest job first
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Fig. 13 Accessing the switch using an IP address 

Fig. 14 Remotely operate Relay ON state
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Fig. 15 Remotely operate the Relay OFF state 

Fig. 16 Waiting time of 
different sensors 

(SJF) scheduling algorithm on the proposed architecture. Further, it compares the 
waiting time, average waiting time, turnaround time, and average turnaround time 
required to upload the data to the cloud by traditional IoT devices with the proposed 
IoT module (Fig. 16). The analysis was done using a hypothetical IoT device. 
For experimentation, IoT device is connected with four sensors named Sensor1, 
Sensor2, Sensor3, and Sensor4. The time taken by these sensors to read the data 
from the environment is 5, 7, 6, and 3 units of time (ms) respectively. The basic 
function of the particular device is to repeatedly upload the sensor information onto 
the cloud. The time taken by the device, using the traditional sensor and switch, to 
upload one instance of data is given in Table 2. 

If we observe the total waiting time it will be, 
Total waiting time . = 0 . + 3 . + 8 . + 14 . = 25 unit Here, the . waiting time =
Service time–Arrival time.
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Table 2 Time taken by the devices to upload data using the existing architecture 

Resources Arrival time Execution time Service time 
Waiting time (Service time . −
Arrival time) 

Sensor 1 0 5 3 3 

Sensor 2 0 7 14 14 

Sensor 3 0 6 8 8 

Sensor 4 0 3 0 0 

Table 3 Time taken by the devices to upload data in the proposed architecture 

Resources Arrival time Execution time Service time Waiting time 

Sensor 1 0 5 0 0 

Sensor 2 0 7 0 0 

Sensor 3 0 6 0 0 

Sensor 4 0 3 0 0 

.Average waiting time = T otal waiting time

No. of Resources
(1) 

The waiting times of different sensors are shown in Fig. 16. So, . Average waiting

.t ime = 25/4 = 6.25 unit . T otal T urnAround T ime = 3+8+14+21 = 46 unit

. Average T urnaround time = T otal T urnaround time
No of Sensors

. = 46
4

. = 11.5 unit 
To upload one instance of data, the time taken by the devices using the proposed 
architecture is given in Table 3. 

The graph presented in Fig. 17 shows that although one sensor starts reading the 
data, other sensors have to wait. The waiting time is rather due to the IoT hub present 
in the system. The hub acts as the interface between the Internet and the CMC. 
However, using the proposed architecture, smart sensors can simultaneously read 
and send the data to the cloud. Hence, the overall waiting time has been reduced. In 
Fig. 18, we can observe that at 1 ms, all sensors have executed their task. 

The advantages of this integrated architecture are listed below. 

• Each module connects with the network through the Ethernet/Wi-Fi; hence, 
interfacing with the modules is very easy. 

• It is scalable because each module contains its own program for operation 
• The module can communicate using the browser for which it supports being 

platform independent. 
• Different setup networks are not required to communicate with sensor and 

switch. 
• There is no intermediate device such as an IoT hub between the user and the 

sensor; as a result, it can provide the user with a good-quality service. 
• Interoperability is possible owing to the implementation of the httpRequest() and 

HTTPresponse() method for message communication.
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Fig. 17 Sensing time and waiting time using the existing architecture 

Fig. 18 Sensing and waiting time using the proposed architecture 

5 Conclusion 

Today, the Internet is the world’s powerful communication system for interaction 
in any part of the world. This article is about a smart switch and smart sensor 
that help users of every IoT automation system such as smart home automation 
systems, smart traffic automation systems, smart street light automation systems, 
etc. The proposed architecture is platform independent and does not require an
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extra network to be created for monitoring. Owing to its cost-effectiveness, it may 
overcome potential problems such as scalability and security. In addition, it is very 
convenient to use in any centralized controlling system as well as a distributive 
environment to reduce the human resources and for the efficient management of 
other resources. The switch can communicate directly with a sensor and vice versa. 
The smart sensor can make a decision to switch on or off directly, without an IoT 
hub. As there is no intermediate layer required for the IoT system the performance 
of the IoT system can be increased. It is very helpful for the designer in terms of 
easy deployment of the sensor/switch without frequently rewriting the code. 

mds 
August 26, 2015 
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Online Newspaper Development within
the Internet of Things Environment: The
Role of Computer-Mediated
Communication

Pham Chien Thang and Ta Thi Nguyet Trang

1 Computer-Mediated Communication

In simple words, computer-mediated communication (CMC) is a type of commu-
nication in which more than one or two people interact or coordinate with each
other using social software on different computers having a good internet network.
CMC does not refer to how two computers interact; instead, it refers to how people
connect with computers. While the word has typically been attributed to CMC
(e.g., instant messaging, e-mail, discussion forums, internet forums, and social
network services), it has also been extended to other forms of text-based contact
like text messaging. CMC helps remove geographical barriers allowing effective
communication between people over long distances [39]. Any type of document in
written form could be edited, stored, copied, exchanged, or broadcasted. Written
documents can be used to share and transfer data within no minutes. It is used for
instant communication purposes, which are cheap and simple. Messages irrespective
of sizes can be broadcasted, and additional operations, e.g., automated copying to a
predefined distribution list, could be programmed. People over distance can review
or edit the document if any issues are found. Concerning vertical hierarchy in social
connections and organizations, software used for electronic communication remain
blind [3]. When people use technology to communicate, their roles, ranks, and
power aren’t as clear as in face-to-face interactions. Hence, influential individuals
with high status aren’t as dominant; meanwhile, group members can participate
more equally in digital communication. Because so much hierarchical dominance
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and power information is put down, social influence among CMC people becomes
fairer and more impartial [39].

“Communication” involves the exchange of information; “mediation” refers to
the fact that a technological medium is used for communication purposes; and
“computer” refers to the fact that the means of mediation are technological, such
as computers/internet, cell phones, video conferencing, and so on. Furthermore, it
is beneficial to discern between the concepts of synchronous means (e.g., chats) and
asynchronous means (e.g., blogs) of CMC and also to analyze these scenarios and
technical aspects that may have an impact on language habits [45].

The mass media sector has undergone a massive transformation during the
previous decades. New media, for example, computers, mobile phones, and other
communications networks such as the Internet and multimedia technology, have
sparked this revolution. These “new media” exhibit various communication config-
urations; their many forms reveal the link between interpersonal communication
features. New media are distinguished from traditional mass media by their
interactivity, demassification, selectivity, synchronization, immediacy, affordability,
pro-democracy forums, marketing tools, and speed, among other characteristics.
Interactivity, on the other hand, is widely regarded as the defining feature of
new media. As a result, many experts in communication technology have tried to
describe the qualities, aspects, and attributes of interactive communication within
the area of new media and explore the level of interactivity that new media entails.
No doubt, interactivity is a concept related to mass communication and a basic idea
in CMC, but this is also a truth that there is still no agreement on how to define it
[21]. Interactivity is a theoretical concept investigating the origins of enchantment,
intrigue, and appeal in computer-mediated groups [2].

Language usage in CMC is a very significant subject. Language can be used to
cover and exploit technology concerns such as short terms used in texting on mobile
phone chats. A swift may be seen in observing language use in inventive language
development. In addition, Wilbur [46] noted that CMC is actually text-based and
hence belongs to the same field of study as linguistics. Moreover, communication
on the internet is as genuine as communication in person. This remark was prompted
by the frequent usage of the phrase “in real life,” which refers to offline living and
implies the existence of “an unreal life” [20].

2 Scholarly Information Related to CMC

Despite geographical distances, people in 1970s believed that usage of computers
to transfer and share information to people could be of great benefit. At that time,
such ideas were unique and revolutionary. But few people thought the idea could
be dangerous as it is not appropriate to use computers for storing political and
religious information and e-mails for longer than 1 month. People exerted great
effort to establish the system but were unsuccessful. In 1990, when the internet
was made available to the public, the concept of using CMC became successful
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[27]. In contrast to non-mediated, face-to-face communication, earlier research
focused on how technology dynamically modifies the performance and effectiveness
of social interaction and team processes, addressing issues such as how people
communicate and comprehend self-identity, form and maintain impersonations,
develop and sustain relationships, make new connections, work collaboratively at a
distance, and make intelligent decisions. As a result, past research’s critical theories
highlighted the lack of socio-contextual information as a character attribute of CMC
that works against it [42]. The ability of CMC to make communication accessible
to others was previously impracticable.

Some scholars believe we’re moving into an era where communication is
becoming more visible, which could be a significant area of study for social
sciences. Modern CMC gives people many choices for displaying or attempting
to access communication. Communication can now be seen by third parties, and
even by those it wasn’t intended for. This suggests big changes in how we express
and understand intent through communication. Early CMC theorists understood
that innovations that aided interpersonal communication were created to facilitate
“socially transparent networks,” hence visibility was the main consideration –
visibility within those early research works linked to how other users were fully
informed of an individual’s existence, behavior, and engagement. Visibility, for
example, was defined by Bregman and Haythornthwaite [47] as “the ways, strate-
gies, and possibilities for representation; in interpretation, it largely emphasizes the
presenters’ concerns with the presentation of ownself” [39].

We consider CMC as a comprehensive framework encompassing multifunctional
human-to-human social contact facilitated by ICT infrastructure. All kinds of
social data transmission are included in this category, ranging from simple social
attention (e.g., scrolling through the Facebook timeline) to intensive communication
(e.g., a chat through Facebook messenger video call and social network sites,
but not games). Computers facilitate CMC because they provide access to things
centered on assisted socialization and user-generated content. Various programs are
researched under a shared title since they often share a standard set of essential traits
and functionalities [23].

3 CMC and Development of Online Newspapers

The number of print newspapers that also have an edition online has increased
tremendously. According to the different surveys performed, it has been evident
that increased number of online newspapers is being offered in the fax, audio tax,
and voice services than printed newspapers [16]. However, it is pointed out by
Morris and Ogan that mass communication is actually not so much attentive to
the implications of CMC for internet publishing. In recent decades, however, the
concept of communication technologies such as electronic mail, bulletin boards,
and chat rooms has grown. This improvement in communication technologies has
prompted numerous developments in CMC and related social research [31].
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3.1 Advantages of Online Newspapers

Online journalism provides us with an easy, simple, fast and effective way of
breaking the news. Synopsis of events as they occur can be provided to the people
of the society within no time. In an online journalism, journalists can provide
the people sitting on internet with accurate information which is also up to date
[37]. Online newspapers in CMC help in various ways. They facilitate the reader’s
relationship with the newspaper. Readers can post their comments and opinions
below. They can contribute to the authoring of the paper’s sections. Let’s take the
example of a newspaper that is available in printed form and the publisher prints
an online edition of this newspaper in which the online content differs from the
printed content. It could be advantageous for the readers to access rare information
that is not available in the printed edition. Sometimes, information available in
the printed version could also be left out of the online version [28]. Some little
newspaper articles might not ever reach the internet during a busy news day when
information online has already been flooding, leaving online readers marginally less
updated than print readers. The effectiveness of the newspaper available online is
additionally enhanced by its different locations where they can be accessed easily.
It is possible and easy to access the news form the mobile or the computer. In a
second, people can have access to the news articles and the information available
online. Most newspapers will provide free access to most of the information and
the little pieces or summaries of the news stories. However, there is one thing
about the printed newspaper; it can be read in more detail than the online edition.
Simultaneously, an online newspaper is available and even extremely old copies
can be accessed with a single click. If we wish to obtain an older edition of any
newspaper, we must first obtain permission from the library [11].

3.2 Delivery of Online News and Information

The collapse of hard copy newspapers and the emergence of online news articles
have sparked much debate among researchers and journalists who have looked into
the powerful influence of the emerging innovations on the people and the newspaper
industry. Despite uncertainties about how successful such initiatives will be in
the future, market forces have driven newspaper publishers to embrace the latest
platform and launch trials in online news providing. In the new internet marketplace,
the established economic structure and process for hard copy newspapers, where the
money or profit is made primarily from customers, newsagents, and advertisements,
is now not relevant enough [5]. There may still be a market for Internet news (readers
and advertisements), but the essential question is whether and how this market can
be profitable. One characteristic that distinguishes online news as a viable (alternate
solution) media delivery mechanism is its capacity to use technologies to ensure the
same material as print newspapers to a broader public at a lower cost and in real
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time. E-newspapers are already a fact, fast expanding, and accessible to individuals
all over the globe. E-newspapers are phenomena that are here to stay, based on their
current rate of expansion and integration. Thousands of newspapers have invaded the
world of internet publishing. This ‘migration of information to the Internet’ trend
has already represented a pivotal shift in information exchange and communication
from traditional formats [32].

The term “electronic transmission of news and information” relates to providing
a starting point of sharing news and data digitally. This encompasses CD-ROM
publication and information distribution via internet platforms, for example, the
World Wide Web. According to one interpretation, an online newspaper is “a
newspaper that needs the user to use an electronic gadget at some point for its
transmission and reading” [17]. As a result, online newspapers have a substantial
global reach and impact. However, the concern here is whether the new “online
newspaper” could supplant the traditional “printed” one and how this would
impact journalism. Some experts and skeptics say that, for the time being, online
newspapers would not be able to take the place of printed newspapers. A number of
publishers view their online newspapers as supplements rather than replacements
for the printed editions. Furthermore, several observers have stated that online
newspapers are auxiliary offerings that have less in common with the hard copy–
printed newspapers. The publishers could not eliminate the print newspapers. The
usage of online newspapers, and hence the expansion of the e-newspaper business, is
further limited by local technology. Limited processing capacity and the screen and
memory requirements of online newspapers mean that electronic news provision
and layout actually would not be able to be user-friendly. Furthermore, online
newspapers are also difficult to transport on laptop PCs. Despite these constraints,
online newspapers have replaced their print counterparts significantly [35].

3.3 CMC Journalism Is a Better Option

Printed and online newspapers have content that covers the same topics and can
satisfy the needs and requirements of the same reader and advertiser. Despite their
differences, online and print newspapers both have the main common purpose of
providing the readers with the information same in nature. Since Web and internet
use in IOT environmental is expanding in terms of subscriber or user markets and
the quantity of content, services, and programs available, CMC and rising online
newspapers must receive assistance. When it comes to online and printed news,
producers and consumers have different financial obligations. The traditional hard-
copy newspaper requires expensive production equipment but no equipment for the
reader.

In contrast, CMC and the online newspaper require less expensive production
equipment and more complex receiving equipment on the consumer side, requiring
greater upfront investment on the user’s part. Some significant distinctions between
online newspapers and printed newspapers may be observed due to the dynamic
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nature of technology, which is the backbone of the online newspaper production
and distribution system, and the various formats in which they exist [44]. In addition,
CMC and online newspapers can post more material, allowing for a significant depth
of news coverage unrestricted by location or time and allowing readers to access
back issues and instant online archives. Online newspapers are accessible at any time
and from any location with a computer and Internet connection, whereas printed
newspapers have established circulation times and require readers to travel to certain
locations. On the other hand, a printed newspaper does not require the reader to
purchase any particular equipment to read it. “The main distinguishing feature of
what characterizes news is its immediacy.” As a result, one of the key advantages of
online newspapers is the elevated level of news update within seconds, which can
occur at any time of day or night. The editor can provide the readers with up-to-date
information and news by uploading or posting the latest stories by using the internet
through its computer, which can ultimately aid in easy and simple CMC [25].

4 Interactivity with News Through CMC and Issues Within
IoT Environment

Readers of newspapers and online newspaper employees may also communicate
by exchanging views and thoughts using internet technologies. Sending e-mail-
based communications to the media company and exchanging messages in an online
group discussion are two essential options for CMC. Messages in text and voice
chats are another form of interactivity that allows two or more people to exchange
messages in real time. According to studies, readers are ready to let their ideas
be known in public conversations and personal e-mail to specific individuals. This
feature of the internet has caused people to expect a level of involvement from the
internet that would be impossible to achieve anywhere else. Unlike other forms
of news sources available online, Newspapers have always been slow to recognize
that interactivity is a necessary condition for effective Web communication [4].
One of the most significant traits of the internet and CMC is interactivity. The
features of interactivity in mass communication are the most critical elements.
Between journalists and readers, these features have helped people shift from one-
way communication to two-way interactive communications. For example, there is
an opportunity for the readers of online newspapers to drop down their opinions,
views, and thoughts in comments. In this way, readers can take part in discussions
in online newspapers. Commenting on the online newspapers provides the readers
with an advanced level of mass communication engagement. The power of mass
communication has increased in public; hence, it is important to understand how
the content features in online newspapers can help in the interactive behavior of
readers, for example, the thought of sharing journalistic content. In other words,
the importance of mass communication engagement of readers relies on the idea
that if the level of engagement were higher, there would be more readership of
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online newspapers and CMC. According to past studies, the term interactivity is also
controversial because the concept is used in different academic areas and the general
public or society. Numerous scholars have attempted to define the term conceptually
or theoretically, but the term has always been too “loose.” Two types of comments
in online newspapers can be posted. One type is “reactive comments” related to the
content written in the news article, and the second type is “interactive comments”
related to responding to the comments of others. Both the types aid in knowing what
perception the newspaper content left on the readers [33].

4.1 CMC as a Tool for Organizations and Governments
to Spread Information and News

CMC has become a crucial instrument for governments, agencies, and organizations
to disseminate information and news to the country’s general population and the
global community in order to keep them abreast of global events. In recent years,
reports have been involved reporting and online news sharing, which is computer
mediated. The leading journalists from the organizations use their personal comput-
ers to collect and disperse news among people. The government uses its websites
to spread important information to its people using internet, and so are the other
agencies. Online newsrooms have been created for people’s ease since it gives
knowledge about news reporting. It has been made simple and easy for journalists
to write and gather information more effectively [14]. The government uses CMC
for its political purposes also. Online debates are being done by the government
and politicians using CMC. Higher accessibility of the computer and internet has
impacted the public positively also. A proper and separate space can be created
for the government persons for CMC to engage and listen to public issues. The
improved communication capability allows political communication to reach a
broader public instead of only the inner circle of political insiders. New kinds of
political communication based on new technology may make it easier for the public
to participate in the political communication process. Further, than the simple sign
language that politicians produced and employed in the past, enhanced participatory
democracy via the digital age contributes to substantial shifts in communication
methods and approaches. Certain emerging political groups with limited resources
as well as those associated with minorities may be able to compete with the
established political strength as a result of this [10].
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4.2 The Use of Social Media and Its Social Outcomes
Concerning CMC

In the twenty-first century, the internet and CMC have become the center of
technology development. The inclusion of the internet has made computers more
advanced than ever before. The combination is said to be a powerful technology
for communication. It has become a great revolution in the field of technology
and communication. The concept of CMC has given birth to social media, which
has many benefits, including the authority for people to create their profiles
and interact with other people. The emergence of social media is vital to make
people across different locations engage and interact with one another using a
communication network. The use of social media has also enabled people to share
news, information, and updates in articles. These days, social media applications,
for example, Instagram and Facebook, are being used as media channels to post the
latest news.

On the other hand, ethics is one factor that should always be kept in mind while
using CMC. Bigo Live is the example when technology has a deleterious impact
if used uncontrolled [9]. Social media has been a major worry among security
experts in the last two decades. Parents are deeply concerned about their children’s
online privacy and how to safeguard their personal information. However, the
drawbacks of social networking go far beyond confidentiality. Numerous research
works have linked social media to poor mental health in recent years. Multiple
studies have demonstrated an association and causality, according to a recent Forbes
article. According to the findings, persons who restrict their social media usage to
30 minutes each day feel substantially better than those who use it. People reported
minimizing despair, stress, and sadness by limiting the amount of time they spend on
social media [1]. Social networking sites have also become a very important part of
everyone’s life in today’s era. Without the use of it, something in life seems missing.
Also, it is not easy to find a person who does not connect to social media these days.
CMC has become easy through social media, but the cons are also in great number
if there are pros. Significantly, many students are interested in using social media for
CMC purposes. No doubt, it gives the people chance for connectivity, collaboration,
information, learning, and entertainment but the addiction to it could cause harm to
the lives of people also. More and uncontrolled use of CMC via social media can
cause addiction to the students. Gradually, the addiction may reach a level where the
students get distracted from their studies. Students are then unable to focus on their
studies since such students are always wasting their time scrolling their timelines
and newsfeeds. No doubt, CMC helps us build friendships and good relations with
people sitting on the other side of the computer, but if we see the broader picture, it
could affect the relationships with a closed one. Cyberbullying is the other primary
concern as well as the inappropriate content and health concerns [7].
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4.3 Emerging Issues Related to the Use of CMC

Four main issues are rising day by day related to the use of CMC. The first issue
revolves around the anonymity on the internet, which plays its role in increased
misconduct of the news and other crimes. The second issue revolves around the
reconfiguration of territorially and interest-based associations. The use of media
artifacts and their social outcomes are the third main concern. Lastly, the mutual
shaping of consumers and technologies also plays a role in the emergence of issues
related to CMC.

Anonymity is described as “the state of being anonymous,” whereas an inter-
locutor is “a person who participates in a dialogue or discourse.” The new
technology incorporates anonymity, a crucial aspect of CMC. Because much of
the globe connect to the internet, the internet community is rapidly and constantly
evolving. Freedom of expression and anonymity has always been significant societal
challenges in the real world. Because more people learn online technology and are
involved in anonymity in this socialist environment, these challenges are becoming
incredibly influential. According to internet users, anonymity is essential for the
safeguarding of freedom of expression. It is self-evident that the technology for
internet anonymity is readily available. Anonymity, as shown in online activities,
impacts the task and social components of CMC, such as information sharing and
interpersonal communication [43].

Sociologists developed the deindividuation theory, which asserts that absorption
in a group, most notably addressing lowered personal visibility, results in the loss
of identity and even a sense of helplessness, based on this assumption of the crowd
mentality in early anonymity studies. People lose their originality, integrity, and
selfhood when they become anonymous and blend into the herd, leading to anti-
social activities. As a result, the early description of anonymity is distinguished by
emphasizing the loss of self through immersion in a shared belief and the resulting
detrimental social implications. Deindividuation is characterized as a condition in
which persons in groups are not viewed or treated as individuals.

Early deindividuation theory argued that anonymity in society may lead to a
“loss of self” and to at least less self-awareness to describe how anonymity causes
deindividuation. Whether “loss of self” identity occurs in anonymous conditions is
the determining factor for distinguishing another class of deindividuation, scholars
who argue that anonymity in the group typically does not result in a loss of
identity, but rather encourages a switch from individual identity to social identity
and tends to increase the significance of social constructs. In addition to preventing
anonymity as a source of deindividuation, initial deindividuation theorists suggested
that anonymity could negatively affect social behaviors, such as impulsive behavior
and attraction to deviant groups, due to the loss of identity and self-control among
crowd members. According to early CMC research, online communications are
more likely to become involved in the aggressive expression of intense thoughts
and feelings, known as flaming, due to deindividuation [43].
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Social media platforms are platforms where anonymous are sitting in a large
number hiding their identity and producing content for the other users so that they
could have interaction through it. Several social applications aid in CMC. The rise
of mobile applications that promise anonymity as the main feature has resulted in
previously unstudied social configurations [6]. Due to increased anonymity on the
Web, it has been challenging to identify people responsible for misconducting the
information sitting behind their computer screens. Fake ID can be easily created
and used to spread false information and sometimes panic people. Additionally, the
anonymity of the Internet, which has rendered society defenseless, has opened the
door to antisocial conduct [13]. Beyond all this, anonymity on social media has also
played a role in promoting other crimes like hacking and harassment.

The crimes are responsible for damaging nearly around about billions of dollars
per year as well as human dignity, faith, reputations, and moral destruction.
Consequently, it is crucial that the information of those who perpetrate such
crimes in the name of CMC be traced and reported to law enforcement. Free flow
communication and increased anonymity allow criminals to walk free, which is the
biggest issue regarding the CMC and internet. This must not have happened, and
there should be a solution to solve this issue and enjoy the advantages of CMC
[15]. Anonymity plays a big part in the freedom of speech; thus, it is brought up
again. Anonymity can be misused, transforming free speech into hate speech or
objectionable criminal material. Since anonymity is a strong cloak for whoever is
behind it, it allows them to avoid taking blame or consequences for their actions.

On the other hand, anonymous communication is not required for freedom of
expression. Messages sent via anonymous are sometimes uncertain about having
such a significant impact on their own unless the receiver knows and believes the
sender. Since, in case the communication is anonymous, it is not easy to establish
a relationship with communicators [13]. Anonymity also plays a role in affecting
the behavior of people. Online interactions with unknown people in CMC may have
positive and negative effects. However, the number of positive effects is less than the
negative ones. Adverse effects have been discussed above. One main positive impact
of anonymity in CMC involves people revealing the personality traits they might
hesitate in person. Being in a crowd can sometimes cause people to act rudely and
viciously. Despite this positive effect, anonymity is problematic because it allows
for accountability to be avoided. According to Moore et al. [24], the capacity to act
openly while hiding an individual’s identity might also hurt public discussion on the
internet.

4.4 Reconfiguration of Territorially and Interest-Based
Associations

The technology that enables readers to write online comments on newspaper web-
sites anonymously provides readers with extraordinary chances to contribute, raising
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questions about the journalistic value of accessibility, self-regulatory practice, and
competence formation. Even though technology aids journalists in providing quick
information via CMC, they do not participate with the readers in the mutual
shaping of news content. Scholars have suggested that online journalism has the
power and ability to give readers a voice of their own [26]. At a global level,
CMC also helps develop a new paradigm of human activity across the territorial
borders providing feasibility. Electronic communications, no doubt, play havoc
within different territorial boundaries. Since the territorial boundaries in a virtual
world are separated via screens, codes, and passwords in an electronic environment,
the new boundary develops a cyber space that helps legislation and legal institutions
safeguard the territorial electronic environment. Nevertheless, lawmakers and law
enforcers think that this new environment is very dangerous. Geographical borders
are separated from the real world in the virtual world, providing the people with
various advantages and disadvantages that are of great significance. Various and
different sets of rules and regulations apply at the electronic territorial borders
[12]. With respect to territorial concern, the main emerging issue in CMC is that
people sitting behind the computer screen can access the personal information of
people of different regions within the country and across the territorial borders.
By just pushing a button, one can discover a person’s origin, phone number,
current location, and even driving instructions to his home. Hence, it has become
complicated to protect people from unsafe access to personal data. Through CMC,
people from different locations engage in relationships with anonymous and then
due to blackmailing from them, they may try to harm themselves. This is one
biggest disappointment from the internet and CMC [41]. When the internet and
the computer were not so common in use, many people thought that engaging with
different people via CMC would make people to become mechanical. It would also
somehow be able to cause harm to humanization. The fear of people was challenged
later on, and various different experiments suggested that people who communicate
via CMC were ruder than that of those who communicate face to face [8].

4.5 Introduction of New Artifacts and Their Social Outcomes

The term “mass media” refers to a segment of the media designed and created to
reach large groups of people such as a state’s population. With the rise of regional
broadcast stations, mass-circulation newspapers, and magazines in the 1920s, mass
media became popular. Newspapers, television, and other forms of broadcasting are
examples of mass media. Internet media is a relative newcomer to the mass media
definition. Online media include personalized web pages, podcasts, and journals
[36]. Web applications, forums, hashtags, and newsfeeds, among other social media
tools, have revolutionized the way people interact, engage, and communicate.
Furthermore, most of these innovations have found their way into agile cooperative
approaches and modern software development tools, either as an add-on or as part of
a broader set of tools that include text editors and issue trackers to IDEs and internet
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sites [40]. However, the issues related to such artifacts are rising day by day. A
fundamental “infrastructure of involvement” that facilitates audience and numerous
broadcast mechanisms can be found in social media applications. Their design
encourages and fosters collaboration, often a by-product of individual actions. It
also empowers people’s participation and involvement in activities traditionally held
by a small range of participants.

Many researchers acknowledge that software development procedures are more
than just generating source code and that “articulation work” in a software engi-
neering project must be encouraged. “Articulation” is defined by Gerson and Star
as “all tasks required coordinating a specific activity, including scheduling sub-
tasks, recovering from errors, and assembling resources.” Discussions on design
decisions, provision of bug-fixing duties to developers, and agreement on interfaces
are all examples of articulation work. On the other hand, social media has changed
how humans generate and curate information artifacts online in recent years [18].
For example, Wikipedia, a free encyclopedia created collaboratively by using wiki
software, is one great example of several people coming and joining together
to create web content using the technology and inventiveness of social media.
Again, one major issue related to media artifacts is the possibility of misconducting
information. False information and news articles on the Web can lead people to
have false knowledge about a particular thing. Another social outcome that is of
great concern is of ethical point of view. Wikipedia has now established the de-facto
standard for encyclopedias, regardless of the lack of institutional systems to ensure
the reliability and conciseness of content.

Moreover, social networking, especially the micro-blogging site Twitter, increas-
ingly influences daily politics and affairs. Twitter, for example, was crucial during
Egypt’s 2011 revolt and in the aftermath of Japan’s earthquake and tsunami in 2011.
These instances demonstrate how vast groups of people may efficiently generate and
curate web content without the use of formal rules and processes, utilizing a range
of social media technologies such as Wikipedia articles, tagging, and weblog [38].

4.6 The Mutual Shaping of Consumers and Technologies

Journalism is rapidly transforming the way, most of it due to advances in information
technology, but expecting that technological breakthroughs cause changes in news
creation directly and discontinuously is a myopic view of dynamic processes. The
journalism profession has adapted to technological advancements and helped shape
communication technology in the past. Depending on the velocity of technical
change in a specific medium in the twentieth century, news outlets could take years
to figure out the best ways to adapt and shape innovations to meet their needs
[29]. The present rate of electronic communication technology development and
dispersion is becoming more challenging to manage. Media sources increasingly
rely on digital platforms, which frequently have low entrance hurdles. This allows
a slew of new competitiveness to emerge swiftly, posing a threat to news organiza-
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tions’ consumers and sponsors. This extremely fast-paced technology environment
is not the main cause of falling viewership and profits. However, it does cause some
companies, particularly the newspaper industry, to discuss sustainability rather than
expansion. Many news outlets are modifying their production methods and people
to adapt. A few news organizations have succeeded in introducing good services and
tools, but achievement could be transitory, and also the social conventions ingrained
in the environment of media companies or organizations would also be there,
which many in the business would struggle to retain, even though if it is related
to stifling innovation [30]. The mutual shaping of technology (MST), according
to Boczkowski [3], includes “the orientation and velocity of technology adoption as
well as the development of media artifact.” He also discusses how mutual shaping of
technology might be used to analyze technology change in the context of journalistic
organizations.

The mutual shaping of the technology concept is designed to help us better
understand how innovation from the communication perspective can impact and
be influenced by a media outlet. Theoretical approaches to mass communication
inquiry provide perspectives into the links between cultures, technologies, and
communications. Many of the widely accepted theoretical asserts are predictable.
They depict CMC developments as “floods of innovation” flowing over communi-
ties. They overlook or dismiss the cultural forces that determine the evolution of
information technologies. Harold Innis [48] provides a framework for many types
of research on the association between communication technology and society.
Although his method is not directly linked to the transmission of MST, it addresses
similar problems, such as technical inventions in communication in dynamic con-
nections with cultures across time in the modern hemisphere. Innis, who examines
diffusion processes through the prism of history, is more concerned with the social
as well as cultural consequences of the new and latest communication inventiveness
and technologies than with their adoption rates. Innis’ reputation among media
scholars is undoubtedly due to the influential role he gives mass communication
innovation in social and cultural development. He allocates a significant influence
to improvements in communication technology [19].

The mutual shaping of technology construct, as previously said, aims to maintain
a positive attitude toward two competing paradigms: diffusion of innovations theory
and social shaping of technology construct (SST). The diffusion of innovations
theoretical model examines how news and information can be dispersed throughout
a community or a society. Scholars of media innovation have emphasized the
importance of taking a comprehensive perspective on the history and future of
communication technology development. In retrospect, the internet was socially
shaped as it emerged, and there is no reason to believe that future digital innovations
will be any different. The SST approach studies the same coin from a different
angle. It consists of studies on “social contexts of innovation...social and economic
elements that may affect technology...” and has brought to light the significance
of a vast array of stakeholders and those who are impacted [22]. The subject of
concern is how technologies and artifacts are created, as well as what societies do
with them once they have been adopted. According to SST, social factors determine
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how, not just if, technologies are adopted, and how the technology that is adopted
shapes future generations of the innovation. Academic and industrial circles are
interested in researching new business models for online journalism. Thousands
of news agencies have been laid off or bought out recently, particularly in the
newspaper industry [34].

5 Conclusion

CMC is a type of communication in which more than two people are involved,
sitting behind their computer screens and communicating with each other. CMC has
made everyone’s life easy. Nowadays, CMC in journalism has benefitted journalists
and readers worldwide. The online newspaper has not entirely but majorly replaced
the printed newspaper. People can read news articles by just using the computer or
tapping the mobile screens. Within the IoT environment, online journalism provides
us with an easy, simple, fast, and effective way of breaking the news. A synopsis
of events as they occur can be provided to the people of the society within no time.
In online journalism, journalists can provide the people sitting on the internet with
accurate information which is also up to date. The classic hard-copy newspaper
necessitates costly production equipment but no equipment on the reader’s end.

In contrast, CMC and the online newspaper require less expensive production
equipment and more complex receiving equipment on the consumer side, requiring
a more significant upfront investment on the user’s part. The concept of CMC has
given birth to social media, which has many benefits. CMC has also become easy
through social media, but the cons are also in great numbers if there are pros.
Some issues are also rising day by day related to the use of CMC within an IoT
environment. Anonymity on the internet playing its role in increased misconducting
of the news and other crimes is one major rising concern. MST and the use of
media artifacts also have issues related to social points of view. If, on the one hand,
computer-based communication provides benefits, then, on the other hand, it also
raises issues for which we must seek answers.
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FATS (Fuzzy Authentication to Provide 
Trust-Based Security) in VANET 
to Mitigate Black Hole Attack 

M. Gayathri and C. Gomathy 

1 Introduction 

VANET is derived from the concept of the MANET Mobile networking. In mobile 
ad hoc networks, cell phones are used in communication, and in VANET, vehicles 
are used for communication [1]. The concept of distributed network computing is 
used in VANET. Smart transportation or intelligent transportation is only possible 
by VANET communication technology. VANET provides a wireless mode of 
communication between vehicles. This type of communication allows the vehicle 
node to connect to another unknown vehicle node and share needed information 
[2]. VANET users can share information about nearby fuel stations, hospitals, ATM 
centers, and so on. If a road is blocked by traffic due to an accident, VANET 
users can intimate the other user to take a diversion to another road which will 
reduce the road blockage. It can even intimate about the pre-crash warning, share 
the emergency information, and seek help from the other node user. All these 
applications provide a way to a smart transportation system. VANET communicates 
utilizing wireless communication by broadcasting messages. When a wireless mode 
of communication is used, secure mechanism plays a significant role. All messages 
being transmitted are broadcasted messages and the hackers may secretly listen 
to the conversation between vehicle users and steal the information. The hackers 
can hack the communication and inject false messages and forward them to the 
destination to divert the user. The attackers can even cause a car accident by inter-
operating a false message in the communication link [3]. Security mechanisms and 
services play a big part in vehicular communication. The onboard unit, application 
unit, roadside unit, and trusted authority make up the VANET architecture. Vehicles 
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and roadside equipment can communicate, thanks to WAVE (Wireless Access in 
Vehicular Environment) [4]. Roadside units are positioned by the sides of the road to 
offer local connectivity to any passing vehicles. For communication, IEEE 802.11p 
radio technology-based DSRC-dedicated short-range communication protocols are 
employed [5]. Every car has onboard electronics. It comprises a GPS-based tracking 
gadget that transmits data to a roadside unit and other VANET node users. Vehicles 
are furnished with an event data recorder, an onboard unit, and sensors that give 
information to the other vehicle nodes [6, 7]. Communication via the VANET 
network is secured in large part by trusted authority. All of the vehicle’s onboard 
identities are registered by a reliable authority, which then transmits that data to 
the roadside device. Before opening a communication channel with other nodes, it 
authenticates the vehicle, the user, and the user’s identity. Together, these pieces of 
technology offer a communication link between vehicles as well as between vehicles 
and roadside equipment, infrastructure, pedestrians, and even train users. On the 
basis of trust models, many trust-based authentication systems are addressed in [8]. 
Trusted approach provides a highly secure communication. Section 2 discusses in 
brief about VANET architecture, Sect. 3 discusses the various attacks and threats 
generated in VANET, Sect. 4 explains the views on the prominent issues caused by 
black hole node, Sect. 5 concentrates on the fuzzy logic and its role in the proposed 
approach, Sect. 6 explains the proposed algorithm FATS, and Sect. 7 gives a brief 
note on implementation of algorithm in ns 2.28 software. Parameter estimation, 
framing of rules in MATLAB for detecting black hole attacks, and networking are 
done using ns 2.28 software [9]. 

2 VANET Architecture 

Vehicular ad hoc networking is being introduced to provide intelligent transportation 
and minimize road accidents. Vehicle node consists of numerous sensors and actu-
ator that enable the vehicle to sense the vehicle, pedestrian in its 360-degree range, 
and act based upon the road conditions. The major components used in VANET 
communication are vehicle node, onboard unit, road side unit, Trusted Authority 
required to communicate between vehicles, pedestrian, and other infrastructures. 
Onboard units are built inside the smart cars which are used in the communication 
these devices serve as a transceiver between the source and the destination [10]. 
The Certificate Authority is crucial in ensuring verified and secure communication 
between vehicles. In internet connected with all components of the VANET, it is 
very important to pay attention on providing security and privacy in the VANET 
networking. Hackers or attackers would try to steal the information and collapse or 
the smooth functioning of the network by inducing false message in the stream 
that would result in the crashing between vehicles, create traffic, can divert the 
user by modifying his/her location, and so on. Certificate authorities are third-
party authority responsible for producing genuine certificate to the user based on 
the identity and behavior of the node. Figure 1 describes the architecture of the
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Fig. 1 VANET architecture 

VANET. As was already mentioned, its main components are smart automobiles, 
roadside units, and trusted authorities. It is feasible for vehicles to communicate 
with each other, with pedestrians, with roadside equipment, with infrastructure, and 
even with other vehicles [11]. 

Vehicle-to-vehicle communication is possible because of the DSRC protocol 
(Dedicated Short Range Communication).



58 M. Gayathri and C. Gomathy

3 Attacks and Threats Generated in VANET 

The attacks being generated in VANET can be classified based on availability, 
confidentiality, authentication, integrity, and non-repudiation [4, 12]. These attacks 
in VANET occur in different security layers. The attacks generated while routing is 
done in the vehicle node are called routing attacks. Routing attacks are classified into 
selfish node attacks, jellyfish attacks, data flooding attacks, data alteration attacks, 
and black hole attacks [13]. 

3.1 Selfish Node Attack 

In this attack, the node will behave as a self-obsessed node. If it is been contacted to 
share the information with the other node, it will either send or drop the packets to 
save its resource. It will not share the information genuinely. The selfish node will 
try to save the available resource for its use [14]. This will result in a wastage of 
resources and bandwidth [15]. 

3.2 Jellyfish Attack 

Jellyfish attack normally introduces a delay in the attack by introducing itself as a 
genuine node. It tries to deny the service and delay the message being transmitted to 
the destination around 0–10 s. This attack affects both the TCP layer and the UDP 
layer. Since a jellyfish attack delays the message, it creates wastage of resources, 
increases bandwidth, and replicates the message to create more traffic in the network 
[13]. 

3.3 Data Flooding Attack 

Data flooding attack creates high congestion in network traffic. This malicious 
hacker selects an IP address that is not available in the network communication 
and tries to send unwanted messages to all the nodes using that IP address which 
creates high congestion and network traffic that delays the important or emergency 
messages that are being transmitted [16].
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3.4 Black Hole Attack 

A black hole attack in a VANET addresses itself as having the shortest path from the 
source to the destination when a route request is sent to the nodes that are available 
in a specific zone. The source node sends packets through the malicious node after 
realizing the message was a hoax. After receiving the message, the attacker will 
discard the packet without sending it to its intended location. A packet drop attack 
is another name for this black hole assault [17]. 

4 Prominent Issues Caused by a Black Hole Node 

In VANET, numerous assaults are produced. These attacks can be divided into 
categories depending on assaults on confidentiality, integrity, availability, authen-
tication, and non-repudiation. The black hole or malicious node is to blame for all 
of these attacks. 

Black hole nodes are the main target of attack in a VANET scenario because 
they generate greater message transmission delays, jam communication by losing 
packets, or even alter data. Black hole nodes can disrupt VANET connectivity and 
have a negative impact on it. The proposed approach FATS- Fuzzy authentication to 
provide trust-based security is used to mitigate black hole attack and this approach 
with slight modification could be used to mitigate other attack too. 

The black hole attack on VANET is depicted in Fig. 2. In order to communicate 
with Node D, Node A sends a Route request message to every node in the vicinity. 
The malevolent node, Node M, is regarded as a black hole node in this context. The 
time stamp and the number of hops required to get to the destination are included in 
the route reply message that each node sends. The malicious node M, a black node 
that cannot communicate with the destination node D, identifies itself by claiming 

Fig. 2 Black hole attack in VANET
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to have the shortest path there with the fewest hops and the earliest time stamp [18]. 
Node A accepts that node and transfers the data to black hole Node M. Node M 
drops the data packet [19]. Black hole attack can be detected based on the packet 
loss analysis, Traffic analysis and based on inspecting the packets being altered. 
This drop in the data packet increases the traffic delay of the data transfer, causes 
packet loss, and attacker may even inject or modify the message. If the weight of the 
trust factor is analyzed properly at each and every part of the node, then malicious 
node can be avoided from entering into the communication zone. FATS algorithm 
analyses the trust factor and traffic delay while transmitting the messages and detects 
black hole attack in VANET [20]. 

Ad hoc on-demand distance vector (AODV) routing protocol is used in the 
suggested technique. As a reactive system, AODV routing protocol offers route 
discovery based on demand. The AODV routing protocol locates the route and allots 
a path to the required source when a route request is received. The three steps of the 
AODV routing protocol are route discovery, data transfer, and route management. 
RREQ and RREP routing techniques are used by the AODV routing protocol to offer 
the optimum path. The source IP address, source sequence number, destination IP 
address, destination sequence number, and broadcast ID are all sent in RREQ query 
packets. The destination IP address, destination sequence number, source IP address, 
hop count, and lifetime of a node are included in RREP responses [21]. 

5 Fuzzy Logic and Its Role in the Proposed Approach 

5.1 Introduction About Fuzzy Logic 

A strategy that depends on the degree of truthfulness is fuzzy logic. Boolean 
functions can only classify anything as true or false, whereas fuzzy logic can 
approximate the inputs. Fuzzy logic was proposed by Lofti Zadeh [22] and is based 
on the concept of human approximation [23]. When a human is allowed to take 
a decision, apart from Yes or No, the human can take decisions such as may be, 
certainly yes or no, not possible, and am not sure. Boolean function is able to work 
only on the concept of true or false and yes or no, but fuzzy approximation will 
concentrate on all the possible aspects of a human being. It will act intelligently 
as a human being. Fuzzy logic is the base of artificial intelligence and can be 
implemented in both hardware and software problem [24]. 

Figure 3 shows the block diagram of the fuzzy logic system. The basic fuzzy 
logic controller has the Fuzzifier, knowledge base, inference engine, and a fuzzifier. 
The crisp input is fed into the fuzzifier. The fuzzifier is used to fuzzify the input 
based on the system model. After fuzzification of the inputs, “if then” rules are 
applied to the data. Knowledge base is used to apply “if then” rule to build the model 
of the system. Inference engine is used to get inference from the human reasoning
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Fig. 3 Block diagram of fuzzy logic 

Fig. 4 Membership function of a temperature 

approximation. After approximation of the model, the input is fed to the fuzzifier 
that are used to defuzzify the input to crisp output. 

Membership function plays a significant role in quantifying the linguistic 
variable and in showing the fuzzy relation graphically. Figure 4 represents the 
membership function of the temperature. Temperature data are divided into freezing, 
cool, warm, and hot. In cases when there is a lot of ambiguity, fuzzy logic is applied 
[25]. 

Fuzzy logic can be divided into three types of fuzzy inference system: 

• Mamdani fuzzy inference system. 
• Takagi Sugeno fuzzy inference system. 
• Tsukamoto fuzzy inference system.
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5.2 Mamdani Fuzzy Inference System 

Mamdani fuzzy inference system was first proposed by Ibrahim Mamdani to control 
steam engine. The Mamdani inference engine can be divided into two inference 
system [26]: 

• Max-Min inference method. 
• Max-product inference method. 

5.2.1 Max-Min Inference Method 

Consider the following rules: 

Rule 1: IF x1 is A1 
1 and x2 is A2 

1 THEN y1 is B1. 
Rule 2: IF x1 is A1 

2 and x2 is A2 
2 THEN y2 is B2. 

Let us compute the output for x1 = 2.5 and x2 = 3. 
Membership functions for given rules are shown below: 
The highest membership value from the two input sets is assigned to the 

appropriate output set because it is a Max-Min inference method. 
For first rule, the fuzzy membership value for x1 would be 0.8 and for x2 it would 

be 0.4. The connectives in first IF-THEN rule are connected using “and” connective. 
Therefore, we must find the intersection of the fuzzy values that returns the lowest 
value. As a result, the output y1 will belong to fuzzy output set B1 by 0.4. 

The fuzzy membership value for the second rule would be 0.3 for x1 and 0.7 for 
x2. The “or” connective is used to connect the connectives in the first IF-THEN rule. 
Therefore, we must use the union of fuzzy values that returns the most of them. In 
the fuzzy output set B2, the output y2 will therefore have membership of 0.7. The 
input and output fuzzy sets and scaling of output fuzzy function are depicted in 
Figs. 5, 6, 7, and 8 for max-min inference method and aggregated output is shown 
in Fig. 9. 

Fig. 5 Input fuzzy set A1 
1
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Fig. 6 Input fuzzy set A2 
1 

Fig. 7 Output fuzzy set B1 

Fig. 8 Scaling of output fuzzy function 

Fig. 9 Aggregated fuzzy 
output
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Fig. 10 Scaling of output fuzzy function 

Fig. 11 Aggregated fuzzy 
output 

5.2.2 Max-product inference method 

An approach for combining fuzzy sets in fuzzy logic is the maximum product 
inference method. It is based on the principle that the sum of the degrees to which 
the components of a fuzzy set are true determines the degree to which the whole is 
true. 

The above figure shows the representation of max-prod inference method. Figure 
10 and Fig. 11 shows the scaling of output function with respect to the given input 
and Fig. 11 shows the aggregated fuzzy output. 

6 Fuzzy Logic Trust-Based Authentication Schemes 
in VANET 

A fuzzy-based approach for evaluating trustworthiness and managing authority in 
VANETs is suggested. In this chapter, the fuzzy theory was employed. To analyze 
the nodes’ trust, it employed the behavioral attribute acquisition, vehicle device 
position, and comprehensive attribute weight as a parameter [27]. In the world of
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uncertainty, fuzzy logic is crucial. Because of VANET’s high degree of mobility, it 
is challenging to forecast which nodes will enter and leave the network. Fuzzy logic 
is used to assign a trust parameter to track the node’s sincerity, making it simple 
to foresee the node’s sincerity. A trust factor based on authentication of vehicle 
and roadside unit was provided by Fatemehsadat et al. Direct trust, indirect trust, 
in-segment trust, and historical trust were taken into consideration to calculate the 
trust factor of the vehicle node [28]. A trust model using experience and plausibility 
was proposed in fuzzy logic [8]. 

7 Proposed Algorithm FATS (Fuzzy Authentication 
to Provide Trust-Based Security) for Black Hole Attack 
Detection 

The trust factor plays a significant role in avoiding the malicious node joining 
the communication link. The trust factors provided by certificate authority by 
monitoring vehicle identity, trust factor provided by the roadside unit, trust factor 
calculated by the reputation of each node which is credited based on nodes behavior, 
the data trust and number of hops required to reach the destination is taken as 
input to calculate the trust degree of providing the communication link to the 
requestee node. The proposed algorithm FATS (Fuzzy Authentication to provide 
Trust-based Security) helps to detect black hole node and block the node to do any 
communication further. The trust degree or the weight of the node identity, weight 
of the trust degree provided by RSU, weight of the direct and indirect trust degree, 
and weight of the data trust are calculated. 

Step 1: If a new node wants to join the communicating network in VANET, the node 
sends the RREQ message to all the nodes. After receiving the RREQ message, 
the trust factors are first analyzed before joining the node to the network. 

Step 2: The trust factors are separately analyzed by VANET’s Certificate authority. 
At the initial stage, vehicles’ IDs are verified – whether it is a registered node or 
not. 

Step 3: If it is not a registered node, the genuine node can block that node from 
joining and leaving a message as a suspicious node. 

Step 4: If the node is registered, the trust factor provided by the RSU and the trust 
factor provided by the reputation of each node are verified. 

Step 5: If the node is found to be a genuine node, after verifying the trust degree, 
then the communication link is provided to the new node by replying with an 
RREP message. 

Step 6: If the malicious node still acts as a genuine node initially, a test message is 
forwarded to the destination node to analyze the trusted behavior of VANET. If 
there is a packet drop or delay in receiving the acknowledgment message, then 
the node can be blocked. If the acknowledgment is received, then the original
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messages which are in need to be transmitted are encrypted to ciphertext and 
forwarded to the destination node. 

Step 7: When the new node is ready for a data transfer, trustworthiness of data is 
ensured by observing the previous data sent by the new node. This form of trust 
comes under historical trust. 

7.1 Pseudocode for Providing a Communication Link 
to the New Node 

Every vehicle i sends the RREQ route request message to join the communication 
link. 

{ 
Verifiers verify the vehicle id 

If { 
Node id is registered 
} 
Considered as a genuine node 
Else { 
Block the node from the communication link 

} 
} 
If { 
#genuine node is found by verifying vehicle’s id 
#Verify the node’s reputation trust and RSU Trust 
If the trust degree is reached above the threshold level 
Accept the node 
Else { 
Reject node 
}} 
# Check the genuineness of the user by sending a test message If { 
The test message is sent at the correct time and acknowledgment 
is received 
Provide a communication link by RREP message 
Else { 
Report malicious 

} 
} 

7.2 Formation of Fuzzy Rules Using Mamdani Inference 
System in MATLAB 

Node reputation trust, roadside unit trust, data trust factor, and the number of hops 
required to reach the destination from the source are chosen as input parameters. All
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Table 1 Calculation of trust values to provide a communication link 

S. no 
Node reputation 
trust 

Roadside 
unit trust Data trust 

Number of hops 
required to reach the 
destination 

Provide 
communication 
link 

1 0 0 0 0 0 
2 0 0.6 0.6 0.6 0.6 
3 0 1 1 0 0.6 
4 0.6 0 0 0 0 
5 0.6 0.6 0.6 0.6 0.6 
6 0.6 1 1 1 0.6 
7 0.6 1 1 0 1 
8 1 0 0 0 0 
9 1 0.6 0.6 0.6 0.6 
10 1 1 1 0.6 1 
11 1 0.6 1 0.6 1 
12 1 1 0.6 0 1 

these parameters determine black hole attack in VANET and reject the malicious 
node if the trust factors are very low. 

Mamdani FIS is used with IF-THEN rules. These rules are framed to select the 
genuine node and reject the black hole node in VANET. The centroid defuzzification 
method is used to calculate the trust parameter of the vehicle node. Table 1 discusses 
the various criteria for providing a communication link to the new node and rejecting 
the black hole node. Equation (1) gives the centroid defuzzification formula for 
calculating the trust factor. Figure 12 shows the surface view of the calculation of 
trust degree required to provide a communication link to the trusted node. 

.Trustfactor =
∫

xi.μ (xi)
∫

μ (xi)
(1) 

Figures 12 and 13 shows the trust metric calculation for the medium and low 
trust factor respectively. If there is a low trust factor, then communication link will 
be discarded to that node, and if there is a medium trust factor, then communication 
may be provided to that node. Figure 14 depicts the surface view for providing 
communication link. 

8 Implementation of FATS 

The network simulation software 2.28 is significantly used for the research work 
in VANET [29]. It is an open-source software in which simulation of wireless
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Fig. 12 Trust factor calculation for medium trust factor 

Fig. 13 Trust factor calculation for low trust factor
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Fig. 14 Surface view for calculation of trust value to provide a communication link 

applications can be done more easily. Around 100 nodes have been designed with 
the roadside unit and vehicle nodes. 

The vehicle node moves around, and if any information is required, the user can 
get the information from the other node user. In this scenario, the trust factor plays 
a significant role; this trust factor gives the degree of whether the node which is 
contacted is a trusted node or not. According to Table 1, values between 0 and 0.65 
are low trust values, values from 0.5 to 0.85 medium trust values, and values from 
0.8 to 1 high trust values. 

If the trust degree calculated is below the threshold value, the user can block 
that node from communication and send the request to the other node user. When 
the communication is initiated, messages which are transmitted are encrypted to 
cipher text form by using public and private key for the authentication process and 
key is generated to pass the information. The trust degree based on vehicle ID, 
the reputation of the node, and RSU trust detects black hole attack in VANET and 
helps the node user to discard the black node which increases the throughput and 
packet delivery ratio and decreases the delay ratio. Figure 3 shows the image of 
the ns2.28 simulation tool, which consists of vehicle nodes, roadside unit, and black 
hole attacks along the direction of movement of the vehicle. The fuzzy-based trusted 
communication detects the black hole attack and rejects the attacked node and 
chooses the genuine node for communication based on fuzzified trust degree. This 
proposed method increases the throughput and packet delivery ratio and decreases 
the delay time. Figure 15 shows the detection of attack in animator window of ns2.28 
(Table 2).
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Fig. 15 Detection of black hole attack in VANET 

Table 2 Depicts the simulation parameter used in this approach 

Simulation tool NS 2.28 

Simulation area 1200 m × 1200 m 
Routing protocol AODV 
Channel type Wireless 
Radio propagation model Two ray ground 
Packet size 64 bytes 
Performance evaluation Packet delivery ratio, throughput, and end-to-end delay 

Throughput (Kbps) 
Throughput is defined as the total number of packets reached at the destination to 
the amount of time taken. 

. Throughput = Total number of packets received at the destination in bytes × 8

End time − Start time

Packet delivery ratio (in %) [30] 
Packet delivery ratio is defined as the ratio of the total packets received at the 
destination to the total packets generated by the node. 

.Packet delivery ratio = Packet received

Packet generated
× 100
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Fig. 16 Analysis of throughput performance 

End-to-end delay (s) 
End-to-end delay is defined as the difference between the packet sent time and 
packet arrival time across a network. 

. End − to − end delay = Packet sent time − Packet arrival time across a network.

Figures 16, 17, and 18 show the performance analysis of throughput, packet 
delivery ratio, and end-to-end delay performance, respectively. The performance 
analysis shows that Fuzzy-trusted approach increases the throughput and packet 
delivery ratio and decreases the delay when compared to normal AODV routing 
protocol and AODVBH-AODV black hole.
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Fig. 17 Analysis of packet delivery ratio 

9 Conclusion 

The proposed method used FATS (Fuzzy Authentication to provide Trust-based 
Security) for the detection of black hole attacks in VANET. When the black hole 
attack is detected in VANET, the trusted authority blocks the node to join from 
the communication link. The trust degree plays a significant role in authenticating 
the user. The trust degree is calculated based on vehicle identity, roadside unit 
trust, node reputation trust, and data trust. This degree of trust makes the VANET 
user decide whether to trust the node or block the black hole node. Fuzzy logic 
is normally used in the scenario where there is more uncertainty. This fuzzy-
based trusted authentication scheme, FATS, increases the packet delivery ratio 
and throughput and decreases the delay time. This proposed method increases the 
network lifetime and bandwidth and reduces the packet drops caused by the black 
hole node. Secure infrastructure is provided by this method to transfer the data 
packets in a secure communication network.
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Fig. 18 Analysis of end-to-end delay performance 
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AI-Based Chatbot Agents as Drivers 
of Purchase Intentions: An 
Interdisciplinary Study 

Priyanka Tyagi and Ajay Jain 

1 Introduction 

Artificial intelligence (AI) is continuing to change how companies connect with 
customers [26] and is emerging as a developing and interdisciplinary area of 
research and innovation Liu et al., [25]. The usage of applications that interact with 
users in a conversational fashion and closely resemble human interaction is known 
as “chatbots,” and it is currently one of the growing trends in artificial intelligence 
(AI). Chatbots have recently gained popularity as a solution to improve business’s 
external communication with customers [19]. 

Online interactions have become a prominent means of communication between 
businesses and customers [36]. Through real-time interactions in an e-commerce 
environment, chatbots help businesses to improve customer experiences and meet 
expectations [40]. Task-oriented dialogue systems are getting more and more 
attention from businesses due to their importance and significance in human-
computer interaction and natural language processing [42]. The usage of chatbots 
is appropriate to lessen the burden [5]. The adoption of chatbots by businesses for 
customer service has increased [15]. Researchers [38] specifically suggested that 
Chatbot Agents might be used to understand and engage consumers, while also 
providing personalization. The consumer environment in which shops offer their 
services has changed as a result of the adoption of immersive technology [34]. 

Hence, AI technology boosts consumer engagement and has a positive impact 
on behavioral responses, especially intentions to make purchases and intentions 
to share experiences with social groups. The interactive AI and MR technology 
create new opportunities to increase consumer involvement [37]. Moreover, artificial 
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intelligence (AI) also transforms the way retailers operate. The prospect of physical 
retail will be AI-Powered Automated Stores. Consumers in these retail stores 
will deal with fully automated technologies. Customer’s intentions to purchase in 
AI-powered automated stores were influenced by perceived usability, enjoyment, 
personalization, and interactivity [31]. Here, the latest advancement that benefited 
from data-driven innovation is the digital assistant. The most important factor 
in developing a good mindset and purchasing intentions is AI-powered digital 
assistants [2]. Specifically, a crucial marketing component is to have conversational 
responses on the official websites of businesses that sell goods and services [39]. 
Managers can increase the return on marketing investments by using artificial 
intelligence to make conversational interactivity more intuitive for present and 
potential customers visiting the websites [21]. There is a lot of literature on artificial 
intelligence, but there is very little or no understanding of the trends, patterns, 
and research advancements in this field. However, there is little study focusing 
on Chabot marketing activities and their influence on the purchase intentions of 
customers. 

The researcher borrowed theoretical insights from the multidisciplinary literature 
on chatbots to cover the research gaps and make contributions to the field of e-
marketing. The goal of this study is to determine whether chatbot agents have any 
impact on the purchase intentions of Delhi NCR consumers. The impact of the 
chatbots on purchase intentions of customers may be favorable, bad, or neutral. The 
organization will gain from this study by being able to assess the impact of applying 
AI-powered chatbots and will know whether it will be advantageous to utilize them 
in e-marketing [11]. 

2 Conceptual Background and Development of Hypothesis 

The chatbots are growing rapidly in a multitude of sectors, including customer 
service, health, education, marketing, and job assistance, and are becoming crucial 
entry points for digital services and information [30]. Specifically, online travel 
businesses have used chatbots in various customer-facing applications (L. Li et al., 
n.d.). Similarly, chatbots are being used rapidly in education sector. Engaging learn-
ers, personalizing learning activities, assisting teachers, and gaining an in-depth 
understanding of students’ behavior, chatbots have the potential to revolutionize 
the way that education is delivered [20]. Especially among students and young 
adults, chatbot has a significant potential to be employed as a conversational agent 
to promote health literacy [28]. Chatbots are being used in transportation sector 
as well. One of the most significant uses of cutting-edge artificial intelligence 
technology, which is widely adopted in the transportation sector worldwide, is 
automated driving technology. Fully automated vehicles (FAV) are anticipated by 
policymakers to considerably reduce the frequency of accidents caused by human 
error and traffic congestion [35]. It is important to know the impact of chatbots when 
customers make online purchases. The following section discusses the literature
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related to Chatbot agent’s informational support, trust, emotional credibility, and 
purchase intentions. 

3 Informational Support of Chatbots and Predicting 
Purchase Intentions 

Now chatbot agents are a popular medium to provide real-time customer service in 
many e-commerce platforms. In the present times, conversational bots frequently 
replace human chat service agents. The software agents, generally known as 
chatbots, are automated systems that employ natural language to communicate 
with human users frequently applying artificial intelligence [1]. Online commercial 
services and e-commerce have both benefited tremendously from the application of 
artificial intelligence. Online retail platforms have heavily incorporated AI technol-
ogy to offer customers more precise and customized services and recommendations 
[41]. According to Nirala et al. [29], a chatbot has become an effective tool 
for responding to user enquiries in an automated, sensible, and precise manner. 
Researchers have used a range of soft-computing strategies to make the chatbot 
user-friendly, depending on the complexity of the subject domain [14]. It has been 
noted that chatbots have provided a wide range of services to users around the world, 
including ordering food, recommending products, offering insurance policy advice, 
offering customer care, offering financial assistance, scheduling meetings, etc. 

Similarly, modern technologies are increasingly used in the well-liked virtual 
world. Now organizations are increasingly exploring numerous innovative appli-
cations in such virtual environments [24]. Conversational recommender systems 
intend to assist online users in making informed decisions by providing them 
with interactive help [18]. In order to communicate with their customers, busi-
nesses might use chatbots, which are technology tools with artificial intelligence. 
Recommender systems become essential in the modern digital age for managing 
information on online platforms. From social media to e-commerce, from travel 
to cultural consumption, automated recommendations have an impact on users’ 
daily decisions. Recommender Systems are trained using user data to provide 
personalized informational support to users based on their expected preferences 
[12]. Now consumers can make purchases, access after-sales services, and also do 
informative searches using chatbots via their desktops or mobile devices [10]. Based 
on these prior studies, this study proposes the following hypothesis: 

H1: Informational support positively affects purchase intentions of customers.
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4 Trust, Emotional Credibility, and Predicting Purchase 
Intentions 

Businesses are also using service robots including both physical and virtual chatbots 
to deliver services to clients. Some businesses adopt robots that resemble humans 
in appearance and behavior to enhance customer’s intentions [4]. Researchers [27] 
showed that the effectiveness of product promotion is positively correlated with 
emotional credibility, integrity, and trust of chatbots. Behera et al. [3] found that 
customers place a high value on accessibility and dependability, especially when 
looking for real-time information. Customers experience is flawless because of 
automated responses to repetitive questions on frequent problems. Trust influences 
the intention toward adopting cognitive chatbots. Further, Lappeman et al. [22] 
found that, despite the ability of a brand to influence consumers’ choices, this 
power is not sufficient to significantly enhance consumers’ self-disclosure. The 
three components of trust—brand trust, cognitive trust, and emotional trust—need 
to be combined into one bridge through education, communication, and product 
development. Based on the findings of the above researchers, this study proposes 
the following hypothesis: 

H2: Emotional credibility positively affects purchase intentions. 
H3: Trust positively affects purchase intentions. 

5 Research Gap 

However, there are not many studies that have specifically focused on how chatbots 
influence customers’ intentions when they purchase online. There is plenty of 
literature available on the use of AI-powered chatbots in customer service and other 
domains. To advance the state of AI technology’s current application, it is crucial to 
research the AI-powered chatbots in marketing. 

6 Objectives 

The objectives of the study are as follows: 

1. To know the impact of informational support on purchase intentions. 
2. To assess the impact of emotional credibility on purchase intentions. 
3. To determine the impact of trust on purchase intentions. 

The researcher conducted a thoughtful study in order to attain these objectives.



AI-Based Chatbot Agents as Drivers of Purchase Intentions: An Interdisciplinary Study 81

7 Methods 

This study aims to investigate the effect of chatbot agents on online purchase inten-
tions and inclinations to use its recommendations when making online purchases. A 
thoughtful study is designed to accomplish these goals. 

7.1 Sampling Framework and Questionnaire Design 

Indian customers served as the sample population of this study, specifically 
customers residing at Delhi NCR area who use chatbot agents for making online 
purchases. To add variety to the data, the respondents were specifically picked 
to have various demographic profiles. The participants were between the ages of 
18 and above 51, had a good mix of genders, and represented a wide range of 
backgrounds, and qualifications in terms of education and employment. In this 
study, 215 respondents participated in an electronic survey, through which data 
were collected for this investigation. The survey consisted of two sections. The first 
section of the questionnaire included questions about the respondent’s demographic 
characteristics, while the second section included questions about the determination 
of how independent variables affected dependent variables. Here, Purchase is the 
dependent variable, whereas informational support, emotional credibility, and trust 
are the independent variables (Fig. 1). 

7.2 Measures 

The measurement of constructs by measurement scale is an important aspect in 
research (Ringle & Sarstedt, [33]). The goodness of a measurement scale can be 
evaluated on the basis of reliability and validity. The details of measurement scale 
are given in Table 1. 

H1 

H2 Purchase Intentions 

H3 

Informational Support 

Emotional Credibility 

Trust 

Fig. 1 Research model developed by the researchers
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Table 1 Details of measurement scale 

Constructs 
Number of 
items Items Source 

Informational 
support 

6 I feel chatbot service agent gives me suggestions and 
advice about how to cope up with problems 

[6] 

The chatbot service agent suggests me where I can go to 
get help 

[6] 

I feel chatbot service agent has adequate information to 
answer customer’s questions. 

[6] 

The chatbot service agent provides information about the 
events happening in the organization. 

[9] 

The chatbot service agent provides suggestions on the 
company products/services. 

[9] 

I feel chatbot service agent provides useful information 
that helps me in purchasing. 

[9] 

Emotional 
credibility 

6 I feel chatbot agent recognizes my emotions and feelings. [32] 

I feel chatbot agent expresses feelings and emotions 
appropriately for the situation. 

[32] 

I feel chatbot service agent uses feelings and emotions to 
create and organize thinking. 

[32] 

I believe chatbot service agent uses feelings and emotions 
to facilitate problem-solving and judgment. 

[32] 

The chatbot service agent knows how to respond 
appropriately to positive as well as negative emotions. 

[32] 

I feel the chatbot agent knows how to control her own 
feelings and handle my feelings sensitively and effectively. 

[32] 

Trust 6 I believe that chatbot agents are reliable. [8] 
The recommendations given by chatbot agents are 
trustworthy. 

[8] 

I feel confident about the brand suggestions given by 
chatbot agents. 

[23] 

I believe chatbot agent treats me fairly and justly. [23] 
I believe chatbot agents are trying to make long-term 
commitment. 

[23] 

I believe whenever chatbot agents make an important 
decision, I know it will be concerned about me. 

[23] 

Purchase 
intentions 

4 I am intended to purchase the brands suggested by the 
chatbot service agent. 

[40] 

It is likely that I will purchase the brands recommended 
by the chatbot agents in near future. 

[40] 

I regularly purchase the brands recommended by chatbot 
agents. 

[40] 

I anticipate purchasing on recommendations of chatbot 
agents. 

[40]
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8 Research Tools and Techniques 

The researcher performed descriptive data analysis by using SPSS version 22. 
Further analysis was done by two-step methods (measurement model and structural 
model) proposed by Henseler et al. [17], to report and evaluate generated results. 
A measurement model has been used to evaluate the appropriateness of the scale 
items. The evaluation of collinearity among exogenous constructs, the significance 
and applicability of path coefficients, as well as indirect effects and total effects 
(if appropriate) are all included in the structural model assessment process. The 
coefficient of determination, or R2, is used to measure the predictive accuracy of 
the model [16]. In the study, the researcher retained only the items with good 
factor loadings and removed the items with low factor loading, as per Chin [7]. 
Additionally, CR (construct reliability) was measured by using Fornell and Larcker 
[13] criterion. Furthermore a CR value of 0.7 or more shows acceptable level of 
reliability. Additionally, average variance extracted (AVE) was used in the study to 
assess the convergent validity, and AVE (average variance extracted) value should 
be above 0.50. The cross-loading values of the latent variables were used to obtain 
discriminant validity. The cross loading values in corresponding variables should be 
higher in comparison to the loadings of other constructs. 

9 Measurement Model 

The researchers evaluated the measurement model to examine the convergent 
and discriminant validity of the observed variables. The loading value of specific 
indicators must be above 0.6, AVE value should be above 0.5, and CR value should 
be above 0.7, as per Hair Jr. et al. [16]. The fitness of a model is assured by fulfilment 
of these criteria. The details of measurement properties of the constructs are given 
in Table 2. 

10 Analysis of Structural Model 

Estimation of structural model was performed after analyzing the validity and 
reliability of constructs by using measurement model. The researcher used refined 
items in hypothesis testing. When evaluating the reflective measures, the internal 
consistency was examined using the composite reliability (CR) and Cronbach’s 
alpha, the convergent validity was examined using the indicator loading and average 
variance extracted (AVE), and the discriminant validity was examined using the 
heterotrait-monotrait ratio of correlations (HTMT). In Fig. 2, a full structural 
regression model is presented. The researcher found a positive impact of chatbot 
agent’s informational support and purchase intentions (β = 0.231, p < 0.01).
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Table 2 Parameter values of 
factor loadings, average 
variance extracted, composite 
reliability 

Constructs Items Loadings AVE CR 

Informational support IN1 0.735 
IN2 0.778 
IN3 0.873 0.710 0.936 
IN4 0.949 
IN5 0.862 
IN6 0.843 

Emotional credibility EMI 0.895 
EM2 0.907 
EM3 0.862 0.733 0.932 
EM4 0.788 
EM6 0.822 

Trust T2 0.786 
T3 0.892 0.745 0.897 
T4 0.906 

Purchase intentions P2 0.940 
P3 0.870 0.798 0.922 
P4 0.867 

Fig. 2 Results of the measurement model 

The researcher also found a positive impact of chatbot agent’s trust and purchase 
intentions (β = 0.949, p < 0.01). Furthermore, results indicated that the chatbot 
agent’s emotional credibility has a significant impact on the purchase intentions
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Fig. 3 Results of structural model 

(β = 0.166, p is less than 0.01). Where SRMR = 0.04, NFI = 0.88, R2 = 91.3% 
.Therefore, H1 and H2 are supported (Fig. 3). 

11 Conclusion and Future Research Works 

Based on the results of structural model, the researcher found that chatbots agent’s 
informational support, emotional credibility, and trust have significant impact on 
the purchase intentions of the Indian (NCR) customers in online markets. This 
study adds some pretty interesting findings to the work. AI-based chatbot agents are 
gaining popularity in a variety of contexts and may present a number of options for 
time and money savings. However, many customers continue to feel low emotional 
credibility with chatbots, which could lead to possible barriers to the use of chatbots. 
This research serves as an initial step in better understanding how chatbot impacts, 
and the purchase intentions of customers in the context of e-marketing can be used 
to increase purchase intentions with AI-based chatbot agents. The findings of this 
study can offer some insights into the area of integrating new technologies in e-
marketing field, a field that is very competitive and where marketers are continually 
seeking for novel ways to increase sales in online markets. The researchers also 
anticipate that this study will stimulate more investigation into chatbots and the 
advancement of AI-based capabilities in and outside of e-marketing field.
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The chatbot agents in e-marketing contexts attracted attention not only from 
academics and researchers but also from businesses. This study primarily examines 
the impact of chatbots when making online purchases. Additionally, the transition 
from commercial landscape to digital economy and digital marketing critically 
contributes to the use of internet-based tools like CAs. According to this study, 
it is crucial for marketers to understand and utilize chatbot agents efficiently 
and effectively as they influence purchase intentions of customers. As a result, 
this study offers marketers numerous chatbot-related insights. Further, marketers 
can collect feedback from their customers regarding the interaction experience of 
chatbots. Information overload is increasingly challenging for consumers to filter 
and chatbots could enable customers to get the required information that will impact 
their purchase intentions. The marketers should be aware of how customers prefer 
chatbots to traditional advertising. Marketers can create more effective marketing 
efforts by understanding how user perceptions of different chatbot components 
affect customer’s intentions of using it. 

Typically, businesses are concerned with long-term viability and the success of 
their websites. Hence, increased use of AI-based chatbots in e-marketing is a step 
in right direction. Additionally, businesses can strengthen their trust and credibility 
by assuring their CAs are at an excellent level in order to increase customer trust. 
The results of this study are significant and should be viewed as helpful guidance 
for businesses and operators of CAs as they develop their marketing strategy. The 
study’s findings are anticipated to act as a guide for marketers and other industry 
participants by helping them to comprehend the function of chatbots in terms of 
customer intentions when they make online purchases. 

Future research may go into greater detail about the connection between usage 
of chatbots and purchase intentions. This study provides a number of directions for 
future work on the chatbot agents, which could improve the way AI-based CAs 
interact with customers. Additionally, there is still much research to be done on the 
use of chatbots in context of online purchases. Further, future research can focus 
on a variety of contexts such as investments and financial products. If marketers are 
successful in influencing purchase intentions of customers in various contexts, they 
may be able to grow businesses in a much faster pace. Great research opportunities 
exist in CAs as a result of digital revolution, which could benefit not only the major 
market players but also customers. 

12 Limitations 

This study has various limitations. This study focused on the use of CAs in 
the context of online purchase; hence, it must be understood in light of certain 
limitations. This area of study is expected to expand as technology improves and 
as people become more exposed to it. Moreover, a larger data size is frequently 
advised in the field of marketing, but the sample size of this study was small, which 
is another drawback. Future researchers are suggested to increase the sample size
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and a cross-country survey can also be conducted to determine how other nation’s 
customers feel about chatbots. Future researchers are suggested to increase the 
sample size and a cross-country survey can also be conducted to determine how 
other nation’s customers feel about chatbots. 
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An Intelligent Model for Identifying 
Fluctuations in the Stock Market 
and Predicting Investment Policies 
with Guaranteed Returns 

Manash Sarkar, M. N. Pratima, R. Darshan, Debkanta Chakraborty, 
and Maroi Agrebi 

1 Introduction 

Stocks are critical parts of cutting-edge financial markets. The stock market is 
a tough forum for funding, and it calls for ample deliberation before investing 
money into stocks. The stock market is one of a number of important sectors 
that traders are dedicated and committed to. Researchers from both the economic 
and technical fields continue to be interested in the topic of stock market price 
trend indicators and predictions. Our goal is to develop a rate trend prediction 
system that specialises in short-term price trend prediction [1]. Modern financial 
systems are based primarily on fiat or decree money, which has many advantages, 
benefits that are due to its divisibility, sturdiness, transferability, and abundance. In 
addition, fiat money is not back up with a physical commodity, and governments 
have the power to manipulate the value of money. This may cause many problems, 
such as hyperinflation and income inequality [2]. Second, although people invest 
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in stocks, they are unpredictable and unreliable. The stock rate is often affected 
by different factors, including investor behaviour, market sentiments, dividends, 
market regulations, economic developments, economic guidelines, credit situations, 
hobby prices, trade fee levels, and global capital flows [3]. Inventory market buying 
and selling are parts of an exceedingly complicated and ever-changing system 
where people can either accrue a fortune or lose their life savings [4]. The third 
problem is security: protecting the amount that people are buying and selling, 
current process gains, and income growth from being exposed to malicious users 
and fraudulent schemes. A primarily sequence-based stock price [5] is the standard 
nonstationary stochastic system that does not require a regular maintenance for it to 
stay in equilibrium. A mathematical model to describe the dynamics of this sort of 
procedure, after which forecasts or predictions on the price of future expenses from 
present values and past values, has been set up thanks to the results of numerous 
studies on nonlinear time collection evaluation. It also forecasts stock prices along 
four metrics: open fee, ultimate price, best rate, and the bottom or base amount [6]. 
Thus, it uses all extracted or captured guidelines at any moment for its predictions, 
estimating future inventory or stock market price with high accuracy. 

Over the past decade and continuing today, big data technology has had a 
significant impact on a number of industries, and it could become ubiquitous. 
The financial sector, like the majority of other sectors, concentrated all of its 
efforts on structured information research. However, statistical records saved in 
various sources could be obtained with the aid of technology. Big data generate 
a lot of power, not only through the ability to process large volumes and types 
of data at fast rates but also through the capacity to charge organisations. The 
relationship between news articles and stock prices has already been established, 
but it can still be strengthened by additional data. Businesses have historically 
made greater investments in selection support structures. Many businesses can now 
obtain analytical reviews that are based on OLAP (Online Analytical Processing) 
structures thanks to the development of enterprise intelligence tools. However, given 
the frequently shifting trends in consumer behaviour and consumer markets, it may 
become increasingly important for businesses to move beyond OLAP machine-
based analysis in their analytical reviews. In their paper, they discussed about OLAP 
and its significant innovations in hardware and software enable businesses to take 
advantage of all available data formats and support businesses in gaining business 
insights from those statistics. Some of the most important things to concentrate on 
in obtaining real-time analytics on all available factual codecs are facts. 

Not just for data warehousing, data technology also includes a variety of other 
technologies that are used to passively track recent developments in threat analysis 
by using large numbers of data across many domains. This chapter aims to examine 
the conceptual methods that draw on literature assessments of those models and 
improve them. In order to address the current roadblocks to this aim, similar 
researchers can benefit from the information in the most recent papers. In this 
chapter, the authors rely on fuzzy common sense and neural networks. They also 
use RSI (Relative Strength Index), OS (Operating System), MACD (Moving Aver-
age Convergence/Divergence), OBV (On-Balance Volume), MSE (Mean Squared
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Error), MAPE (Mean Absolute Percentage Error), and RMSE (Root Mean Squared 
Error) to evaluate time-series data. The chapter emphasises locating implementation 
challenges and how these challenges can help the trader make decisions in the 
stock market. The study’s implication is that there is too much data to examine. 
Additionally, this chapter is conceptual in nature. The study’s findings demonstrate 
that the ANFIS (Adaptive Neuro-Fuzzy Inference System) is the best model for 
stock market prediction, outperforming all others. The predictions and expert 
decisions are useful in entertainment industries [7]. The expert decision for the 
selection of a restaurant is also implemented in the recommendation system, where 
a restaurant recommendation [8] is also a useful application for expert decisions 
in tourism industries. Additionally, the fuzzy neural model’s results show that they 
are more effective than other models, even though it appears that when MSE is 
used as a proxy for a medium, MAD (Mean absolute deviation) uses significantly 
less data than the other models do. As a result, it will become more adept at stock 
prediction. One of the methods, a reinforcement-oriented forecasting framework, 
which converts the solution from a typical mistake-based learning approach to an 
intention-directed, shape-based total learning approach, includes a trial-and-error-
based total approach that was used for prediction. To make predictions on the stock 
market the way it ought to be, many advanced prediction techniques have been 
developed. At one time, some approaches were generally referred to as conventional 
approaches, but there were no computational techniques for hazard analysis. Pass 
validation, which is one of the most frequently used fact-resampling techniques to 
estimate actual prediction blunders and to fine-tune model parameters, is one of the 
techniques used to validate the model—a method for analysing the stock market, 
assessing how risky it is, and anticipating how it will behave so that investors can 
profit from their investments. 

In this chapter, an attempt is made to construct a time-series prediction model 
to predict inventory prices. This construct is more realistic because it examines 
the model by using not only current algorithms but also records from the bench-
mark, which have made it difficult to determine whether it will outperform other 
algorithms. Modern-day stock values accrue from sets of statistics. The statistics 
gathered are modelled into diverse subcomponents or data sets, which are used to 
train and test the algorithm. Further, a customised intelligent version is modelled and 
improved to provide prediction scores for all the assessment metrics. An intelligent 
model is proposed to anticipate the stock market and offer an expert decision on how 
to invest. The proposed model additionally guarantees that an investor’s amount will 
not be much less than their capital investment after a specific amount of time. The 
base amount could be fixed to the funding time. To reduce uncertainty and risk, a 
fuzzy logic is used, and fuzzy multiobjective optimisation is likewise used to make 
an optimistic decision. The proposed model predicts stock and determines the term 
required for a good return. A real-time stock market data set is used as a test-bed data 
set to validate the proposed model. Cross validation is an information resampling 
technique that assesses the generalisation ability of predictive models and prevents 
overfitting. As a result, fourfold cross validation [9] is used to gauge how well the 
proposed or developed model performs. Similar or comparable to earlier works,
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the proposed model outperformed the models based on machine learning and deep 
learning. 

The rest of the chapter is organised as follows: A literature survey is featured 
in Sect. 2. The impact of big data on the stock market is described in Sect. 3. The  
proposed model is described in Sect. 4. Sect. 5 shows how it is implemented. The 
results and discussion appear in Sect. 6. Finally, the conclusion and a brief mention 
of future works appear in Sect. 7. 

2 Literature Survey 

The objective of any investment is to earn return. Stock returns constitute one area 
for this chapter to look at, because many scholars have shown serious interest in 
this topic over the past several years. A quick evaluation of the literature assists in 
understanding the relevance of the content evaluation for inventory returns. Stock 
and other financial markets are complicated. They feature dramatic and dynamic 
behaviour and experience surprising booms and busts. The major challenge of this 
analysis is to build a device that can anticipate future fees in stock markets by taking 
samples of future costs. The experimental results of the study observed by Wei Yang 
[10] over a three-month screen showed that this version can effectively anticipate 
the route of the market with an average hit ratio of 87%. Similarly, on day-by-
day prediction, the model was capable of predicting the open, excessive, low, and 
near fees of the preferred inventory every week and every month. An optimisation 
technique, namely principal component analysis (PCA), was implemented in a short 
time period for predicting stock market prices, and it includes preprocessing the 
stock market data set, engineering strategies, and a customised machine-learning, 
deep-learning machine for inventory market price trends and value predictions. 

Several investigations have given rise to various selection guides that present 
buyers with superior predictions and analyses. Along with the wide availability of 
stock or price statistics, which was made possible through the Internet, the task 
of the investor has become more complicated, in that they now need to store, 
accumulate, examine, and filter out data to make accurate decisions from a diversity 
of information. This information consists of financial facts, real-time data, and 
opinions on how to effectively change the economic markets. It is far important 
to develop models that uncover the unique states of the market that will require 
making adjustments. 

Quite a few interests have shifted to using various artificial intelligence tech-
niques in the stock market, in addition to the statistical data that have been used to 
comprehend and anticipate fluctuations within the stock market. Technical analysis 
has also drawn the attention of many researchers as a means of reducing investment 
costs in the stock market. Therefore, knowing the market and being able to predict 
what will happen soon are essential skills for any investor. Ijegwa et al. [11] 
proposed solving this problem by working on an easy-to-use inference sign model 
that uses many variables to simplify the complicated marketplace. It gives reliable
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hints to traders and, as a consequence, acts as a valuable selection tool. The work 
employs fuzzy good judgement to perform the decision-making task, based entirely 
on inputs from technical analysis indicators. No longer will the best techniques, 
methods, and algorithms be enough to best predict the stock market, but this solution 
comes with shortcomings, disadvantages, and risks. 

A distinction between stock cost or share cost and their respective prices must 
be made. Price shows the buying price and the selling price, and the stock cost is 
an underlying price—no matter the buying and selling prices, which do not rely 
on a country to determine the stock price. The cognitive styles of traders and 
rumours frequently make it difficult to charge a fee. The role of the investor is 
to evaluate the investment’s values, costs, and margin of safety in order to raise 
money, market the products, or sell them. Understanding the underlying technical 
method is genuinely difficult regardless of the excellence of these practices. The rate 
of the stock is determined by the past patterns, using a variety of techniques and 
tools, as suggested by Mangale et al. [12]. The approaches are typically expressed 
in terms of a technical method and an essential method. The essential method is 
used for long-term valuations. Each inventory has a price that is independent of the 
inventory’s price; this is known as its intrinsic value. The proposed model operates 
through the following stages: information gathering, feature processing, fuzzy logic 
mapping, and stock value calculation. The mapping of the exceptional number 
of evaluation factors uses fuzzy logic. If-then rules are applied to the linguistic 
variable. The inventory price, which is used to calculate inventory worth, is affected 
by the fuzzy model. The dividend discount version is used to calculate the inventory 
fee. The purpose of the paper proposed by Alalaya et al. [13] was to take into 
account the projection capabilities of fuzzy logic and neural networks, as well as 
to combine some of the models to address various models’ implementation issues in 
the prediction of indexes and fees for the Amman Inventory Alternate, where other 
researchers have demonstrated some of the differences between these measures. 

Given that the stock market depends on nonstationary economic data and that 
the majority of the models used in this study have nonlinear structures, the Amman 
Stock Exchange index prices were used as a data set to examine the unique utility 
models. The facts are first gathered and preprocessed and then transformed from 
high-frequency facts to a ratio matrix. Next, the outlier set of rules identifies any 
anomalies in the ratio matrix, which determines the results. Although behaviour 
evaluation is no longer the most effective, because of its unstable nature, it is 
essential for all technical and social analyses. The relationship between sentiment 
and stock values is then examined. The developed model can afterwards be applied 
to forecast future stock prices. The development of this hybrid approach for 
forecasting inventory prices is a step toward better forecasting. In addition to 
quantitative data, financial news and news articles were analysed for the neural 
network forecasting of the proportion charge. A novel method for time-series 
forecasting with a simple, linear computational algorithm was proposed by Pandey 
et al. [14]. The suggested method uses a quantile-based fuzzy forecasting method 
after first predicting the trend of the future value. The suggested method is less 
complex than other techniques. The method’s suitability for Sensex forecasting is
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also investigated. We identified specific qualitative terms from our research that had 
favourable effects and unfavourable effects on stock price. Some of these words 
were frequently used in different contexts, indicating that the articles that contained 
them were vulnerable to price changes. After being retrieved from online databases 
and virtual libraries like the ACM (Association for Computing Machinery) digital 
library, Scopus, Kaggle, and Nifty 50, the statistical units underwent a critical 
analysis. Moreover, a thorough comparative analysis was completed to determine 
the route of structured and unstructured records for the segmentation of Nifty 50 
shares. The Nifty 50 stock list was obtained from the website of the National Stock 
Exchange of India. The sentiment rating was derived for each tweet and each stock 
in the Nifty 50 by using the unstructured statistics that were downloaded from 
Twitter for sentiment evaluation. Twitter is a relatively new way of disseminating 
information, not only through short sentences but also by allowing users to highlight 
one specific piece of information by retweeting it. 

Similar studies have characterised market performance on information: There 
should be no gain opportunities in stock markets, because they are defined by 
random walk patterns, while all new information is evaluated at any time given that 
prices immediately reflect that information. A crucial observation is that big data 
analysis should be used instead of stock market or financial fluctuations. Groups and 
businesses now have access to exceptional volumes and types of data thanks to cloud 
computing, the Internet of Things, Wi-Fi sensors, social media, and many other 
technologies. Innovative threat evaluation methods and applications are undergoing 
related developments that are tested and analysed. For an actual analysis, the data set 
must be preprocessed and improved. We can train the vector device on the data set 
and the results it produces after preprocessing the data, which was observed using 
the arbitrary woods technique. 

To obtain precise recommendations that are based on customers’ preferences, 
a hybrid recommendation model built on crowd search optimisation is suggested. 
Collaborative and content-based filtering are combined to create the hybrid rec-
ommendation described by Srakar et al. [15]. The actual time is in [16], and the 
data set is from the Nifty 50 stock list on Kaggle. Once investors understand the 
stock market and the fact that it involves a financial risk, then analysis, knowledge, 
advice, and prediction are all possible. Knowledge of the stock market is important 
because it currently makes up the majority of the stock market itself and requires a 
firm understanding of how stock prices are trending both now and into the future. 
Such knowledge could help investors to understand the upcoming inventory charge 
and to assess the risk. One of the resources used to train system-learning models to 
predict stock prices is the abundance of available stock data. Other factors that make 
it difficult to predict the market include a high noise-to-signal ratio and the sheer 
number of factors that affect inventory costs. Efforts are being made to improve 
and use smart devices, which include neural networks, fuzzy structures, and genetic 
algorithms within the discipline of financial decision-making. Thanks to the use 
of fuzzy rules and logic, an intelligent model has been proposed to predict stock 
expenses in order to guarantee returns on investment over some particular period of 
time, which is mathematically applied, thoroughly examined, and finally confirmed 
through real-time data sets.
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3 Impact of Big Data in Stock Market 

This section of the chapter in detail explains big data analytics, its impact on the 
stock market, its importance in the big data architecture, and the preparation of data 
sets required for further implementation, testing, and validation. 

3.1 Big Data 

Big data has emerged as crucial to the tech panorama. Big data, or massive 
information, analytics enables agencies to harness their facts and use them to 
discover new possibilities. Big data analytics, according to Modi et al. [17], is 
utilised in many fields for the precise prediction and analysis of numerous records. 
It facilitates the discovery of facts from huge amounts of information that provide 
guidance on how to use predictive analytics and personal behaviour analytics. Big 
data compile a collection of complex data sets for a method utilising conventional 
database management or storage equipment and traditional tools or conventional 
statistics-processing applications. The key tasks for this model include capturing, 
storing, analysing, and visualising those data. A massive investigation into facts is 
applied in certain disciplines, according to Attigeri et al. [18], for specific prediction 
analysis. 

3.1.1 Big Data Architecture 

Big data architectures have been developed to carry out the gathering, processing, 
and analysis of statistics that are too large or complex for conventional database 
systems. Depending on the skills of the clients and their equipment, there are 
different thresholds at which businesses step into the world of facts. It may mean 
hundreds of gigabytes for some people, while it may mean many terabytes for 
others. The means of handling large data sets improves along with the tools for 
doing so. As opposed to focusing on just the size of the facts, though they tend to be 
large, this era increasingly focuses on the value that can be extracted from data sets 
through advanced analytics (Fig. 1). 

3.2 Structure of Big Data 

According to Rajakumar et al. [19], both structured data and unstructured data 
have played significant roles in the decision-making processes for daily buying and 
selling activities. Gathering information reports is a preferred starting point for the 
decision-making process of a buying-and-selling activity, which leads to the creation
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Fig. 1 Big data architecture 

of the buy, keep, and sell funding method decision. A specific array of resources, 
including the agency database, publications, the press, radio, television, and the 
Internet, are used to collect information bulletins and business moves. Information 
from businesses include their planning, financial statistics (EPS, PE), income poten-
tials and expectations, shares, returns, financial statements, and economic feedback. 
Marketers or other individuals spread exciting and informative messages. Every 
message is thoroughly investigated, taking into consideration variables such as 
economic expertise, experiences, backgrounds, and cognitive biases. On the basis of 
this analysis, a decision that takes into account risk tendencies and trading objectives 
is made. Finally, the effects or outcomes are assessed, and a recommendation to 
buy, hold, or sell is made. Rouf et al. [20] have used machine learning in inventory 
price prediction to find patterns in data. Typically, stock markets generate a sizeable 
amount of structured and unstructured heterogeneous statistics. It is now possible to 
quickly examine more-complex heterogeneous records and produce more-accurate 
results by using machine-learning algorithms. 

3.2.1 Structured Data 

Mathematics follows a prescribed format and structure, and for that reason, it is 
simple to use to examine and analyse the statistics. It collectively conforms to 
or is represented in a tabular format, with relationships in between special rows 
(features) and columns (records). Structured query language (SQL) databases are 
commonplace examples of structured records that rely on how facts may be saved, 
processed, and accessed. 

Nifty 50 is a collection or a basket of the 50 most-energetic stocks on the national 
inventory alternate of India, which acts as a benchmark for the general movement 
of the inventory market, according to Sujata Suvarnapathaki [21]. The Nifty 50 is in 
the form of dependent records, and traders are regularly interested in knowing the
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standard behaviour of stocks. Having a prior idea of the worth of an inventory or 
the movement of an inventory would benefit buyers. A stock market analysis allows 
buyers to make informed decisions on whether to invest, not invest, or maintain a 
current investment. For this purpose, traders can also rely on historical data on the 
essential analysis parameters and the technical analysis parameters influencing the 
behaviour of stocks. 

3.2.2 Unstructured Data 

Unstructured data are statistics that come in unknown shapes, cannot be stored 
by using conventional methods, and cannot be analysed until they have been 
converted into established formats. Multimedia content material like audio files, 
motion pictures, videos, and pictures are examples of unstructured data. Recently, 
unstructured data have been growing faster than other sorts of big data. With the 
advent of social media, the democratisation of value, and more-efficient information 
systems, data has never been so easy to gather and so accessible. Each day, around 
500 million tweets are publicly sent around the world, and more than one billion 
customers are on Facebook. 

One of the most promising prospects for finance is thought to be big data, 
specifically for managing risk. The financial industry developed dashboards to 
manipulate risks by using a strong framework of social media scrutiny. The 
definition of big data is a combination of structured data and unstructured data 
(such as inventory costs, heartbeats, and images) produced in real time, according 
to Sanger et al. [22, 23]. These authors brought attention to the fact that qualitative 
records can be duplicated or can be reflected in statistics that have not been properly 
taken into account when calculating inventory fees. In my experience, tweets are 
similar to or fit the definition of massively produced unstructured data, and social 
media has become the subject of many studies in the social sciences and economics. 

3.2.3 Semistructured Data 

Semistructured data are a form of big data that do not conform to the formal shape 
needed by data models. However, these data come with a few types of organisational 
tags or distinctive markers that assist in cutting up or splitting semantic factors. 
JSON documents or XML documents store these data. This class of data includes 
facts that are significantly easier to examine than those in unstructured records. 
A range of tools can analyse and process XML documents or JSON documents, 
decreasing the complexity of the analysing system. Semistructured statistics can be 
converted by using the packages of big data from a given economic quarter, which 
include social media analyses, net analytics, risk management, fraud detection, and 
security intelligence. 

According to Bach et al. [24], text mining or textual content analytics is one 
method for obtaining information from a vast array of big data. The goal of text
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content mining, which is also known as text data mining or text analytics, is 
to examine textual data, such as emails, reviews, texts, webpages, reviews, and 
legitimate documents in order to extract data, transform it into records, and make 
it useful for various types of decision-making. In its final form, text mining may 
be used for evaluation, visualisation (through maps, charts, and thought maps), 
integrating information from databases or warehouses, machine learning, and many 
other purposes. Text mining includes linguistic, statistical, and system-learning 
techniques. 

3.3 Big Data in the Stock Market 

At present, the market actions and behaviours are converting faster than ever, 
making the market even more unpredictable. Businesses must verify the alternative 
enterprise techniques and enforce them with top-of-the-line enterprise solutions, 
according to Lima et al. [25, 26]. In the era of top-of-the-line technological innova-
tion, the various types of records can be improved by using the latest information 
technology, and data statistics is one of the most precious inputs for automated 
systems, according to Hasan et al. [27, 28]. Financial markets and technological 
evolution have affected every human interest over the past few years. Big data 
generation has become a fundamental part of the financial services enterprise and 
could continue to pressure future innovation, according to Razin E [29]. Analysing 
big data can enhance predictive modelling to better estimate the costs and outcomes 
of investments. Gaining access to big data and advanced algorithmic expertise 
improves the precision of predictions and the ability to mitigate the inherent 
risks of buying and selling efficiently. Data may be reviewed and applications 
advanced to regularly update information in order to make accurate predictions. 
Financial businesses use large numbers of data to reduce operational risk, combat 
fraud, significantly reduce information asymmetry issues, and meet regulatory and 
compliance requirements. 

Contributing to and reaping the benefits from the market have not been easy, 
because of the market’s obvious vulnerability and unpredictable nature. Stocks can 
quickly rise and fall in value, according to Jaweed et al. [30]. Stability is only a 
percentage of the earnings that are dispersed for a particular safety or market report. 
Usually, the more unpredictable something is, the less safe it is. 

Big data are fundamentally changing both how investors make investment deci-
sions and how the world’s stock markets operate. When given records, computers 
are now able to make precise predictions and decisions that are similar to those of 
humans. This allows them to execute trades at high speeds and with high frequency. 
A technical analysis and a fundamental analysis of a prediction are available options. 
According to Sean Mallon [31], a technical evaluation is carried out by applying 
device learning to historical data on inventory costs, and a fundamental evaluation 
is carried out by conducting a sentiment analysis on social media data.
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More so than ever before, social media data have significant effects and can help 
forecast stock market trends. The strategy involves gathering data from social media 
and extracting the expressed sentiments. The relationship between sentiment and 
stock value inventory is then examined. 

3.4 Nature of Dynamic Data in the Stock Market 

After being recorded, dynamic data continuously change or vary in order to preserve 
their integrity. The stock market is a true, dynamic, extremely complex system that is 
constantly changing. The stock price is volatile and dynamic in nature. The pipeline, 
the zoom info [32], and dynamic data enhance business-wide communication and 
alignment. Access to the same customer data is available throughout the entire 
organisation. Consistency in sales, marketing, and branding is easier to achieve if a 
data set is dynamic. 

The quantitative extraction method for the financial market system indicates 
that the dynamic characteristics, the dynamic process [33], and the mechanism of 
the financial market system’s dynamic characteristics are part of an evolution of 
monitoring abnormal behaviour in the financial market’s bubble, crisis, and collapse 
process but are not enough. But before investing, certain factors that influence stock 
prices must be considered, such as market trends, price actions, etc., according to 
John et al. [34]. Data scientists are exploring how to predict market trends. Stock 
price behaviour needs to be analysed as a sequence of discrete time data. The linear 
model is typically used to empirically test the effectiveness of the stock market, but 
the price time series is chaotic. 

4 Proposed Model (Fig. 2) 

4.1 Objectives 

• To implement an expert system to predict the uncertainty of market risk. 
• To propose a model that guarantees that a base amount will remain unchanged 

while marketing in the long run, thus increasing the efficiency of trade. 
• To protect against fraud by ensuring that users abide by the norms and regulations 

set by governments for safe trading. 

4.2 Mathematical Implementation 

The mathematical implementation is carried out by using mathematics, operations, 
and logic. At the beginning, a statistical analysis is performed to analyse the data.
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Fig. 2 Proposed Model 

After analysing the data, a fuzzy inference is used to abate the uncertainty of market 
fluctuations. 

4.2.1 Statistical Analysis 

In this section, a sequential statistical analysis is performed. In this study, five 
companies are considered for validation. Through estimation, the expected outcome 
can be found in an interval that is predicted to include the unknown features of the 
companies’ shares. The unknown features have some specific probabilities. 

Let us assume that C1, C2, C3, . . . , Cn constitute a random sample of companies 
from a set of companies. The unknown feature of a company is θ . 

Two special limits, which serve as the lower and upper limits to the value of 
confidence, are denoted as L1 and L2. The confidence limit defined as 

. P (L1 ≤ θ ≤ L2) = C (1) 

where C is the coefficient of the confidence interval. 
The confidence limit for unknown features μ is considered as 95% for this 

research. Therefore, the normal distribution can be determined by using Eq. (2): 

.Z = x − μ

σ/
√

n
(2) 

where . xis the sample and μ and σ 2/n are the mean and the variance, respectively.
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In a bell curve, the area under the standard normal curve occupies 95%, and the 
critical region occupies 5%: 

.P
[
−1.96 ≤ x−μ

σ/
√

n
≤ 96

]
= 0.95. Here, 95% of the cases belong with the 

inequalities: .
[
−1.96 ≤ x−μ

σ/
√

n
≤ 96

]
. 

.x−1.96 σ√
n

≤ μ ≤ x+1.96 σ√
n

. Thus, the interval ( .x−1.96 σ√
n

, x+1.96 σ√
n

) 

is the 95% confidence interval for μ. The limit of μ is .x ± 1.96 σ√
n

. This limit is 
modelled after hypothesis testing. During the hypothesis testing, H0 and H1 are the 
null hypothesis and an alternative hypothesis, respectively. 

.
H0

H1

:
:

{θ ≤ 0.95}
{θ > 0.95} (3) 

4.2.2 Fuzzy Inferences 

Fuzzy logic is implemented in this research to control the uncertainty in the market 
value of the share units. Because the share price may fluctuate within a fraction of a 
second, it is very difficult to use for market prediction. 

Assume that S is a set of blue-chip stocks. A new company C may or may not 
belong in S. The objective of this research is to determine whether the stocks of the 
new company C are blue-chip stocks. 

The membership grade of C is .μs∼
(C)when C is mapped in S: 

.μs∼
: (C) → {0, 1} (4) 

where c ∈ C. 
If the c does not belong in S, then it belongs in a complementary set of S. 

.S ∩ S′ = ϕ (5) 

Therefore, it is determined that S and S
′

are disjoined sets. Considered two data 
sets, A and B, are in a universe of two discourses, U1 and U2, respectively. The 
multiple-input-single-output (MISO) rule base is applied with n rules. 

.If Ai1, and Ai2, and . . . .and Ain, then Bi (6) 

where n is the number of input variables. The jth rules can be calculated by using 
Eq. (7): 

.Ij = Ai → BiAi = Ai1 ∩ Ai2 ∩ .. . . . Ain = ∩n
j=1Aij (7)
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The summation of the implementation ITotal of n can be determined by using Eq. 
(8): 

.ITotal = R1 ∪ R2. · · · ∪ RN = ∪N
i=1Ri = ∪N

i=1Ai → Bi (8) 

where R denotes the fuzzy relation of U1 × U2. 

5 Implementation 

Implementation science is the study of techniques to improve the uptake, imple-
mentation, and translation of a study’s findings into ordinary practices. The 
implementation of research seeks to recognise and work within the actual geograph-
ical areas of world situations, instead of looking at and manipulating conditions or 
removing effects. 

5.1 Data Preparation 

Stock market–related records are diverse, so first, similar works from a survey of 
economic studies are compared against stock price trends to conduct a statistical 
analysis in order to determine which guidelines to follow. After accumulating the 
records, the statistical structure of the data set is described, by following Shah et 
al. [35]. At this stage, the data collected from the general public and civic records 
are organised. A description of the data set includes the data shape, records, and 
tables in every class of statistics. Second, we compare similar works from the survey 
of economic studies to determine which instructions to follow for the collection of 
statistics. The data set is a group of inventory-request statistics from certain agencies 
(Akhtar et al. [36]). After gathering the information, we organised the records in the 
data set. Contributing to and benefiting from the market have by no means been 
essential or fundamental, because of the unpredictable nature of the market: Stocks, 
shares, and values are likely to quickly rise or fall in price. Recorded instability is 
likewise regarded as unpredictability from the instability in the actual charges for 
fundamental shares. As an alternative, it is represented by using a totally nonlinear 
dynamical framework. 

In this chapter, the Nifty 50 data of columns and rows, which are data sets, are 
used to validate the proposed model. The information series approach is one of 
many critical approaches. It is carried out by filtering the statistics and preprocessing 
data; it is supported by training the model; and it requires checking the set of 
rules by using extraordinary sets of statistics. The data sets have been taken from 
Kaggle as real-time data sets: fifteen features from the Nifty 50 stock market 
records (2000–2021) have been reduced to six variables: date, low fee, excessive 
fee, commencing fee, final price, and extent. The data sets have been normalised,
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and all the capabilities are represented in their diverse units. There is no statistical 
inconsistency but rather data integrity. 

5.2 Data Cleaning and Data Preprocessing 

We nowadays check whether statistics have a null cost or a price and whether 
unknown types or styles of records have been wiped clean, crammed, or stuffed into 
statistical formulations (Karim et al. [37]). For example, if it changed into a null 
cost from a corresponding characteristic, then it is checked for a variety of values, 
such as discrete and classifier costs. If it is a class price, then calculate the median 
cost; otherwise, calculate the mean cost, and place it in the null location. 

5.2.1 Data Normalisation 

Normalisation changes the values of various numeric columns within the data 
set to one unit of measure, which further enhances the overall performance of 
our model (Roshan Adusumilli [38]). Normalisation shows how to effectively 
organise structured statistics within a database. It also includes tables presenting, 
depicting, and establishing relationships between them and defining guidelines for 
relationships. Inconsistency, uncertainty, and redundancy can be assessed by tests 
based entirely on these rules, thus adding flexibility to the database. 

5.3 Fuzzy Inference 

Fuzzy rules are used to ensure that certain steps are taken in the event of ambiguity 
or uncertainty (Abbasi et al. [39]). It can rework many concepts, variables, and 
ambiguous and obscure systems into mathematical models and pave the way 
for argumentation, inference, manipulation, and decision-making in the event of 
uncertainty. A dynamic gadget that uses fuzzy sets, fuzzy logics, and/or analogous 
mathematical frameworks is referred to as a fuzzy machine. Some approaches 
can be used to construct a fuzzy inference device, wherein one or more inputs or 
antecedents can be used to generate one or more outputs or consequents. Technical 
indicators are used to reveal fee movements (adjustments in rates); they form the 
input parameters in the fuzzy machine. Inventory statistics are taken from a special 
inventory exchange and used for the work, as can be seen in Table 1. The past values 
of open, high, low, and ultimate charges and the volumes of a particular stock are 
recorded for a series of days and stored in a database to train the machine.
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Table 1 Actual values for various features 

Date Opening rate Low rate High rate Closing rate Volume 

(a) Actual values for Axis Bank 
02-04-2018 506.75 492.2 508.5 499.05 7,120,498 
03-04-2018 494 493.7 506 501.55 6,053,789 
04-04-2018 504.5 490.25 504.5 492.25 6,047,813 
05-04-2018 498.4 495.2 504.65 503.1 6,682,587 
06-04-2018 502.95 495.2 502.95 500.2 3,812,133 
Standard deviation 2.1149468 2.08044 
(a) displays the actual values for the features of Axis Bank from 02-04-2018 to 06-04-2018, 
for which the standard deviation of the low rate and that of the high rate have been calculated 
(b) Actual values for Axis Bank 
09-07-2018 515.1 515.1 529.3 525.25 6,295,104 
10-07-2018 527.95 522 534.9 532.55 5,281,760 
11-07-2018 532.4 530.8 542.35 536.55 6,432,494 
12-07-2018 539.7 535.3 545.7 538.35 4,128,221 
13-07-2018 539.7 519.45 541 523 4,169,212 
Standard deviation 8.3132 6.52687 
(b) displays the actual values for the features of Axis Bank from 09-07-2018 to 13-07-2018, 
for which the standard deviation of the low rate and that of the high rate have been calculated 
(c) Actual value for Axis Bank 
03-12-2018 632 621.6 633 624.8 5,914,250 
04-12-2018 624.95 618.6 627.55 623.25 8,382,005 
05-12-2018 620.9 613.4 623.95 614.95 9,728,083 
06-12-2018 610.25 598.25 613.85 600.05 7,519,849 
07-12-2018 602.4 592.35 609.5 603.95 12,262,327 
Standard deviation 12.8738 9.71279 
(c) displays the actual values for the features of Axis Bank from 03-12-2018 to 07-12-2018, 
for which the standard deviation of the low rate and that of the high rate have been calculated 

In this chapter, the above data set tables are taken from Axis Bank and are related to the stock 
market features that are used for building a model. They are divided into three sets of random 
samples taken over a period of eight months, and afterwards, the respective standard derivations 
of all fifteen random samples are calculated 

5.3.1 Axis Bank 

The Table 2 depicts the mean of the standard deviation calculated in Table 1 at three 
intervals of random samples taken over a period of eight months in 2018. The mean 
of the standard deviation of the low and high rates has been calculated to be 4.61682, 
which is used to establish a model.
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Table 2 Mean and standard 
deviation for three intervals 
(Axis Bank) 

Intervals Low rate High rate 

1st interval 2.1149468 2.08044 
2nd interval 8.3132 6.52687 
3rd interval 12.8738 9.71279 
Standard deviation 5.40016 3.83348 
Mean 4.61682 

Table 3 Mean and standard 
deviation for three intervals 
(Tata Steel) 

Intervals Low High 

1st interval 10.9415 12.6731 
2nd interval 6.81887 9.12113 
3rd interval 7.12811 5.16207 
Standard deviation 2.29614 3.72795 
Mean 3.012045 

Table 4 Mean and standard 
deviation for three intervals 
(Titan) 

Intervals Low High 

1st interval 25.8135 17.1588 
2nd interval 13.7267 8.46692 
3rd interval 15.8859 17.133 
Standard deviation 6.44066 5.01083 
Mean 5.725745 

5.3.2 Tata Steel 

Similarly, the standard deviations of the low and high rates have been calculated 
for Tata Steel’s stock market features at three intervals, which appear in Table 3, 
depicting the mean of the standard deviation calculated at three intervals of random 
samples taken over a period of seven months in 2018. The mean of the standard 
deviation of the low and high rates has been calculated to be 6.61882 and 3.012045, 
which is used to establish a model. 

5.3.3 Titan 

Similarly, the standard deviations of the low and high rates have been calculated for 
Titan’s stock market features at three intervals, which appear in Table 4, depicting 
the mean of the standard deviation calculated at three intervals of random samples 
taken over a period of twelve months in 2018–2019. The mean of the standard 
deviation of the low and high rates has been calculated to be 5.725745, which is 
used to establish a model.
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Table 5 Threshold values of 
three companies’ data sets 

Company Low rate High rate 

Axis Bank 5.40016 3.83348 
Tata Steel 2.29614 3.012045 
Titan 6.44066 5.725745 
Mean 4.71232 4.190423 

5.3.4 Threshold Value 

The threshold value calculations for the dataset features of low rate and high rate for 
the AXIS BANK, TATASTEEL, and TITAN firms are shown in Table 5. The results 
are 4.71232 for the mean low rate across the three companies and 4.190423 for the 
high rate, which are then utilised to create fuzzy rules. 

5.3.5 Parameters 

Standard deviation: �

Lesser than: < 
Greater than: > 
Greater than or equal to: ≥ 
Lesser than or equal to: ≤ 
Equal to: = 

5.3.6 Fuzzy Rules 

Fuzzy rules are developed on the basis of the threshold values in Table 5. 

Rule 1: IF s.d � of low rate is <4.71232 THEN returned amount will be < assured 
amount (loss). 

Rule 2: IF s.d � of low rate is = to 4.71232 THEN returned amount will 
be = assured amount. 

Rule 3: IF s.d � of low rate is >4.71232 and <4.190423 THEN returned amount 
will be ≥ assured return. 

Rule 4: IF s.d �of high rate is >4.190423 THEN the return amount will be surely 
be > assured return (profit).



An Intelligent Model for Identifying Fluctuations in the Stock Market. . . 109

6 Results and Discussion 

In Fig. 3, the graphs depict the opening rate, low rate, high rate, and closing rate 
against the volume for Axis Bank, taken from fifteen random samples at three 
intervals, which are further used for computation. 

In Fig. 4, the graphs depict the opening rate, low rate, high rate, and closing 
rate against the volume for Tata Steel, taken from fifteen random samples at three 
intervals, which are further used for computation. 

(a) 
Actual value for Axis Bank 
(2-04-2018 to 06-04-2018) 

(b) 
Actual value for Axis Bank 
(09-07-2018 to 13-07-2018) 

(c) 
Actual value for Axis Bank 
(03-12-2018 to 07-12-2018) 
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Fig. 3 Actual values for Axis Bank over a period of seven months. (a) Actual value for Axis Bank 
(2-04-2018 to 06-04-2018). (b) Actual value for Axis Bank (09-07-2018 to 13-07-2018). (c) Actual  
value for Axis Bank (03-12-2018 to 07-12-2018) 

(a) 
Actual value of TATA STEEL 
(11-06-2018 to 15-06-2018) 

(b) 
Actual value of TATA STEEL 
(03-09-2018 to 07-09-2018) 

(c) 
Actual value of TATA STEEL 
(21-01-2019 to 25-01-2019) 
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Fig. 4 Actual values of Tata Steel over a period of seven months. (a) Actual value for Tata 
Steel (11-06-2018 to 15-06-2018). (b) Actual value for Tata Steel (03-09-2018 to 07-09-2018). 
(c) Actual value for Tata Steel (21-01-2019 to 25-01-2019)
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(a) 
Actual value of TITAN (04-01-2018 

to 10-01-2018) 

(b) 
Actual value of TITAN (18-06-2018 

to 22-06-2018) 

(c) 
Actual value of TITAN (10-12-2018 

to 14-12-2018) 
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Fig. 5 Actual values for Titan over a period of twelve months. (a) Actual value for Titan (04-01-
2018 to 10-01-2018). (b) Actual value for Titan (18-06-2018 to 22-06-2018). (c) Actual value for 
Titan (10-12-2018 to 14-12-2018) 

(a) 
Actual value for Tata Steel 

(16-09-2019 to 20-09-2019) 

(b) 
Actual value for Tata Steel 

(09-12-2019 to 13-12-2019) 

(c) 
Actual value for Tata Steel 

(20-08-2020 to 26-08-2020) 
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Fig. 6 Actual values the Tata Steel over a period of eleven months. (a) Actual value for Tata 
Steel (16-09-2019 to 20-09-2019). (b) Actual value for Tata Steel (09-12-2019 to 13-12-2019). (c) 
Actual value for Tata Steel (20-08-2020 to 26-08-2020) 

In Fig. 5, the graphs depict the opening rate, low rate, high rate, and closing rate 
against the volume for Titan, taken from fifteen random samples at three intervals, 
which are further used for computation. 

In Fig. 6, the graphs depict the opening rate, low rate, high rate, and closing 
rate against the volume for Tata Steel, taken from fifteen random samples at three 
intervals, which are further used for computation. 

In Fig. 7, the graphs depict the opening rate, low rate, high rate, and closing rate 
against the volume for Titan, taken from fifteen random samples at three intervals, 
which are further used for computation.
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(a) 
Actual value for Titan 

(21-01-2019 to 25-01-2019) 

(b) 
Actual value for Titan 

(20-04-2020 to 24-04-2020) 

(c) 
Actual value for Titan 

(20-04-2020 to 24-04-2020) 
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Fig. 7 Actual values for Titan over a period of sixteen months. (a) Actual value for Titan (21-01-
2019 to 25-01-2019). (b) Actual value for Titan (20–04-2020to 24-04-2020). (c) Actual value for 
Titan (20-04-2020 to 24-04-2020) 

(a) 
Actual value for Axis Bank 
(07-01-2019 to 11-01-2019) 

(b) 
Actual value for Axis Bank 
(31-07-2019 to 06-08-2019) 

(c) 
Actual value for Axis Bank 
(16-12-2019 to 20-12-2019) 
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Fig. 8 Actual values for Axis Bank over a period of twelve months. (a) Actual value for Axis 
Bank (07-01-2019 to 11-01-2019). (b) Actual value for Axis Bank (31-07-2019 to 06-08-2019). 
(c) Actual value for Axis Bank (16-12-2019 to 20-12-2019) 

In Fig. 8, the graphs depict the opening rate, low rate, high rate, and closing 
rate against the volume for Axis Bank, taken from fifteen random samples at three 
intervals, which are further used for computation.
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Table 6 Values of accuracy, recall, and precision for various training and testing strategies 

Training and 
testing 
strategy 

Strategy 1 
(50%–50%) 

Strategy 2 
(60%–40%) 

Strategy 3 
(70%–30%) 

Strategy 4 
(80%–20%) Average 

Accuracy 92.78 96.88 96.46 95.55 95.42 
Recall 91.22 94.06 94.54 94.82 93.66 
Precision 95.76 96.24 96.04 97.26 96.325 
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Accuracy Recall Precision 

Fig. 9 Visualisation of the performance metrics 

6.1 Performance Analysis 

In this section of the chapter, an analysis of performance is carried out on real-
time data sets. Several parameters of the confusion matrix [40] are used to evaluate 
the performance of the proposed model. Using the provided data set, a fourfold 
cross validation [41] is carried out. The data set is not balanced, so error correction 
is required to improve the model’s accuracy. The proposed model is used as 
a monitoring system in the healthcare sector, and recall and precision are key 
performance indicators. Table 6 features the performance metrics for four strategies, 
the ratios from the training and testing data, and the accuracy, recall, and precision 
values for various training and testing strategies. 

The average values of the performance metrics are visualised in Fig. 9. 

7 Conclusion 

One of the most significant stages in the financial market is online share trading, 
where people can invest their money as capital on long- or short-term bases.
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The purpose of the research in this chapter is to discover an expert solution 
that yields a guaranteed return on investment. Numerous blue-chip businesses are 
in the stock market. Blue-chip companies typically trade on a significant stock 
exchange, such as the New York Stock Exchange, though this is not strictly 
required. They are frequently listed in market indexes. The stocks are very liquid 
because both individual and institutional investors frequently trade them on the 
market. Because there will always be a buyer on the other side of the transaction, 
investors who suddenly need money can sell their stock with confidence. Thanks 
to this research, an intelligent framework for choosing investment firms that offers 
guaranteed returns can be suggested. To create a pilot surveyor to examine the data 
set, a statistical data analysis is carried out. To reduce the uncertainty in market 
fluctuations, fuzzy logic is used. The accuracy, recall, and precision values for the 
model’s performance are 95.42, 93.66, and 96.325, respectively. In the future, this 
model might incorporate blockchain technology to increase the security of online 
trading. 
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Sandwiched Metasurface Antenna for 
Small Spacecrafts in IoT Infrastructure 

Boutaina Benhmimou, Niamat Hussain, Nancy Gupta, Rachid Ahl Laamara, 
Sandeep Kumar Arora, Josep M. Guerrero, and Mohamed El Bakkali 

1 Introduction 

To date, thousands of very small and ultra-small spacecrafts have been launched 
into the low earth orbit (LEO) in order to make these low-cost engineering available 
and more popular for students, engineers, and researchers [1, 2]. For instance, 
CubeSats, as a part of miniaturized satellites, have dimensions of 10 × 10 × 10 cm3 

(1 U) and a low mass of about 1.3 kg for 1 U configuration [3, 4]. The other 
CubeSat configurations can be designed for low-cost space missions as multi-
ple of 1 U structure. However, CubeSats and the smallest spacecrafts such as 
FemtoSats and ZeptoSats introduce major technical challenges facing the design 
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of their subsystems and hence limit their lifetimes. They usually need ingenious 
propulsion, attitude control, and high-performance communication systems [5–7]. 
This research work will focus on the part of antenna design for very small and 
ultra-small spacecraft communications [8]. Satellite area requires an antenna fit 
those dimensions, and keeping the best behavior. Antenna design for these small 
configurations must be of very low profile, high gains and wide bands [9]. From 
this point, planar antennas can be proposed as best choice for use on these emerging 
space missions [10–17]. They may present low-profile antenna structures, have good 
compactness, are easy to integrate with other component fabrication, and exhibit 
significant robustness [18–23]. In addition, they are cheap, have low dispersion, 
and present low radiation losses. However, their low gain antennas cannot cover 
larger distances so unable to achieve long duration space missions. To overcome 
these limitations of low gain, some techniques of gain enhancement can be applied 
in order to increase the radiated energy outside the spacecrafts and in direction of 
targeted earth stations. 

In this research work, we used sandwiched Metasurface below a 50 � probe-
excited, very small–crossed antenna in order to forward the back radiation and hence 
increase the antenna peak gain at X-band. As 2D configuration of metamaterial, 
metasurfaces have received great attention in recent years due to their fantastic 
electromagnetic characteristics. Meta-material can be used as a range of artificial 
metallic cells with negative permittivity and permeability in the miniaturization of 
antenna designs, gain and bandwidth enhancements, and so on [24]. In this study, 
we have discussed and analyzed the effectiveness of sandwiched metasurface for 
increasing the peak gain of a very small probe-excited crossed-ring antenna without 
increasing its physical dimensions, thereby making the proposed antenna design 
very suitable for very small and ultra-small spacecrafts such as FemtoSats and 
ZeptoSats [25]. This study also presents the advantage of minimizing interferences 
with other spacecraft subsystems, thereby limiting the sources of risks inside the 
spacecraft body. 

Proposed work aims to evaluate the proposed antenna implemented with 10 × 10 
small unit cells inside the antenna dielectric for improving gain and bandwidth. In 
addition to those, more directive radiation characteristics were also observed from 
the use of sandwiched metasurface antenna compared to the source antenna alone 
such as 3D shape of radiation pattern at the targeting operating frequencies. 

This research work is organized as follows: Section 2 describes the geometry of 
proposed sandwiched metasurface. Section 3 summarizes and discusses the effects 
of sandwiched metasurface with suitability of the overall design for very small/ultra-
small spacecrafts. This section, therefore, shows how the sandwiched metasurface 
improves the performances of proposed probe-excited crossed antenna. Section 4 
concludes the study.
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2 Antenna Design and Geometrical Analysis 

The size of the proposed antenna is 29 × 29 mm2 and is implemented on Rogers 
RO 4003 dielectric material with a relative permittivity of εr = 3.55, loss tangent 
of tan δ ≈ 0.002, and thickness of 2 mm. It consists of a miniaturized crossed 
antenna integrated with a sandwiched metasurface of 10 × 10 very small unit cells 
placed between the source antenna and the ground plane at a distance of 0.4 mm 
below the excited radiating element (see Figs. 1 and 2). The proposed sandwiched 
metasurface antenna is designed using ANSYS HFSS simulator and is optimized 
and miniaturized using Quasi Newtonian method (QNM) with a package of that 
electromagnetic software [26]. 

The source antenna is excited using 50 � coaxial probe whose length in 6 mm 
and radius 0.05 mm and is connected to the antenna geometrical center. Unit cells 
chosen in the design of proposed metasurface are square closed rings that can 
be manipulated using few parameters and therefore optimized using simple QNM 
program (refer to Fig. 3). The length of the optimized unit cells is 4 mm and width 
2 mm, and they are arranged at an inter-cell distance of 1 mm. As shown in Fig. 
3, both strips of the proposed unit cell structure are slanted by an angle of 45◦ in 
order to occupy very small area on the bodies of ultra-small and very small–sized 
spacecrafts such as FemtoSats. Our proposed antenna approach focuses, therefore, 
on the return loss and gain enhancement of a probe-excited crossed antenna at an 
X-band operating frequency of 8.4 GHz with the suitability for very small and ultra-
small spacecrafts such as FemtoSats [27–29]. 

29 mm 29 mm 

Sandwiched 
metasurface 

Source 
Antenna 

Fig. 1 3D HFSS model of the proposed antenna system 

6 mm 

2 m m 

Fig. 2 Side view of the proposed crossed antenna
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10×10 Unit Cells 

4 

2 

2 

Fig. 3 Configuration of the proposed sandwiched metasurface 

Fig. 4 Reflection coefficients of the proposed configurations versus frequency
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3 Results, Data Analysis, and Discussions 

As mentioned previously, this study aims to design a very small antenna system 
for use on very small and ultra-small spacecrafts. Therefore, the proposed antenna 
design faces several challenges due to the requirement of very limited geometrical 
size. The results of this study present a significant solution for very small and ultra-
small spacecraft communications. Figures 4 and 5 depict the reflection and VSWR 
coefficients of both source antenna alone and being sandwiched with metasurface, 
respectively. It is shown that the second one minimizes the reflection coefficient 
(increases return loss) around an operating frequency of 8.4 GHz and gives −10 dB 
impedance bandwidth of about 340 MHz at X-band despite the very small area 
occupied by the proposed sandwiched metasurface antenna. 

These results are proved by a VSWR smaller than 2.0 around the same working 
frequency. Therefore, the achieved bandwidths are suitable for use by very small 
and ultra-small spacecrafts such as FemtoSats and CubeSats where antennas are 
implemented outside the box. However, Fig. 6 shows that the source antenna 

Fig. 5 VSWR coefficients of the proposed configurations versus frequency
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Fig. 6 2D radiation pattern of the proposed crossed patch antenna alone at 8.4 GHz 

without sandwiched metasurface achieves bidirectional radiation pattern and hence 
an important quantity of electromagnetic energy can be used for increasing the 
peak gain. Moreover, the high level of back lobes generated makes interferences 
with components inside the spacecraft too important. Henceforth, the proposed 
sandwiched metasurface increases the effectiveness of proposed antenna design 
for very low-cost space missions such as those that use very small and ultra-small 
spacecrafts. 

Figure 7 depicts the 2D gain of both source antenna alone and sandwiched with 
metasurface antenna at our operating frequency of 8.4 GHz. It is shown that the peak 
gain, a significant characteristic of satellite and spacecraft antenna, is significantly 
affected by sandwiching the proposed metasurface between source antenna and 
the ground plane without increasing the antenna thickness. The back-lobe level, 
therefore, is minimized, and so interferences are limited. The peak gain is improved 
from 4.67 to 5.80 dBi around the same operating frequency, and hence the chance 
of success of mission is much improved. This might be due to the reason that when 
the antenna is tuned to the resonant frequency of the sandwiched metasurface, the 
radiated electrical field is spread over a larger radiating aperture enhancing its gain 
and thereby minimizing the back-lobe radiation. This is because the meta-surface
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Fig. 7 Peak gains of the proposed configurations at 8.4 GHz 

picks up the radiated power of the antenna and then re-radiates outside the spacecraft 
body. 

To complement our study, in Table 1, our antenna is compared to similar CubeSat 
antennas designs and is found that our design can achieve the best gain at X-band. 

The presented characteristics are of great importance to the very small and ultra-
small spacecrafts because a high gain of almost 6.0 dBi with very large beam 
width angle and very high stiffness are highly suitable for these very low-cost space 
missions using ultra small and very small spacecrafts [32, 33]. 

4 Conclusions and Future Works 

A sandwiched metasurface is applied in order to increase return loss and gain of a 
very small probe–excited crossed antenna at X-band for very small and ultra-small 
spacecrafts. The developed sandwiched metasurface is created through the use of 
10 × 10 crossed unit cells which are inclined by an angle of 45◦ in order to order
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to improves each of return loss, bandwidth and peak gain without editing physical 
length and width of proposed source antenna. The sandwiched metasurface antenna 
presented in this paper achieves a wide bandwidth high gain of about 340 MHz and 
6.0 dBi despite its very small physical size of 29 × 29 mm2 at X-band. The proposed 
antenna, therefore, is ultra-lightweight, has very low profile, and is cheap and can 
be used for configuring very small/ultra-small spacecraft antennas. 

Consequently, the use of sandwiched metasurface in the design of very 
small/ultra-small spacecrafts, where areas for each subsystem are too limited, has 
high potential and offers a cost-effective solution for these smart space missions. 

If we want to communicate the proposed space craft to communicate with earth 
segments, one unit of proposed sandwiched metasurface antenna can be mounted 
per face in order to achieve coverage close to 360◦ around the same operating 
frequency. 
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Development of Laser-Beam 
Cutting-Edge Technology and IOT-Based 
Race Car Lapse Time Computational 
System 

B. Thiyaneswaran, E. Ganasri, A. H. Hariharasudan, S. Kumarganesh, 
K. Martin Sagayam, and Ahmed Alkhayyat 

1 Introduction 

The objective of racing contest is to determine the winner of the race. The participant 
who completes the race with predetermined number of lapses in a shortest time 
will be announced the winner of the race. Racing originated during 1920–1930s in 
Europe in order to entertain people. The basic set of rules for formula 1 racing was 
formed according to the FIA standardized racing rules in 1946. Other than the world 
championship series, many other non-championship races were also held after 1983. 
Every race has four drivers and the drivers can be switched if the race is long, and 
along with this, the support staff of each team will also be present who plays a vital 
role in the team’s success. 

Each formula 1 racing has its unique characteristics – has iconic tracks or street 
circuits, has different predetermined set of lapses, and has any specific distance. The 
number of lapses will be decided according to the length of the racing circuit. At 
present RF (Radio Frequency) transmitter and receiver are used for calculating the 
lapse time in a race which makes high cost for fabrication. It can be used for multi 
car racing but in single car racing this project can be used where it has an advantage 

B. Thiyaneswaran (�) · E. Ganasri · A. H. Hariharasudan 
Department of ECE, Sona College of Technology, Salem, Tamilnadu, India 

S. Kumarganesh 
Department of ECE, Knowledge Institute of Technology, Salem, Tamilnadu, India 

K. M. Sagayam 
Department of ECE, Karunya Institute of Technology and Sciences, Coimbatore, Tamilnadu, 
India 

A. Alkhayyat 
College of technical engineering, The Islamic University, Najaf, Iraq 
e-mail: ahmedalkhayyat85@iunajaf.edu.iq 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
R. Sharma et al. (eds.), Data Analytics for Internet of Things Infrastructure, 
Internet of Things, https://doi.org/10.1007/978-3-031-33808-3_8

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33808-3protect T1	extunderscore 8&domain=pdf

 66 4263 a 66
4263 a
 
mailto:ahmedalkhayyat85@iunajaf.edu.iq
mailto:ahmedalkhayyat85@iunajaf.edu.iq
mailto:ahmedalkhayyat85@iunajaf.edu.iq


130 B. Thiyaneswaran et al.

over the pre-existing system. One major advantage of using embedded systems is 
data can be transmitted to various devices as they are connected to internet. 

In this research, the lapse count, race starting time, race ending time, time 
taken for each lapse, and their starting and ending time can be calculated using 
embedded systems and can be uploaded to cloud via internet. The devices that can 
communicate over internet are known as Internet of Things. As mentioned earlier, 
time is a very important factor in racing and it should be sensed accurately. For 
sensing time, we used LiDAR (light detection and ranging) sensor also known as 
laser sensing. 

Existing race car lapse calculation systems have two sensors: one in the car and 
the other on the track. The exact position of the vehicle is estimated using global 
positioning system (GPS). Unique sensors on the vehicle enable a signal back again 
each time when the vehicle crosses the start-finish line. There is the special type of 
sensors used to track the racing. The embedded system along with the sensors finds 
the start-finish event. The signal computes the duration of lapse time and increments 
the lapse count by 1. This is how the lapse and lap times are measured for a car. 

Every car running on the track would have similar sensors on board, which give 
the relative position of the cars. On track, sensors estimate the lap times. But this 
is costly, and for individual race car lapse calculations, investing large amounts 
is unnecessary. This ideology is different from the others as it uses a distance 
calculating sensor to calculate the lapse and it is also precise. Also, the fabrication 
cost of this project is low. Moreover, LiDAR is a sensing technology and uses air as 
medium, helps in fast collection of data, and has high accuracy. 

Furthermore, the values obtained are not influenced by the amount of light 
present, but exact values even in darkness and bright light can be calculated using 
this method. The system will be suitable for fast moving object detection and faster 
response rate. This system along with the instant display and also has the added 
advantage of updating the collected data to the cloud. The data can be updated 
instantly to the cloud and people from different places can view the data without 
any huge delay time. Thus, using LiDAR and embedded technology in racing is 
efficient. 

2 Literature Review 

A vehicle identification framework based on light detection and ranging sensor 
was proposed by Xianjian et al. [1], which exhibited good stability under simple 
working conditions and was cost-efficient. Jiaxing et al. [2] proposed a method in 
which vehicle speed is considered key variable for detection and validation. LiDAR 
technologies have significant potential in quick detection of fast-moving objects. 
The method suggested in [2] proposes a tracking framework from roadside LiDAR 
to detect and track vehicles with the aim of accurate vehicle speed estimation. Chao 
Deng et al. [3] proposed a model utilizing LiDAR technology for path planning and
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vehicle control of racing car that ensures safe driving of the car. The result of actual 
experiment shows that the proposed method [3] can quickly detect the target of the 
racing car. 

Mohamed Zied Chaari et al. [4] proposed an idea of wirelessly charging Internet 
of Things (IoT) devices. This solution powers up sensors and devices wirelessly via 
radio frequency (RF) energy. Thiyaneswaran et al. [5] proposed a breathing-level 
monitoring process that utilizes embedded system. The way of receiving data may 
useful for developing proposed system. Changyoung et al. [6] proposed that wireless 
power transmission can be achieved through various methods, but it is important to 
focus on power transmission distance and efficiency. Their paper deals with multi-
antenna design that focuses on the efficiency of power transmission. 

Shengnan et al. [7] proposed a model to automatically observe and manipulate 
vehicle tracking system with time lapse, focuses on the safety of vehicles and lapse 
calculation. Kenneth [8] proposed a paper on the feasibility of time-lapse ground-
penetrating radar for deep excavation works and to identify differences that are 
usually not notable by naked eye but by signal processed images. Ki-Woong Park et 
al. [9] have proposed a paper which deals with the problem that the fast-moving 
object cannot be calculated in time series. It captures the pictures in time-lapse 
concept which has the great advantage. It periodically captures images of specific 
point over an extended period and replays it quickly [10]. 

According to Mingcong Cao et al. [11], autonomous vehicles have widely 
developed with radars, camera, and LiDAR technology in recent days; however, 
accurate measurement of data is important for the safety of riders. Q-learning-based 
Gaussian mixture model is a promising solution for LiDAR fault tolerant. Emil et al. 
[12] stated that accurate determination of distance between objects and their shapes 
and sizes using current technologies is highly challenging. This can be overcome 
by LiDAR system, which utilizes the principle of measuring the time of flight of an 
optical signal to efficiently calculate the distance between the sensor and object in 
an effective manner [13]. 

Kiho Lim et al. [14] stated that for an advanced autonomous driving and 
vehicular ad-hoc networks, it is important to have effective vehicle-to-vehicle 
communication. Sharing traffic information collected by sensor with improves 
driving safety. In this paper LiDAR technology is used in v2v communication. Shuo 
Gu et al. [15] stated that most of the existing vehicle detection models are of single 
modal based on either LiDAR or camera. They used multi-modal-based LiDAR-
camera fusion to increase the performance of vehicle detection, which works only 
in the presence of day light, whereas Lidar can work even in the absence of day light 
[16]. 

According to Jing Chen et al. [17], autonomous driving has become remarkable 
in industrial sectors and for personal uses. Using a greater number of LiDARs in 
order to reduce the blind spot of the LiDAR is cost-effective. So, based on the kinetic 
behavior of the vehicle, dynamic analysis was performed and the angle of LiDAR 
detection changes with the rotation of the steering wheel. Jing Huang et al. [18] 
proposed that since autonomous driving vehicles have been commercialized, it is 
important to promote more efficient and safer autonomous driving technologies.
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LiDAR technologies is one of the most effective sensors utilized for the lane 
detection of roads and road curbs. To reduce the trade-off between time consumption 
and object detection, LiDAR technologies can be used [19]. 

Tao Yang et al. [20] proposed that LiDAR is one of the important technologies 
used in autonomous vehicles. Thus, as a critical sensor, LiDAR needs to work 
in terrible weather condition such as rain, fog, and snow. Popular near-infrared 
(NIR) ToF LiDAR also can be used to obtain accurate results in extreme weather 
conditions. Birgit Schlager et al. [21] have proposed the fault detection algorithm 
based on LiDAR sensor used in autonomous driving vehicle. They used an 
automotive LiDAR sensor to calculate the deviation between the actual distance 
and the ideal plane representing the target [22]. 

Lane information is an essential part of high-resolution traffic data, which was 
proposed by Ciyun Lin et al. [23]. High-density onboard LiDAR cannot be used 
to process low-density road-side data. Using ground recognition and lane marking 
point extraction, low density data can also be measured in autonomous driving. 
Jasmina Zubaca et al. [24] have proposed the system that state the capabilities of 
the algorithm can be applied to any race track, regardless of their curves, shape of 
the track, gate position, width etc. It also has the advantage of low computational 
effort, which enables fast tuning during racing events [25]. 

Alexander Liniger et al. [26] proposed three different designs to avoid colli-
sion accidents during racing games. In the first method, the collision avoidance 
constraints are followed only by the follower; in the second, the players are 
conscious about the collision constraints; and in the third, the game is designed to 
promote blocking. This research shows that the proposed games can have different 
racing behaviors and generate interesting racing situations. Leyao Huang [27] 
have proposed the LiDAR-based simultaneous localization and mapping (LiDAR-
SLAM). It uses the sensors to build the map of the surrounding environment 
and observing the environmental features. Localization with high accuracy and 
practicability is a complex and hot issue in recent years [28]. 

3 Proposed Method 

The method proposed in this chapter is applicable when one car is raced individually 
and its lapse count needs to be calculated. It can also be used to calculate the 
speed of the racing car. This system uses LiDAR technology and is advantageous 
compared to other systems in terms of accuracy and fast detection of objects. The 
data acquired from racing can also be displayed instantly and can be immediately 
updated to the cloud so that people from different places can access and view the 
data. LiDAR technology is advantageous compared to other preexisting techniques 
such as manual method used to calculate lapses in racing, ultrasonic sensors, fully 
automatic timing (FAT), radio frequency identification (RFID), and IR transmitter 
and receiver. The lapse cutting edge calculation of race car performed using laser 
beam is more efficient compared to other technologies. Unlike other forms of lights
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such as flashlights, the beam from laser lights stays focused and will not spread out. 
Thus, laser beams are very narrow, bright, and can travel very long distances. The 
bunch of laser light waves travel together with their peaks all lined up, or in phase 
[29]. 

3.1 Block Diagram 

The block diagram of the proposed system is shown in Fig. 1. The microcontroller 
used for this project is Arduino UNO board, which is an open-source platform 
used for building embedded projects. It has an Integrated Development Environment 
(IDE) along with physical programmable circuit [30]. The sensor used for tracking 
the car is LiDAR (Light Detection and Ranging) sensor, which measures the time 
difference between the transmitted and reflected pulses, which is used to calculate 
the distance between the obstacle and the sensing sensor. LiDAR is one of the 
important components in this project because it emits laser beam which expands less 
with travel distance. The sensor transmits and receives laser pulse in nanoseconds, 
so a very large amount of data can be fetched in a very short period of time, which 
is one of the major benefits of using this sensor in racing. 

.Ds = c × T

2
(1) 

Ds is the distance between the sensor and object. 
c is the speed of light in vacuum. 
T is the measured time between emitting and receiving the signal. 

The LiDAR sensor is a popular sensor that enables the user to know the exact 
distance of the object present on the surface of the earth. The LiDAR follows a basic 
principle in which it emits the laser light into the environment which hits an obstacle 

Fig. 1 Block diagram of developed system
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on the surface of the earth. The time duration it takes to return to the receiver part of 
the LiDAR sensor is computed to find the distance. The distance can be calculated 
using Eq. 1. The performance of the sensor depends on the speed at which the light 
travels which is about 186,000 miles per second, and the process of measuring the 
exact distance by LiDAR seems to be unbelievably faster than any other existing 
technologies. 

The LiDAR sensor operates in a range of 0.1–12 m, needs a voltage supply of 
minimum 5 volts, and has a frame rate of 10 to 1000 Hz. This sensor can be used for 
obstacle detection, obstacle avoidance, assisted landing, terrain following, vehicle 
position sensing, etc. It is compact in size and is light in weight. An LCD screen is 
used to display the output, if this is furnished in real entity then TFT display or any 
other large display can be used. The data are then uploaded to the google cloud so 
that people from different places can access them. 

When the process is initiated, the LiDAR sensor starts working and gets inputs. 
When the car cuts the laser beam, the lapse count gets incremented and this will 
continue until the total number of lapses required to complete the race is reached. 
Once the race is completed, the LCD displays the output. Initially, two push buttons 
are used to get the total number of lapse count needed to complete the race. 

The flowchart of the proposed system is shown in Fig. 2. It consists of control 
switch. When the control switch is turned on, the other switch starts taking input. 
Each time when it is pressed, the lapse count value gets incremented. After counting 
the total number of lapses, turn off the control switch. Now the microcontroller will 
have the total number of lapse counts needed to complete the car race. 

3.2 Simulation of Proposed System 

The simulation of the proposed system is shown in Fig. 3. Figure 3 shows the 
circuit diagram of the system and is a simple representation of the components 
of an electrical circuit. It also shows the relative position of all the elements and 
their connections to one another. Arduino UNO is the central unit of the circuit, 
which is the microcontroller used in this system. A LiDAR sensor is connected to 
the system and is used to measure the distance between the car and the sensor. An 
LCD display along with the I2C module is also interfaced with the microcontroller 
board (Arduino UNO). Two switches are used to get the input from the user and a 
9-volt battery is used to supply power to the system. 

4 Results and Discussion 

The developed system is tested in a practical environment before launching it in the 
market to ensure that the system is free of error.
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Fig. 2 Flowchart of the system 

The hardware of the system shown in Fig. 4 contains two switches for getting the 
final lapse count needed to end the race. The switches are connected to the resistor 
for regulating the power supply. Arduino UNO board is used as a microcontroller
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Fig. 3 Simulation of the developed system 

Fig. 4 Hardware implementation of the system 

and an LCD display is connected to the I2C module. I2C module is used to establish 
communication between two or more ICs. This display overcomes the drawback of 
LCD 16 × 2 parallel LCD display, which intern reduces the number of pins used in 
Arduino. 

The output of the proposed system is shown in Fig. 5. First, the system instructs 
the user to give the total lapse count (Fig. 5a), on which the user starts entering the 
lapse count by pressing the push button. Afterward, the count gets incremented and 
the total lapse count is displayed for reference (see the count 7 shown in Fig. 5b). 
When the car starts moving, the system starts calculating the lapse count. Every time 
a lapse is completed, it is displayed on the LCD along with the duration of that lapse.
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Fig. 5 Display Output view of proposed system 

Fig. 6 Output in google spread sheet 

Once the lapse count gets incremented and reaches the final count, the race gets 
completed. Fig. 5c shows the display of seventh race lapse. Finally, the completion 
status of race is displayed on the LCD display. Fig. 5d shows the finished status. 
The whole procedure is repeated once the system is restarted. 

Figure 6 shows the data of the race acquired using the proposed model, i.e., car-
lapse cutting-edge technology using laser beam. These data are instantly uploaded 
to cloud, preferably google sheets, for ease of access, which contains the date and 
time at which the race took place, the race lapse count, its starting and finishing 
time, and the duration of each lapse. 

Each trail is set with a specific lapse count. The graph is plotted between time 
in minutes and lapse count. Figure 7 shows the lapse count and time taken for each 
lapse in three different trails.
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Fig. 7 Sample timeline and table of results 

Table 1 Comparison between manual method and ultrasonic and LiDAR lapse technologies 

Manual calculation Ultrasonic sensor LiDAR technology 

Max distance coverage Not accurate 4 m 12 m 
Time delay More than a second 20–50 milliseconds 1–10 nanoseconds 

Table 1 shows the comparison between manual calculation, ultrasonic sensor, 
and LiDAR sensor. The table shows that LiDAR technology is superior compared 
to the other two methods in terms of time delay, accuracy, and maximum distance 
coverage. This data is instantly uploaded to cloud without any time delay; a link 
is then created through which people from different regions view these race details 
precisely. 

Using ultrasonic sensor for calculating racing lapses is not a good idea. As the 
ultrasonic sensor works on the principle of emitting sound waves at very high 
frequency in which cannot hear it and receives then back. The time gap between 
transmitting and receiving a signal is used to compute the distance between the 
sensor and the object. Here, since the signal is a sound wave, a time delay is noted. 
This can be overcome by utilizing LiDAR sensors, in which the laser beams emitted 
are used to calculate the distance between the sensor and the object (in nanoseconds 
of time delay). 

Another method used in vehicle tracking is IR ID chip which acts as the key of IR 
sensor as it has the car identification number. Each IR sensor is fit in the car and it is 
embedded with one IR ID chip which has the identification number of the vehicle. It 
also has an RF transmitter that frequently transmits a RF signal through an antenna 
toward the direction in which the car is moving. The receiver in the control unit fit 
at a specific point in the race track accepts the signal transmitted by the transmitter 
and sends the data to the system present in the nearby control room for getting the 
full details such as lapse count, lapse time etc.
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Table 2 Comparison of lapse values calculated using IR transmitter and LiDAR technology 

Lapse count 

Lap time using IR 
transmitter 
(minutes) 

Time delay 
(seconds) 

Lap time found using 
LiDAR technology 
(minutes) 

Time delay 
(nanoseconds) 

1 2:30.18 0.1 2:30.17 0.1 
2 3:42.11 0.2 3:42.09 0.2 
3 4:11.23 0.2 4:11.21 0.2 
4 5:21.33 0.1 5:21.32 0.1 
5 6:18.09 0.2 06:18.07 0.1 
6 7:37.17 0.1 07:37.16 0.1 

Table 3 Comparison of recent technologies and LiDAR technology 

Features 
Radio frequency 
identification (RFID) 

IR transmitter and 
receiver LiDAR technology 

Reader range 0–2 m 0–5 m 0–12 m 
Integration Difficult Difficult Easy 
Memory storage No Yes Yes 
IOT enabling No Yes Yes 
Response Identification Identification + 

positioning 
Identification + 
positioning + speed 

Cost of fabrication Expensive Expensive Affordable 

This system has an advantage when it comes to multiple car tracking, but this 
system is not accurate for single cars and cannot sense fast-moving vehicles. Table 
2 compares the lapse values calculated using IR transmitter and LiDAR technology 
. It is to be noted that LiDAR technology calculates time delay in nanoseconds, 
whereas IR transmitter and receiver calculates the time delay in seconds. 

Table 3 shows a comparison of the recent technologies and LiDAR technologies 
and shows why LiDAR technologies are advantageous than the other two tech-
nologies. An RFID tag, a microchip, is attached to the car to track the position 
of the vehicle. The tag picks up the signal from an RFID reader and scanner and 
then returns the signal, usually with some additional information such as start and 
finish time of the racing vehicle. The main disadvantage of this system is it cannot 
track fast-moving vehicle like race cars. These show that LiDAR technology more 
efficiently detects fast-moving objects like racing car with less time delay compared 
to other existing technologies. 

Figure 8 shows a comparison of the efficiency of different technologies used 
for lapse calculation. The time delay, i.e., the minimum time the object should be 
present in the sensor range so that the sensor can track its presence, and accuracy 
of the object are represented in the chart given in Table 4. Radio Frequency 
Identification (RFID) is an advanced technology that uses wireless transformation of 
data between the tag or car and a reader or device to automatically track or identify 
the physical location of each object. The system’s transmission range is restricted 
to few meters from the reader and the tag should be in clear line of sight.
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Fig. 8 Comparison of different technologies utilized for lapse calculation 

Table 4 Data obtained using the proposed system 

S.no Date Time Lap count Start time End time Lap time Total lap time 

1 17/10/2002 15:33:08 1 00:0.00 00:5.87 00:5.87 00:5.87 
2 17/10/2002 15:33:16 2 00:5.87 00:13.84 00:7.97 00:1.84 
3 17/10/2002 15:33:22 3 00:13.84 00:20.05 00:6.21 00:20.05 
4 17/10/2002 15:33:33 4 00:20.05 00:30.30 00:10.26 00:30.30 
5 17/10/2002 15:33:46 5 00:30.30 00:42.99 00:12.69 00:42.98 
6 17/10/2002 15:42:14 6 00:42.99 09:12.39 08:0.40 09:12.38 

Table 4 shows the date at which the event occurred, time, lapse count, start and 
end time of each lapse, duration of each lapse, and the total race time calculated 
with this system. 

The accuracy and efficiency of the developed system were analyzed by compar-
ing it with a fully automatic timing (FAT) system. Fully automatic timing (FAT) is a 
popular racing timing system that helps obtain accurate race results, i.e., accurate to 
0.01 of a second. This system needs a start signal, running time, and capture device 
to be digitally synchronized to ensure accuracy. This system is designed in such a 
way that it is activated automatically by an initiation signal rather than manually. 
The start signal is generated by a start sensor integrated with a gun that is used to 
start the race. The finish signal is generated by a ribbon or string and is recorded 
electronically to remove any human error. The results obtained using the developed 
system is shown in Table 5, which show that LiDAR technology is accurate and 
does not need any external activation system for initiation like FAT. 

This work addresses the common difficulties encountered during lapse cal-
culation. The proposed system enables uninterrupted monitoring and storing of 
race-related information, and the data obtained are displayed on an LCD display
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Table 5 Accuracy of the 
developed system compared 
to FAT 

Lapse count FAT LiDAR technology 

1 00.5.11 00:5.11 
2 00:6.45 00:6.45 
3 00:4.98 00:4.97 
4 00:5.21 00:5.21 
5 00:6.11 00:6.10 
6 00:5.55 00:5.55 
7 00:6.32 00:6.31 

for instant viewing. This model is cheap, efficient, and accurate in terms of time 
measurements. 

5 Conclusion 

The proposed system was developed by utilizing laser beam-based LiDAR. 
ATMEGA328 controller was used to access LiDAR technology. When the racing 
element crossed the beam, LiDAR was activated by triggering. In this work, a laser 
beam–based cutting-edge technology for calculating race car lapses was fabricated 
and tested. The results of this system were accurate, and the system was able to 
detect time delay even in nanoseconds in comparison with fully automatic timing 
(FAT) system. The data obtained were also uploaded to cloud using Internet of 
Things (IOT). LiDAR technology finds many advantages in racing sector where 
even fast moving objects can be detected effectively. The developed system can 
track a maximum of 12 m track width with maximum 10 ns computation. 
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A Study of Cloud-Based Solution for 
Data Analytics 

Urvashi Gupta and Rohit Sharma 

1 Introduction 

In this era, organizations worldwide have been integrating various new cloud 
technologies for digitizing, analyzing data, and ultimately gain the predictions and 
insights that drive the businesses. New opportunities in various fields of healthcare, 
e-commerce, and marketing can be seen with the changing time as Internet of 
Things is being integrated along with big data analysis and cloud computing 
[1]. All firms nowadays need to be computerized, but big investments in infras-
tructure, IT resources (strong connections, computers, programs, and memory), 
and IT employees to administer them are not feasible. Cloud computing offers a 
Web framework for autonomously gathering, using, and managing computational 
resources [2]. Through its tightly connected resources and equipped data centers, 
cloud computing offers a wide range of services to users and businesses. Available 
resources may be dynamically provided to end users to meet their demands. Users or 
organizations can use the whole pool of compute resources without worrying about 
the source, scalability, or resource constraints of cloud services. Hence, consumers 
and organizations do not need to make any initial investments to access cloud 
resources; instead, they only need to pay for the services they use [3, 4]. 

Combining technology and medicine has been facilitated by cell phones and IoT 
(Internet of Things) that works at a very fast pace and keeps on developing the 
healthcare being given to people around the world [5]. Data is proving to be a highly 
efficient and effective tool in improving health. The advancements in the field of 
data science and data analytics using AI/ML are being used to achieve adherence 
and success in the field of healthcare, telecommunication, BFSI, retail trade, and 
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e-commerce [6]. This real-world data coming from multiple heterogeneous sources 
poses significant challenges in their storage, analysis, and study. Considering the 
volume (where and how to store the huge data flowing from multiple sources), 
variety (data flowing in all forms, structured and unstructured, etc.), and velocity 
(the speed required for the data to be stored and processed) of this data [7], it is 
important to use new-age components of cloud computing and big data technologies 
for processing [8]. Cloud operators provide a catalogue of components to build an 
end-to-end encrypted data platform for ingesting, storing, and analyzing, but there 
is always a question of which tools and technologies are to be provisioned and how 
the architecture will be built using all these components. 

The area of cloud computing has had remarkable expansion in recent years; 
according to Gartner [9], public cloud is anticipated to reach $411 million by the 
end of 2020. As more and more businesses migrate to the cloud, it is getting harder 
to choose a cloud service provider that will be suitable for respective needs over 
the long run from a wide pool of cloud service providers. There are numerous 
cloud service providers now, but there is no common standard and their growth 
is happening in parallel. Many of these providers are focused on computing power 
and offering end customers CPU, storage, database, and networking services. Some 
network operators prioritize cost cutting, while the others prioritize continuous 
service quality and adaptability. These many aspects have made it extremely difficult 
to select an appropriate service provider depending on the needs of the customer or 
company [10, 11]. 

Section 2 of this chapter presents the methodology required for data analytics. 
This section discusses architecture of AWS and GCP-based platform of the overall 
data analytics solution for business industry. Section 3 of this chapter offers a 
comparative analysis of features offered by the major two-cloud service providers – 
Amazon (AWS) and Google’s (GCP) cloud computing platform. 

Section 4 covers the major challenges faced in data analytics using different 
cloud platforms, to handle, understand, and reconcile the data flowing from struc-
tured and unstructured source systems for adoption of cloud-based data analytics 
framework for improving the business services. Section 5 of this chapter is the 
conclusion. 

2 Methodology 

The cloud platform plays vital role for data ingestion. In this section, the architecture 
of data informatics platform using AWS and GCP is discussed. A standard data 
analytics platform can be built using multiple services offered by AWS and GCP 
cloud platform. Figure 1 illustrates a high-level architecture of a data analytics 
system. This figure shows the various stages of data input from data source till the 
final visualization layer available to the end users of the analytics system.
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Fig. 1 Data visualization block diagram 

2.1 Amazon Web Services (AWS) Cloud Platform for Data 
Analytics 

With over 200 fully featured services accessible from data centers all over the globe, 
Amazon Web Services (AWS) is the most complete and commonly utilized cloud 
platform in the world. Millions of customers, including the fastest-growing start-
ups, biggest enterprises, and top government agencies, rely on AWS to save costs, 
enhance agility, and speed up innovation. AWS has more services and features 
offered by any other cloud provider, including traditional infrastructure technologies 
such as computation, storage, and databases, as well as emerging technologies such 
as machine learning and artificial intelligence, Data Lake and analytics, and the 
Internet of Things. This enables migrating existing programs to the cloud quicker, 
simpler and less expensive, as well as building practically anything. AWS offers a 
variety of big data analytics frameworks that allow you to quickly and easily create 
and deploy big data analytics applications. 

Big Data Analytics Framework (Amazon EMR) for running large-scale dis-
tributed data processing jobs delivers capabilities like real-time data processing, 
clickstream analytics and big data analytics. It has built-in connectors with other 
AWS services [12] that is simple to use, has a scalable cluster, highly accessible, 
and supports open-source frameworks like Apache Hadoop and Spark [13–16].
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The Amazon S3 (Large Data Storage Framework) is a widely utilized, scalable, 
secure, and reliable large data storage platform. Amazon S3 provides elastic 
management, flexible administration, and robustness; the framework provides con-
sistency, scalability, and in-place query options; it offers integration with the widest 
range of vendor solutions; and it offers a broad range of security and compliance 
capabilities, as well as easier and faster data transport [13–15, 17, 18]. 

The Amazon Redshift (Data Warehousing Framework) is a fully managed 
AWS data warehouse platform that allows for quick, simple, and cost-effective 
data analysis using conventional SQL and popular business intelligence tools. 
Amazon Redshift’s elastic and scalable cluster provides significant expandability 
and compatibility with various SQL clients, as well as fast query performance, cost-
effectiveness, simplicity, and a highly secure foundation [15, 17, 19]. 

2.1.1 Architecture Study of a Data Analytics System Using AWS 

Amazon offers a world leading analytics and data science platform with extensive 
configurable cloud-based services for industries. It provided integrated, sustainable, 
and scalable analysis and reporting methods for meeting multi-domain industrial 
needs. Various steps and components involved for using data from various sources 
for analytics and ML modeling are mentioned below. Figure 2 shows the architec-
ture of amazon web services (AWS). 

Fig. 2 Architecture of AWS (Amazon Web Services)
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2.1.2 Data Ingestion and Processing 

Data required for building a data analytics system will come from variety of 
sources. The range of data varies from social media data, images, files, documents, 
photographs, generic health databases, smart phones, wearable devices, electronic 
health, medical records, and government agencies [20]. While the data in the Data 
Lake would be stored in a source-native format for easy consumption for data 
scientist who would be working on developing machine learning models, consuming 
applications like AWSGlue and AWS EMR jobs would transform the heterogeneous 
data from various sources in different formats to a single homogenous format to 
make the best use. The data would need to be cleaned, enriched, correlated, and 
aggregated to be made available to different users for varied use cases in data 
analytics [21, 22]. 

The transformation layer is responsible for identifying the structure of data it 
needs, as an output and then reading the data from the Data Lake (stored in native 
formats) and transforming it to the relevant structures, determined based on the use 
cases. The data transformation layer is built using Glue and/or EMR based on the use 
cases. Glue is used for smaller workloads where the time to process data is smaller 
and is primarily batch in nature. AWS EMR is used for any real-time processing 
and/or batch processes that require larger volumes of data where the runtime is 
high, and Glue would become cost prohibitive. The data after the transformation 
phase will be stored in the S3 in a processed data store in well-defined structures to 
enable further usability by the downstream applications [23]. 

2.1.3 Data Preparation 

Data Modelling Different departments and users would need access to different 
data and KPIs at multiple levels of aggregation. The KPIs and the aggregation will 
be performed by the transformation tier, and the data will be made available in a 
ready-to-use format in the tables. The dimension model is designed and deployed 
using AWS Redshift, which provides parallel query processing, helping to reduce 
the time of analysis. The model will be designed as per the requirements and 
use cases defined. Ad hoc query and analysis will be facilitated using Redshift 
Spectrum, to contain the costs at Athena and a high number of ad hoc queries fired 
[23, 24]. 

Master Data and Metadata Data Catalogue is the source containing information 
related to data residing in the Data Lake and its corresponding metadata contains 
source and structure of data. AWS provides Glue as a tool to generate the data 
source catalogue and update it with the changes in the sources [20]. The catalogue 
created using Glue is available for view and update using the console and SDKs. 
Apart from Glue, cataloguing would be maintained using the ETL tool used. 

Data Classification, Encryption, and Access The security considerations are very 
critical when we are dealing with confidential data such as patient medical records,
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old history, kin relationships, and their medical data. Data security in data analytics 
includes aspects like the following: 

• Data encryption in transit and at rest [25, 26] 
• Access control 
• Network isolation 
• Audit Trail and Access logs [27, 28] 

Data at rest in S3 would be encrypted and secured using S3 encryption 
capabilities. The encryption is done using the keys from AWS KMS. Access to 
the lake and other AWS services is restricted using IAM Roles and Users [29, 30]. 
The following measures are taken to ensure security and limit access control: 

• IAM accounts with the least privileged policy of providing only the rights 
required for performing the required tasks. 

• Password policy, MFA enabled for IAM users. 
• Security groups and a network access list are created to limit access to resources. 
• Access control, bucket policies, and IAM policy-based access to data on S3 

buckets. 
• AWS CloudTrail would be responsible to maintain an Audit Trail and Access 

logs for all the users [24]. 

Data Storage The data acquired from the data sources will be persisted and 
maintained in a Data Lake in AWS S3. This Data Lake architecture will be keeping 
in mind the data formats and various usage of the Data Lake [31]. Data Lake will 
be tiered based on the processing stage of the data. The different zones that will be 
built within the lake are as follows: 

• Landing Zone: Also called the Bronze Zone, it is the place where all the raw data 
from different source systems land in its as-is format. This is the place where 
further downstream tools use data based on their implementation use cases [32]. 

• Refinery Zone: This is an intermediate zone called the Silver Zone, primarily 
with some limited processing like optimizing storage and data cleaning. It is the 
place where medical data can be discovered, explored, and experimented with 
for hypothesis validation and tests [33]. 

• Production Zone: Also called the Gold Zone, clean, well-structured data is saved 
in the best manner to inform crucial business choices and promote efficient 
operations, often known as the Gold Zone. An operational data store that 
feeds standard data warehouses and data marts is frequently included [23]. 
Transformation rules will be applied to the data lying in the Lake to create 
tables/views that will be used by various users for their concerned use cases. 
All the data stored in Lake will be stored in compressed formats. 

• Data Archival, Backup, and Recovery – The platform employs the S3 Glacier 
Instant Retrieval storage class for archive material that requires quick access, 
such as photographs, audio-visual assets, or genomics data. This is an archive 
storage class that provides the lowest cost storage with millisecond retrieval.



A Study of Cloud-Based Solution for Data Analytics 151

• Data Visualization – The dashboards built in AWS Quick sight can contain 
important Key Performance Indicators (KPIs) for monitoring the variances of 
data and their significance as per the expected calculations. 

2.1.4 AI/ML Workbench 

ML Model Evaluation Evaluation of a machine learning model is a major part of 
the overall AI/ML strategy development process. It is necessary to estimate how best 
the chosen model represents the datasets which have been captured and how well 
this data can be used for machine learning model training and output generation 
in future [34]. The overall objective is to enhance the efficiency of the model, 
which required tuning of model parameters to increase accuracy and observing the 
confusion matrix for increasing the number of true positives and negatives. 

ML Model Training As mentioned before, the training of machine learning model 
is a crucial step as it helps in getting the correct outcome. The data is initially 
split into three sections “Training data,” “Validation data,” and “Testing data.” 
The training data is the data which is used by the machine learning algorithm to 
learn how to process the fed information. The validation dataset is used for cross 
validating the skill of machine learning model on unseen dataset. This data is used 
to fit the parameters of classification algorithms. A set of unseen data is used from 
the training dataset for tuning the parameters of model classifier [34]. 

The training data set can be studied using the AWS Athena tool which can be 
used to analyze data using interactive SQL queries. In the overall data set, a training 
set is used for building the model, while the testing (or validation) dataset is to 
validate the model built. The training dataset and the testing dataset are mutually 
exclusive of each other so that it does not create co-relation issues. The validation 
and testing datasets can be inclusive of each other and can form a single dataset 
[35]. 

ML Model Deployment After the model has been trained and evaluated, it is 
important to create value from the machine learning codes sitting in notebooks. 
Model deployment can be done by containerization of applications using docker. 
This clean containerized code can be put behind the Application Program Interface 
to interface with the machine learning models. This step is then followed by creation 
of a front-end application for end users. AWS Sage maker is an effective cloud 
computing service which can be used for creating machine learning models on 
refined data sets and can be used for generating insights and foresights for data 
analytics [35]. 

Amazon Web Services (AWS) has announced the full launch of Amazon Health 
Lake, a HIPAA-eligible service for healthcare and life sciences organizations for 
large-scale ingestion, storage, query, and analysis of their health data. Health Lake 
enables healthcare organizations to use machine learning to store, transform, and 
query health data in the cloud to fully understand the health status of patients and
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populations. This service is part of AWS for Health, which provides a suite of cloud-
based services for healthcare, biopharmaceutical, and genomic users to personalize 
patient care, rapidly innovate, and bring new therapies to market. 

2.2 Google Cloud Platform (GCP) for Data Analytics 

Google offers a large suite of cloud computing services under the name Google 
Cloud Platform. GCP includes a large variety of services for computation, applica-
tion development, storage, and big data analytics. GCP suite of services is ever 
evolving and Google keeps introducing cloud services based on user demand 
and to maintain competitive advantage over AWS and MS Azure. Some standard 
frameworks and services offered by GCP for big data analytics, big data storage, 
and big data warehouse framework are as follows: 

Framework for Big data Analytics (Service Name – Google Cloud Dataproc) is 
a fully scalable and automated cloud-based Apache Hadoop and Spark service 
for speedy, simplified, and economical cluster management operations. It is an 
open-source framework and offers major features and benefits such as fast cluster 
scaling and cost-effectiveness [15, 16, 36]. 

Framework for Big Data Storage (Service Name – Google Cloud Storage) is an 
inline object storage framework which can complete several tasks, such as real-
time data processing, data archiving (Cold and real-time), and data analytics. It 
offers high availability at low pricing, along with streamlined data transition with 
enhanced security for critical resources [15, 18, 36]. 

Framework for Big Data Warehousing (Service Name – Google Big Query) is 
a highly scalable, fast, and low-price data warehouse for big data analytics. 
It provides a simple way for infrastructure set-up, which can be scaled up 
seamlessly and can generate quick insights into the data [15, 36]. 

2.2.1 Architecture Study of a Data Analytics System Using GCP 

Google provides several cloud-based services to help researchers realize the value of 
data by providing comprehensive insights for IT industry and life sciences solutions. 
Researchers may use tools like Big Query, Cloud Machine Learning Engine, and 
TensorFlow to apply analytics and artificial intelligence to data. Users may utilize 
these technologies to create auto-detect patterns, anticipate clinical outcomes, and 
evaluate enormous volumes of data efficiently [37, 38]. From machine learning to 
data analytics, Google Cloud supports a broad range of different datasets used in any 
data analytics system. Figure 3 shows the architecture of Google Cloud Platform 
(GCP) for data analytics. Various steps and components involved for using data 
from various sources for analytics and machine learning modelling are mentioned 
below in the architecture.
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Fig. 3 Architecture of GCP (Google Cloud Platform) for data analytics 

2.2.2 Data Ingestion and Processing 

The data ingestion using Google Cloud Platform (GCP) with description and its use 
cases is listed in Table 1. 

Unstructured and semi-structured data storage can be handled with the data flow 
into Google Cloud’s Object Storage, namely, Cloud Storage (provides transition to 
storage classes for any workloads easily with multiple redundancy options), before 
sending the data for transformations [36]. Cloud Scheduler is an enterprise-grade 
task scheduler that is fully managed. It enables the scheduling of nearly any process, 
including batch, data processing, and cloud infrastructure operations, among others. 
To save time and effort, it may automate everything, even retries in the case of a 
failure. Cloud Scheduler may also be used as a single pane of glass to manage all of 
automation jobs in one place [39]. 

Cloud Pub/Sub [39] is used for messaging and ingestion for event-driven systems 
and streaming analytics, and it enables for scalable, in-order message delivery with 
pull and push modes. Auto-scaling and auto-provisioning from 0 to hundreds of 
GB per second are supported. It also provides individual quotas and pricing for 
publishers and subscribers, as well as global message routing to make multi-region 
systems simpler to operate. 

Cloud Dataproc [39] runs Apache Spark, Apache Flink, Presto, and more than 
30 open-source tools and frameworks that are all part of this fully managed and 
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Table 1 Data ingestion using GCP 

Method Description Use cases 

Data pull from DB An event-driven script running on 
Cloud Function with timing 
provided by Cloud Scheduler 

Data pull from different 
databases provides an 
export and not direct 
access 
Data extracted from SaaS 
applications onto a staging 
server for pickup 

Data pull from API Batch scripts running on GKE or 
event-driven scripts running on 
Cloud Function 

SaaS or business 
applications expose an API 

Direct DB One-time data transfer using Cloud 
Data Fusion and subsequent 
updates through Debezium 
connector [39] 

Database (backend) 
connections URLs 
available 

High volume data from 
smartphones, wearable 
devices, search engine data 

Transfer services available to 
Cloud Storage [39] 
Direct DB connect from Generic 
Databases directly 
Install Docker agents on 
on-premises and initiate Transfer 
jobs from Google Cloud 
Based on gsutil commands 

Usually for terabytes of 
data or more at once 

Table 2 Factors for choosing Dataproc or Dataflow 

Factors Dataproc Dataflow 

DevOps requirement Provisioning clusters manually Serverless, i.e., automatic 
provisioning of clusters 

SDK based on Apache Spark and Hadoop Apache Beam 
Use cases For data science/ML ecosystem, 

largely batch 
For batch and stream processing 

Nature of data Suitable for small volumes of 
large chunks of data 

Suitable for large volumes of 
small chunks of data 

scalable service. Cloud Dataflow [19] is an Apache Beam SDK-based serverless, 
fast, and cost-effective unified stream and batch data processing solution. Table 2 
depicts the various instances in which an appropriate tool can be selected. 

Cloud Composer [39] is an Apache Airflow-based workflow orchestration 
solution that is fully managed. It is used to create, schedule, and monitor pipelines 
in hybrid and multi-cloud settings. It is based on the Apache Airflow that runs on 
Python, allowing it to be free of lock-in and simple to use. 
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2.2.3 Data Preparation 

Data Modelling Big Query [36] is a serverless, highly scalable, and cost-effective 
multi-cloud data warehouse. It is designed for corporate flexibility. It analyzes 
petabytes of data at breakneck rates using ANSI SQL, with no operational overhead 
(Pay-as use model with cost mostly determined by the amount of data queried.) 
It democratizes insights by providing a reliable and secure platform that can be 
integrated into a variety of reporting tools, including Excel and Looker, and most of 
the BI tools such as PowerBI. 

Master Data and Metadata Data Catalogue is scalable data discovery and meta-
data management solution that uses a simple but effective faceted-search interface to 
find usable data. It is also used to automatically synchronize technical information 
and generate schematized tags for business metadata. It uses Cloud Data Loss 
Prevention integration to automatically flag sensitive data and allows users to get 
access and grow without having to set up or maintain infrastructure [40]. 

For data analytics products, Dataproc Metastore is a fully managed, highly 
available within a region, auto healing serverless Apache Hive Metastore (HMS) on 
Google Cloud [36]. It facilitates interoperability across data processing programmed 
in the open-source data ecosystem, as well as supporting HMS and serving as a 
vital component for managing the metadata of relational entities. Its uses include 
the following: 

• A centralized metadata store that can be shared among numerous ephemeral 
Dataproc clusters that use open-source engines like Apache Hive, Apache Spark, 
and Presto. 

• Interoperability between cloud-native services like Dataproc and other open 
source-based partner offerings on Google Cloud thanks to a single view of tables 
[41]. 

Data Classification, Encryption, and Access Data Loss Prevention (DLP) on the 
Cloud aids in the understanding, management, and protection of sensitive data. 
It can quickly categorize and redact sensitive data in text-based information and 
images, including content stored in Google Cloud storage repositories. Google 
Cloud [36], without needing any action from the customer, encrypts all client 
material kept at rest using one or more encryption algorithms. 

• For storage, data is separated into chunks, and each chunk is encrypted with 
its own data encryption key. These data encryption keys are encrypted (or 
“wrapped”) with key encryption keys that are only kept and used inside Google’s 
central Key Management Service (GCP KMS) [39]. 

• IAM provides technologies that make managing resource permissions simple and 
automated. For data platform administrators, a complete audit trail of permission 
authorization, removal, and delegation is instantly displayed.
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Data Storage Cloud Storage in Google [18] is the Google Cloud object storage 
service. It comes with several useful capabilities out of the box, including as object 
versioning and fine-grained permissions (by object or bucket), which may simplify 
development and save operating costs. Several Google services are built on top of 
Google Cloud Storage. 

• Data Archival, Backup, and Recovery – Google Nearline [18] is a  public cloud 
storage service for archiving, backup, and disaster recovery. It is one of the 
Google Cloud Storage platform’s four cloud storage classes. 

• Data Visualization – Looker [15] is used to serve real-time dashboards (updated 
every few seconds) for more in-depth, consistent analysis. It provides insights 
easily (slide and dive into data dimensions within the visualization layer). Data 
Visualization (Looker) is a highly customizable semantic layer to make custom 
apps that give data experiences that are as unique to the business. Data Studio 
is a free offering from Google that provides community-based connectors to 
various databases. It is customizable data transformation and visualization layer 
and gives lesser real-time in a sense (updated every few tens of minutes). 

• AI/ML Workbench – There are three options for ML modelling. In either case 
model results are stored back in Big Query: 

• Big Query [36] can be used to execute and create machine learning models in 
Big Query using SQL queries. This ML workbench can be implemented through 
Looker cloud service. 

• Build Custom ML models using Python libraries on Jupyter Notebook and 
deploy models on Vertex AI. Vertex AI can be used to manage several stages in 
the ML workflow applicable to the business use cases such as building a dataset 
and uploading data, training an ML model on the data, evaluating the model’s 
accuracy, and tuning hyper parameters (custom training only). It can also be used 
to save and upload models to Vertex AI. The trained model is deployed to an 
endpoint to serve predictions and send prediction queries to the endpoints. 

• Cloud AutoML makes it possible to train models without writing code on picture, 
tabular, text, and video datasets. It automates data pre-processing, parameter 
extraction, selection, and engineering, algorithm selection, and hyperparameter 
tweaking. Vertex AI [39] unifies the AutoML and AI Platform APIs, client 
libraries, and user interface. Both AutoML training and bespoke training are 
accessible with Vertex AI. 

The Google Cloud Healthcare and Life Sciences team has announced a collection 
of APIs and datastores for healthcare data analysis and machine learning appli-
cations, data-level healthcare system integration, and safe storage and retrieval of 
many forms of electronic patient healthcare data (ePHI). The Google Healthcare 
API, which focuses on healthcare apps, provides developers a robust toolbox for 
converting ideas into practical solutions. Google’s machine learning has accurate 
recognition and can be taught to execute a range of high-accuracy prediction tasks.
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3 Comparative Analysis of Services Required from AWS 
and GCP 

Table 3 shows the various stages required for building a cloud-based big data 
analytics platform and the corresponding services required from AWS and GCP 
product suites. 

Other than Amazon Web Services (AWS) and Google Cloud Platform (GCP), big 
data analytics cloud platform provider such as IBM Cloud [42] and Microsoft Azure 
[16, 43–46] also works in similar manner to provide data analytics for predictive and 
prescriptive insights. 

4 Challenges 

Data collection is one of the primary challenges when considering any cloud-based 
big data application for business analytics or IT analytics, the data sources may 
be incomplete, contain interferences and errors, the consent needs to be taken from 
organizations or individuals before considering any analytics application which uses 
personal identifiable data [47]. It also becomes very important to integrate data 
generated from external/internal system in order to arrive at meaningful analytics. 
It also becomes very difficult to process such heterogeneous data, which varies 
widely [48]. When integrating data in numerous formats, ensuring accuracy and 
consistency in decision-making becomes a concern. In order to have processing of 
such varied data and keeping the infrastructure costs in check, there needs to be a 
lot of thought which needs to go in at the time of inception which is time taking 
and extensive [49]. The volume of data poses another challenge, live feeds of data 
across globe related to organizations or individuals are challenging storage tasks 
and need highly efficient computational capabilities with high input/output speeds 
for efficient storage management [50]. 

Data analysis of such multi-dimensional data also poses a significant challenge, 
as it is not interpreted in appropriate graphical representations, often it may require 
more than two to three charts to derive significant inferences from the data sets 
across visualizations. Confidential data is very sensitive and thus data security is a 
crucial part of building the cloud data platform for data analytics [48]. It is necessary 
to have proper controls, authentication mechanisms, and encryption of data done to 
enhance the security of data, which is available in cloud. 

5 Conclusion 

This chapter reviews the cloud computing services which are used to build an 
architecture of a cloud-enabled data platform which is used in business analytics
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Table 3 Services required from AWS and GCP 

Sr No. Stage Requirement GCP Services 
AWS 
Services 

A Data 
Ingestion and 
Processing 

Integration with existing source 
systems (internal and external) 
To plan data transformation, you 
need have a workflow 
management and scheduling 
system 
Data acquisition or data delivery 
jobs 
Should have audit and error logs 
for auditing and troubleshooting 
GUI interface for checking the 
errors, scheduling, and restarting 
of ETL jobs 

Dataflow and 
Dataproc 
(using Apache 
Hadoop 
framework) 

AWS Glue 
and AWS 
EMR (using 
Apache 
Hadoop 
framework) 

B Data 
Preparation 
Data 
Modeling 

Develop data models based on 
data flowing in from various data 
sources 

Big Query AWS 
Redshift 

Master Data 
and Metadata 

Ensure data lineage 
Data quality, integrity, 
compliance, auditing 
Data Governance Framework 

Cloud Data 
Catalogue 

AWS MDM 

Data Classifi-
cation, 
Encryption, 
and Access 

Use proper encryption keys for 
customer datasets 
Individual user-level access 
Role-based access 
Group-based access (e.g., 
cardiology, medicine, cancer) 
Access for the applications 
which intend to use the data  
present in the data platform 

DLP API, 
KMS, IAM 

AWS KMS 
and IAM 

Data Storage Where and how data is being 
stored? 
How is data going to be accessed 
by different user groups? 
Methodology for reconciliation 
of data from various source 
systems 

Google Cloud 
Storage 
(Landing 
Zone) 
Big Query 
(Data Lake) 

AWS S3 and 
AWS 
Redshift 

C Data 
Archival, 
Backup, and 
Recovery 

Define data backup, archival, and 
recovery policies based on 
industry requirement 

GCS AWS Glacier 

D Data 
Visualization 

Visualizations and advanced 
analytics dashboards 

Looker AWS Quick 
sight 

E AI/ML 
Workbench 

Experimentation and Model 
building 
Model evaluation, deployment, 
and visualization 

Vertex AI AWS Sage 
maker



A Study of Cloud-Based Solution for Data Analytics 159

using two popular cloud service providers, that is, AWS and GCP. During the 
study, it was concluded that both these cloud computing service providers offer their 
own set of individual services for accessing and collating data from different input 
data sources used in business industry. These services can be easily procured and 
employed for studying and analyzing the data and then deriving valuable inputs from 
it, which is used in devising the machine learning model. While AWS is more stable, 
reliable, and offers a more global reach owing to early adoption by the business 
industry, GCP is a container-based model with flexible pricing models and enhanced 
computing capabilities. The mix of services or the evaluation of a particular platform 
can be done based on the actual use cases, which are to be implemented for advanced 
analytics use cases. 

As discussed earlier, both AWS and GCP have come up with their targeted 
solutions for different industries and the competition will grow more over time. 
The ultimate objective of using a cloud platform for data analytics in industries is 
to achieve the creative vision necessary to advance IT analytics to the next level 
of innovation, so enabling it to both drive and support substantial improvements in 
building quality measures and outcomes. 
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Sparsity Problem Toward Movie 
Recommendation Paradigm Using 
Machine Learning 

Manash Sarkar, Shiwangi Singh, V. L. Soundarya, Maroi Agrebi, 
and Ahmed Alkhayyat 

1 Introduction 

As we all know, the world is expanding at an unprecedented rate. Everyone is 
hurrying to achieve their ultimate objectives. This thirst leads to the growth of, 
practically, every industry. One of them is online business. We do not have time 
to go to the market, and this is not the end of it. We do not even have enough time to 
select an item from the collection. This sparked the birth of internet shopping, which 
has now grown into a massive tree with hundreds of branches. As the online market 
expands at an exponential rate, it is inevitable that competition will spread to other 
areas as well. Owners of separate websites must now entice their readers by giving 
appealing features. One of the features available to users is recommender engines. 
Recommender engines are the most well-known machine learning approach now 
in effect. We have all encountered services and websites that try to suggest books, 
movies, and articles based on our previous behavior. They attempt to infer tastes and 

M. Sarkar (�) 
Department of Computer Science & Engineering, Atria Institute of Technology, Bengaluru, 
Karnataka, India 

Expert Data Scientist, Limendo, Bolzano, Italy 
e-mail: manash.sarkar@atria.edu; manash.sarkar@limendo.com 

S. Singh · V. L. Soundarya 
Department of Computer Science & Engineering, Atria Institute of Technology, Bengaluru, 
Karnataka, India 

M. Agrebi 
LAMIH UMR CNRS 8201, Department of Computer Science, Université Polytechnique 
Hauts-de-France, Valenciennes, France 

A. Alkhayyat 
College of technical engineering, The Islamic University, Najaf, Iraq 
e-mail: ahmedalkhayyat85@iunajaf.edu.iq 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
R. Sharma et al. (eds.), Data Analytics for Internet of Things Infrastructure, 
Internet of Things, https://doi.org/10.1007/978-3-031-33808-3_10

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33808-3protect T1	extunderscore 10&domain=pdf

 885 45222 a 885 45222 a
 
mailto:manash.sarkar@atria.edu
mailto:manash.sarkar@atria.edu
mailto:manash.sarkar@atria.edu

 10923 45222 a 10923
45222 a
 
mailto:manash.sarkar@limendo.com
mailto:manash.sarkar@limendo.com
mailto:manash.sarkar@limendo.com

 885 56845
a 885 56845 a
 
mailto:ahmedalkhayyat85@iunajaf.edu.iq
mailto:ahmedalkhayyat85@iunajaf.edu.iq
mailto:ahmedalkhayyat85@iunajaf.edu.iq


164 M. Sarkar et al.

preferences as well as recognize undiscovered interesting items. Recommendations 
are so commonplace in our environment that we sometimes fail to notice how 
effortlessly these systems created to improve our purchasing choices have been 
integrated into virtually every device and platform. Although we are accustomed 
to getting suggestions all the time, their integration into our everyday lives has a 
long and intriguing history that has been shaped by ups and downs, the ambition of 
a few pioneering firms, and the efforts of other dreamers. You may already be aware 
that a recommender system is a system that typically tries to forecast the value a user 
would attribute to a certain piece of material. These engines provide predictions by 
merging data models from several natural sources. 

Sama et al. [1] have described in their research that using artificial intelligence 
technologies to create a movie recommendation system is difficult. Finding satisfy-
ing results is challenging because not all information obtained from the internet 
is trustworthy and useful. Experts advise using a recommendation system that 
gives pertinent information rather than continuously searching for the matching 
information. Collaborative filtering methods based on user information (such as 
gender, geography, or preference) are often effective. However, in today’s world, 
everyone is concerned with advice or principles in order to make a choice. Our 
study focuses on developing a system for suggesting movies that may provide 
users with a list of movies that are comparable to the one they have chosen. 
Recommendation system, which falls under the category of model-based filtering 
approach, is explained in the research performed by Srikanth et al. [2]. It is 
built using cutting-edge deep autoencoders. NLP and computer vision applications 
employ deep autoencoders, an artificial neural network. Here, using an unsupervised 
learning technique, deep autoencoders are utilized to obtain the Top N movie 
recommendations. 

Netflix’s 3-month implicit value dataset with patterns discovered through col-
laborative filtering was utilized to assess the performance of the suggested recom-
mender system. This chapter can successfully forecast the ratings that are absent 
from the sparse matrix that are first provided for input. The top model out of 20 
created models is connected to the frontend. 

By proposing movies that match the viewer’s preferences, several online movie 
or video streaming companies may keep their users interested. Making more tailored 
suggestions is a major area of study for recommender systems. Two filtering 
strategies are covered in the study by Salmani et al. [3], content-based filtering and 
collaborative filtering. The former recommends items (movies) to users (viewers) 
based on their past viewing behavior and preferences, while the latter does so by 
considering the opinions and actions of other users (viewers) who have similar 
preferences (movies). Collaborative filtering has produced user-based, item-based, 
SVD++, and SVD algorithms, and their performance has been evaluated. A 
hybrid recommendation engine that combines both the content-based and SVD 
filtering models offers the greatest performance and improved movie selections for 
preserving active viewer engagement with the service. In order to suggest movies 
based on several criteria, the study done by Sunandana et al. [4] created a movie 
recommendation system. The project’s main goal is to provide a system for movie
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recommendation that would allow users to be prescribed movies. There are several 
algorithms that may be used to create a recommendation system. The content-
based algorithm has been used to propose movies based on their similarities to 
other movies by looking at the movie’s content. The degree of resemblance has 
been assessed using the cosine similarity method. The parameters in this case were 
taken from the TF-IDF vectorization output, and a linear kernel was used to get 
the cosine similarity. The most comparable movies are then recommended. The 
recommendation system uses things based on user preferences to help with decision-
making. There are many different sectors where recommendation systems are 
employed, similar to social networking, advertising, and e-commerce. Collaborative 
filtering is a common approach for creating recommendation systems; however, 
it becomes less reliable if the amount of data is too little. As a result, using 
the weighted average technique can increase the precision of suggestions. Today, 
recommender system is also used for restaurant [5]. Restaurant recommendation is 
very useful for tourism industries. 

The most common types of recommendation systems are as follows:

• Content-based recommender systems: To recommend things such as movies or 
music, content-based algorithms use meta data such as genre, producer, actor, and 
musician. A good example of such a recommendation would be recommending 
Infinity War, which stars Vin Diesel, because someone enjoyed The Fate of the 
Furious. Content-based systems are founded on the assumption that if you like 
one thing, you will probably like another similar thing.

• Collaborative filtering recommender systems: The behavior of a group of users is 
used to offer suggestions to other users in collaborative filtering. The preference 
of other users is used to provide recommendations. 

There are two types of collaborative filtering systems:

• Collaborative filtering based on users: User-based collaborative filtering: In this 
paradigm, products are recommended to a user based on how popular they are 
among users who are similar between users.

• Item-based collaborative filtering: Related items are identified by these systems 
based on the users’ earlier ratings. Hybrid Recommender System: Hybrid Recom-
mender Systems merge any of the two interconnected systems in a customized 
sector. It is the most sought-after recommender system, as it merges the virtues of 
many recommender systems while also removing any potential flaws that might 
arise from using just one recommender system.

• Weighted Hybrid Recommender: The score of a recommended item is calculated 
using the results of all of the system’s various recommendation strategies in this 
method. P-Tango, for example, combines content-based and collaborative recom-
mendation systems, initially giving both equal weight but gradually changing the 
weighting as user ratings predictions are validated or disproved. Pazzani’s hybrid 
does not use numerical scores, instead treating the output of each recommender 
as a series of votes that are then combined in a consensus-building procedure.
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• Switching Hybrid Recommender: Switching Hybrid Recommender is a feature 
that allows you to switch between recommendation algorithms based on certain 
criteria. The switching hybrid recommender can deploy a content-based recom-
mender system initially, and if that one fails, it will deploy a collaborative-based 
recommender system. This is possible if we combine content- and collaboration-
based recommender systems.

• Mixed Hybrid Recommender: If a large number of recommendations can be 
made at the same time, mixed recommender systems should be used. Because 
recommendations from multiple techniques are given at the same time, the 
user can choose from a wide range of options. The majority of media and 
entertainment organizations use Smyth and Cotter’s PTV system, which is 
mostly a recommended program, to recommend television viewing to customers. 

Today, recommender system is the most powerful technique for intelligent 
business model to recommend the users’ based on their choice and budget. There 
is an issue in recommender system called sparsity problem. In this problem, many 
values are not available in the dataset. This creates trouble at the time of analysis 
of historical data. In this research, the sparsity problem is optimized by proposing 
an intelligent model. An optimized decision to develop a collaborative filtering 
system that forecasts movie ratings for a user based on a large database of user 
ratings. A statistical analysis is carried out in order to create a pilot survey model 
for analyzing the real-time dataset. Ant Colony Optimization (ACO) is used to 
determine the group members’ ratings for future recommendation. Finally, fourfold 
cross-validation is used to assess the performance of the proposed model. 

The following sections comprise the remainder of this chapter: Section 2 reviews 
related works. Section 3 describes a fundamental of Big Data. Section 4 contains the 
proposed model, followed by Sect. 5’s Results and Discussion. Section 6 contains 
the conclusion and future scope. 

2 Similar Works Done 

This section reviews earlier studies in the topic of recommendation systems, 
particularly those that use methods based on systems for recommending movies. 
The numerous studies are described in the section that follows. 

According to this study undertaken by Omega et al. [6], user weighted average 
and movie weighted average have an impact on how users are recommended films. 
Additionally, it demonstrates that the weighted average recommendation system 
outperforms the collaborative recommendation system in terms of accuracy. 

In their publication, Ajith et al. [7] go into great detail about the goal of their 
study, which is to provide a knowledge graph and particle filtering-based movie 
recommendation system. Every method of movie recommendation that is currently 
available makes use of clustering and machine learning technology. The ground-
breaking movie recommendation system that is suggested in this chapter interacts
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directly with the database, is very effective thanks to the expressive power of 
knowledge graphs, and offers the user the most pertinent suggestions. This movie 
recommendation tool uses particle filtering and a knowledge graph database to show 
the user the best movies based on their preferences for genres, directors, and other 
elements. 

In contrast to previous systems, this recommendation system does not keep track 
of the browser history for forthcoming suggestions. The large amount of data makes 
it challenging for consumers to locate relevant movie resources fast; however, the 
movie recommendation model is a great way to deal with this problem. It is advised 
to apply GRU (Gate Recurrent Unit) to mine the rules and characteristics of their 
presence from the text data of movies in addition to deep neural networks (DNN) 
and factor decomposition machines FM to process the features of customers’ wishes 
for various movie genres. By combining the link between users and movies, Xiong 
et al. [8] offer a movie recommendation model based on GRU, DNN, and FM 
in order to improve the accuracy of the suggested outcome. The Movielens-1m 
dataset is then used for a significant number of tests. The experimental findings 
demonstrate that the model outperforms CNN (Convolutional Neural Network) and 
LSTM (Long-term and Short-term Memory Network) recommendation models in 
terms of performance and recommendation accuracy. 

Wang et al. [9] have discussed achieving lower marketing costs and higher 
revenues, traditional recommender models make use of technologies including 
collaborative filtering, matrix factorization, learning to rank, and deep learning 
models. Moviegoers, however, give the same film varying evaluations depending on 
the situation. The audience’s mood, the setting, the weather, etc., are all significant 
movie-watching contexts. It is quite advantageous for recommender system builders 
to be able to use contextual data. However, widely used methods like tensor 
factorization require unreasonably large amounts of storage, which significantly 
affects their viability in actual environments. The MatMat framework is used in this 
study to create a context-aware movie recommendation system that is superior to 
conventional matrix factorization and similar in terms of fairness. By matrix fitting, 
MatMat factors matrices. 

Due to their numerous uses, recommendation systems today play a significant 
role in society. Many businesses utilize it frequently in order to provide better 
customer experiences and accomplish growth by employing it properly. Information 
on the strategies and techniques utilized in recommendation systems is presented 
in this publication. Collaborative filtering approach, content-based approach, and 
hybrid approach are the three categories into which recommendation systems are 
divided. The study performed by Kukreja et al. [10] will outline the content-
based method, its benefits and drawbacks, and how to use it to provide movie 
recommendations based on this concept. The report will also detail all other 
approaches, their methods, and their restrictions. Although we have chosen a 
content-based strategy, there may be various approaches depending on the business. 
Users can get their preferred movie programs from a wide range of films thanks 
to the user-oriented recommendation system. Qiu et al. [11] have discussed a 
type of heterogeneous network information called a knowledge graph that offers
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a movie recommendation system a wealth of structural knowledge. It aids in 
resolving the cold start and data sparseness issues. We developed a knowledge 
graph-based movie recommendation model using this information. The knowledge 
graph is first integrated into the recommendation model, the vector representation 
is then updated using the engaging attention network represented by the user or 
object, rich local knowledge is then acquired through cross-interactive information 
dissemination, and predictions are finally produced. We experiment with open data 
sets, and the results show that our strategy is superior to the accepted practices. 
Lavanya et al. [12] have discussed recommendations that are so commonplace in 
our environment that we sometimes fail to notice how effortlessly these systems 
created to improve our purchasing choices have been integrated into virtually every 
device and platform. Although we are accustomed to getting suggestions all the 
time, their integration into our everyday lives has a long and intriguing history 
that has been shaped by ups and downs, the ambition of a few pioneering firms, 
and the efforts of other dreamers. You may already be aware that a recommender 
system is a system that typically tries to forecast the value a user would attribute 
to a certain piece of material. These engines provide predictions by merging 
data models from several natural sources. The dataset that was abandoned for 
the evaluation of qualities with CF includes nominal ratings for a wide range of 
films. A complex method of collaborative filtering is effective for the motivation of 
recommendations during evaluation and to link the performance of the arrangement 
with the inclusion of characteristics from user reviews and deprived of the attributes 
from user assessments. This method uses an enhanced methodology that is based 
solely on nominal ratings and movie characteristics like genres. 

Agrawal et al. and Roy et al. [13, 14] have proposed a methodology that presents 
a hybrid approach that combines content-based filtering, collaborative filtering, 
SVM as a classifier, and genetic algorithm. Comparative results show that the 
proposed approach improves the accuracy, quality, and scalability of the movie 
recommendation system over pure approaches in three areas: accuracy, quality, 
and scalability. The benefits of both techniques are combined in a hybrid strategy 
that also seeks to minimize their drawbacks. This could happen when looking for 
things like books, music, films, and job listings. Therefore, it is necessary for a 
recommendation system to assist in recommending products to consumers that 
are more pertinent, accurate, and meet their wants and requirements. A movie 
recommendation system is used to make suggestions for films that are compatible 
with the user’s interests and tastes. There are several ways to implement this system, 
including basic recommendation systems, collaborative recommendation systems, 
content-based recommendation systems, metadata-based recommendation systems, 
and demographic-based recommendation systems. In this study, they have employed 
a straightforward recommendation system, a content-based filtering strategy, and 
a collaborative filtering strategy. Python, the B/S framework, and the MySQL 
database have been used in the study performed by Xu et al. [15] to develop a system 
for recommending movies. The movie data for Douban is first crawled using crawler 
technology, after which the movie data is stored in MySQL. Users of the system 
can browse, look up, and collect movie-related data. The user-based collaborative
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filtering algorithm is used to suggest movies that may be of interest to users based 
on their search history. The entire system of movie suggestion is made possible by 
the design of these useful components. In order to investigate user interests and 
offer the best products to users, collaborative filtering algorithms are frequently 
employed in e-commerce websites’ recommendation systems. These systems are 
based on the analysis of a huge number of past behavior data from users. In this 
chapter, we concentrate on the development of a highly accurate and dependable 
algorithm for movie recommendation. It is important to note that the algorithm 
can be used in many different e-commerce domains and is not only restricted to 
movie recommendation. In the study undertaken by Zhou et al. [16], they have 
constructed a movie recommendation system in Ubuntu using Java language. The 
system can manage massive data sets thanks to the MapReduce framework and the 
item-based recommendation algorithm. Zhang et al. [17] have discuseed these two 
problems in their study. First, a straightforward but very effective recommendation 
algorithm is suggested, which makes use of user profile information to divide 
users into various clusters. The size of the original user-item matrix is drastically 
reduced by creating a virtual opinion leader to represent each cluster as a whole. 
The weighted slope one-VU approach is then applied to the virtual opinion leader-
item matrix to produce the recommendation results. When compared to traditional 
clustering-based CF recommendation schemes, our approach can significantly 
reduce the time complexity while still achieving comparable recommendation 
performance. By analyzing the user’s profile to suggest the most relevant content, a 
recommendation system saves the user the time of looking for the information. For 
making suggestions, a number of strategies have been put forth by Hwang et al. [18] 
that included content-based, collaborative, and knowledge-based methodologies 
in their study. Recommendations for content like books, music, and videos are 
made using recommendation systems. They are also frequently utilized in online 
shopping. A collaborative filtering method based on genres, which is frequently 
used in movie recommendation systems, is used in particular by the South Korean 
film industry to make movie recommendations. This tactic might not be as effective 
when customers first discover movie suggestion services or have specific movie 
interests, like preferences for actors or directors. 

One of the best and most appropriate techniques utilized in suggestion is 
collaborative filtering. Providing a prediction of the many goods that a user might 
be interested in based on their preferences is the core goal of the recommendation. 
Kharita et al. [19] have discussed in their study that when there is enough data, 
recommendation systems based on collaborative filtering approaches can produce 
predictions that are roughly correct. In the past, user-based collaborative filtering 
techniques have been quite effective at recommending products based on user 
preferences. However, there are also additional difficulties, such as data sparsity 
and scalability issues, which get worse as user and item counts rise. Finding the 
relevant information quickly on a big website is challenging. Selecting a movie that 
makes use of current technology to satisfy user needs has become more difficult as a 
result of the growth in the number of movies available. The growing usage of online 
services has led to a rise in the prevalence of recommendation systems. Today, the
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goal of all recommendation systems is to use filtering and clustering algorithms 
to suggest content that people will find interesting. Users’ preferences are initially 
discovered to allow them to evaluate movies of their choice by finding user profiles 
of people with similar interests. 

To obtain precise recommendations based on customers’ preferences, a hybrid 
recommendation model built on crowd search optimization is suggested. Collabora-
tive and content-based filtering are combined to create the hybrid recommendation 
as described by Sarkar et al. [20]. 

The study undertaken by Joseph et al. [21] provides suggestions for a media 
commodity like movies to customers. After some usage, the recommender algorithm 
gets to know the user and suggests movies that are more likely to get good 
reviews. It is crucial for every area to implement recommender systems to give 
people advice on all technological elements. Different types of recommendation 
systems, including content-based, hybrid-based, and collaborative filtering-based 
systems, are available. Based on collaborative filtering, collaborative filtering for 
recommendations is separated into user-based and item-based filters. The study 
performed by Shrivastava et al. [22] aims to assess the collaborative filtering 
recommendation approach for a dataset of movies. The findings of the user-based 
and item-based recommendation methods compare how well each performed and 
which strategy produced the best outcomes. 

3 Fundamentals of Big Data 

Information that is present in large quantities and numbers is referred to as Big 
Data. Data refers to the various ways in which the computer has saved and recorded 
information as well as activities. This includes data that was provided by both people 
and machines. Big Data is a body of information that has grown significantly over 
time. Big Data is extremely large and complicated in terms of quantity and storage, 
making it impossible for conventional data management solutions to analyze and 
interpret it. 

Big Data [23, 24] is collected in a number of methods that are critical. People’s 
experiences and purchasing histories can be tracked through feedback and user 
reviews. This is also accomplished by conducting surveys that are presented to 
clients in the shape of a survey, which asks them different questions dependent on 
the data collecting goal. Every transaction a customer makes can earn them credits, 
and those points can then be redeemed for rewards based on specific standards. This 
makes it possible for the client to keep up a profile on the portal that details interests 
and behaviors; businesses use this kind of data. 

There are some social media programs that monitor the information and activity 
on the concerned parties’ profiles. In actuality, one of the most often used retargeting 
methods is social media. Other data collection techniques and resources exist as 
well, including cookies, email tracking, and satellite pictures, all of which operate 
similarly and are self-explanatory.
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3.1 Properties of Big Data 

Big Data, a large amount of data that is not handled by standard data storage or 
processing units makes up Big Data. Many multinational organizations utilize it to 
handle data and conduct business. The data flow would exceed 150 exabytes per day 
prior to replication. The properties of Big Data are explained by its 5 Vs (Fig. 1). 

The 5 Vs of Big Data are as follows:

• Volume
• Veracity
• Variety
• Value
• Velocity
• Volume: Big Data is a term used to describe enormous amounts of data. Big Data 

is a term used to describe the enormous “volumes” of data that are produced 
every day from several sources, such as corporate processes, machines, human 
interactions, social media platforms, networks, and many more. About a billion 
messages, 4.5 billion “Like” button hits, and more than 350 million new postings 
are uploaded to Facebook every day. Big Data technology can manage large 
amounts of data.

Fig. 1 Properties of Big Data
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• Variety: Big Data can be gathered from a variety of sources and can be 
structured, semi-structured, and unstructured. Data was once only gathered 
through databases and sheets, but today it can also be found in PDF files, emails, 
audio files, social media posts, pictures, and videos. The data is arranged in the 
following way:

• Structured data: The structured schema contains each and every required column. 
It is arranged on a table. Structured data is kept in a relational database 
management system. 

– Semi-structured Data: Semi-structured data lacks a properly defined schema 
for technologies like XML, JSON, CSV, TSV, and email. The OLTP (Online 
Transaction Processing) systems handle semi-structured data. In order to store 
the data, tables or relations are used. 

– Unstructured Data: Unstructured data includes all unstructured files, includ-
ing audio, log, and image files. Some businesses have a lot of data, but they 
are unsure how to value it because the data has not been processed. 

– Quasi-structured Data: The data format, which was created with effort and 
patience using a limited number of technologies, contains textual data with 
variations in data formats For example, a server creates and maintains a log 
file that contains a record of actions and is used by web servers (Fig. 2).

• Veracity: Veracity is a concept used to describe how reliable the data is. You may 
filter or manipulate data in a number of different ways. Veracity is the capacity to 
effectively handle and maintain data. Big Data is essential for business expansion 
as well, for instance, Facebook postings using hashtags.

Fig. 2 Variety of data
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• Value: The importance of value in large data cannot be overstated. The informa-
tion we handle or store is not the issue. We store, process, and analyze useful and 
trustworthy information.

• Velocity: In contrast to other variables, velocity has a big impact. The rate at 
which data is produced in real time is known as velocity. It incorporates the 
incoming data sets’ speed, rate of change, and activity bursts. Big Data’s primary 
objective is to promptly supply highly demanded data. Big Data velocity is the 
rate at which data moves from sources including corporate processes, networks, 
social media sites, sensors, and mobile devices.

3.2 Big Data in Entertainment Industry 

Nowadays, people are highly enthusiastic about discovering new material in terms 
of what they watch and choose to watch since media and entertainment have 
permeated every aspect of their life. The days of single-channel viewing, with 
no choice, integration, or consultation with viewers, are long gone. These factors 
are altering, though, since there are now millions of watching options to select 
from, and they can all be streamed across many platforms, making them much 
more accessible. Unquestionably, the use of Big Data, which is a mix of existing 
data, time series data, network data, and other types of data, has considerably 
assisted in the creation and successful application of such ideas and options in 
the media and entertainment sector. The only way to understand the behavior of 
consumers (who are the viewers here) is to analyze the different consumer data that 
is accessible throughout and as a product of multiple platforms. Big Data is aiding 
from a distance, but its influence is particularly obvious and felt in the sector. Let us 
examine Big Data’s definition, applications in the media and entertainment industry, 
and sources. The recommendation system is very useful in entertainment industries 
[25]. Nowadays, OTT platform used the concept of recommender system to serve 
their customer smoothly. 

3.2.1 Uses of Big Data in Media and Entertainment 

The media and entertainment industry likewise integrates and gathers similar data 
from numerous sources in order to better understand viewer behavior and improve 
in a way that would allow them to thrive and be the viewers’ favorite between 
each of them. The more you know your customer, the better you can predict their 
preferences and modify content, pricing, and user interface appropriately. This is a 
well-known marketing and financial reality (Fig. 3).
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Fig. 3 Uses of Big Data in entertainment. (Courtesy: www.google.com)

• Predict Audience Interest: Media firms and entertainment channels, particularly 
those that are focused on online streaming, can benefit from Big Data analysis. 
Because satisfying their customers’ needs is so crucial to them, such channels 
want to be prepared with the content and categories necessary to accommodate 
practically any type of viewer and endeavor to ensure that content variety reigns 
supreme. Media and entertainment goliaths benefit from a plethora of classified 
data provided by Big Data. Search histories, genre ratings, followed social media 
trends, language, age, and other crucial pieces of this data can help businesses 
predict a particular viewer’s interests, enabling them to not only customize the 
viewer experience but also come up with the most practical and popular program 
initiatives based on their audience’s preferences. Some media organizations are 
also able to monitor how long viewers watch a video or movie for as well 
as their responses to it on other social media platforms. Additionally, there is 
a mechanism for tracking trending hashtags, and in a situation like this, user 
interaction makes it simpler to control and remove content, like a movie, from 
the board. They may occasionally provide the user a list of suggested readings to 
keep them interested in the site.

• Optimization and Monetization: Based on current market releases and trends, 
businesses may decide to add a specific movie to their list of available material 
just because it is popular and people would want to watch it. Because they often 
monetize such unconventional content, which keeps viewers interested and draws 
in new users seeking for the same content, this might bring in more money for 
the businesses than usual. Such discussion boards are more frequently used by 
them for amusement. There is also material when companies release a program 
or a film depending on how viewers respond to its trailers and elect to reserve 
a certain film or television program for a membership-only set of viewers, who 
are often charged requiring subscribers to pay a bundle to access these. These 
businesses further attempt to pique user interest by making only a small portion 
of a television show or movie available to viewers without a subscription. There 
are several types of material available to members and non-members of many 
entertainment firms, including Netflix, Hotstar, and Amazon Prime.
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• Understanding Audience Disengagement: In any industry, losing a customer is 
still a frustrating problem for any company. The same is true for media and enter-
tainment businesses; they provide memberships for access to certain material, 
which is a crucial step in the customer conversion procedure. Any company’s 
membership duration in relation to its pricing is undoubtedly subjective, and 
it is continuously revised and updated. Big Data can also reveal information 
about returning clients and devoted fans. In certain cases, despite receiving 
several push-up reminders and calls to action, members choose to opt-out of the 
membership program and do not renew their memberships. This needs to be taken 
into consideration by the media and entertainment industries so that inaccurate 
information and stale, boring content may be seen. Big Data aids in acquiring 
up-to-date insights into customer behavior and might lead a company to modify 
content in response to the platform’s widespread demand. As an illustration, the 
business may add multilingual material if the majority of customers choose not 
to renew their membership speech problems in the content introduced in the form 
of feedback.

• Role of Advertisements: The key factor that continues to determine a com-
pany’s market worth and income is advertising. Inquiries from advertisers on 
a company’s analysis of viewing behavior are essential. This may facilitate the 
timely and accurate distribution of relevant, tailored, and related adverts. The 
understanding of user behavior and what they are likely to buy as a consequence 
of targeted marketing is also aided by Big Data applications. Advertisements are 
common and seem to be an essential part of every entertainment sector. This gives 
companies the ability to act as retargeting agents, which means that if a customer 
is watching a show or a movie about one of their goods, an advertising will pop 
up more appropriately. The audience is more likely to purchase 3D glasses if they 
are marketed in the middle of a science fiction or technological film. An example 
of this is a fashion movie that mimics online shopping and encourages viewers 
to purchase items like clothing and freshly declared trends. Big Data enables 
businesses to construct successful advertising campaigns based on a variety of 
criteria, including weather, timing, and the use of second screens, in addition to 
enabling customers and businesses to generate content-related advertisements. 

4 Proposed Model 

An intelligent recommender model is proposed to minimize the sparsity problem. 
At the beginning, a statistical analysis using Brownian process is performed. A 
metaheuristic-based optimization technique called Ant Colony Optimization (ACO) 
is applied to optimize the sparsity problem.



176 M. Sarkar et al.

4.1 Mathematical Background 

At the beginning, a statistical analysis [26, 27] is performed to understand the nature 
of the data and its distribution. As per the real dataset, all the required features are 
not in scaled. Normalization is performed first to set the all features value with a 
certain range. After data visualization, it is found that some outlier data are there 
which are not ignorable. To find out the distance between the values, Brownian 
process [28] is deployed. 

Assume that random distance time for approximating the sum of independent 
random values is considered. 

Let x1 + x2 + . . .  . + xn where xi is a random variable ∀i ≥ 1 
As per the Brownian motion theory, it was a continuous time (t) where 0 ≤ t ≤ ∞  

and μ as a mean of the random data point V(t) and 

.V (t) = 0 (1) 

. Pμ {V (t) − V (s) ≤ x} = φ
[
(x − μ (t − s))

/
(t − s)

1
2

]

where 

.∀ 0 ≤ s < t < ∞ (2) 

.and 0 ≤ s1 < t1 ≤ s2 < t2 ≤ . . . · · · ≤ sn < t < ∞ where n = 2, 3 . . . . . . (3) 

The random data V(ti) − V(Si) where i = 1, 2, 3 . . .  . . . n are stochastically 
independent. Z(t) is a continuous function of t. The standard normal distribution 
is denoted as φ. If a random data xi will be independent and distributed randomly 
with mean value μ and variance 1, then it will be as Eq. (4). 

.
Sn = x1 + x2 + . . . . + xn where n = 0, 1, 2, . . . and V (n) = 0, 1, 2, . . . ∀

{ V (t), 0 ≤ t < ∞} (4) 

To implement the time in a discrete way, a random selection Sn, n = 0, 1, 2, . . .  
is considered. In this chapter, a random data selection is performed to avoid the 
biasness of the proposed model toward the particular class of data. To achieve 
this target, data sample with discrete time interval, the likelihood ratio of the 
{V(S), S ≤ t} under .Pμ1 relative to .Pμ2 will be as Eq. (5) 

.
l (t, V (t);μ1, μ2) = exp

[
(μ1 − μ2) V (t) − t

2

(
μ2

1 − μ2
2

) ]
for any − ∞ < μi < ∞and (i = 1, 2 . . . ) and t > 0

(5)
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4.2 Ant Colony Optimization (ACO) 

To achieve the desired output, a bio-inspired intelligent modll based on Ant Colony 
Optimization technique is deployed. At the beginning, a statistical analysis is 
performed to understand the data pattern and to visualize the data. 

The Ant Colony Optimization metaheuristic’s limited history is primarily one 
of experimental research. All early researchers were directed by trial and error, 
and most ongoing research efforts are still guided by trial and error. This is 
the normal scenario for almost all known metaheuristics: when experimental 
work has demonstrated the usefulness of the metaheuristic, researchers attempt 
to develop a theory to explain how it functions in addition to doing ever-more 
complex tests. Convergence is typically the first theoretically motivated topic to 
be addressed. If sufficient resources are available, will the metaheuristic discover 
the optimal solution? Numerous issues are frequently looked into, including the 
speed of convergence, ethical methods for choosing the metaheuristic’s parameters, 
connections to preexisting strategies, identification of problem traits that increase 
the metaheuristic’s likelihood of success, and comprehension of the significance of 
the various metaheuristic components. Here, we discuss the problems for which we 
currently have an answer. We focus on how ACO compares to other well-known 
techniques like stochastic gradient ascent as well as how various ACO algorithms 
converge to the best result. 

4.2.1 Theoretical Considerations on ACO 

The relatively broad concept of when attempting to demonstrate the theoretical 
merits of the ACO metaheuristic, ACO [29] presents the researcher with their first 
significant challenge. Generality is a desirable property that makes theoretical analy-
sis much more difficult, if not impossible, because it enables ant-based algorithms to 
be applied to discrete optimization problems ranging from static problems like the 
traveling salesman problem to time-varying problems like routing in telecommu-
nications networks. The convergence problem is the first theoretical aspect of ACO 
that we will look at in this chapter. Is it conceivable that the algorithm will eventually 
identify the ideal solution? ACO algorithms are stochastic search processes, and 
they may never find the best answer due of the bias provided by pheromone trails. 
This makes the topic intriguing. It is crucial to bear in mind that there are at least 
two different forms of convergence to take into account when analyzing a stochastic 
optimization algorithm: value convergence and solution convergence. Assuming 
indirectly that in the event of a problem with several optimum solutions, we are 
interested in assessing the likelihood that the algorithm will produce an ideal answer
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at least once while investigating convergence in value. We want to determine the 
likelihood that the algorithm will provide an ideal result at least once. Convergence 
of values for ACO algorithms in ACObs; convergence of tmin and solutions for 
ACO algorithms in ACObs; small tmin parameter may vary during an algorithm 
run, as shown by tminy, and the iteration counter for the ACO algorithm is y. We 
next demonstrate that these findings hold even when common ACO components 
like search engine and heuristic information are taken into account. Finally, we 
discuss the consequences of these discoveries and demonstrate that the MMAS and 
ACS ACO algorithms, two of the most successful ACO algorithms now in use, 
directly benefit from the evidence of value convergence. Sadly, there are currently no 
findings on the rate of convergence of any ACO algorithm. Even if convergence may 
be demonstrated, there is presently no alternative to conducting large experimental 
procedures in order to assess algorithmic performance. The formal relationship 
between ACO and other techniques is another theoretical subject explored in this 
chapter. We embed ACO in the broader model-based search framework, to better 
comprehend the relationships between ACO, stochastic gradient ascent, and the 
more modern cross-entropy method [30, 31]. To find out the optimize solution 
of the users’ rating, ACO, a metaheuristic algorithm have been applied. In this 
chapter, the users are considered ants and their corresponding rating are considered 
as pheromone. The users give their rating based on the choice. Similarity index is 
determine based on the rating value. The users too change their choice from movie 
I to movie j with probability. 

.Pi,j =
(
τα
i,j

) (
η

β
i,j

)

∑(
τα
i,j

) (
η

β
i,j

) (6) 

where 
τ i, j➔ The amount of pheromone (Rating) on the edge i, j 
α ➔ Parameter to control the influence of τ i,j 
ηi,j ➔ The desirability of edge i, j 
β ➔ A parameter to control the influence of ηi,j 

Algorithm 
A well-known bio-inspired algorithm called Ant Colony Optimization is deployed 
for recommending movies
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Algorithm: Ant Colony optimisation for movie recommendation 
Begin 
Input: Movielens dataset 
Output: Optimistic decision making for movie recommendation 
Initialization: A set of data from movie lens dataset is used for pilot survey. 
Step 1: Randomly select the data from the dataset. 
Step 2: User U with m numbers of features. 
U = {f1, f2, f3,........, fm} 
Step 3: Consider the total number of users is n. 
U = {U1, U2, U3,........, Un} 
Step 4: Determine the co-variance of the users’ with their features. 
Step 5: Pheromone update 
User rating “r,” will rate the next rating “s” based on the following formula. 

. s =
{

maxj∈Nk 
i

{
τij (t).η β 

ij

}
if q ≺ Q0 

according to AS equation otherwise 
.Nk

i are the unrated movies of Kth user 
τ ij(t) is rating in (i,j) edge during t turn and ηi,j is the distance between user i to user j and “q” 
is the stochastic variable with uniform distribution. 
Q0 is the threshold value in which initializing procedure begins. 
End 

4.3 Data Preparation 

To validate the proposed model, a real-time dataset named “movies.csv” [32] is used  
as a test-bed. 

5 Results and Discussion 

A real-time dataset is used as a test-bed to validate the proposed model. In this 
research, 5000 data are considered. The users’ ratings are visualized in Fig. 4. 

The rating of the users’ is varying based on their choice. Figure 5 shows the 
distribution of users’ ratings. Some users’ ratings are outliers. In this chapter, 5000 
data is considered from Movielens and the outlier data is also considered for better 
results. 

Figure 6 shows the difference in ratings between the user 20 and other users. It 
displays the distance between User Id 20 and other User Ids (Fig. 7). 

5.1 Performance Analysis 

Performance analysis based on various parameters of the confusion matrix is 
developed to assess the effectiveness of the proposed model. The fourfold cross-
validation method is used on the provided data set in this chapter. Table 1 displays 
the various ratios that were chosen for the training and testing data sets over four
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Fig. 4 Snapshot of difference in users and their ratings 

iterations. The error is fixed after each iteration to make the model more accurate. 
The suggested model is used to provide users with the best recommendations based 
on their preferences.
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Fig. 5 Distribution of the users’ rating 

Fig. 6 Distance between user Id 20 and other users 

5.1.1 Evaluation Metrics 

Evaluation metrics are frequently used to gauge how accurate a recommendation 
system is. In areas like security, image processing, and information retrieval, the 
evaluation metrics are very helpful. In general, evaluation metrics make it simple to 
verify the effectiveness and efficiency of recommenders. Thus, fictitious frameworks 
could become actual applications. On the other hand, it identifies shortcomings,
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Fig. 7 Distribution of random user’s ratings 

Table 1 Performance at four different strategies 

Training and 
testing strategy 

Strategy 1 
(50%–50%) 

Strategy 2 
(60%–40%) 

Strategy 3 
(70%–30%) 

Strategy 4 
(80%–20%) Average 

Accuracy 91.56 90.75 95.88 98.25 94.11 
Recall 88.68 92.45 94.84 96.68 93.16 
Precision 90.34 91.64 92.42 95.24 92.41 

accuracy, and potential remedial actions. Furthermore, both explicit and implicit 
user activities are covered by these metrics. Four different strategies are applied for 
the dataset to validate the proposed model. The values of Accuracy, Recall, and 
Precision are shown in Table 1 .

The average value of the Accuracy, Recall, and Precision, from Table 1, is shown  
in Fig. 8. 

The average values of the Accuracy, Recall, and Precision are 94.11, 93.16, and 
92.41, respectively. 

6 Conclusion 

The media sector has seen a significant amount of research work focused on various 
aspects of big data analysis, including the indexing, capture, storage, mining, and 
retrieval of multimedia big data. The entertainment industry now does a huge 
amount of business online in this digital age. During the pandemic, when social 
isolation is required, the idea of the entertainment through online become popular.
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Fig. 8 Average value of the evaluation metrics 

Industries use the idea of big data to represent customer feedback, comments, and 
choices in order to provide better service. In this chapter, an intelligent algorithm 
that makes an optimistic decision to develop a collaborative filtering system that 
predicts a user’s movie rating based on a sizable user rating database. It recommends 
movies that are the best fit for users based on the genres of media they enjoy. 
The list of recommended movies is generated by the combined impact of user 
ratings and reviews. In order to create a pilot survey model to analyze the real-
time dataset, a statistical analysis is carried out. Ant Colony Optimization (ACO) 
is used to rate the group members in order to make recommendations in the future. 
In a recommender system, sparsity problems will be optimized in this manner. As 
a result, the suggested model could be used to successfully train a recommender. 
The experimental findings show that there are very few false positive and false 
negative recommendations. Additionally, the abundance of data does not affect the 
model’s accuracy. The results show that the proposed model’s Accuracy, Recall, 
and Precision are 94.11, 93.16, and 92.41, respectively. Future research will focus 
on using deep learning-based intelligent models to reduce sparsity and enhance 
Precision and Recall values for recommendation systems in the context of big 
data. 
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Techniques to Identify Image Objects 
Under Adverse Environmental 
Conditions: A Systematic Literature 
Review 

Navjot Kaur, Kalpana Sharma, and Anuj Jain 

1 Introduction 

Numerous resources are available from various digital and nondigital sources. Over 
time, scholars from different areas have started exploring various fields of study 
to gather information from different fields. For traffic surveillance and security 
surveillance, moving object detection and segmentation are critical. Detecting 
moving objects in dynamic environments is more difficult than it is in static 
environments. The inclination of research scholars and industries to transform the 
quality and quality of unstructured data has increased over time. Many data are 
available in the field of object identification and classification for researchers dig 
into to investigate various techniques for the identification of objects. 

Furthermore, thanks to the immense growth and availability of online resources, 
users have a lot of exposure to various ideas, approaches, opinions, and recommen-
dations on various methods. Such ample numbers of data open up new opportunities 
for scholars to analyze the existing techniques in their area of interest. Image 
processing has various applications in different fields of study. Among all these 
applications, the contributions of image-processing techniques and computer vision 
in the field of security and surveillance are remarkable. Moving object surveillance 
is an active area of research that detects, identifies, and tracks objects from a moving 
sequence of images. Objects in the video frame sequence are identified for video 
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sequencing [1]. In order to track objects from moving vehicles or video sequencing 
of moving vehicles, it is important to detect an object that appears first in the video 
sequence or detect objects from every image frame of a video sequence. Using a 
good-quality, high-intensity video camera is required to capture and acquire inputs 
for high effectiveness and clear object detection. The identification of objects in 
videos follows three important steps: 

1. Detection of object of interest 
2. Tracking objects from each image frame 
3. Identification of object behavior in an image 

Morphology provides the operations for analyzing objects of different forms and 
shapes. This aids in object analysis and recognition. The required information is 
extracted from the image for analysis to help yield an improved image. Morpho-
logical procedures are contingent on the comparative assembling of pixel values 
[2]. The structuring component supports determining the method into which the 
structuring element fits to identify an image. 

1.1 Morphological Operations on Image 

1. Erosion: In this process, boundaries are eroded away. This shrinks the object. 
The mathematical erosion of image I can be defined as follows: 

I + T = {G |[ (T )A ∈ I (1) 

Erosion reduces the size of objects by etching the object borders. Structural
elements pass through all the pixels of the image.

2. Dilation: This operation allows objects to expand, filling in small holes and 
connecting disjointed objects. 

I + T = {G | [(T ) A ∩ I ] ∈ I } (2) 

For descriptor extraction, grayscale image representations are employed. Such
representations simplify and minimize the computing requirements [21–23] (Fig. 1). 

Fig. 1 Image scale
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Fig. 2 Moving vehicle in (a1) dust wind, (b1) rain,  (c1) hail storm, and  (d1) fog  

1.2 Impact of the Environment on Objects 

Humans infer object-to-object interactions, part-to-whole object hierarchies, object 
properties, and 3D scene structures in addition to identifying and finding items in a 
scene. Having a better understanding of situations would help with applications such 
as robotic interactions, which often need information beyond item identification and 
position. This requires not only scene perception but also knowledge of the physical 
surroundings. An image has pixels, and every pixel of an image has a numerical 
intensity value. In order to classify images, it’s very important to identify objects 
that are static or moving, and they must be clearly visible. Many factors influence 
the visibility of the image. One such key factor includes environmental conditions 
such as fog, rain, snow, dust, and so on (Fig. 2). 

The environment also significant affects the identification of images. Images 
taken in hazy or foggy weather are difficult to identify because of their unclarity. 
Fog and dust, in particular, drastically diminish visibility distance. Because of light 
dispersion and attenuation, the color of nearby objects seems to be quite similar, 
with poor saturation. Under such circumstances, it is difficult to distinguish between 
objects because the edges between the background and the item in the foreground 
become blurred. Many cameras are installed in modern automobiles, and they are 
used for a wide range of purposes. The detection of fog from images captured by a 
photographic camera mounted on a vehicle is a difficult task that could be useful 
in a variety of situations [3]. So far, methods have focused on the attributes of 
nearby items in the image, such as lane markings, traffic signs, vehicle backlights, 
and approaching vehicle headlights. In contrast to all these previous studies, some 
researchers suggest adopting methods that utilize image descriptors and take a 
cataloging approach to distinguish between images with fog and those without fog. 

2 Methodology and Research Description 

Image-processing techniques are used to visibly improve image appearance. These 
techniques help to improve the interpretation of an image by a human or an 
automated system. Image-processing techniques may also be used to identify
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Fig. 3 Keyword cloud of the selected research papers 

images and vehicles under adverse weather circumstances, such as fog, rain, hail, 
etc. Table 2 presents research conducted in similar fields. 

Some researchers have proposed conducting a literature review on studies 
that aimed to identify objects. For the analysis and identification of objects, the 
Scopus database has been selected because this database indexes a wide range of 
engineering literature from conferences and journals. The scholars also can explore 
a wide range of research articles from the Scopus database. For this study, papers 
from 2011 to 2022 are included for analysis. For the selection of research papers, 
we focused on keywords such as “object detection,” “object recognition,” “moving 
vehicles in the fog,” “vehicle in the fog,” “morphology,” “neural network,” and 
“deep learning.” We also used Boolean connectors “AND,” “OR,” and the symbol 
“+” to influence the search so that more specific and meaningful data could be 
gathered. In order to retrieve the desired research papers, a search using keywords 
such as “object identification,” “fog,” and “moving vehicle” was conducted; the 
search yielded 7300 research papers in the first attempt. To refine the results, 
the second phase of the search for studies published in journals was limited to 
1100 publications. Further, in the third phase, we focused primarily on object 
identification in fog, because of which the number of research papers dropped to 
423 (Figs. 3 and 4). 

3 Findings and Results 

This section is divided into three sections: year-by-year statistics, journal-by-journal 
statistics, and theme-by-theme reporting. In the first subsection, the study displays
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Fig. 4 Keywords used for paper searching 

the year-by-year distributions of publications and a list of periodicals. In the second 
subsection, the study shows the high-frequency words from the title and author 
keywords of the publications studied. In the third subsection, the study shows 
diverse themes across several image-processing approaches. Various functional 
factors, such as contrast-sensitive images, brightness, transparency, texture gradient, 
and light, affect the visibility of an image display. Further, a few more key per-
formance indicators, also known as image-quality factors, influence image quality 
and visibility, such as image sharpness, noise, dynamic range, color accuracy, 
alterations, homogeneity, blaze, artifacts, compression, and links. In addition to 
these factors, a few environmental factors also influence image visibility. Such 
factors include rain, hail, dusty wind, and fog. Various researchers have carried out 
significant research on all these factors and their effects, and they have proposed 
suggestive and corrective techniques to overcome all these problems, except for 
fog. 

Even though a few researchers have conducted research on object identification 
in foggy weather, they have not put any significant weight on the identification of 
objects in moving vehicles in fog or video sequencing of the vehicles moving in fog. 
This leaves a huge gap to fill. We have searched through research papers in this field 
and have identified and focused on their techniques for identifying objects in fog. 

This section is divided into three subsections: year-by-year statistics, journal-by-
journal statistics, and theme-by-theme reporting. The first subsection displays the 
year-by-year distributions of research articles and a list of periodicals. The study 
shows high-frequency words from the title and author keywords of the articles 
studied in the second subsection. The study shows the diverse themes across several 
image-processing approaches in the third subsection. Various researchers have 
proposed different methods for identifying objects in moving vehicles so that the 
vehicles themselves can also be identified (Figs. 5 and 6).
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Fig. 5 Year-by-year distributions of research articles 

Fig. 6 Research articles per journal 

All the referenced papers were analyzed, read, and categorized according to vehi-
cle identification and fog estimation. Various researchers have proposed different 
techniques for vehicle identification under adverse environmental conditions, such 
as rain, haze, and fog. Researchers classify fog density as a visibility feature of a 
vehicle preceding another vehicle and the distance to that other vehicle. Researchers 
proposed a method to recognize daytime images in dense fog and applied Fourier 
transformation with global features. The proposed method was applied to many
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Table 1 Visibility distance 
range 

Visibility distance (meters) 

1000 No fog 100–300 Fog 
300–1000 Low fog 100 Dense fog 

Fig. 7 Representation of the analyzed works that use local features [1–4] 

images. Here, 96% of fog-free photographs were categorized as fog-free, whereas 
93% of fog images were classified as fog images. The researchers used annotated 
photos with fog values, as shown in Table 1. The data did not include profiles of 
roads [4]. To categorize fog, various calculations have been performed on the basis 
of visibility distance. 

While following the proposed methodology, researchers assessed fog images and 
fog-free images. Afterwards, they proposed using a semisupervised convolutional 
neural network. A sparse Laplacian filter was applied to gather information about 
the vehicles. The SoftMax classifier layer was used as the output layer on the labeled 
vehicles. We worked with the BIT-Vehicle data set. This data set includes 9850 
images to test the proposed method. Only 10% of the images were nighttime images 
[3, 4] (Fig. 7). 

First, foreground objects are extracted from the video. After this, the hierarchical 
multi-SVMs (support vector machines) method is applied for vehicle classification. 
For final precision, a voting-based correction scheme is used. Vehicle classification 
is achieved in complicated traffic scenes by taking the proposed approach. Singh et 
al., Zhuo et al., Murugan et al., Chowdhury et al. presented a vehicle classification 
technique that is based on neural networks. In the pretraining stage, GoogLeNet is 
applied to the ILSVRC-2012 data set, and after fine-tuning, a vehicle data set of 
13,700 images is used for the final classification [5–8]. Liu et al. have proposed 
techniques to detect the number of vehicles on the road in real time. They applied 
image subtraction on foreground and background images and used image binariza-
tion, a method of counting objects that results in a faster computing technique. Wang 
et al. have proposed classifying images on the basis of deep learning and generative
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Fig. 8 Vehicle extraction using a deep neural net [9–12] 

adversarial networks (GANs) [9, 10]. Jyothi et al. have proposed using a high-
accuracy convolutional neural network (CNN) technique for vehicle classification. 
The vehicles in focus were cars and trucks [11]. Morphological operations were 
applied in vehicle detection and identification. Video sequencing of vehicles was 
reviewed by Chandrika et al., and frames were extracted from it [12] (Fig. 8). 

Kalyan et al., Shyamala et al., Şentaş et al., Hedeya et al., Zahra et al., 
Jagannathan et al., Miclea et al. have applied image binarization and Sobel edge 
detection. Morphological operations were applied to the image to identify objects. 
Researchers used their own video data set. They tested the SVMs classifier and tiny-
YOLO on a data set, and their paper proposed an adaptive histogram equalization 
and the Gaussian mixture model. Researchers have implemented a technique to 
enhance vehicle image quality and detected vehicles from denoised images [13–19]. 
Kim et al. have proposed an efficient technique for visibility measurement under 
foggy weather conditions [20]. International Commission on Illumination (CIE) 
defined meteorological visibility distance as the distance beyond which a black 
object of adequate size with a contrast of less than 5% can be seen. Jiang et al. have 
applied the Canny–Deriche filter [21]. The purpose of this research was to propose 
a framework for recovering the contrast of photographs captured from a moving 
vehicle. Nam and Nam first computed the weather conditions, then inferred the 
scene structure, which was refined during the restoration process [22]. The proposed 
visibility enhancement algorithm was not designed for road photos [23]. Hautière et 
al. proposed techniques in which the fog region is segmented using the calculation 
from the direction charts. They also computed fog density and used a method that 
restored the contrast and assumed that the road was flat, to detect vertical objects 
[24]. Abbaspour et al. used a technique on a single in-vehicle camera. This method 
has better performance in terms of accuracy and speed to detect fog density from 
images [25]. Hautière et al. proposed image improvement techniques appropriate 
under daytime fog conditions in differential geometries, where the partition of unity
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Fig. 9 Image identification by applying image enhancement [24–27] 

Fig. 10 Image identification by removing haze from an image [28–30] 

was the base of this proposed method. This model was the most suitable for contrast 
restoration under foggy conditions [26]. These researchers suggested an algorithm 
for reducing the turbidity of an image. In their method, they assumed that an image 
has a reference intensity level and a characteristic intensity level. A low-pass filter 
was used to obtain the reference intensity level: intensity level = original intensity 
level – reference intensity level [27] (Fig. 9). 

Negru et al. conducted an experiment to contrast an image by providing quan-
tifiable proof that road safety is increased by Advanced Driver Assistance Systems 
(ADAS). Next, using a modified Piéron’s rule as a foundation, a quantitative model 
was developed for target visibility (Vt), which is calculated from onboard camera 
images [28]. Other researchers presented a pixel-based technique to eradicate haze 
artifacts from images by using a single image-based dehazing framework. Halmaoui 
et al. recommended conducting a haze density analysis to determine the level of 
atmospheric light. A transmission map can then be estimated and refined by using a 
bilateral filter [29] (Fig. 10). 

For hazy photos and videos, Kim et al., Su et al. have proposed a fast and 
optimal dehazing method. The contract term and the data loss term were combined 
into a cost function by these researchers. The suggested approach improves the 
contrast and maintains information by minimizing the cost function. This method 
is expanded to real-time video dehazing from the static-image-dehazing algorithm 
[31, 32]. Sharma and Arya provided a technique for retrieving image data from 
a single blurry image. The dark-channel-prior (DCP) algorithm has a tendency to 
underestimate bright region transmission. The predicted value of the shady network 
of a hazy image was utilized as an estimation of this offset to adjust the transmission 
because the intensity in a dark channel that was influenced by haze created the same 
offset [33].
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For the real-time processing of haze removal from high-definition videos, a 
GPU-accelerated parallel computing solution was proposed [34]. For real-time 
processing, Rai et al. proposed a single image haze reduction approach that 
implements hardware. The suggested method uses computationally efficient image-
processing techniques [35]. This research investigated aureole pieces generated by 
scattering and nonuniformly dispersing lighting in low-light foggy circumstances. 
To reduce the influence of multiple scatterings, an image was subdivided into a halo 
and scene layer. Next, following the Retinex theory, they calculated the spatially 
variable ambient light [36]. In the transmission map, they employed the mean shift 
segmentation technique to separate the sky areas from the foreground, which were 
obtained by using the dark-channel-prior approach. Afterward, they used guided 
image filtering to smooth the map by separately increasing the brightness of each 
sky region in the transmission map [37]. Yuan et al. proposed dark channels prior 
to masking the sky regions focused on road edge recognition, and dehazing was 
similarly focused—together resulting in improved visibility under foggy conditions 
[38]. 

In their study, Mou et al. proposed an algorithm consisting of sky segmentation 
and area-wise medium-transmission-based image dehazing [39]. Another approach 
was proposed that first detects the sky and divides the image into sky and nonsky 
regions and then independently estimates the transmissions of the two sections, 
followed by a refining step [40]. This is an efficient strategy for improving fog-
degraded traffic images. The fog-degraded image is divided into blocks. The block 
with the least amount of sparsity is chosen to compute the local transfer function 
[41]. To simulate the mathematical model for the fog, Hu et al. used a deep neural 
network [42]. 

The edge-sharpening cycle-consistent adversarial network was proposed as a 
generative adversarial network, namely ESCCGAN [43]. To solve the performance 
limitations of using an atmospheric disintegrating archetypal-based method, a 
residual-based dehazing net was developed [44]. The generative adversarial network 
(GAN) dehazing method has been used to dehaze image areas. This technique 
considers the many degrees of haze concentration that need to be adjusted while 
preserving the original image’s details [45]. The suggested algorithm employs a 
supervised machine-learning technique to approximate the transmission medium’s 
pixel-wise extermination factors and uses a unique compensation scheme to correct 
the erroneous enlargement of white objects after dehazing. 

Feng et al. used an edge-preserving maximum reflectance prior (MRP) method to 
reduce the color effect of hazy photos taken at night. The transmission map was then 
obtained by feeding the hazy image with no color effect into the self-encoder net 
[46]. Feng et al. continued their research by considering the following parameters: 
contrast, intensity, image noise, image resolution, illumination, heavy occlusions, 
visibility distance, classification accuracy, speed, changes in illumination, aspect 
ratio, compactness, the accuracy of a crossing vehicle, hue, precision, accuracy, light 
angle, size variety, relative width, length and area, Histogram of Oriented Gradients
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Fig. 11 Representations based on various feature types 

(HOG), precision, vehicle class, classification accuracy, computation complexity, 
processing speed, reliability, standard deviation, entropy, visibility distance, satura-
tion value, chroma, visible threshold, attenuation, meteorological visibility distance, 
object distance, camera response, pitch angle sensitivity, inflection point, processing 
time, reaction time, and radiance. Our proposed review is carried out on the basis of 
the effect that the parameters have on the input image under consideration. 

Table 2 highlights the implemented techniques and the key points extracted from 
all the referenced research papers (Fig. 11). 

4 Conclusion 

According to the key findings of all the research papers referenced in the survey, a 
flexible fog-estimating method is required. A hybrid algorithm is not used/proposed 
by any of the researchers to detect the edges of moving/dynamic objects. In addition 
to this, none of the researchers focused on identifying moving vehicles in foggy 
weather, which leaves a huge gap to fill. According to the research conducted to date, 
researchers have proposed many techniques and methods to identify objects but 
have not focused much on the identification of moving objects. The few researchers 
who considered moving object identification did not include the impact of the 
environment on moving vehicles, especially the impact of foggy weather on the 
visibility and identification of moving vehicles. Therefore, an algorithm that can 
efficiently identify moving objects in fog needs to be developed.
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Table 2 Techniques and dimensions used by different researchers 

Author and 
year 

Algorithm/technique/tool 
used 

Author and 
year 

Algorithm/technique/tool 
used 

[1] Vision system [24] Single in-vehicle camera 
technique 

[2] Image descriptors, Gabor 
filters 

[25] Daytime fog 
single-image-enhancement 
algorithm 

[3] Semisupervised 
convolutional neural 
network, Laplacian filter, 
SoftMax classifier 

[26] Calculated reference and 
target intensity to degrade a 
turbid image 

[4] Hierarchical multi-SVMs 
classifier 

[27] Piéron’s rule-based 
quantitative model 

[5] Adaptive Gaussian 
thresholding technique, 
LiDAR with camera 

[28] Histogram of oriented 
gradient-based pedestrian 
detector 

[6] Convolutional neural 
network (CNN) model 

[29] Visibility enhancement 
algorithm 

[7] Artificial neural fuzzy 
inference system 

[30] Real-time video dehazing 

[8] Image processing, object 
counting methodology 

[31] Transposed filter based on a 
memory access pattern 

[9] Generative adversarial nets 
and convolutional neural 
network 

[32] Unified nighttime 
hazy-image-enhancement 
framework 

[10] R-CNN technique [33] Mean shift segmentation 
technique 

[11] Object identification [34] Dehazing technique 
[12] Erosion and dilation [35] Sky segmentation 
[13] Edge detection, 

morphological processing, 
segmentation using 
background subtraction, 
Sobel operator 

[36] Convolutional neural 
network 

[14] Neural fuzzy inference 
system, Gabor and 
log-Gabor transforms 

[37] Deep neural net 

[15] Used the tiny-YOLO with 
the SVMs classifier 

[38] Image-dehazing method 

[16] Deep-network-based 
vehicle-type classification 

[39] Fog-removal technique 

[17] Conditional generative 
adversarial network 

[40] Sky segmentation 

[18] Histogram equalization with 
Gaussian mixture model 

[41] Image improvement 
technique

(continued)
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Table 2 (continued)

Author and
year

Algorithm/technique/tool
used

Author and
year

Algorithm/technique/tool
used

[19] Fog detection and visibility 
enhancement based on 
sensors 

[42] Deep neural network 

[20] Canny–Deriche filter [43] Edge-sharpening 
cycle-consistent adversarial 
network 

[21] Contrast restoration [44] Gate fusion network 
[22] Visibility enhancement 

algorithms 
[45] Generative adversarial 

network (GAN) dehazing 
method 

[23] Fog-density computation [46] Supervised 
machine-learning technique
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Technology-Enhanced Teaching 
and Learning During the COVID-19 
Pandemic 

Hung Phu Bui, Tra Thu Dao, Thuy Thanh Dao, and Van Huong Vi 

1 Introduction 

The Covid-19 outbreak has affected the landscape of education worldwide. Many 
educational institutions have adopted technology-assisted teaching and learning as 
a temporary essential measure to avoid face-to-face interaction in the traditional 
classroom and prevent the spread of coronavirus. This teaching modality is applied 
in a synchronous or asynchronous mode or a combination of both, assisted by a 
computer or mobile device connected to the Internet. 

The unprecedented shift from traditional classroom teaching and learning to 
remote teaching during the crisis without sufficient training and preparation has 
raised doubts about the effectiveness of this teaching and learning modality, aroused 
concerns about its effects on teachers’ and learners’ well-being, and showed 
potential challenges for both teachers and students [1]. However, technology-
assisted language teaching and learning should be well planned to be successful. 
Schools should have established careful instructional design [2]. Relevant online 
resources should be available to support the teaching and learning activities [3, 
4]. Teachers need pedagogical and technical skills to deliver effective instruction 
and facilitate the learning process [5–7]. Students need relevant skills to achieve 
their expected outcomes and overcome challenges emerging from the technological 
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divide [8]. The ultimate goal of education should be the sustainable development of 
individuals and society instead of “to provide a temporary access to instruction and 
instructional supports in a manner that is quick to set up [ . . . ] during an emergency 
or crisis” [9]. 

There is a paucity of investigations into the use of technology-assisted language 
teaching during the Covid-19 pandemic. Although a vast amount of research 
has been conducted on online teaching and learning, most of these studies were 
conducted in Western countries. This chapter first reviews the literature on how 
to effectively provide a distance education course and instruction assisted by 
technology. It then reviews the inherent challenges of remote teaching encountered 
by instructors and students and the strategies they use to teach and learn effectively 
during the Covid-19 pandemic. A framework for effective technology-assisted 
language teaching is introduced and discussed. Finally, the chapter recommends 
necessary training for teachers and students for effective teaching and learning 
on the Covid-19 pandemic. Given the possibility of unexpected similar emergent 
situations and school closure in the future, the education system might need to look 
back at relevant literature to prepare for better language teaching in crisis when the 
Covid-19 pandemic is over. 

2 Current Perspectives on Technology-Enhanced Language 
Teaching and Learning 

Online learning has become a popular and global trend in education. It affects 
education considerably [10] and tests hypotheses about the integration of tech-
nologies into language teaching and learning [11]. It offers technology-assisted 
teaching and learning opportunities that support distance education [12]. The term 
technology-assisted teaching mainly describes the use of technologies to deliver a 
course to students in a distance program. It has motivated the employment of online 
resources [13] and devices in teaching and learning [14], from which educators 
have developed different learning modalities, such as online, blended, and hybrid 
learning. 

Technology-assisted learning is widely conceptualized as an alternative learning 
modality that is student-centered, inventive, and adaptable. Recent research has 
put forward the use of computer-mediated communication (CMC) as “computer-
mediated learner-learner interaction provides unique opportunities for L2 learners 
for the active control of the topic selection and management and provides rich 
opportunities for learners to understand and adapt to diverse interactional patterns 
through collaboration among the interactants” [15]. CMC can also be used to facili-
tate the teacher’s live instruction in online teaching and learning. Teachers can take 
advantage of CMC and immerse learners in virtual environments of asynchronous 
and synchronous communication in which particular linguistic features emerge 
through interaction between users [16].
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Asynchronous communication has been predominantly applied in e-learning. 
Accordingly, users do not need to get online simultaneously for interaction and 
educational outcomes [17], which allows learners to get involved in interactions 
with different users and do different tasks at the same time [18]. Asynchronous 
communication is deemed to align with the hypotheses of social constructivism in 
which learners receive and cognitively process the input provided by the teacher 
and/or other resources to develop their own knowledge; therefore, the teacher is 
considered a collaborator rather than an input provider [19]. 

Several studies identified the benefits of asynchronous learning. The study by 
Meyer [20] found that online learning can enhance learner autonomy as students can 
manage their time and consider the content of their message carefully before they 
send it. Regarding learner differences, different learners may spend more time doing 
a task than another, depending on their competencies. Also, some research has found 
that learners’ discussions in asynchronous environments have in-depth content 
because they have extra time to revise their messages [21]. The study by Tu and 
Corry [22] confirmed this result that learners’ negotiations have interesting ideas, 
showing their cognitive and metacognitive processes in composing and editing their 
messages. 

However, asynchronous learning does not always engage students in the learning 
process effectively. Research by Rourke and Kanuka [23] analyzed students’ reports 
and showed evidence of students’ low cognitive engagement. Results showed that 
asynchronous communication might fail to engage students socially in group work 
as cohesion between group members is insufficient, failing to achieve the group’s 
goals. Also, in traditional teaching, teachers may employ various tools to motivate 
students, facilitate their learning, and collaborate with them in person. Considering 
the limitations of courses without a teacher available to give live instruction, 
immediate feedback, and instant advice, some researchers argue for the teacher’s 
presence in engaging students in the learning process [24, 25]. 

Synchronous computer-mediated communication (SCMC) provides opportuni-
ties for direct communication between teachers and students and/or between peers 
through text chat and/or video calls. The nature of SCMC is that it allows for 
communication in discourse in which chat sequences require learners’ concentration 
to follow the threads of messages and participate in discussions meaningfully. 
Regarding social presence, synchronous chat is widely considered to be simpler 
to detect social presence than in asynchronous discussion [26]. 

Several studies have attempted to compare the impacts of these synchronous 
and asynchronous learning modalities. Research by Schwier and Balbar [26] 
compared the effects of these two models in a graduate course and found that 
synchronous communication was effective for content in discussions. Also, syn-
chronous computer-mediated communication assists live instruction to students and 
encourages live interaction between students, while the use of the asynchronous 
mode is prioritized for providing more time, concentration, and deeper thinking. 
Previous research identified an insignificant difference in student achievements in an 
educational psychology course in which half of the students adopted asynchronous 
interaction and the other half used synchronous text chat [27]. In an attempt
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to compare the effects of the learning modes in content learning, the study by 
Kuyath [28] found that the students who synchronously interacted significantly 
outperformed those using emails to discuss the course content in the posttest. Given 
the importance of communication in the classroom, the endeavor by Moradi and 
Farvardin [29] found insignificant difference in the quantity of negotiations between 
a face-to-face class and a synchronous class. However, it is important to note that 
the quality of negotiation contributes greatly to academic achievements. 

Regarding the benefits and drawbacks of synchronous and asynchronous 
computer-mediated communication, several studies have suggested the combination 
of these two modes. Some research has indicated that students used these two 
modes for different purposes [30]. They used SCMC when they needed urgent 
responses and negotiations and asynchronous mode when they wanted to leave the 
recipient sufficient time to think or make an important decision. Researchers also 
identified the efficacy of SCMC [31]; meanwhile, they argued for the importance of 
asynchronous CMC. Some researchers [32–35] recommend a combination of face-
to-face, synchronous, and asynchronous learning to develop the learning outcomes 
to the most. 

3 Computer-Mediated Communication and Interaction 
Approach 

Given that interaction is a driving force in the language learning process, the 
interaction approach hypothesizes the relationships between input, output, and 
corrective feedback [36]. Accordingly, input is defined as learners’ exposure to the 
target language, output as language use opportunities, and corrective feedback as a 
modification to learners’ linguistic knowledge. Second language development takes 
place in the interactional processes in which interlocutors negotiate meanings, and 
their language is modified from relevant corrective feedback [37]. 

The interaction approach has motivated strings of research. The first string is on 
negotiation [38, 39] and students’ perceptions of communication [40, 41]. Another 
string is on the effects of interactional feedback on language development [42, 43]. 
Some other studies investigated the impacts of recasts on L2 learning [44]. The final 
string is about the efficacy of feedback [45, 46]. Overall, these studies have provided 
positive results that interaction and linguistic features used in interaction influence 
learners’ L2 development. 

The emergence of technology-assisted language teaching, particularly computer-
mediated communication, has motivated a vast amount of research testing the 
hypotheses of the interaction approach. Although computer-mediated communi-
cation was originally used to describe communication synchronously or asyn-
chronously mediated by the computer, advances in technology have extended the 
boundaries of CMC with a growing interest in using mobile devices (e.g., mobile 
phones). This research strand has manifested itself with confirmed evidence about
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how learners’ second language develops from social synchronous and asynchronous 
interaction with others and how technology assists the L2 learning process. 

A literature review also reveals the benefits and challenges of task-based learning 
and teaching in technology-mediated environments [47]. Accordingly, L2 learners 
perform significantly better in face-to-face communication than in CMC regarding 
the quality of their interaction. This claim provides further research on comparing 
the quality of L2 learners’ interaction in the two environments. 

4 Research on Remote Teaching in Crisis Situations 

During the Covid-19 pandemic, schools worldwide have been suddenly com-
pelled to adopt online teaching to prevent the spread of the coronavirus. This 
unprecedented transition has aroused concerns about technology-assisted teaching 
and learning. Potential challenges from a lack of social interaction, students’ 
and teachers’ insufficient training, and miscommunication between teachers and 
students on video calls provoke the concerns of teachers, parents, and students. 

A study on teachers’ and students’ concerns about the use of technology-assisted 
language teaching during the Covid-19 pandemic in Saudi Arabia enrolled 735 
participants (61 language teachers and 674 language students) who had to adopt 
the online teaching and learning mode [48]. While the teachers identified most of 
the students’ concerns, there were some differences in the students’ and teachers’ 
ratings. First, the teachers did not recognize how boring the virtual classes were to 
the students. The teachers also raised their concerns about the reliability of online 
test results and students’ concentration in virtual learning. The teachers and students 
were concerned about two main limits of virtual education: lack of interpersonal 
relationships and a sense of group work. The researchers concluded that virtual 
students need support and resources to achieve their goals and expected outcomes. 
Orientation in academic honesty may be necessary because cheating can be of 
different forms, which some students may not recognize. The researchers argued 
that a better understanding of technology acceptance could change teachers’ and 
students’ beliefs. 

Another study investigated Indonesian high school students’ willingness to 
participate in virtual L2 English classes and their familiarity with the technology 
needed for virtual learning during the Covid-19 pandemic [49]. The study employed 
Google Form to administer a 1–5 Likert-scale survey to 85 students. The results, 
mainly based on descriptive statistics, showed that many students could not use 
and were unsure about their ability to use the technology needed for e-learning. 
Also, students expressed their high level of willingness (agree and strongly agree) 
to participate in e-learning. The researchers argued that readiness to participate in 
online learning mainly stems from students’ willingness to participate and technical 
skills. Therefore, it is advised that schools offer students a training course for e-
learning.
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Concerned about students’ engagement in learning, teachers can use some 
strategies to engage students in remote learning during the Covid-19 pandemic [50, 
51]. The three main types of engagement are learner-learner, learner-teacher, and 
learner-content [50]. Teachers can first break the ice by letting students introduce 
themselves, followed by collaborative tasks. These activities make students feel that 
they belong to a class and interact with their classmates rather than with the teacher 
personally. Groupwork activities may improve students’ interaction and foster idea-
exchanging opportunities [52]. Teachers can ask informal and follow-up questions, 
give scaffolding feedback, and use personalized emails. Learner-learner engagement 
and teacher-learner engagement can contribute to the success of remote teaching 
because it may foster students’ uptake of knowledge and skills [53] and enhance 
students’ sense of social presence [50]. Students might be required to work with 
provided structured texts and interact with content in social media, e.g., watching 
video clips. Teachers should use authentic materials to make them feel part of the 
real world. 

The study by Iglesias-Pradas and associates [54] investigated the impacts of 
the sudden shift from face-to-face education to distance education on teachers and 
students in a Spanish context. The results showed that most teachers and students 
preferred using videoconferencing by using the technological tools they were 
familiar with to deliver synchronous instruction. Amazingly, students’ academic 
results were significantly better than the achievements of those students in face-
to-face learning. However, it is unlikely to conclude that the teachers’ adoption of 
technology-assisted teaching is a better alternative. The researchers argued that the 
students’ learning strategies and self-regulation were the main driving force behind 
their academic achievements. The researchers conclude that the digital tools used 
by teachers, delivery methods they adopted, and class size do not have significant 
impacts on the learning outcomes. 

The study by Misirli and Ergulec [55] explored Turkish parents’ experiences 
and perspectives on technology-assisted teaching. The study involved 983 parents 
with children taking an online course at different education level during the 
lockdown time. The qualitative and quantitative findings indicated that children in 
preschools and primary schools received more parent support than did middle school 
students. Some parents even engaged in their children’s learning. Parents were also 
concerned about a wide range of problems, including, for instance, infrastructure 
(e.g., Internet access), social interaction, course length, motivation, and evaluation. 
The researchers suggested six areas to improve remote teaching in the crisis: (1) 
content, (2) assistance to students in need, (3) interaction, (4) live class time, 
(5) communication between teachers/ administrators and parents, and (6) parents’ 
guidance. 

The study by Shamir-Inbal and Blau [56] made insights into teachers’ expe-
riences in the challenges and benefits of technology-assisted teaching in terms 
of pedagogy, technology, and organization. The study administered an online 
questionnaire with open-ended questions to 133 primary and secondary teachers at 
many schools in Israel. The findings showed that pedagogical challenges mainly 
derived from teachers’ adaptability to the new teaching modality, understanding
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students, and interpersonal communication. Also, insufficient support from author-
ities and institutions’ slow response. Teachers also reported teachers’ and students’ 
inadequate training and unpreparedness. However, all the participants admitted that 
technology-assisted teaching was an alternative to face-to-face teaching in terms of 
learning continuity. 

In short, the studies surveyed above have investigated different aspects of remote 
teaching and learning. Some attempted to explore aspects of language learning 
and learners [48, 49]. Others, although investigating educational aspects, gave 
implications for improvements of the application during the sudden shift to online 
instruction [51, 54–56]. As teachers’ and students’ experiences mainly reflect the 
context, further studies can raise the voice of teachers and students in other contexts 
in the world. 

5 Technology Acceptance Model 

To situate technology-assisted teaching in emergency, the Technology Acceptance 
Model [57] framework should be considered. Technology Acceptance Model posits 
that the acceptance of technology should depend on three main dimensions: 
perceived usefulness, perceived ease of use, and user acceptance of the technology. 
During the Covid-19 pandemic, a digital or technological tool is a medium for 
teachers to deliver instruction to students. The unprecedented use of and sudden 
adoption of this teaching mode exposes inherent uncertainties, such as the length 
of remote teaching, users’ familiarity with the tool, available resources for teaching 
and learning, and assessment resources. Therefore, without prior experience with 
digital tools to be accepted [58], some teachers and learners may not have sufficient 
time to assess the tool(s) that they have to use. The acceptance of technologies is 
mainly based on their perceptions and familiarity with the digital tool. 

Technology Acceptance Model is used to understand “predictors of human 
behaviors towards potential acceptance or rejection of the technology” [59]. It was 
first developed by Davis (1989) [57] with three dimensions and then modified with 
two main dimensions: perceived usefulness and perceived ease of use [60]. These 
two primary dimensions can be predicted by “previous experience with technology, 
enjoyment, self-efficacy, computer anxiety, and social norm” [48, 58]. 

Some researchers argue that Technology Acceptance Model does not particular-
ize educational technology [61]. Current criticisms against this model have mainly 
focused on its lack of essential factors. First, it mainly takes into account internal 
factors. In fact, in deciding on a technology to use, group, social, and cultural factors 
should be cautiously considered because the usefulness and ease of technology can 
be perceived differently by different users, societies, and cultures [62]. Accordingly, 
educational technology should consider two other predictors: subjective norm and 
perceived playfulness. 

This model has been recently modified. With recently added factors, the model 
becomes nonlinear. The choice of technology is not confined to the concepts of
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usefulness and ease to use, but it makes an environment a playful place. A learning 
environment is not only a place to study, but it should also satisfy the learner’s 
enjoyment; therefore, a choice of technology for education should especially take 
into account the newly added factors. 

6 Responsive Online Teaching in Crises 

Another framework that should be considered in technology-assisted language 
teaching is responsive online teaching in crises [63]. This conceptual framework 
describes the essential elements to consider in distance education as an alternative 
in an emergency. Although this framework was developed from teachers and 
designers’ opinions about technology-assisted teaching, it is proposed by the 
researchers to be used in future crises. 

Based on the four components in a learning environment, technologies, users, 
configurations of the platform, and environment, researchers propose that respon-
sive emergent online teaching should be assessed regularly [63]. The evaluation 
should take into account three main phases: inquiry, classifying resources, and 
designing. 

First, we should consider two main elements for effective teaching: teachers 
and students. Inquiry into teachers’ knowledge, skills, and time should be initiated 
because teachers may need time to prepare for their teaching. Some teachers may 
need time to familiarize themselves with the technology to use. Also, the pedagogies 
that they will apply should be workable and compatible with the technology. As 
students are the main participants in the learning process, teachers should ensure 
that the technology to be used and resources to satisfy students’ needs should 
be accessible to students. Students’ health and safety should also be considered. 
These concerns should be revisited regularly by examining teachers’ and students’ 
experiences. 

After considering the factors in the inquiry phase, it is necessary to classify 
them. Teachers and students may have some shared characteristics and variables. For 
instance, in a wealthy district, students may afford and easily access technologies 
needed, such as computers and the Internet; however, in another district, some 
students may not have the required technical devices. Classifying students into 
groups can help administrators and teachers better understand students’ needs, 
expectations, and difficulties to maximize the effects of technology-assisted teach-
ing in emergencies. 

The work by Means and associates [64] proposed three main considerations 
in online teaching: whether, when, and how. The study by Whittle and associates 
[63] referenced this proposal and introduced eight dimensions of course design for 
online teaching in an emergency. In this final phase, the teachers should consider the 
eight dimensions in which the course design reflects the factors in the classification 
phrase. Accordingly, constants might serve as the course foundation, and teachers 
can view variables as means to maximize individual learning.
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Fig. 1 A three-phase process of remote teaching in emergency [63] 

The eight dimensions of the design phase include (1) critical learning goals, 
(2) teacher-student ratio, (3) communication method, (4) building agency, (5) 
assessment, (6) social role of the instructor, (7) pedagogy and the student role, 
and (8) feedback. Some of these dimensions (e.g., teacher-student ratio) may be 
predetermined, but others (e.g., feedback) occur during the teaching process and 
depend on students’ performance and progress. Regarding the communication 
method, both synchronicity and asynchronicity can be used for different purposes 
(Fig. 1). 

However, this framework may need to be modified [63]. First, the framework 
was developed from a small-scale study, with four teachers and five instructional 
designers in the US context. Second, although the study proposed to include students 
as agents in the framework, the study did not reflect students’ opinions. Third, 
administrators should not be outsiders in evaluating an educational practice. Further 
studies may test this model by including all types of stakeholders in other contexts.
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7 Bloom’s Digital Taxonomy 

The activities that students can do in the online classroom are different from those in 
the traditional face-to-face classroom. In the online classroom, students mainly use 
digital tools to make their learning meaningful. Given the importance of an authentic 
learning experience in the online classroom, Bloom’s digital taxonomy proposed six 
groups of activities that students can do in online classrooms [65]. 

Blooms’ digital taxonomy outlines the activities students can do by using digital 
tools that transform student thinking and achieve learning outcomes. Each group of 
activities corresponds to a level of thinking skills (Fig. 2). The lowest order thinking 
level is remembering in which students can memorize information by bookmarking, 
copying, highlighting, and searching for information. Understanding, as a higher 
order thinking level, requires interpretation of concepts by using such tools as blog 
writing, tweeting, tagging, and advanced searching. Instructors can ask students to 
calculate and illustrate information by drawing a diagram, edit a text, and present 
opinions. These activities aim to help students develop their competence to apply 
what they have learned. As an important competence in the taxonomy, analyzing 

Fig. 2 Blooms’ digital taxonomy [65]
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is defined as establishing associations and interrelations between concepts. Such 
activities as mind mapping, conducting a survey, linking, and validating can be 
used to develop this competence. A higher order thinking level is evaluating which 
may be set through grading, testing, reviewing, and moderating. These activities 
aim to give students opportunities to judge and critique a perspective and decide 
which option(s) should be applied. Activities that require the highest order thinking 
level include blogging, filming, podcasting, and directing. These activities provide 
opportunities to create things. 

Online classroom activities outlined by Bloom’s digital taxonomy demonstrate 
different-order thinking levels. Teachers should be aware of this taxonomy to apply 
the right tool to obtain the right objective. The use of a particular activity should 
be based on the learners’ needs, personal goals, and current abilities to help them 
achieve the learning outcomes. 

8 Recommendations 

The critical review above indicates some recommendations for remote teaching and 
remote language teaching during the Covid-19 pandemic. Accordingly, remote lan-
guage teaching depends on sociocultural factors, characteristics of the stakeholders, 
available technologies, and course objectives. 

First, the Technology Acceptance Model can be a reference for a technology 
choice. Investigations into perceived usefulness and perceived ease, which are 
based on stakeholders’ prior experience, can help choose technology for first-
time use in an emergency. Training should be offered to those in need. However, 
education should consider teachers’ and students’ emotions and well-being. A 
learning environment is not only a place for students to receive input and produce 
output but also provides learners with opportunities to enjoy their learning with 
joyful activities. The duration of a session, therefore, should be taken into account. 

Second, school administrators should inquire about related issues. Evaluation of 
the circumstance might be the foremost thing to do. Administrators should consider 
the severeness of the circumstance. Is it necessary to apply remote teaching? Such 
school capacities as resources, available facilities, and technology accessibility 
should be examined cautiously to implement the subsequent steps. Teachers’ 
experience, qualifications, and capabilities, e.g., technical skills and pedagogical 
abilities, should be investigated. Online resources should be available and accessible 
to students. Teachers and students must be informed of emergency remote teaching 
right after making a decision. Information should be sent to teachers and students 
via trustworthy and official channels to ensure they get updated. Regular evaluation 
is needed to improve the quality of teaching and learning. 

Third, self-regulation is a crucial factor in online learning. As teachers’ supervi-
sion of students’ work might be impossible, students may not concentrate on their 
work or do not take the course seriously. Learner autonomy works best for those 
who are self-regulated. Parental guidance may be of help, especially for young
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kids. However, parents’ excessive interference with coursework might undermine 
self-efficacy and the learning outcomes or even violate ethical issues. Parents are 
especially advised to minimize distractions from family activities during class hours 
and encourage their children’s learning. 

Fourth, teachers may need to reference Bloom’s digital taxonomy to know what 
activities can be employed to assist learners in achieving the expected outcomes. 
Teachers might need to consider learners’ current competencies to scaffold their 
uptake [53]. They can ascertain that the activities they require students to do aim at 
developing the right ability. 

Finally, teachers and students should have the right to express their concerns 
because they are directly involved in teaching and learning. Opinions of parents, 
especially those of young learners, should be considered. Their perspectives should 
be collected on an iterative basis to modify and improve the teaching and learning 
quality, especially in contexts where prior preparation is marginal. 

Be advised that different places may have different contextual factors, and 
different crises that occur at other times may have different characteristics. Although 
the current literature in the field provides us with references for our research and 
practice, practitioners should consider contextual factors to satisfy local needs and 
expectations, maximize the learning outcomes, and predict obstacles in the process. 

9 Conclusion 

Developments in technology have advanced language teaching and learning to a 
certain extent. Learners are given diverse education opportunities, such as online, 
blended, and hybrid learning. Teachers can use technology inside the classroom 
and use it to enhance out-of-class learning opportunities for students. Technology-
enhanced language teaching and learning are generally affected by many factors. It 
might be crucial for people responsible to prudentially consider a technology to use, 
which should be accessible, easy to use, and useful. Given the importance of social 
interaction in language education, the accepted technology should have appropriate 
configurations to facilitate interaction between students and teachers, resulting 
in language learners’ fostered competence. However, technology should not be 
accepted once and used forever. A historical account shows that technology has been 
developing, and software or platforms should be modified to meet stakeholders’ 
needs. It might be necessary for school administrators to collect users’ opinions. 
In language teaching and learning, consulting experts in the field may benefit the 
success of teaching and learning. 

Nevertheless, teachers and learners are the ones who use the adopted technology 
and may know what should be modified. In teaching and learning, it is essential 
for teachers and learners to know the goals and expectations of the program. 
Setting goals and understanding the course objectives might benefit learners in terms 
of academic achievements. Teachers can consider the digital taxonomy to assist 
learners in making academic progress.



Technology-Enhanced Teaching and Learning During the COVID-19 Pandemic 215

Acknowledgments The authors would like to sincerely thank the editor and reviewers for their 
constructive feedback. 

Funding Source This work was funded by University of Economics Ho Chi Minh City (UEH 
University), Thanh Hoa University, and Tay Bac University, Vietnam. 

References 

1. Huber, S. G., & Helm, C. (2020). COVID-19 and schooling: Evaluation, assessment and 
accountability in times of crises—Reacting quickly to explore key issues for policy, practice 
and research with the school barometer. Educational Assessment, Evaluation and Accountabil-
ity, 32, 237–270. 

2. Ergulec, F. (2019). Instructional strategies for forming online collaborative teams. Interna-
tional Journal on E-Learning, 18(4), 349–372. 

3. Bozkurt, A., & Sharma, R. C. (2020). Emergency remote teaching in a time of global crisis due 
to coronavirus pandemic. Asian Journal of Distance Education, 15(1), i–vi. 

4. Zhang, X. (2020). Thoughts on large-scale long-distance web-based teaching in colleges and 
universities under novel coronavirus pneumonia epidemic: A case of Chengdu University. 
In 4th international conference on culture, education and economic development of modern 
society (ICCESE 2020) (pp. 1222–1225). Atlantis Press. 

5. Barnard, L., Lan, W. Y., To, Y. M., Paton, V. O., & Lai, S.-L. (2009). Measuring self-regulation 
in online and blended learning environments. Internet and Higher Education, 12, 1–6. 

6. Hoven, D. (2007). The affordances of technology for student teachers to shape their teacher 
education experience. In Preparing and developing technology-proficient L2 teachers (CAL-
ICO monograph series) (Vol. 6, pp. 133–164). Computer Assisted Language Instruction 
Consortium (CALICO). 

7. Peters, M. (2006). Developing computer competencies for pre-service language teachers: Is 
one course enough? In Teacher education in CALL (pp. 153–166). John Benjamins. 

8. Dhawan, S. (2020). Online learning: A panacea in the time of COVID-19 crisis. Journal of 
Educational Technology, 49(1), 5–22. 

9. Hodges, C., Moore, S., Lockee, B., Trust, T., & Bond, A. (2020). The difference between 
emergency remote teaching and online learning. Educause Review, 27, 1–12. 

10. Blake, R. J. (2017). Technologies for teaching and learning L2 speaking. In The handbook of 
technology and second language teaching and learning (pp. 107–117). Wiley. 

11. Kim, H. Y. (2020). More than tools: Emergence of meaning through technology enriched 
interactions in classrooms. International Journal of Educational Research, 100, 101543. 

12. Battro, A. M., & Fischer, K. W. (2012). Mind, brain, and education in the digital era. Mind, 
Brain, and Education, 6(1), 49–50. 

13. Vu, N. N., Hung, B. P., Van, N. T. T., & Lien, N. T. H. (2021). Theoretical and instructional 
aspects of using multimedia resources in language education: A cognitive view. In Multimedia 
technologies in the Internet of things environment (Vol. 2, pp. 165–194). Springer. 

14. Gallardo, E., Marqués, L., & Bullen, M. (2015). Students in higher education: Social and 
academic uses of digital technology. RUSC. Universities and Knowledge Society Journal, 
12(1), 25–37. 

15. Abrams, Z. I. (2003). The effects of synchronous and asynchronous CMC on oral performance 
in German. Modern Language Journal, 87, 157–167. 

16. Zeng, G. (2017). Collaborative dialogue in synchronous computer-mediated communication 
and face-to-face communication. ReCALL, 29(3), 257–275. 

17. Johnson, S. D., & Aragon, S. R. (2003). An instructional strategy framework for online learning 
environments. New Directions for Adult and Continuing Education, 100, 31–43.



216 H. P. Bui et al.

18. Hewitt, J. (2005). Toward an understanding of how threads die in asynchronous computer 
conferences. Journal of the Learning Sciences, 14, 567–589. 

19. Cavana, M. (2009). Closing the circle: From Dewey to web 2.0. In Information technology and 
constructivism in higher education: Progressive learning frameworks (pp. 1–13). IGI Global. 

20. Meyer, K. A. (2003). Face-to-face versus threaded discussions: The role of time and higher-
order thinking. Journal of Asynchronous Learning Networks, 7(3), 55–65. 

21. Branon, R. F., & Essex, C. (2001). Synchronous and asynchronous communication tools in 
distance education: A survey of instructors. Technology Trends, 45, 36–42. 

22. Tu, C. H., & Corry, M. (2003). Designs, management tactics, and strategies in asynchronous 
learning discussions. The Quarterly Review of Distance Education, 4, 303–315. 

23. Rourke, L., & Kanuka, H. (2009). Learning in communities of inquiry: A review of the 
literature. Journal of Distance Education, 23(1), 19–48. 

24. Heckman, R., & Annabi, H. (2005). A content analytic comparison of learning processes in 
online and face-to-face case study discussions. Journal of Computer-Mediated Communica-
tion, 10. 

25. Rovai, A. (2007). Facilitating online discussions effectively. The Internet and Higher Educa-
tion, 10, 77–88. 

26. Schwier, R. A., & Balbar, S. (2002). The interplay of content and community in synchronous 
and asynchronous communication: Virtual communication in a graduate seminar. Canadian 
Journal of Learning and Technology, 28(2). 

27. Johnson, G. (2008). The relative learning benefits of synchronous and asynchronous text-based 
discussion. British Journal of Educational Technology, 39, 166–169. 

28. Kuyath, S. (2008). The social presence of instant messaging: Effects on student satisfaction, 
perceived learning, and performance in distance education [Ph.D. Thesis]. University of North 
Carolina at Charlotte. 

29. Moradi, A., & Farvardin, M. T. (2019). Negotiation of meaning by mixed-proficiency dyads in 
face-to-face and synchronous computer-mediated communication. TESOL Journal, 11(1). 

30. Ligorio, M. B. (2001). Integrating communication formats: Synchronous versus asynchronous 
and text-based versus visual. Computers & Education, 37, 103–125. 

31. Hines, R. A., & Pearl, C. E. (2004). Increasing interaction in web-based instruction: Using 
synchronous chats and asynchronous discussions. Rural Special Education Quarterly, 23, 33– 
36. 

32. Davidson-Shivers, G. V., Muilenburg, L. Y., & Tanner, E. J. (2001). How do students participate 
in synchronous and asynchronous online discussions? Journal of Educational Computing 
Research, 25, 351–366. 

33. Dudding, C., & Drulia, T. (2009). Analysis of synchronous and asynchronous discussion 
forums: A pilot study. In Proceedings of world conference on educational multimedia, 
hypermedia and telecommunications 2009 (pp. 631–634). AACE. 

34. Hrastinski, S. (2006). Introducing an informal synchronous medium in a distance learning 
course: How is participation affected? Internet and Higher Education, 9, 117–131. 

35. Rockinson-Szapkiw, A. (2009). The impact of asynchronous and synchronous instruction and 
discussion on cognitive presence, social presence, teaching presence, and learning [Ph.D. 
thesis]. Regent University. 

36. Gass, S. M., & Mackey, A. (2006). Input, interaction and output: An overview. AILA Review, 
19, 3–17. 

37. Mackey, A. (2012). Input, interaction, and corrective feedback in L2 learning. Oxford 
University Press. 

38. Iwashita, N. (2003). Negative feedback and positive evidence in task-based interaction. Studies 
in Second Language Acquisition, 25, 1–36. 

39. Peterson, M. (2006). Learner interaction management in an avatar and chat-based virtual world. 
Computer Assisted Language Learning, 19, 79–103. 

40. Carpenter, H., Jeon, K. S., MacGregor, D., & Mackey, A. (2006). Learner’s interpretations of 
recasts. Studies in Second Language Acquisition, 28, 209–236.



Technology-Enhanced Teaching and Learning During the COVID-19 Pandemic 217

41. Mackey, A. (2002). Beyond production: Learners’ perceptions about interactional processes. 
International Journal of Educational Research, 37, 379–394. 

42. Mackey, A., & Sachs, R. (2012). Older learners in SLA research: A first look at working 
memory, feedback, and L2 development. Language Learning, 62, 704–740. 

43. Mackey, A., & Silver, R. (2005). Interactional tasks and English L2 learning by immigrant 
children in Singapore. System, 33, 239–260. 

44. Loewen, S., & Philp, J. (2006). Recasts in the adult English L2 classroom: Characteristics, 
explicitness, and effectiveness. Modern Language Journal, 90, 536–556. 

45. Ha, X. V., Nguyen, L. T., & Hung, B. P. (2021). Oral corrective feedback in English as a foreign 
language classrooms: A teaching and learning perspective. Heliyon, 7(7), 1–8. [e07550]. 

46. Yilmaz, Y. (2012). The relative effects of explicit correction and recasts on two target structures 
via two communication modes. Language Learning, 62, 1134–1169. 

47. Lai, C., & Li, G. (2011). Technology and task-based language teaching: A critical review. 
CALICO Journal, 28(2), 1–24. 

48. Shlowiy, A. A., Al-Hoorie, A. H., & Alharbi, M. (2021). Discrepancy between language 
learners and teachers’ concerns about emergency remote teaching. Journal of Computer 
Assisted Learning, 37(6), 1528–1538. 

49. Mabrur, I. A. M., Suwartono, T., & Lutfiana. (2021). Junior high school students’ readiness to 
participate in e-learning and online EFL classes during the COVID-19 pandemic. International 
Social Science Journal, 71(241–242), 153–161. 

50. Bolliger, D. U., & Martin, F. (2018). Instructor and student perceptions of online student 
engagement strategies. Distance Education, 39, 568–583. 

51. Brown, W. S. (2021). Successful strategies to engage students in a COVID-19 environment. 
Frontiers in Communication, 6, 641865. 

52. Hung, B. P. (2019). Impacts of cooperative learning: A qualitative study with EFL students and 
teachers at Vietnamese colleges. Issues in Educational Research, 29(4), 1223–1240. 

53. Hung, B. P., & Nguyen, L. T. (2022). Scaffolding language learning in the online classroom. In 
Multimedia technologies in the Internet of things environment (Vol. 2, pp. 165–194). Springer. 

54. Iglesias-Pradas, S., Hernández-García, A., Chaparro-Peláez, J., & Prieto, J. L. (2021). Emer-
gency remote teaching and students’ academic performance in higher education during the 
COVID-19 pandemic: A case study. Computers in Human Behavior, 119, 106713. 

55. Misirli, O., & Ergulec, F. (2021). Emergency remote teaching during the COVID-19 pandemic: 
Parents experiences and perspectives. Education and Information Technologies, 26, 6699– 
6718. 

56. Shamir-Inbal, T., & Blau, I. (2021). Facilitating emergency remote K-12 teaching in 
computing-enhanced virtual learning environments during COVID-19 pandemic - blessing or 
curse? Journal of Educational Computing Research, 59(7), 1243–1271. 

57. Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS Quarterly, 13(3), 319–340. 

58. Abdullah, F., & Ward, R. (2016). Developing a general extended technology acceptance model 
for E-learning (GETAMEL) by analyzing commonly used external factors. Computers in 
Human Behavior, 56, 238–256. 
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The Symbiotic Relation of IoT and AI for 
Applications in Various Domains: Trends 
and Future Directions 

Aman Jolly, Vikas Pandey, Praveen Kumar Malik, and Turki Alsuwian 

1 Introduction 

The network of devices that are linked to the Internet is referred to as the Internet 
of Things (IoT). IoT is an umbrella phrase that refers to any device that is able 
to transmit and receive data via a network. In most cases, these gadgets take the 
form of sensors that monitor various physical parameters, such as the amount of 
light, humidity, or temperature. IoT is continuing to proliferate across a variety of 
corporate sectors, which has resulted in the development of brand-new possibilities 
for cooperation and innovation. Devices are able to gather data, take actions 
depending on that data, and then report the results of those activities back to 
a centralized server. This technology has been around for quite some time, but 
only lately has there been an explosion of new inventions in this sector of the 
industry. Artificial intelligence (AI) and the Internet of Things (IoT) are the two 
primary motivating factors behind the recent uptick in interest about linked gadgets. 
When coupled, AI and IoT provide even more opportunities for analyzing data and 
discovering new insights into how we may enhance the quality of our lives. In this 
article, we will discuss AI and IoT, focusing on how these two technologies might 
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collaborate to provide innovative answers to common challenges. Some of the core 
areas where IoT has been used at its peak are as follows: 

1. 5G: The next generation of wireless communication, 5G, will increase Internet 
access and network connection. The innovative design of 5G allows it to 
simultaneously connect more devices at greater speeds with less delay. This 
cellular IoT application was developed for the advantage of users at minimal cost 
and with increased speed. Using this innovative program, we can fully automate 
several sectors with the aid of smart grids. In the future, 5Gwill expand to support 
larger devices across wider regions, bridging the gap between smart cities and 
wireless vehicle communication. The public and commercial sectors may both 
profit greatly from this potential use of IoT. With 5G, it will be possible to 
remotely manage even more types of devices via software. The infrastructure for 
smartphones, tablets, and other mobile devices, as well as for sensors, medical 
equipment, and automobiles, is being established by IoT and 5G. 

2. The Internet of Things and Augmented Reality: The connection between IoT and 
augmented reality is becoming stronger all the time. While IoT bridges the gap 
between physical assets and digital infrastructure, augmented reality (AR) brings 
digital components into the physical world. The future of AR and IoT seems 
bright in the medical field. Surgeons may, for instance, use software designed to 
reconstruct a body part in three dimensions, together with equipment monitoring 
the required statistics in real time. This software can be found on mobile devices. 
All these things could make difficult operations simpler for surgeons and more 
rewarding for patients who are patient. 

3. Smart Cities on the Rise: The popularity of smart city technologies is at an 
all-time high right now, and analysts predict that interest in and investment in 
smart city technology will continue to soar in the not-too-distant future. City 
councils and other local authorities believe that smart city solutions are effective 
ways of involving the general public in the day-to-day operations of municipal 
administration and maintenance. Providing more comfort and convenience for 
the populace is just a minor portion of the whole bargain. Interactivity is being 
given a significant amount of consideration in the development of smart city 
initiatives all around the globe. There is a growing consensus that engaging 
individuals in a manner that requires greater hands-on participation is beneficial 
in all matters pertaining to the day-to-day maintenance of an urban space, 
which pays huge dividends for everyone concerned. Safe, habitable, and envi-
ronmentally sustainable cities will not be possible without IoT-based smart city 
technologies. As city populations are expected to grow dramatically in the future, 
these strategies will become even more important. 

4. Blockchain Technologies and Information Security: One of the most important 
developments in IoT technology is blockchain. Put together, IoT and blockchain 
technology are living up to their hype. As of today, the reliable exchange of 
money and data between IoT devices become possible once the blockchain 
technology provides them with a simple infrastructure for doing so. When these 
two phenomena are put together, they live up to their hype. The decentralized
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nature of blockchain is analogous to the dispersed nature of the Internet of 
Things. The latter provides anonymity and security to numerous networks and 
the owners of those networks, while the digital signatures and private keys 
that accompany each transaction assure that the environment of the Internet 
of Things will be secure. IoT devices are intended to simplify a person’s 
or an operational unit’s day-to-day activities in some way. This necessitates 
the ongoing creation of personal data and introduces significantly increased 
opportunities for cybercriminal activity. In addition, it is anticipated that the 
quantity of data will exponentially increase in the same way as the number 
of machine-to-machine interactions increase. As a consequence of this, the 
decentralized structure of blockchain will cause massive numbers of data to be 
accessible whenever they are required and with a minimal number of associated 
security issues. 

All the aforementioned applications require the use of IoT in various domains 
because IoT acts as a bridge between hardware sensors and the digital infrastructure. 
This work will focus on all the applications that employ IoT device to obtain 
real-time data, which will be further fed into the AI-based prediction models. 
In this review analysis, seven domains have been identified where AI and IoT 
are being employed: healthcare, sustainability, information security, education, 
pollution monitoring, robotics, and autonomous vehicles. 

Healthcare Applications The IoT of the future will make it much simpler for 
doctors and nurses to keep track of their patients’ activities and vital signs. This 
will be made possible by advancements in 5G wireless technology, AI, and sensor 
technology. A smart glucose-monitoring system and smart insulin pens will also 
be of assistance since they will automatically transmit the patient’s important 
information to a monitoring system. This will serve to direct assistance, particularly 
in the situation involving insulin. The pen will be able to evaluate the quantity 
of insulin that has to be administered on the basis of the data that is derived 
from the patient. Security and patient safety are of the utmost importance in the 
clinical setting, and IoT may assist in enhancing the monitoring and transfer of 
patient data. The whole world has been forced to reconsider the significance of 
remote healthcare. It won’t be long until patients and physicians won’t even have 
to physically interact with one another, which might be quite helpful in times of 
lockdown. IoT developments will soon have stronger effects on healthcare, which 
will result in the proliferation of increasingly intelligent medical equipment. 

Better Way to Store Data and Perform Data Analytics We’ve just recently 
become used to storing information on the cloud before it became necessary to make 
a switch. Edge computing, in its simplest form, enables interconnected gadgets to 
carry out computations, store results, and locally view results. Edge computing is 
a hybrid method of data processing that is altering the trajectory of the Internet of 
Things. The actual value that IoT may bring about via data analysis is in managing 
and analyzing these data. Therefore, machine learning and artificial intelligence will
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play increasingly crucial roles. These developments will aid in making our lives 
simpler and more comfortable and will provide efficient methods for completing 
jobs. 

2 Recent Works on IoT and AI in Various Domains 

2.1 Healthcare 

The healthcare industry has always relied on a small number of centralized agents 
freely disseminating raw data to the public. This system still faces substantial 
threats and weaknesses. With AI, however, the system would consist of several 
agents working together and effectively interacting with their preferred host. The 
most cutting-edge and fascinating innovations in the area of intelligent healthcare 
include federated learning (FL), AI, and explainable AI (XAI). FL operates in 
a decentralized way and keeps the communication based on a model in the 
favored system without transmitting raw data. Multiple healthcare constraints may 
be alleviated with the integration of FL, AI, and XAI methods. In [1], Rahman 
provides a comprehensive evaluation of FL as it relates to the use of AI in forward-
thinking medical settings. They used FL-AI in several healthcare technologies and 
categorized the results. 

Using multisensing, edge-based, and on-device AI components, T. Montanaro 
et al. [2] constructed a real-time IoT-aware healthcare system that comprises three 
layers: an edge computing layer, a data visualization layer, and an intelligent data-
acquisition layer. (i) Three sublayers make up the intelligent data-acquisition layer. 
(1) Advanced sensors include motion, temperature, location, and electric charge 
buildup in skin sensors. These devices gather data for deductions. (2) Computation 
and data preprocessing devices control the selection and collection of sensor 
data. (3) AI modules contain microcontrollers linked with AI algorithms. These 
algorithms identify data irregularities, accurately differentiate between behaviors 
and between people, classify measured data, etc. (ii) The edge computing layer 
receives data from the preceding layer, provides a gateway to the top layer, handles 
multiple protocol communications, and performs additional analyses. This layer 
may accept data from the bottom layer, transmit changes to it, transfer data to the 
top layer, and receive notifications and updates from the upper layer. This layer 
allows communicates with employers, families, and intimate partners. (iii) The data 
visualization layer connects storage and user interactions. Web dashboards provide 
authorized users with local device warnings and historical occurrences. Healthcare 
providers may utilize this dashboard to give people ideas. Advanced data analysis is 
also possible. Finally, REST APIs connect with lower levels and contain a database 
to store data. 

M. M. Kamruzzaman et al. [3] identified new difficulties, possibilities, case 
studies, and edge-AI applications for linking healthcare in smart cities. Relevant
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publications and journals were studied, analyzed, and appraised, and this review 
also included secondary data sources such as Google Scholar, Science Direct, etc. 
Only papers including AI, edge AI, IoT, and deep learning (DL) were reviewed. The 
study selection and data abstraction yielded 22 relevant articles/research papers, 
which were grouped into two subtopics: edge AI and healthcare in smart cities. 
They addressed how the machine-learning (ML), DL, and IoT models could be 
used in healthcare. The accuracy of the models implemented in various research 
papers was assessed. A. Alghamdi [4] developed a VGG-Net model for analyzing 
electrocardiogram (ECG) images. VGG-MI-1 showed sensitivity, specificity, and 
accuracy values of 98.76%, 99.17%, and 99.02%, respectively, and the VGG-MI2 
model showed sensitivity, specificity, and accuracy values of 99.15%, 99.49%, and 
99.22%, respectively, which were the best so far. 

Zhao-xia Lu et al. [5] examined the technical aspects of IoT, cloud computing, 
big data analysis, and machine learning in clinical medicine. They highlighted the 
application of AI and IoT in various medical scenarios and discussed challenges 
and future prospects in this rapidly evolving field. COVID-19 exacerbated the 
global scarcity of nurses and physicians. Automated tools employing IoT, cloud 
computing, ML, etc. may be helpful. IoT devices monitor real-time data and send 
them to the cloud. 5G has increased medical staff’s accuracy and speed. Cloud 
computing services include processing power, machine learning, and storage. They 
provide data exchange, remote consulting, etc. Large data sets are analyzed by 
using big data. They can cluster, classify, and visualize data and can mine text. 
Clustering sorts data by proximity. Classification mining maps data to labels by 
using decision trees, neural networks, etc. Text mining methods shape unstructured 
medical data through preprocessing, segmentation, and semantic analysis. Visualiz-
ing data uses charts and graphs. This may prevent, diagnose, and cure illnesses. 
Machine learning creates data-driven models. High-dimensional, high-variance 
data are analyzed. Medical analysis uses supervised and unsupervised learning. 
Preprocessing techniques express data by using piecewise linear representation 
and Fourier transform. By using the sliding window, top-down, bottom-up, and 
other methods, time series data are segmented, but sliding window is the best 
method. Diminution involves feature selection and change, k-clustering, SVMs, etc. 
Decision trees, k-nearest neighbors, SVMs, naïve Bayes, etc. identify and classify 
data. Behavior detection monitors patient behavior by using CNNs or RNNs. 
Unsupervised learning detects abnormal values. Clustering is simpler. Patient data 
privacy is also vital. K anonymizes identifiable information but not attributes. L-
diversity and T-closeness models reduce granularity. Many clinical uses of IoT 
and 5G are have been explored. IoT and 5G allow remote diagnostics. Thanks 
to using IoT patient data and ML graphs, medical practitioners can cooperate. 
Neonatology, cardiology, and skin cancer screening have been used with near-
professional precision. ML may be used for supplementary diagnostics, triage, and 
alerts for patient vitals. Patients’ histories and conditions may be used to produce 
exercise and food regimens. Cloud-based medical photos may be examined by ML 
systems to diagnose patients. IoT data, cloud sharing, and ML and AI analysis may 
assist in diagnosis, spot warning signals, notify emergency services, and provide
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remote services. This study examines IoT-assisted wearable sensor systems, AI, 
blockchain difficulties, and other concerns that must be addressed to improve their 
use in Health management system (HMS). 

The study by Junaid et al. [6] aimed to explain the need for and uses of 
new technologies (sensor-IoT-AI-blockchain) in the healthcare sector by analyzing 
these technologies as well as past approaches and methodology. In the healthcare 
administration system, Junaid et al. [6] utilizes papers and survey research on topics 
such as sensors, IoT, AI, and blockchain. The majority of the data used in their study 
came from a network of intelligent wearable IoT devices. These devices monitor 
a patient’s vital signs and other pertinent data and display them in real time. For 
instance, the LIFE Shirt is a multisensor extended HMS that collects and analyses a 
patient’s health data. This information is obtained from the patient by means of the 
device. In addition to that, an AI-based data synthesis was carried out in order to 
provide data for testing and validation purposes. There are no well-known data sets 
that are available for purchase in a prepackaged manner. A smart health ecosystem 
that limits access to a patient’s electronic health record (EHR) might be built with 
the use of smart contracts. As a result of this research, Junaid et al. [6] concluded that 
a single ledger that is maintained by healthcare stakeholders may record a patient’s 
entitlements, and smart contracts automate information gathering and distribution 
and calculate benefits in real time. The acquisition and analysis of real-time patient 
data from hospital and home devices is facilitated by using sensing technology. 
It’s possible that a real-time analysis may increase the accuracy of patient safety 
monitoring and incident prediction. When using ML, decisions are made on the 
basis of studying the data rather than on the basis of making intuitive assumptions. 
The proposed HMS is able to function by collecting data from its users via the 
use of smart wristbands and then feeding that information into an artificial neural 
network (ANN) for risk assessment. The findings of the studies demonstrate that the 
suggested HMS is capable of accurately assessing the health states of patients. 

Ramasamy et al. [7] offered an AI-enabled combination of the Internet of Things 
with a cyber-physical system (IoT-CPS) for doctors to identify illnesses in patients. 
Human intelligence improves AI. Computers are better at arithmetic and numbers, 
whereas humans excel at logic and reasoning. AI might make things “thinkable.” 
Two algorithms make up the AI-powered IoT-CPS algorithm. The first component 
of the algorithm generates classification rules by categorizing the training data set 
of patients’ illnesses. The second part of the algorithm classifies patients according 
to their symptoms in order to make disease predictions for the disease-testing data 
set. The experimental findings show that the suggested AI-enabled IoT-CPS method 
outperforms state-of-the-art algorithms on accuracy, precision, recall, F-measure, 
and execution time when diagnosing patients’ illnesses. Figures 1 and 2 display the 
IoT-CPS process. 

The importance of the Internet of Things and artificial intelligence in COVID-
19 was the primary focus of the research carried out by Praveen Kumar et al. 
in 2022 [8]. The Internet of Things was studied on a new level: how it manages 
the COVID-19 epidemic. In this research, long short-term memory (LSTM) with 
a recurrent neural network (RNN) was employed for diagnostic purposes because
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Fig. 1 IoT-CPS [7] 

this architecture is particularly helpful in assessing the acoustic aspects of coughing 
and breathing. Real-time data on a patient’s temperature and respiration levels are 
gathered via the use of a large number of IoT sensors. 

The purpose of this chapter is to examine the use of various sensing devices 
to gather various types of information. The research focuses mostly on using AI 
systems on data sources. The major objective of this work is to gather data on 
the temperature and respiration rate of COVID-19 patients in real time by using 
a number of sensors. 

Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV), Middle East 
Respiratory Syndrome Coronavirus (MERS-CoV), and Severe Acute Respiratory 
Syndrome Coronavirus 2 (SARS-CoV-2) constitute serious public health hazards. 
These viruses risk countless lives and inflict economic damage. Recent IT and 
networking advances have led to IoT and AI applications in numerous sectors. 
The healthcare and diagnostic sectors are impacted by IoT and AI. By interfacing 
with smart gadgets and biometric sensors, they have expanded into telemedicine, 
healthcare, and disease prevention. Even though IoT and AI may improve disease 
diagnoses, surveillance, and quarantines, their influence is limited insofar as 
they aren’t integrated or deployed quickly for a sudden outbreak. Conventional 
procedures fail to prevent large-scale illnesses and halt worldwide outbreaks via 
prediction, resulting in many deaths. Sungho Sim et al. [9] proposed a combined 
Internet of medical Things and AI (IoMT-AI) framework model to handle COVID-
19 outbreaks. IoMT uses (1) remote monitoring, (2) prescriptions tracking, and (3) 
biometric sensors to provide health data to doctors. Image signal processing and
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Fig. 2 Flowchart of an AI-enabled IoT-CPS [7] 

virus infection detection using AI can carry out disease surveillance, risk prediction, 
medical diagnosis and screening, curative research, virus modeling and analysis, and 
the management of lockdown measures, as shown in Fig. 3 (Table 1).
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Fig. 3 Applications of AI in medical IoT [10] 

2.2 Sustainability 

Internet of things (IoT) makes it possible to digitalize a wide variety of tasks 
and procedures, including the distribution of water, preventive maintenance, and 
smart manufacturing. Although IoT technologies and ideas such as edge computing 
hold a great deal of potential for the digital transition to sustainability, they are 
not yet making contributions to the sustainable development of the IoT industry. 
This sector has a significant carbon footprint because it makes use of a limited 
supply of raw materials and a significant amount of energy in its production, 
operation, and recycling processes. However, its sustainable vision collides with 
edge artificial intelligence (edge AI), which demands more energy, which is why the 
green Internet of Things (GIoT) paradigm has emerged as a study topic to reduce 
carbon footprints. In article [11, 12], the authors investigate the process of designing 
and developing edge-AI GIoT systems. The concepts discussed in the paper are 
highlighted by using a real-world example of an Industry 5.0 application case. To 
enhance operator safety and operation tracking, a smart Industry 5.0 workshop 
should be held. This application takes advantage of an IoT mist architecture that 
is equipped with AI. After the application situation has been explained, the energy 
consumption and carbon footprint of the application are analyzed. This article offers 
guidelines for aspiring developers who want to design edge-AI GIoT systems using 
the aforementioned technologies (Table 2). 

2.3 Information Security 

The Internet of Things (IoT) has altered how humans live and has permeated all 
facets of human life, but it has also given rise to worries over data security, which 
in turn have led to a variety of technical ethical and security difficulties. For the 
information security of a company, these problems often center on the demand to 
obtain user data and maintain privacy when the IoT is deployed. This requirement 
becomes more sensitive when discussing the security of corporate information. The
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lit
y 
of
 

Io
T
 in

 h
ea
lth

ca
re
 b
y 
us
in
g 

ul
tr
at
hi
n,
 s
ki
n-
co
m
pa
tib

le
, 

fle
xi
bl
e,
 h
ig
h-
pr
ec
is
io
n 

pi
ez
oe
le
ct
ri
c 
se
ns
or
s,
 

lo
w
-c
os
t c
om

m
un

ic
at
io
n 

te
ch
no
lo
gi
es
, o

n-
de
vi
ce
 

in
te
lli
ge
nc
e,
 e
dg

e 
in
te
lli
ge
nc
e,
 a
nd

 e
dg

e 
co
m
pu
tin

g.
 

E
C
G
50
00
 [
17
, 1

8]
So

m
e 
he
al
th
 c
on

di
tio

ns
, 

su
ch
 a
s 
a 
he
ar
t f
ai
lu
re
, a
re
 

tim
e 
cr
iti
ca
l, 
ye
t 

cl
ou
d-
ba
se
d 
so
lu
tio

ns
 a
re
 

sl
ow

er
. O

nb
oa
rd
 d
ev
ic
es
 

ar
e 
qu
ic
k 
an
d 
ha
ve
 

m
in
im

al
 la
te
nc
y.
 T
he
 

ap
pr
oa
ch
 f
os
te
rs
 h
yb
ri
d 

so
lu
tio

ns
 th

at
 c
om

bi
ne
 

ad
va
nc
ed
 s
en
so
r 

te
ch
no

lo
gy

 w
ith

 lo
w
-c
os
t, 

lo
w
-p
ow

er
 I
oT

 
te
ch
no
lo
gi
es
, a
nd
 A
I.
 

O
nb

oa
rd
 in

te
lli
ge
nc
e 

fu
rt
he
r 
re
du
ce
s 
la
te
nc
y.
 

T
he
 r
el
ia
bi
lit
y 
of
 I
oT

 
de
vi
ce
s 
an
d 
se
ns
or
s 
ca
n 
be
 

fu
rt
he
r 
im

pr
ov
ed
, a
nd
 b
y 

us
in
g 
bl
oc
kc
ha
in
 

te
ch
no

lo
gi
es
, w

e 
ca
n 

pr
ov
id
e 
ad
di
tio

na
l s
ec
ur
ity

 
an
d 
pr
iv
ac
y 
to
 u
se
rs
.
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[5
] 

Z
ha
o-
xi
a 
L
u 
et
 a
l.,
 2
02
1 

T
hi
s 
su
m
m
ar
iz
es
 A
I 
an
d 

Io
T
 in

 c
lin

ic
al
 c
ar
e,
 

an
al
ys
es
 o
bs
ta
cl
es
, a
nd

 
di
sc
us
se
s 
cu
rr
en
t a
nd
 

po
te
nt
ia
l a
dv
an
ce
m
en
ts
. 

G
H
W
A
/W

H
O
; 

N
ur
si
ng
 R
ep
or
t 2

02
0 
[1
9,
 

20
];
 W

or
ld
 P
op
ul
at
io
n 

Pr
os
pe
ct
s 
20
19
 [
21
, 2

2]
; 

Ta
ng
 X
. d
at
a 
se
t [
23
, 2

4]
 

(1
) 
In
te
gr
at
in
g 
A
I 
w
ith

 I
oT

 
gi
ve
s 
Io
T
 g
re
at
er
 

in
te
lli
ge
nc
e 
an
d 
is
 b
ei
ng

 
ut
ili
ze
d 
to
 im

pr
ov
e 
he
al
th
 

ca
re
. R

em
ot
e 
di
ag
no

st
ic
 

an
d 
tr
ea
tm

en
t c
oo
pe
ra
tio

n 
m
ay
 a
dv
an
ce
 s
er
vi
ce
 

pa
ri
ty
. C

om
bi
ne
d 
w
ith

 
m
ed
ic
al
 I
oT

, r
ea
l-
tim

e 
vi
ta
l 

si
gn

 d
at
a 
m
ay
 b
e 
ac
qu

ir
ed
 

an
d 
ut
ili
ze
d 
to
 d
et
ec
t w

he
n 

N
IC

U
 a
nd

 C
C
U
 p
at
ie
nt
s 

ar
e 
in
 e
ar
ly
 d
an
ge
r. 

(2
) 
A
I 
an
d 
Io
T
 c
an
 d
el
iv
er
 

sp
ee
dy
 a
nd
 a
cc
ur
at
e 

di
ag
no

se
s 
an
d 
tr
ea
tm

en
ts
 

fo
r 
em

er
ge
nc
y 
ca
re
, b
uy
in
g 

re
sc
ue
 ti
m
e 
an
d 
op
en
in
g 

th
e 
gr
ee
n 
lif
e 
ch
an
ne
l. 

(3
) 
T
he
 e
ar
ly
 id

en
tifi

ca
tio

n 
of
 h
ig
h-
ri
sk
 V
T
E
 p
at
ie
nt
s 

an
d 
ap
pr
op
ri
at
e 

m
an
ag
em

en
t m

ay
 

m
in
im

iz
e 
V
T
E
 in

ci
de
nc
e 

an
d 
en
ha
nc
e 
pa
tie

nt
 q
ua
lit
y 

of
 li
fe
. 

(1
) 
T
he
 s
ec
ur
ity

 o
f 
Io
T
 

de
vi
ce
s 
is
 a
 c
on
ce
rn
. 

B
ec
au
se
 th

er
e 
ar
e 
so
 m

an
y 

in
te
rc
on

ne
ct
ed
 d
ev
ic
es
, 

on
e 
co
m
pr
om

is
ed
 d
ev
ic
e 

ca
n 
co
m
pr
om

is
e 
m
an
y 

ot
he
rs
. 

(2
) 
Io
T
 d
ev
ic
es
 la
ck
 

st
an
da
rd
s.
 T
he
y 
ar
e 
st
ill
 

ne
w
, a
nd
 th

er
e 
ar
e 

nu
m
er
ou
s 
ve
nd
or
s,
 e
ac
h 
of
 

w
hi
ch
 h
as
 a
 d
if
fe
re
nt
 

st
an
da
rd
s 
an
d 
st
ru
ct
ur
es
 

fo
r 
da
ta
. 

(3
)
A
I
m
od
el
s
fo
cu
s
on

 
pa
rt
ic
ul
ar
 d
is
ea
se
s,
 s
uc
h 
as
 

ca
nc
er
 o
r 
sk
in
 d
is
ea
se
. 

M
ed
ic
al
 d
ia
gn

os
es
 

so
m
et
im

es
 n
ee
d 
to
 h
av
e 

th
e 
en
tir
e 
pi
ct
ur
e 
be
ca
us
e 

on
e 
pa
rt
 c
an
 a
ff
ec
t a
no
th
er
. 

(4
) 
M
ed
ic
al
 e
th
ic
s 
ar
e 

co
nc
er
ni
ng
 to

 s
om

e 
pe
op
le
. 

Pa
tie

nt
s 
ha
ve
 d
if
fic

ul
ty
 

ac
ce
pt
in
g 
di
ag
no
se
s 
m
ad
e 

by
 c
om

pu
te
rs
.

(c
on
tin

ue
d)
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Ta
bl
e
1

(c
on
tin

ue
d)

Pa
pe
r

A
ut
ho
rs
an
d
ye
ar

M
et
ho
do
lo
gy

D
at
a
se
t

A
dv
an
ta
ge
s

L
im

ita
tio

ns
/f
ut
ur
e
sc
op

e

[6
]

Ju
na
id
 e
t a
l.,
 2
02
2

T
hi
s 
pr
op
os
es
 a
n 
H
M
S 
th
at
 

us
es
 u
se
r-
pr
ov
id
ed
 d
at
a 

ga
th
er
ed
 f
ro
m
 c
on
ne
ct
ed
 

sm
ar
t w

ri
st
ba
nd
s 
to
 

an
tic

ip
at
e 
he
al
th
 s
ta
tu
s 

ha
za
rd
s 
by
 u
si
ng
 a
n 
A
N
N
. 

T
he
 e
xp
er
im

en
ta
l fi

nd
in
gs
 

de
m
on

st
ra
te
 th

e 
ut
ili
ty
 o
f 

th
e 
su
gg
es
te
d 
H
M
S 
fo
r 

as
se
ss
in
g 
he
al
th
 c
on

di
tio

ns
 

in
 h
um

an
s.
 

H
ea
lth

 d
at
a 
fr
om

 w
ea
ra
bl
e 

Io
T
 d
ev
ic
es
 [
6]
 

Sm
ar
t c
on
tr
ac
t p

ro
m
ot
es
 

re
st
ri
ct
ed
 a
cc
es
s 
to
 th

e 
pa
tie

nt
’s
 c
on

fid
en
tia

l 
m
ed
ic
al
 d
at
a.
 

R
ea
l-
tim

e 
an
al
ys
is
 m

ay
 

im
pr
ov
e 
pa
tie

nt
 s
af
et
y 

m
on
ito

ri
ng
 a
nd
 in

ci
de
nt
 

pr
ed
ic
tio

n 
ac
cu
ra
cy
. W

ith
 

M
L
, d

ec
is
io
n-
m
ak
in
g 
is
 

ba
se
d 
on
 d
at
a 
an
al
ys
is
 

ra
th
er
 th

an
 in

tu
iti
on

. 

T
he
 s
ca
rc
ity

 o
f 

co
st
-e
ff
ec
tiv

e 
an
d 
ac
cu
ra
te
 

sm
ar
t m

ed
ic
al
 s
en
so
rs
, 

un
st
an
da
rd
iz
ed
 I
oT

 s
ys
te
m
 

ar
ch
ite

ct
ur
es
, t
he
 

he
te
ro
ge
ne
ity

 o
f 
lin

ke
d 

w
ea
ra
bl
e 
de
vi
ce
s,
 

m
ul
tid

im
en
si
on

al
 d
at
a,
 a
nd

 
in
te
ro
pe
ra
bi
lit
y 
ar
e 

di
ffi
cu
lti
es
. 

Pr
iv
ac
y 
an
d 
et
hi
ca
l 

di
ffi
cu
lti
es
 a
nd

 th
e 
la
ck
 o
f 

a 
le
ga
l f
ra
m
ew

or
k 
to
 

en
ab
le
 s
m
ar
t c
on

tr
ac
ts
 a
re
 

op
en
 r
es
ea
rc
h 
ch
al
le
ng

es
 

in
 th

is
 s
ec
to
r. 
H
ea
lth

ca
re
 

da
ta
 a
re
 d
iv
er
se
, 

in
co
m
pl
et
e,
 a
nd

 
am

bi
gu
ou
s.
 T
ra
in
in
g 
an
 

M
L
 m

od
el
 w
ith

 th
at
 m

uc
h 

da
ta
 is
 d
if
fic

ul
t.
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[7
] 

R
am

as
am

y 
et
 a
l.,
 2
02

2
T
hi
s 
pr
op
os
es
 

cy
be
r-
ph
ys
ic
al
 s
ys
te
m
s 

(C
PS

s)
. T

he
 s
m
ar
t d

ev
ic
e 

is
 p
ro
gr
am

m
ed
 to

 h
el
p 

el
de
rl
y 
pe
op

le
 in

 
em

er
ge
nc
ie
s.
 T
he
 s
en
so
rs
 

co
lle

ct
 d
at
a 
fr
om

 v
ar
io
us
 

pa
rt
s/
jo
in
ts
 o
f 
th
e 
su
bj
ec
t 

an
d 
pr
oc
es
s 
th
at
 d
at
a 
to
 

dr
aw

 c
on
cl
us
io
ns
. 

K
ag
gl
e 
da
ta
 s
et

(1
) 
T
he
 e
xp
er
im

en
ta
l 

fin
di
ng
s 
sh
ow

 th
at
 th

e 
su
gg
es
te
d 
A
I-
en
ab
le
d 

Io
T-
C
PS

 m
et
ho
d 

ou
tp
er
fo
rm

ed
 th

e 
st
at
e-
of
-t
he
-a
rt
 a
lg
or
ith

m
s 

on
 a
cc
ur
ac
y,
 p
re
ci
si
on
, 

re
ca
ll,
 F
-m

ea
su
re
, a
nd

 
ex
ec
ut
io
n 
tim

e 
w
he
n 

di
ag
no

si
ng

 p
at
ie
nt
s’
 

ill
ne
ss
es
. 

(2
) 
T
he
 a
cc
ur
ac
y 
w
he
n 

us
in
g 
Io
T

+ 
C
PS

 is
 th

e 
hi
gh

es
t w

he
n 
co
m
pa
re
d 
to
 

al
l t
he
 o
th
er
 te
ch
ni
qu
es
, 

i.e
., 
na
ïv
e 
B
ay
es
, S

V
M
s,
 

K
N
N
, a
nd
 A
N
N
. 

C
om

pa
ri
so
ns
 b
et
w
ee
n 

ac
cu
ra
cy
 a
nd
 F
-m

ea
su
re
 

ar
e 
as
 f
ol
lo
w
s:
 

na
ïv
e 
B
ay
es
—
83
.5
%
 

(F
-m

ea
su
re
—
83
.8
%
),
 

SV
M
—
83
.9
%
 

(F
-m

ea
su
re
—
83
.7
%
),
 

K
N
N
—
75
.0
%
 

(F
-m

ea
su
re
—
75
.7
%
),
 

A
N
N
—
78
.9
%
 

(F
-m

ea
su
re
—
78
.2
%
),
 a
nd
 

A
I-
en
ab
le
d 

Io
T-
C
PS

—
85
.1
%
 

(F
-m

ea
su
re

-
86
.4
%
).
 

(1
) 
D
is
ea
se
 p
ro
pa
ga
tio

n 
an
d 
co
nt
ag
io
us
ne
ss
 c
an
 b
e 

de
te
rm

in
ed
 b
y 
m
ob

ile
 

ph
on
e 
lo
ca
tio

n,
 a
s 
a 
fu
tu
re
 

sc
op
e.
 

(2
) 
D
at
a 
en
cr
yp
tio

n 
w
as
 

no
t c
on
si
de
re
d 
w
hi
le
 

w
ri
tin

g 
th
is
 p
ap
er
, b
ut
 

be
ca
us
e 
he
al
th
 a
nd

 
co
nd

iti
on

 d
at
a 
ar
e 

pe
rs
on

al
, l
ea
ki
ng

 it
 m

ay
 

em
ba
rr
as
s 
in
di
vi
du
al
s 
or
 

sw
am

p
th
em

w
ith

sp
am

 
ca
lls
 a
bo

ut
 tr
ea
tm

en
ts
 a
nd

 
dr
ug
s.
 

(3
) 
T
he
 la
rg
e 
am

ou
nt
 o
f 

in
fo
rm

at
io
n 
on
 I
oT

 a
nd
 

C
PS

 d
ev
ic
es
 m

ak
es
 th

em
 

ta
rg
et
s 
fo
r 
fr
au
ds
te
rs
, o

th
er
 

cr
im

in
al
s,
 a
nd

 u
ne
th
ic
al
 

us
er
s.

(c
on
tin

ue
d)
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Ta
bl
e
1

(c
on
tin

ue
d)

Pa
pe
r

A
ut
ho
rs
an
d
ye
ar

M
et
ho
do
lo
gy

D
at
a
se
t

A
dv
an
ta
ge
s

L
im

ita
tio

ns
/f
ut
ur
e
sc
op

e

[8
]

Pr
av
ee
n 
K
um

ar
 e
t a
l.,
 

20
22
 

T
hi
s 
us
es
 lo

ng
 s
ho
rt
-t
er
m
 

m
em

or
y 
(L
ST

M
) 
w
ith

 a
 

re
cu
rr
en
t n

eu
ra
l n

et
w
or
k 

(R
N
N
) 
fo
r 
th
e 
di
ag
no
si
s 
of
 

C
O
V
ID

-1
9 
an
d 
co
lle

ct
s 

da
ta
 f
ro
m
 I
oT

 s
en
so
rs
. 

C
ou
gh
in
g 
an
d 
re
sp
ir
at
or
y 

sa
m
pl
es
 a
nd
 th

er
m
al
 a
nd
 

br
ea
th
in
g 
le
ve
ls
, o
bt
ai
ne
d 

fr
om

 v
ar
io
us
 I
oT

 d
ev
ic
es
 

[8
] 

T
he
 p
ro
po
se
d 
ap
pr
oa
ch
 

sh
ow

s 
th
e 
fo
llo

w
in
g:
 

(1
) 
Io
T
 m

an
ag
es
 r
is
ky
 

pa
tie

nt
s 
so
 th

at
 c
on

di
tio

ns
 

su
ch
 a
s 
hy
pe
rg
ly
ce
m
ia
, 

pu
ls
e 
ra
te
, a
nd
 h
ea
rt
 

in
fe
ct
io
ns
 m

ay
 b
e 

di
ag
no
se
d.
 

(2
) 
Io
T
 is
 in
ve
nt
iv
e 
an
d 

po
w
er
fu
l a
t fi

gh
tin

g 
C
O
V
ID

-1
9 
an
d 
ca
n 
be
 

us
ed
 f
or
 s
tr
en
gt
he
ni
ng
 

pa
tie

nt
 d
at
a.
 

Ta
ki
ng
 e
vo
lu
tio

na
ry
 

ap
pr
oa
ch
es
 m

ay
 s
ol
ve
 th

e 
pr
ob
le
m
s 
of
 in

te
rf
er
en
ce
 

an
d 
co
m
pl
ex
ity

 in
 

m
ig
ra
tin

g 
da
ta
. 

Pr
ed
ic
tio

n 
is
n’
t p

er
fe
ct
. 

E
le
ct
ro
ni
c 
en
fo
rc
em

en
t, 

w
hi
ch
 in

co
rp
or
at
es
 s
ec
re
cy
 

an
d 
tr
us
t, 
is
 a
no
th
er
 

di
ffi
cu
lty
. 

[9
]

Su
ng
ho
 S
im

 e
t a
l.,
 2
02
1 

T
hi
s 
pr
op
os
es
 a
 f
ra
m
ew

or
k 

w
he
re
 I
oM

T
 h
an
dl
es
 

m
on
ito

ri
ng
 th

e 
pa
tie
nt
 

fr
om

 a
 r
em

ot
e 
lo
ca
tio

n 
an
d 

tr
ac
ki
ng

 m
ed
ic
at
io
n 

pr
es
cr
ip
tio

ns
 b
y 
us
in
g 

bi
om

et
ri
c 
se
ns
or
s.
 

A
nd
 

A
I/
M
L
 h
an
dl
es
 im

ag
e 

si
gn
al
 p
ro
ce
ss
in
g 
an
d 
vi
ru
s 

in
fe
ct
io
n 
de
te
ct
io
n 
by
 

us
in
g 
A
I.
 

W
H
O
 [
25
, 2

6]
W
hi
le
 r
es
ea
rc
h 
on

 A
I 
an
d 

Io
T
 f
or
 h
ea
lth

 s
er
vi
ce
s 
ha
s 

ad
va
nc
ed
, c
os
t-
ef
fe
ct
iv
e 

an
d 
in
ex
pe
ns
iv
e 
sm

ar
t 

he
al
th
ca
re
 s
er
vi
ce
s 
ha
ve
 

re
ce
iv
ed
 li
ttl
e 
at
te
nt
io
n.
 

A
I-
dr
iv
en
 I
oT

 (
A
II
oT

) 
fo
r 

sm
ar
t h

ea
lth

ca
re
 c
ou

ld
 

ch
an
ge
 m

an
y 
fa
ce
ts
 o
f 

he
al
th
ca
re
, b
ut
 s
ev
er
al
 

te
ch
no
lo
gi
ca
l h

ur
dl
es
 m

us
t 

fir
st
 b
e 
ov
er
co
m
e.
 

Fu
tu
re
 r
es
ea
rc
h 
on
 a
 m

od
el
 

fo
r 
an
 in

te
rn
at
io
na
l 

in
te
gr
at
ed
 v
ir
al
 d
ef
en
se
 

sy
st
em

 m
ig
ht
 b
ui
ld
 o
n 

ex
is
tin

g 
an
al
ys
es
 a
nd

 m
ak
e 

us
e 
of
 a
lr
ea
dy
-a
cq
ui
re
d 

da
ta
. 

To
 th

is
 e
nd

, i
t i
s 
im

po
rt
an
t 

to
 c
ol
le
ct
 d
et
ai
le
d 

in
fo
rm

at
io
n 
on
 v
ir
al
 

ou
tb
re
ak
s 
on
 a
 g
lo
ba
l s
ca
le
 

an
d
in

a
tim

el
y
 fa
sh
io
n
in

 
or
de
r 
to
 c
re
at
e 
a 
sy
st
em

 f
or
 

th
e 
pr
ev
en
tio

n 
of
 v
ir
al
 

ill
ne
ss
 tr
an
sm

is
si
on

 a
nd

 
pr
ev
al
en
ce
 a
nd

 f
or
 e
ar
ly
 

w
ar
ni
ng
 s
ig
ns
.
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Ta
bl
e 
2 

R
ec
en
t w

or
ks
 o
n 
Io
T
 a
nd
 A
I 
fo
r 
su
st
ai
na
bi
lit
y 

A
ut
ho
rs
 a
nd
 y
ea
r 

M
et
ho
do
lo
gy

D
at
a 
se
t

E
va
lu
at
io
n 
pa
ra
m
et
er

A
dv
an
ta
ge
s 

L
im

ita
tio

ns
/f
ut
ur
e 

sc
op
e 

[1
1]
 

Pa
ul
a 

Fr
ag
a-
L
am

as
 e
t 

al
., 
20
21
 

T
hi
s 
pr
op
os
es
 a
n 

ed
ge
-A

I 
G
Io
T
 

sy
st
em

 th
at
 

im
pr
ov
es
 o
pe
ra
to
r 

sa
fe
ty
 a
nd

 
op
er
at
io
n 

tr
ac
ki
ng
. 

V
is
ua
l W

ak
e 

W
or
ds
 D
at
as
et
, 

C
IF
A
R
-1
0,
 

G
oo
gl
e 
Sp

ee
ch
 

C
om

m
an
ds
, a
nd
 

To
yA

D
M
O
S 

(T
oy
C
ar
) 

A
cc
ur
ac
y 

V
is
ua
l W

ak
e 
W
or
ds
 

D
at
as
et
—

80
%
, 

C
IF
A
R
-1
0—

85
%
, 

G
oo
gl
e 
Sp

ee
ch
 

C
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development of AI-based security solutions for IoT sensor networks has been a 
recent trend. 

In [27, 28], the authors built a platform for the administration of information 
security that was comprised of four parts: the management of IoT data mining, man-
agement of equipment, management of keys, and management of databases. Testing 
for concurrency, stress, high data volume, and security were improved, together with 
the original architecture for physical security, which was also reorganized. 

The purposes of this chapter are to provide some fresh suggestions for apply-
ing information security technology to IoT-based corporate management and to 
advocate for the use of IoT in industrial and commercial management in the near 
future. The following features are included in the functionality of the platform: 
authorization and revocation, staff scheduling, data storage and backup, rank role 
administration, and data encryption and mining (Table 3). 

2.4 Education 

In most cases, the services and administrations that rely on traditional libraries 
cannot function without them. A reader must follow a multistep procedure to borrow 
books, which includes entering a library to preserve books of interest, bringing 
books to a certain spot (i.e., the circulation desk), showing the librarian their identity 
for verification, and lastly confirming the books to borrow. The many occurrences 
of the targeted books being borrowed by others throughout the preceding method 
make it difficult to ignore them. If a reader doesn’t know in advance which branch 
has the books they’re looking for, they’ll have to make many trips to different 
libraries. However, in the era of the “smart library,” obtaining books requires only 
a few steps via a smart terminal device: confirm and make an appointment for the 
intended books and fetch the books under the smart guide and devices furnished by 
the library. This is the optimal schedule for the borrowing process. Thanks to the 
immense potential of AI and IoT, library circulation efficiency has greatly improved 
over more-conventional approaches. 

One study [29] conducted an extensive literature review on the use of AI and 
IoT technologies in proposed future smart libraries in order to formally offer 
a systematic, organized, and comprehensive strategy for such a possible topic. 
When compared to librarianship that relies on only human effort, the smart library 
model, which incorporates AI and IoT, provides far superior service, as seen in the 
aforementioned smart circulation service. Smart service, smart sustainability, and 
smart security are the three primary foci of the author efforts. There is a wide variety 
of use cases for AI and IoT in a smart library. According to the findings of [29, 30], 
its authors have formally described the development of the smart library (Fig. 4). 

Machine-learning and deep-learning techniques, including natural language 
preprocessing, deep-learning models, recurrent neural networks, and deep-learning-
based recommendation systems, have been used throughout this study.
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Fig. 4 The workflow of the personalized activity-learning system [31] 

Using IoT with the help of artificial intelligence may significantly lessen the 
likelihood that sensitive data or valuables will be compromised. A new authentica-
tion system is being suggested to ensure the anonymity of readers. IoT and AI can 
work together to create a sustainable timetable that takes into account real-world 
requirements. The article proposes many AI-assisted IoT methods for controlling 
the library’s lighting in order to maximize the efficiency of its use of natural light 
(Table 4). 

2.5 Pollution Monitoring (Table 5) 

2.6 Robotics (Table 6) 

2.7 Other Related Works 

Apart from the above-mentioned domain, Several papers have been identified that 
are relevant to the theme. Gültekin et al. [32] presented a deep learning approach 
based on multisensory data fusion for fault diagnosis in an industrial autonomous 
transfer vehicle. They focused on real-time fault detection and condition monitoring 
using edge artificial intelligence for industrial autonomous transfer vehicles [33]. 
Malik et al. [34] discussed the latest trends in the design and application of smart 
antennas. Rogers and Malik [25] explored the opportunities and challenges of planar 
and printed antennas for IoT-enabled environments. Abdul Rahim and Praveen 
Kumar Malik [36] analyzed and designed a fractal antenna for efficient communica-
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Table 4 Recent works on IoT and AI for education 

Authors and 
year Methodology Advantages 

Limitations/future 
scope 

[29] Siguo Bi et al., 
2022 

This tries to solve the 
problems with 
traditional libraries 
by (1) providing a 
consistent definition 
of smart libraries; 
(2) surveying IoT 
technology in use; 
(3) using AI to 
enhance IoT devices 
and user experiences; 
(4) comparing 
CRFID with mobile 
IoT technology; 
(5) comparing AI 
technologies, 
including deep 
learning, OCR, 
recommender 
systems, and KNN 
and SVMs; and 
(6) separating smart 
libraries according to 
their services, 
sustainability, and 
security. Thus, better 
and more-specific 
solutions may be 
built for each phase 
of the library 
book-borrowing 
process. to improve 
customer 
experiences. 

AI-assisted IoT 
reduces the danger of 
exposing private 
information and 
objects. Novel 
authentications can 
preserve readers’ 
privacy. 
IoT and AI can 
arrange sustainability 
on the basis of 
practical demands. 
AI-assisted IoT 
solutions are offered 
to regulate light 
shading in libraries 
to enhance natural 
light consumption. 

Smart libraries have 
advanced AI-assisted 
IoT, but there 
remains room for 
growth. 
The performance 
values of smart 
services for 
cutting-edge 
recommendation-
based situations, 
such as accuracy and 
recall, are low. When 
combined with IoT, 
strong natural 
language processing 
(NLP) technologies 
such as bidirectional 
encoder 
representations from 
transformers (BERT) 
and graph-based 
neural networks with 
side information 
improvement might 
power upstream or 
downstream data 
processing. 
Existing smart 
security systems deal 
with homogenous 
data from sensors 
such as 
radio-frequency 
identification (RFID) 
sensors. With the 
diversity of smart 
library situations, 
processing 
heterogeneous data 
from multipurpose 
sensors such as 
RFID, near-field 
communication 
(NFC), Bluetooth, 
and infrared sensors, 
among others, might 
be challenging.
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tion networks in vehicular models. Shaik andMalik [39] conducted a comprehensive 
survey on 5G wireless communication systems, addressing open issues, research 
challenges, channel estimation, multi-carrier modulation, and applications. Malik, 
Wadhwa, and Khinda [40] conducted a survey on device-to-device and cooperative 
communication for future cellular networks. Tiwari and Malik [41] focused on 
wideband microstrip antenna design for higher “X” band frequencies. Kaur and 
Malik [42] presented a study on multiband elliptical patch fractal and defected 
ground structures microstrip patch antennas for wireless applications. Shaik and 
Malik [43] retrospectively analyzed channel estimation techniques for 5G wireless 
communications. Finally, Malik and Singh [44] proposed a multiple bandwidth 
design of a microstrip antenna for future wireless communication. These papers 
collectively contribute to the understanding and application of IoT and AI in various 
domains. 

3 Conclusion and Future Directions 

IoT and AI have offered wonderful opportunities for organizations to enhance 
efficiency, visibility, and profitability. AI and IoT are altering our world. More 
companies than ever are making use of IoT. ML, AI, rapid feedback, and remote 
monitoring are here and not slowing down. Businesses that embrace the IoT 
revolution early avail themselves of several possibilities. The intention of this work 
is to present various new future directions in the field of AI and IoT by exploring 
their applications in various domains, such as healthcare, education, sustainability, 
robotics, pollution control, and much more. Every application of AI and IoT has 
unique advantages and disadvantages. But security and privacy concerns are the 
most common shortcomings emerging as open challenges. These will be stepping 
stones for future research. More real-time case studies are needed in order to 
measure the real-time effects of AI-assisted IoT on the environment. 
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Text Summarization for Big Data 
Analytics: A Comprehensive Review 
of GPT 2 and BERT Approaches 

G. Bharathi Mohan, R. Prasanna Kumar, Srinivasan Parathasarathy, 
S. Aravind, K. B. Hanish, and G. Pavithria 

1 Introduction 

At present, where everything is fast and simple for the convenience of humans, a 
short version of the existing long version is necessary. 

People do not have the time and patience to consume information as a whole 
and they have to be fed in a simple manner. Professionals who handle large 
reports also face such problems. This can be solved by summarization of text. Text 
summarization is defined as 

Automatic text summarization is the process of compressing and extracting information 
effectively from input documents while still retaining its key content. [1] 

A basic understanding on what a summary is required before moving on to the 
text summarization. A summary is a minimized version of something that is created 
from one or more texts, delivers the key ideas from the original text, and is written in 
a concise manner. Automatic text summarization aims to show the source text as a 
short version form with semantics [2]. The goal of text summarization is to come up 
with methods to produce this summary efficiently and clearly. There are two types 
of summarizers used in our case. They are abstractive and extractive summarizers. 

By choosing a portion of the entire sentence base, extractive summarization 
creates a summary of the text that has been provided. The text’s most significant 
phrases and sentences are determined and chosen with a score that is calculated 
based on the words in the text. The approach of abstractive summarization begins 
with analyzing the text document to develop an interpretation. The computer makes 
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a prediction based on this interpretation: a summary. By paraphrasing parts of the 
actual text, it changes the essence of the text [3]. 

Text summarization is classified into two types: indicative and informative. 
Inductive summary just provides the core concept of the text to the consumer. This 
form of summary is typically 5–10% of the length of the main portion of the text. 
Informative summary methods, on the other hand, give exact information on the 
primary text. The useful summary should be 20–30% as long as the main material 
[2]. 

At this stage, most of the automatic text summarization techniques mainly 
use machine learning or deep learning methodologies and models. Deep learning 
techniques were used for the first time in abstractive text summarization in 2015, 
with the proposed methodology based on the encoder-decoder architecture. Deep 
learning models have produced amazing results in these applications and have been 
widely used recently [4]. 

Our work compares two models of Transformer, GPT2 and BERT, to find out 
which one is more efficient than the other. At the end of our analysis using ROUGE 
metrics, it has been confirmed that BERT gives a better performance compared to 
GPT2. 

2 Related Works 

Subha Shini and Ambeth Kumar developed and put into use recurrent neu-
ral network-based text summarization techniques. They have addressed different 
approaches and distinct datasets that are used to create text summaries, which 
decrease the time required to manually enter summaries for lengthy texts while 
maintaining the meaning produced by recurrent neural networks (RNNs) [5]. 

Two of the LSA-based summarizing techniques are described in [6]. The 
algorithm results are compared using their ROUGE scores after being assessed 
on Turkish and English documents. Both of our systems perform equally well on 
collections of Turkish and English documents; however, one of them yields the 
highest scores. 

The most recent extractive text summarizing methods for several languages have 
been described in this study [7]. It is seen that excellent work has been done 
for several foreign languages, like Chinese and English. However, there is still 
no summary system for Bengali languages. Therefore, it is difficult to provide a 
summary method that makes use of several feature categories. 

In [8], the authors have designed and implemented a text summarization that 
uses the BERT algorithm. They introduced a document-level encoder based on 
BERT which expresses the document into segments and obtains a representation 
of the given paragraph. They also used a two-staged fine-tuning approach to further 
improve the quality of the summaries that is generated. 

In another study, text summarization was accomplished using multi-layered 
attentional peephole convolutional LSTM (Long Short-Term Memory). The goal is



Text Summarization for Big Data Analytics: A Comprehensive Review of GPT. . . 249

to create an input of a given lengthy text and construct an automatic text summation. 
They have improved the settings for MAPCol utilizing the central composite design 
(CCD) in conjunction with RSM, which produces summaries with good accuracy 
[9]. 

Jesse Vig introduced an open source tool as a way to visualize attention in the 
Transformer at various scales. The tool was demonstrated on GPT-2 and BERT, 
and three use cases were presented. To traverse the tool’s three views, a uniform 
interface is intended to be created in future works [10]. 

A text summarization tool that uses the LSTM-CNN-based ATS framework 
(ATSDL) has been designed and implemented by some authors. The purpose is 
to construct new sentences which will explore more good-grained fragments than 
sentences generated. ATS is the task of forming summary sentences by combining 
facts from different sources and forming them into shorter content and preserving 
meaning [11]. 

In [12], the authors upgrade to a recurrent neural network architecture the most 
advanced model for abstractive sentence summarization. The model is a condensed 
form of the machine translation encoder-decoder structure. To produce headlines 
based on the first line of each news article, this model was trained on the Gigaword 
corpus. Gigaword data and the DUC-2004 challenge show that it performs far better 
than the prior state of the art, despite the fact that this model does not rely on any 
additional extraction properties. 

The Improved Attention Layer-assisted-Recurrent Convolutional Neural network 
model is used for yet another text summarization (IA-RCNN). The Sequence-to-
Sequence (S2S) paradigm was integrated with RCNN in the model, which was 
created for abstractive text summarization in a variety of text sources. The model 
that is suggested in this research is tested using various text sources. For real-time 
applications, its performance is adequate [13]. 

2.1 Text Summarization Using Deep Learning 

In 2015, deep learning techniques were first used to summarize abstract text, 
and a model based on encoder/decoder architecture was proposed. Deep learning 
algorithms have become popular recently and have achieved excellent results in 
these applications. 

Deep learning analyzes difficult situations as a decision aid. Deep learning 
uses feature extraction at different levels of abstraction to mimic the capabilities 
of the human brain. Deep learning is used in many NLP tasks because it uses 
multiple nonlinear layers of data processing to facilitate learning multi-level 
hierarchical representations of data. Various deep learning models were used for 
abstract summarization, including RNNs, convolutional neural networks (CNNs), 
and sequence-to-sequence models. In this section, deep learning models will be 
explored [27].
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A large corpus is used to learn the contextual representations of the language. The 
BERT language representation is one of the new word embedding model extensions. 
BERT benefits from a fine-tuning and role-based approach (depending on specific 
job goals). In addition, transformers can learn the meaning of relationships between 
“word pairs” by using self-awareness to compute input and output representations 
[4]. 

2.2 Need for Text Summarization in Big Data Analytics 

Big data is a technology that is used to manage massive amounts of data. It is a 
technique for storing, distributing, and processing massive amounts of data. Because 
of technology improvements and HTML 2.0, it is now possible to send data without 
specifying a tag. Specifically, social media tools such as WhatsApp, Facebook, 
Instagram, Google, and others are extremely effective for transmitting large amounts 
of organized and unstructured data [22]. When you view a video on YouTube, you 
will see advertising that are relevant to your interests at random intervals [23]. This 
advertising has been chosen for you based on your browsing history and preferences. 
The most current advancements in a certain issue may be found via Twitter trends. 

Furthermore, Google text search and voice-based search have simplified searches 
nowadays. Today, most individuals use mobile phones to conduct various trans-
actions, and these phones are also used to monitor user locations. Today, various 
mobile applications are available, and these programmers are installed based on 
the user’s preferences and requirements [24]. These mobile applications are highly 
beneficial in understanding the user’s interests and how much time they spend. 
These many scenarios suggest extensive data creation, with data being created in 
vast quantities at all times [25, 26]. As a result, a unique text summarizing approach 
is necessary to better grasp the hidden knowledge or information concealed behind 
this data. 

3 BERT 

BERT (Bidirectional Encoder Representations from Transformers) is used to get 
over the restriction of RNN (Recurrent Neural Networks), CNN (Convolution 
Neural Networks), and ANN (Artificial Neural Networks). BERT models are pre-
trained on big data sets. So no additional training on the dataset is required. It uses an 
efficient uniform architecture along with sentence transformation in the resources. 
With this, the best results are observed in summarization. Unlike any context-free 
embedding model, BERT is a contextual embedding model [14]. BERT creates on 
top of the transformer architecture, but its purpose is distinct for pre-training data 
[15].
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Example: 
Consider these sentences: 

Python is very dangerous. It can kill you. 
I love Python. It’s easy to understand. 

If the word embedding is applied, it will consider the word python in two 
sentences together. This is not correct because one python is a snake and another is 
a programming language. So BERT helps us by keeping the contextual embedding 
of the model. 

Advantages of the BERT model are as follows: 

1. Context – It keeps the context of the words. 
2. Word Ordering – It keeps the words ordering with the help of positional encoding 

or positional vectors. 
3. Embeddings – It has token embedding, sentence embedding, and positional 

embedding. All these are BERT embedding. 
4. Out of Vocabulary – It keeps out of vocabulary with the help of self-attention. 

Moreover, it takes care of those keywords, which are present or not present in the 
vocabulary. 

Applications of the BERT model are as follows: 

• Text Summarization 
• NER – Name Entity Recognition 
• Next Sentence Prediction 
• Long Text Classification 
• Sentiment Analysis 
• Question Answering 

3.1 BERT Architecture 

The goal of Bidirectional Encoder Representations from Transformers (BERT), 
which pre-trains deep bidirectional representations from unlabeled text, is to 
simultaneously condition both left and right contexts across all layers. As a result, 
the pre-trained BERT model can be enhanced with just one additional output layer 
to create cutting-edge models for a variety of tasks, such as question answering and 
language inference, without requiring large changes to the architecture for each task 
[16]. 

A group of sentences from “s1,s2,s3,..., sn” have two possible outcomes, with 
xi = {0,1}indicating whether or not a given sentence will be chosen. The output 
vectors are tokenized instead of sentences thanks to a pre-trained MML (Masked 
Language Model). Instead of having multiple sentences, it only has two labels, Sa 
and Sb, and uses embedding to specify the various sentences. These embedding are 
appropriately changed to produce the necessary summaries (see Fig. 1) [17].
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Fig. 1 Process flow of BERT 

3.2 Phases in Generating the Summary 

3.2.1 Input Document 

Sentences from the input source are encoded during this phase. Each sentence has a 
CLS tag before it and a SEP tag at the end. To group the components of one or more 
sentences, use the CLS tag. 

3.2.2 Interval Segment Embedding 

Sentences in the input document will be differentiated during this phase. Each 
sentence is assigned to one of the labels mentioned above. 

Depending on the value of i {si} might be either{Ea or Eb}. Essentially, the 
standard is Ea for even value i and Eb for the odd value i [18]. 

3.2.3 Embedding 

The representation of words in their corresponding vector forms is referred to 
as embedding. Google makes use of this BERT model feature to help with 
understanding. Gaining access to various semantic functions, such as those for 
understanding the purpose of the input document and constructing word-related 
models. 

Our input text is subjected to three different types of embedding before being fed 
to the BERT model layer: 

Embedding tokens: The words are transformed into output vectors with fixed 
dimensions during this stage. At the beginning and conclusion of input sentences, 
the CLS and SEP tags are inserted.
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3.2.4 Segment Embeddings 

Using binary coding, the different inputs are distinguished in this phase. 
For example, 
Sentence1 – “I love books” 
and Sentence2 – “I love sports.” 
Following the segment embedding operation: [CLS],I,Love,Books,[SEP],I, 

Love,Sports 
Following the segment embedding operation: [0,0,0,0,0,1,1,1], Sentence1 = 0, 

Sentence2 = 1 

3.2.5 Position Embeddings 

The BERT model can handle input sequences of up to 512 bytes in length, and its 
output vector dimension is [512,768]. A word’s placement in the input sentence in 
this phase changes the context of the sentence and should not have the same vectors. 

3.2.6 Summarization 

The self-attention layer is the primary distinction between recurrent neural networks 
and Bidirectional Encoder Representations from Transformers (BERT). The model 
aids in the representation of words and looks for connections between the words. 

Simple Classifier: To predict the score Yi, a linear layer and sigmoid function are 
added to the BERT model. The sigmoid function sets a threshold that determines 
the range of probability that is mapped to a binary value Y^i [18]. 

. Y ˆi = α (WoTi + bo)

3.2.7 Inter Sentence Transformer 

The simple classifier is not utilized in this stage. The BERT model is improved by 
the addition of additional transformer layers, which also help it to better identify the 
key ideas in the input document [18]. 

. h∼l = LN
(
hl−1 + MHAtt

(
hl−1

)

. hl = LN (h∼l + FFN (h∼l))

.h0 = PosEmb(T )
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where 

• T – Sentence output vector by BERT model. 
• PosEmb – Positional Embeddings 
• LN – Layer Normalization Function 
• MHAtt – Multi-head Attention Function 
• l – in-depth of the stacked layer. 
• Sigmoid output layer – Yˆi = α(WoTi + bo). 

4 GPT-2  

The GPT tokenizer was used to tokenize the chosen files, although the context size 
of GPT models limited it to 512 or 1024 tokens (512 or 1024 tokens for GPT and 
GPT-2, respectively). Identical text files exist for BERT as well; 100 files were 
selected from the dataset containing the necessary tokens for training (Fig. 2). 

Using the tokens that came before it, a language model makes a probabilistic 
prediction about the token that will come next in the sequence. It gains knowledge 
of the likelihood that a sentence or string of tokens will appear based on the text 
examples it has encountered during training. The following conditional probability 
can be used to represent it: 

. P
(
wT
1

)
= P

(
wt |wt−1

1

)

where wt is the tth token, and writing sub-sequence wi 
j = (wi,wi + 1,...,wj−1,wj). 

The Transformer model variant known as GPT/GPT-2 only has the decoder 
portion of the Transformer network. They function like conventional uni-directional 

Fig. 2 Process flow of GPT 2
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language models thanks to the multi-headed masked self-attention that enables them 
to focus on just the first I tokens at time step t. These models analyze tokens 
concurrently, as opposed to sequentially, like RNNs, by simultaneously predicting 
tokens for all time steps. These role models could be represented by: 

. h0 = UWe + Wp,

. hi = transformerblock (hi−1)∀i ε [1, n]

. P(u) = softmax
(
hnW

T
e

)

where U = (u1, u2,...,uk) are the tokens, n is the number of layers, We are the token 
embedding matrix, and Wp is the position embedding matrix and trained on the 
language model objective: 

. L(U) =
∑k

i
P (ui | ui−k, .. . . . , ui−1;β)

where U = (u1, u2,...,uk) are the tokens, k is the context size (maximum number 
of tokens which can be processed at once by model), and P is the conditional 
probability modeled by our language model with parameters β. Table 1 describes in 
the test data set with sample title and content [19]. 

Byte Pair Encoding is used by GPT2 to construct the vocabulary tokens. 
This implies that the tokens are typically word fragments. GPT-2 can predict the 
following token in a sequence because it was trained with the intention of causal 
language modeling (CLM). Using this feature, GPT-2 could produce text that 
is syntactically coherent. GPT-2 generates fabricated text samples in response to 
arbitrary input priming the model. The model has the capacity to alter how it looks 
to correspond with the style and information in the conditioning text [20]. 

Due to the GPU resource limitation, the abstractive summarization model is 
a pre-trained distil version of GPT-2. The DistilGPT2 can accept token lengths 
of up to 1024. It includes 6 transformer decoder layers and 12 attention heads. 
The Huggingface transformer package’s Hugging face GPT-2 is utilized, which is 
implemented in Pytorch [14]. 

The GPT-2 performs comparably to supervise baselines on reading comprehen-
sion in a no-shot environment. In some activities, like summarizing, it performs 
the task qualitatively, but based on quantitative measurements, it still performs 
at a rudimentary level. The zero-shot performance of GPT-2, while suggestive 
as a research finding, is still a long way from being useful in terms of practical 
applications [19].
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Table 1 Sample test data set 

Title Content 

“Today, Macau is paying out again! Each 
permanent resident will earn 9000 patacas!” 

“Macau’s 2014 cash-sharing system will go 
into effect on July 2. MSAR permanent 
residents and non-permanent residents will 
get MOP 9000 and MOP 5400, respectively, 
at that time. The fiscal cost for this plan by 
the MSAR government is roughly MOP 5659 
million. The cash-sharing plan was 
established in 2008 to distribute the benefits 
of economic progress to the general 
populace.” [28] 

“Cool! Jordan hosts the eighth international 
special forces tournament, in which Chinese 
soldiers compete.” 

“On May 3, local time, the eighth ‘warrior 
race’ international special forces competition 
was conducted in Amman, Jordan, at the 
King Abdullah Special Warfare Training 
Center, with 27 teams from various countries 
competing. China dispatched the armed 
police snow leopard assault team and the 
14-player Hebei Yanshan team. Jordan 
hosted the seventh ‘warrior competition,’ an 
international special forces tournament in 
which Chinese soldiers participated.” 

5 Experiment Setup 

5.1 About the Dataset 

The non-anonymized BCC dataset that Kaggle provided was utilized, which is 
designed for condensing news items into two to three sentences. The dataset 
included thousands of text files with an average length of 15 lines and also included 
a predetermined summary. Using various measures, this summary is used to assess 
the precision of both models (GPT-2 and BERT). A few more model-specific pre-
processing processes were carried out before feeding this data to the models. A few 
more pre-processing steps specific to the models were performed. 

5.2 Training the Models 

Some snippets that are relevant in training and summarization are provided here.
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“from summarizer import Summarizer, TransformerSummarizer 

#this is the code snippet where the summariser is imported and transformer 

summariser modules after installing transformers from hugging face# 

=ledom_2TPG 

TransformerSummarizer(transformer_type="GPT2",transformer_model_key="gpt 

2-medium") 

#this is the code snippet where the parameters are entered for transformer 

summariser to train the gpt 2 model# 

bert_model = Summarizer() 

#this is the code snippet where the summariser is trained for bert model#” 

5.3 Evaluation Metrics 

The term ROUGE, which stands for “Recall-Oriented Understudy of Gisting Eval-
uation,” refers to a set of standards for rating texts that are produced automatically. 
It is typically employed to assess the effectiveness of a TS algorithm’s summary. 
There are many metrics and ratings that have been proposed in the literature for the 
evaluation of text summarization results, but ROUGE is the most popular one. Since 
ROUGE operates similarly on both the abstractive and extractive algorithms, it 
does not produce outstanding results. In addition, numerous executions are typically 
preferable to a single one. It ignores the semantic and grammatical precision of the 
system and human summaries in favor of the overlap of n-grams (represented as a 
number value). 

The process of writing a summary is easier to compare to an abstractive TS task 
than an extractive one because when writing a summary, a person can try to express 
his thoughts with new words and phrases after carefully reading and understanding 
one or more source texts, trying to cover as many topics as possible from the original 
text [21].
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“from rouge_score import rouge_scorer 

# a list of the hypothesis documents 

hyp = bert_summary 

# a list of the references documents 

ref = Summary_list 

#  To create aa RougeScore object for rouge1 

scorer = rouge_scorer.RougeScorer(['rouge1']) 

# a results contains precision recall and fmeasure 

results = {'precision': [], 'recall': [], 'fmeasure': []} 

# for each of the document  and  hypothesis s pair 

for (h, r) in zip(hyp, ref): 

# calculate the ROUGE 

score = scorer.score(h, r) 

# measurements are separated 

precision, recall, fmeasure = score['rouge1'] 

# append them to list in the dictionary 

results['precision'].append(precision) 

results['recall'].append(recall) 

results['fmeasure'].append(fmeasure) ”
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5.4 Summary Snippets 

Text given as input: 
“Safety alert as GM recalls cars. 

According to federal officials, the world’s largest automaker, General Motors 
(GM), is recalling roughly 200,000 vehicles in the United States for safety reasons. 
According to the National Highway Traffic Safety Administration (NHTSA), the 
greatest recall comprises 155,465 trucks, vans, and SUVs (SUVs). This is due to 
potential brake system problems. In the year 2004 and 2005 recall of the product 
affects automobiles, according to GM. The Chevrolet Avalanche, Express, Kodiak, 
Silverado, and Suburban, as well as the GMC Savana, Sierra, and Yukon, have 
possible flaws. According to the NHTSA, if the hood was open while driving, 
pieces from a pressure accumulator in the braking system may shatter, endangering 
passengers. 

It warned that doing so might enable hydraulic fluid to escape, making it more 
difficult to brake or steer and perhaps resulting in an accident. 

Additionally, GM is recalling 19,924 Pontiac Grand Prix cars, SRX SUVs, and 
Cadillac XLR coupes from the 2004 model year. 

This is due to the fact that in severely cold weather the accelerator pedal could 
not function effectively, necessitating greater braking. 

In addition, the automaker is recalling 17,815 2005-model Buick Raniers, 
Chevrolet Trailblazers, GMC Envoys, and Isuzu Ascenders due to improper wind-
shield installation that could result in a crash. 

However, GM emphasized that it was unaware of any injuries connected to the 
issues. 

The recall was made public after GM said last month that it anticipated weaker 
profitability this year than in 2004. 

The largest automaker in the world is struggling with sluggish US sales, losses 
in its European division, and now a product recall. 

In January, General Motors warned that increased healthcare expenditures in 
North America and decreased earnings at its financial services unit would negatively 
affect the company’s performance in 2005.” 

Summary given as input 
According to GM, the recalled products include cars from the 2004 and 2005 model 
years. 

The NHTSA warned that if the hood was open while driving normally, a pressure 
accumulator in the braking system might fracture and cause injuries to individuals. 

Federal officials have announced that General Motors (GM), the largest 
automaker in the world, is recalling roughly 200,000 vehicles in the US for safety 
reasons. 

The recall comes after GM said last month that it anticipated weaker profitability 
this year than in 2004.
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In addition, the automaker is recalling 17,815 2005 model-year Buick Raniers, 
Chevrolet Trailblazers, GMC Envoys, and Isuzu Ascenders because the windshield 
is improperly installed and could fly out in an accident. 

The greatest recall, according to the National Highway Traffic Safety Adminis-
tration (NHTSA), affects 155,465 pickups, vans, and sports utility vehicles (SUVs). 

Summary by BERT model 
“Safety alert as GM recalls cars. 

According to federal laws, the United States is recalling around 200,000 cars 
manufactured by General Motors (GM), the world’s largest carmaker. 

According to the National Highway Traffic Safety Administration (NHTSA), 
155,465 trucks, vans, and SUVs have been recalled (SUVs). 

In addition, the company is recalling 17,815 Buick Raniers, Chevrolet Trailblaz-
ers, GMC Envoys, and Isuzu Ascenders from the 2005 model year because the 
windshield was mounted incorrectly and might fly out in a collision.” 

Summary by GPT2 model 
“Safety alert as GM recalls cars. 

Federal officials have announced that General Motors (GM), the largest 
automaker in the world, is recalling roughly 200,000 vehicles in the US for safety 
reasons. 

The automaker is also recalling 17,815 2005 model-year Buick Raniers, Chevro-
let Trailblazers, GMC Envoys, and Isuzu Ascenders because the windshield is 
improperly installed and could fly out in an accident. 

The recall comes after GM said last month that it anticipated weaker profitability 
this year than in 2004.” 

6 Comparison of Results 

The numerical values given by ROUGE metrics on precision, recall, and f-measure 
can be listed and the difference in values given by both the models can be seen in 
Tables 2 and 3. 

Figures 3 and 4 represent the precision, recall, and f-measure given by the 
ROUGE Metrics. Comparing these bar graphs, it is found that BERT gives better 

Table 2 Performance of 
GPT2 

No. Precision Recall F-measure 

0 0.437908 0.807229 0.567797 
1 0.323529 0.585106 0.416667 
2 0.269231 0.555556 0.362694 
3 0.270531 0.746667 0.397163 
4 0.393162 0.567901 0.464646
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Table 3 Performance of 
BERT 

No. Precision Recall F-measure 

0 0.483660 0.649123 0.554307 
1 0.458824 0.951220 0.619048 
2 0.261538 0.548387 0.354167 
3 0.415459 0.788991 0.544304 
4 0.564103 0.750000 0.643902 

Fig. 3 Performance of GPT2 

Fig. 4 Performance of BERT 

results than GPT 2. These bar graphs are just representations of two random 
summaries that were generated by the respective Transformer models.
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Fig. 5 Precision comparison of GPT2 and BERT 

Fig. 6 Loss comparison of GPT2 and BERT 

Figure 5 can be used to visualize the trend in which both the models perform in 
terms of precision. Here it can be seen that the precision given by GPT2 is lower 
compared to the one given by BERT. 

From Fig. 6, the loss function of the BERT model seems to be comparatively 
better than GPT 2.
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7 Conclusion 

From all the visualizations and analysis done using ROUGE metrics on BERT and 
GPT 2 models, it is concluded that BERT gives better results than GPT 2. This 
conclusion has been reached by analyzing the numerical values obtained by ROUGE 
metrics and the results that the graph shows. BERT gives an average precision of 
0.40 whereas GPT2 gives 0.38. Comparing this and the other factors mentioned 
by the metrics, it is concluded the BERT model for Big Data Analytics using 
summarization. 
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Leveraging Secured E-Voting Using 
Decentralized Blockchain Technology 

Anushka Chaubey, Anubhav Kumar, Vikalp Pandey, Bharat Bhushan, 
and Priyambada Purohit 

1 Introduction 

Poor electoral systems have always been a major issue leading to election violence 
in many democratic countries, including India. Electronic voting was postulated as 
a potential replacement for the paper and ballot system. Over the years, e-voting 
has evolved as a viable alternative for many non-governmental elections. Various 
nations are now conducting a number of e-voting trials in the political sphere despite 
the numerous debates, disputes, and anomalies that have been brought up in relation 
to them. One of the well-known instances that sparked numerous concerns regarding 
vote tampering and miscounting was the Ohio e-voting incident in 2004 [1]. As a 
result, it is difficult to ensure that e-voting can be a precise and error-free practical 
approach for governmental elections yet. In this scenario, blockchain technology 
comes to the rescue. 

Satoshi Nakamoto originally proposed the idea of blockchain [2]. It was the first 
time that a distributed system of network and cryptology were combined in order 
to execute peer-to-peer transactions of the cryptocurrency known as bitcoin in a 
secure and open fashion. Due to its intricacy and unpredictable nature, blockchain 
was initially used sparingly, but over time it has drawn attention on a global scale. A 
blockchain, which is a chain of blocks made up of cryptographically linked blocks, 
is essentially a data structure utilized throughout transactions that maintains data or 
information in the structure of blocks. Each block includes a unique hash value in 
addition to the preceding block’s hash, which aids in creating the links between the 
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blocks. It is the responsibility of the nodes within the network to interconnect these 
blocks. To ensure the integrity and safety of the data, the blocks are encrypted, and 
the network itself validates the blocks. Basically, blockchain technology is a concept 
that makes use of a number of technologies, including decentralized networks, peer-
to-peer transactions, smart contracts, and cryptographic algorithms. 

Recently, blockchain has become a tool for boosting the effectiveness of tech-
nologies used in several industries. In order to get around some potential problems 
with e-voting, the voting systems that are based on blockchain technology have 
recently grown more and more significant. The immutable property of blockchain 
technology has rendered it a decentralized and distributed ballot box, leading to 
the proposal of blockchain-based voting systems as the forthcoming generation 
of contemporary electronic voting systems [3]. Governments are encouraged by 
blockchain technology to adopt intelligent sustainable voting machines and incor-
porate sustainability reports into voting systems. It guarantees that all parties have 
access to trustworthy information on sustainable assets. In spite of the fact that 
blockchain technology is rapidly being used to strengthen the security of the e-
voting system, a number of problems still exist. 

So as to address as many issues as possible that might emerge while imple-
menting a blockchain-enabled e-voting system, it is very important to understand 
the concept of blockchain technology from its core. For this purpose, this chapter 
provides a very detailed understanding of blockchain technology and its integration 
and implementation with e-voting systems. The following contributions are made 
by this chapter: providing detailed information on the blockchain technology, 
its working and, integration with the e-voting system including the Elliptical 
Curve Digital Signature Algorithm; understanding how different types and features 
of blockchain technology help in improving the electronic voting mechanism; 
providing an overview on different consensus algorithms; and identifying a set of the 
previous paper and ballot and e-voting system’s unfilled gaps. This chapter shows 
how blockchain technology, if integrated, can help overcome most of the major 
issues of an electronic voting system. 

Further, this chapter has been organized in the following manner. Section 2 
defines blockchain technology, its working, and, its features. Section 3 discusses the 
different types of blockchains and the associated consensus protocols. This section 
further outlines the unfilled gaps in the existing voting systems. Section 4 presents a 
literature survey on the various electronic voting systems in existence. Finally, this 
chapter concludes in Sect. 5 highlighting some open research directions to guide 
further research in the area. 

2 Blockchain 

Let us begin by understanding the meaning and significance of blockchain technol-
ogy and how is it useful. Haber and Stornetta first put forth the idea of the blockchain 
in 1991. The major goal was to create a digital document timestamp that could
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not be altered. Satoshi Nakamoto is thought to have created the first blockchain-
based system in 2008. It is also obvious that Bitcoin was the first widely used 
blockchain technology. The idea of a blockchain can be compared to a distributed, 
open, and secure data book. Most people believe that the idea will be a crucial part 
of industry 5.0 applications in the next years. While blockchain is well recognized 
in the cryptocurrency industry, one could easily make the case that its potential goes 
much beyond digital currency. Government agencies as well as private businesses 
have started experimenting with blockchain. In further sections, the definition of the 
blockchain (Sect. 2.1), its working (Sect. 2.2), and the features of the blockchain 
(Sect. 2.3) have been discussed. 

2.1 What Is Blockchain? 

Blockchain is defined as a digital database or a ledger that is shared among the nodes 
of a peer-to-peer system of a network. It is a database that electronically saves data 
or information in digital form [4–7]. It is a sort of distributed ledger technology 
(DLT) made up of an expanding list of data, known as blocks, that are safely 
connected to one another using cryptography. Every block includes the timestamp, 
a cryptographic hash value of the preceding block, and transaction information. The 
timestamp establishes the existence of the transaction data at the time the block was 
produced. They basically create a chain (same as the linked list), with each new 
block linked to the previous ones since each block carries information about the 
prior block [8]. Blockchain transactions are therefore irreversible in the sense that, 
once they have been stored, the contents of any specific block cannot be changed 
subsequently without changing all succeeding blocks. 

The blockchain is a series of blocks that, like a traditional public ledger, contain 
an exhaustive list of transactional data [9]. Each block has a reference, known as the 
parent block, which is effectively a hash value of the block preceding it and points to 
it. The genesis block is the first block in a blockchain and is the only block without 
a parent block [10]. 

Blocks are made up of the block body and the block header. The block header 
consists of the following: 

• The block version specifies the set of block verification guidelines that are to be 
followed. 

• A 256-bit, cryptographic hash value called the parent block hash points to the 
block previous to it. 

• The hash value of each transaction stored within the block is represented by the 
Merkle tree root hash. 

• The timestamp is the demonstration of the current time in seconds since January 
1, 1970, at 0:00 UTC. 

• nBits is the shorthand for the current hashing goal.
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Fig. 1 Representation of a blockchain consisting of a sequence of blocks 

• A 4-byte field known as a nonce is typically initialized with 0 and rises with each 
hash calculation. 

Transactions and a transaction counter constitute the block body. A block’s 
maximum capacity for transactions is determined by the size of every transaction 
and the block size. Asymmetric cryptography is used by blockchain to verify 
transaction authentication. The utilization of an asymmetric cryptographic digital 
signature in an unreliable environment is applied. Figure 1 represents an example of 
a blockchain consisting of a sequence of blocks. 

Utilizing a peer-to-peer system of network and a decentralized timestamping 
server, a blockchain database can be unilaterally controlled. Via widespread cooper-
ation driven by unit self-interest, they are verified. Since participants are minimally 
concerned about the security of the data, a design like this promotes a strong 
workflow. A digital asset loses its ability to be replicated indefinitely when a 
blockchain is used. The long-standing issue of double spending is resolved since it 
demonstrates that each unit of currency was transferred just once. A value-exchange 
protocol has been used to characterize a blockchain [11]. Since it produces a record 
that enforced offer and acceptance when the exchange agreement was correctly set 
up to document it, a blockchain can preserve title rights. 

2.2 Working of a Blockchain 

A blockchain can be defined as typically a continuous series of blocks of informa-
tion that are cryptographically linked to each other and shared among the nodes of 
a network. Let us now understand how exactly this technology works. 

By employing a digital signature that utilizes private key cryptography, a node 
begins a transaction among a decentralized blockchain network. On the blockchain 
platform, a transaction could be viewed as a data structure that reflects the exchange 
of digital assets among peers. Each transaction is kept in a pool of unconfirmed 
transactions, and the Gossip protocol, a flooding mechanism, is used to spread it 
throughout the network. Peers then need to select and authenticate these transactions 
in accordance with a set of predefined criteria. For instance, the nodes attempt
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to authenticate and confirm these transactions by determining if the initiator has 
enough balance to initiate a transaction or just by enforcing double spending in an 
attempt to deceive the system. Double spending is when you make a number of 
distinct transactions utilizing the very same amount of money as your input [12]. 

The miners confirm and validate the transaction, and then it is added to a block 
[13]. Peers who mine for blocks employing their computing resources are referred 
to as miners [14]. To publish a block, miner nodes must utilize enough of their 
computing power and resolve a computational problem. The miner who is able to 
figure out the riddle first wins and earns the opportunity to add a new block. Upon 
successfully establishing a new block, a tiny bonus is granted. The new block is 
then verified by every peer in the network using a consensus algorithm, which is a 
mechanism used in distributed systems to achieve consensus. A localized copy of 
every peer’s immutable ledger is then created, and the new data block is added to 
the already existing chain. The transaction is finalized at this stage. A cryptographic 
hash reference is used by the following block to connect itself to the freshly 
formed block. The block now receives its first confirmation, and the transaction now 
receives its second confirmation. The transaction will also be reaffirmed every time 
a fresh block is incorporated into the chain. Typically, a transaction takes 6 network 
confirmations to be deemed complete [15]. A complete diagrammatic representation 
of the working of a blockchain is portrayed in Fig. 2. 

A detailed overview of the process of transactions has been described further. 
Verifying the sender’s identity is the initial stage in the transaction process, indicat-
ing that only the sender and not anybody else is requesting the transaction between 
both the sender and the recipient. Let us use a simple transaction between Robin and 

Fig. 2 Working of a blockchain
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Ana as an example. Assume that Robin and Ana each have a balance in bitcoins and 
that Ana wants to send Robin 10 bitcoins. Ana will now broadcast a message in the 
blockchain network with the details of the transaction in order to send the money. 
Blockchain utilizes digital signatures (private and public keys) to accomplish this 
[16]. Robin’s details, including his public address and the amount of transaction, as 
well as Ana’s public key and digital signature, are provided for the broadcast. Ana 
created that digital signature using her private key. All miners individually perform 
transaction validation based on several standards. Blockchain employs the Elliptic 
Curve Digital Signature Technique (ECDSA) [17]. This algorithm makes sure that 
the funds can only be used by the people who actually own them. 

2.2.1 Elliptic Curve Digital Signature Technique (ECDSA) 

It is among the most challenging public key encryption techniques. Elliptic curve 
cryptography produces keys that are generally smaller than those produced by 
digital signing techniques. It is a type of public key cryptography that is based on 
the algebraic nature of elliptic curves on finite fields. Elliptic curve cryptography 
is mostly used to generate digital signatures and pseudo-random numbers, among 
other things [18]. Bitcoin uses the encryption technique ECDSA to make sure that 
only the rightful owners of currency may use it. It depends on the hash function and 
curve order chosen. These are, respectively, Secp256k1 and SHA256 (SHA256()) 
for bitcoin [19]. Some of the terms that describe the procedure of ECDSA are as 
follows: 

Private key: A code that is only known to the person who created it. In essence, 
a private key can be described as a numeric code that was chosen at random. In 
Bitcoin, the funds can only be spent by someone who has a private key associated 
with them. A private key in Bitcoin is a unique 256-bit and 32 bytes unsigned 
integer. 

Public key: It is a numeric value that is equivalent to a private key although it doesn’t 
have to be hidden. A private key is used to calculate a public key, but not the 
other way around. Without disclosing the private key, a public key is utilized to 
check whether a signature can be deemed authentic. Public keys in Bitcoin are 
either compressed or not. A 256-bit integer, say x, and a prefix of either (0x03) or 
(0x02) constitute the 33 bytes compressed public keys. The earlier uncompressed 
keys include a prefix that is a constant (0x04), and two 256-bit integers that are 
known as x and y (2 × 32 bytes) and are 65 bytes long. A compressed key’s 
prefix enables its y value to get calculated from its x value. 

Signature: It is a code that demonstrates the completion of a signing process. The 
hash of the object that is to be signed and the private key are mathematically 
combined to create a signature. The signature is made up of the two integers 
r and s. Without requiring access to the private key, a mathematical procedure 
using the public key on the signature can be used to establish that it has been 
initially formed using the hash combined with the private key. The resulting



Leveraging Secured E-Voting Using Decentralized Blockchain Technology 271

signatures are 73, 72, or 71 bytes long, with probabilities of approximately 25%, 
50%, and 25%, respectively. However, proportions that are considerably smaller 
are feasible along exponentially diminishing probabilities. 

Let us take a look at some of the primitives used by ECDSA for obtaining a 
signature of a message and for its vice versa. 

• s and r: Both these values together form the signature. 
• z: It is the message’s hash that is required to be signed. 
• k: The nonce value used to determine the values of s and r. 
• QA and dA: They represent the public key point and private key number of the 

message, respectively. When an address inside the wallet is provided, a copy of 
this can be derived. 

Signature Algorithm 
The pair s and r (also known as the signature pair) are calculated using the signing 
algorithm from dA to z. 

• Identify the curve’s group order n. 
• Follow by generating a cryptographically secure value k (a random number) that 

ranges between 1 and n − 1. 
• Calculate (x, y) = k ∗ G, where G can be defined as secp256k1 curve’s generator 

point. 
• Determine r = x mod n. Create a new random k and restart if r = 0. 
• Calculate s = k−1(z + r ∗ dA) mod  n. Generate a new random k and restart if 

s = 0. 

Note: Reusing k after a signature has been created with it is not advised because 
of the defects that allow a perpetrator to obtain signed messages’ private key if they 
are aware of k (the shared nonce) that was utilized in them. 

Verification Algorithm 
• The verification algorithm checks the consistency of the signature pairs 

z and QA,s and r. 
• Make sure that r and s are both between 1 and n − 1. 
• Calculate u1 = z ∗ s−1 mod n and u2 = r ∗ s−1 mod n. 
• Make sure (x, y) is not the same as the infinitesimal point when you compute 

(x, y) = u1 ∗ G + u2 ∗ QA. When two points are added together that would not 
otherwise result in a point on the curve, for instance, two points with identical 
X values but reversed Y values, a peculiar point known as the point at infinity is 
created. 

• The signature is valid if r = x mod n, it is invalid whenever a test fails or if 
anything else goes wrong. 
The complete process of ECDSA is represented in Fig. 3.
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Fig. 3 Working of an elliptical curve digital signature technique 

2.3 Features of Blockchain Technology 

Blockchain is among the most exciting and popular technologies in today’s era. 
Now that we already have a basic understanding of this technology, let us take a 
look at some of its primary features. 

2.3.1 Immutability 

The attribute of immutability is the inability to change or modify. One of the 
main characteristics of a blockchain that guarantees the network’s permanence and 
immutability would be this. Since centralized information depends on the third-
party gateway for its security, it is susceptible to theft and hacking. Blockchain 
systems are secure because of their decentralized organization; however, because of 
their immutability, it is almost impossible to alter or manipulate the data. These 
problems are easily resolved by enterprise blockchains [20]. Data can be easily 
modified with everyone’s consent because they are little in size and connected as 
they have a common structure and purpose. 

2.3.2 Auditability 

A digital timestamp and distributed ledger are used as the verification and record, 
respectively, of every transaction that takes place within a blockchain system or 
network. As a consequence of this, through gaining authorization for any network 
node, it is probable to review and trace earlier records [21]. For instance, Bitcoin 
allows for the iterative tracing of all transactions, supporting the transparency and
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auditability of the data state of the blockchain. However, it becomes exceedingly 
challenging to track down the source of the money when it is spread across 
numerous accounts. 

2.3.3 Persistency 

Blockchain enables both producers and consumers to demonstrate that their data is 
true and undamaged by providing the framework by which veracity can be evaluated 
[22]. For instance, if a Blockchain has 10 blocks, block number 10 would have 
the prior block’s hash, and the current block’s information would be employed 
to build a new block. The result is, every block in the chain that already exists is 
linked and connected to every other block. Even transactions have connections to 
earlier transactions. Thus, a simple change to any transaction will drastically alter 
the block’s hash. Anyone who wishes to edit any information must alter all the 
hash data from prior blocks, which is thought to be an enormously challenging task 
given the amount of effort required. Additionally, the block is validated by other 
members of the network once it is produced by a miner. Therefore, the network is 
able to identify any data tampering or fabrication. Due to this, blockchain is almost 
impervious to manipulation and is viewed as a distributed ledger that cannot be 
altered. 

2.3.4 Decentralization 

In conventional centralized transaction systems, the trusted centralized agency must 
verify every transaction (e.g., a bank). A wiser approach would be a distributed peer-
to-peer blockchain structure to address the key issue of lift resilience, availability, 
and failover that decentralization requires, which is trust. In contrast to centralized 
systems, any two peers (P2P) can perform a transaction within the blockchain 
network without the need for central authentication. By utilizing several consensus 
techniques, blockchain can in this way lessen the trust issue. Additionally, it can 
alleviate performance bottlenecks at the central server and lower server expenditures 
(including development and operation costs). 

2.3.5 Anonymity 

A participant’s genuine identity is concealed on a blockchain platform. Every 
member of the dispersed network is assigned an address. Instead of an actual 
identity, this address serves as that entity’s identification. On the network, the 
addresses maintain the user’s privacy [23]. An element of anonymity is provided 
by the trustless environment provided by blockchain technology.
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3 Types, Consensus Protocols, and Unfilled Gaps 

The meaning of blockchain, its working, and its different features and characteristics 
that make this technology a better alternative as compared to the traditional central 
ledger systems have been described so far. To get a deeper understanding of 
blockchain technology, understanding the different types that blockchain technology 
has been divided into, based on its characteristics and applications, is crucial. 
Blockchain is a technological mechanism that employs its own decentralized nodes 
to record, validate, transact, and exchange network data without the aid of a third 
party. Blockchain is based on intelligent distributed cryptographic and mathematical 
techniques. The participants come to an agreement and resolve the issue of cost-
effective and dependable trust and value transmission. Blockchain networks could 
be utilized to adapt their functioning to the specific needs that an enterprise may 
have. Although the technology can initially seem perplexing, blockchain can be 
broadly divided into two broad categories and four different kinds of networks. 

The different types of blockchains available have been described in Sect. 3.1. 
Further, in Sect. 3.2, the significance of the consensus protocol in creating a secure 
and reliable blockchain network and the different types of consensus protocols 
available for use have been studied. Following this, the various challenges faced 
by the existing voting systems and their unfilled gaps have been discussed later in 
Sect. 3.3. 

3.1 Types of Blockchain 

Permissioned networks and permissionless networks are the two primary forms of 
blockchain networks. Either of these sections can be used to group the four different 
types although some might use both. A permissionless or permissioned chain might 
depend on the needs of the company considering using blockchain technology [24]. 
Both the advantages and disadvantages of the networks within these two bigger 
divisions are distinct. 

A deeper understanding of the four different forms of blockchains has been 
provided below. 

3.1.1 Public Blockchain 

Any system or node can participate in a public blockchain, making it a particularly 
inclusive sort of blockchain system. Anyone with access to a public blockchain 
can try to decrypt a block of data’s hash and include it in the chain. A public 
blockchain network is still safe as an attack would take a lot of time and 
effort. Any potential attacker would be required to possess control over 51% 
of the chain’s nodes. Permissionless blockchain networks are another name for
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this kind of blockchain technology. It should be no surprise that the exchanging 
and tracking of cryptocurrency transactions is the most popular use of public 
blockchain technology provided that the primary public blockchain was utilized 
for cryptocurrency. Although Bitcoin was the initial cryptocurrency, Litecoin, and 
several other cryptocurrencies soon followed, each running on its own blockchain. 
Notarizing papers and keeping a record of public property ownership data are two 
other potential uses of a public blockchain. The important thing to remember is that 
any information that requires to be both public and secure is best served by a public 
blockchain. 

3.1.2 Private Blockchain 

A private blockchain network is one that is either administered in kind of a closed 
environment or is managed by a single organization, like a company. In other terms, 
it often has a smaller size as compared to a public blockchain. The controlling entity 
among a private blockchain (also known as an enterprise/permissioned network of 
blockchain) determines who is allowed access to the chain and who shall validate all 
data before it is incorporated. Private blockchains can be used for a variety of tasks, 
including supply chain management, private voting, and safeguarding trade secrets. 
There are restrictions regarding who can obtain the information and incorporate 
information into the chain in a permissioned blockchain. The data is not accessible 
to outside parties. Due to the fact that there are lesser nodes, they are typically 
quicker as compared to public blockchains since data can be authenticated and 
uploaded to the blockchain much more quickly. 

3.1.3 Consortium Blockchain 

A consortium or federated blockchain is a partly private blockchain that is run by 
numerous entities rather than just one. Participants of a verified group can only 
access the blockchain, removing some of the hazards associated with letting a 
centralized authority supervise the network, as would be the case in one private 
blockchain. In contrast to a public blockchain, where any node wishing to join 
could reach consensus, a consortium blockchain’s consensus process is managed 
by predetermined nodes, along with a validator station that can send, accept, and 
verify any transaction. Transactions can also be transmitted and received by member 
nodes; however, they would not be able to validate them. A consortium blockchain 
is mostly used in the payments and banking industries. Theoretically, banks might 
organize a consortium and choose which node should be in charge of authenticating 
all transactions. The technique could also be helpful for supply chain processes and 
research. The benefit of developing a consortium network is the fact that it provides 
access control similar to a private blockchain while being more robust and flexible 
than that of a public blockchain.
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3.1.4 Hybrid Blockchain 

A hybrid blockchain provides its developers with all of the features and benefits 
of both private and public blockchains. A hybrid blockchain often consists of a 
private, permission-based network alongside a public, permissionless network. The 
corporation has control over who may obtain and add information to the blockchain. 
The hybrid blockchain is owned by a private organization, but it cannot modify 
transactions. Given that it is more challenging to manipulate or influence 51% of 
the total nodes, it is more robust than from a private blockchain. In contrast to a 
public blockchain, a hybrid blockchain does not make the data and transactions it 
adds publicly available. They may, nevertheless, be publicly validated if necessary. 
A smart contract, which comprises a code fragment contained in a block and 
can start a consented event whenever an agreement milestone is achieved, is one 
example. Every participant’s identity is hidden from other participants until they 
conduct a transaction, which is another essential feature of a hybrid blockchain. 
Hybrid blockchains can be used for a variety of purposes. Real estate, where only 
certain details should be kept hidden however listings and sales should be publicly 
disclosed, is among the areas on which there is a significant focus. It might also be 
used in the retail and financial sectors. In Table 1, all four types of blockchains have 
been compared. 

3.2 Consensus Protocols 

Blockchain is a distributed system of a network that attempts to provide data security 
and data integrity. Every transaction on a blockchain platform is regarded as being 
quite secure and authenticated because there is no central body to check and audit 
the transactions. The intricacy of the truth may exist because blockchain operates in 

Table 1 Comparison between various blockchain networks 

Public blockchain Private blockchain 
Consortium 
blockchain Hybrid blockchain 

Anyone is free to sign 
up and take part in 
the network 

This system of the 
network is governed 
by a single 
corporation 

The blockchain 
network is influenced 
by numerous 
organizations 

Authenticated access; 
just a few 
components are 
private 

Immutable, fully 
decentralized, and 
secure ledger system 

Faster production, 
better energy 
efficiency, and 
privacy 

A system that is 
scalable, 
decentralized, and 
lightning-fast 

Flexible management 
of which data is made 
public and which is 
private 

Transactions are 
transparent to all 
parties but remain 
anonymous 

Data processing has 
been made simpler 
but is not accessible 
to everyone 

Network security and 
privacy are 
maintained 

A highly scalable, 
decentralized, and 
controlled system
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a decentralized fashion and stores high-frequency transactions at the same time. In 
order to avoid harmful events like double-spending assaults, it is crucial to reach 
a consensus [25]. The consensus protocol enters the picture here. A consensus 
protocol is a technique used in computer science to achieve unanimity among 
distributed systems or components over a particular data item. A consensus protocol 
is a procedure that enables all participants throughout a decentralized computing 
system to reach a consensus about the ledger’s current data state and also be capable 
of trusting unknown participants. Several consensus algorithms have been discussed 
below. 

3.2.1 Proof of Work 

A “Proof of Work” is really a fragment of information that is complex to produce 
(expensive, time-taking), yet simple to be authenticated by other participants. 
Blockchains that use the PoW algorithm make use of specialist nodes, or “miners,” 
which use energy resources to provide security and accounting functions for the 
platform. Freshly minted coins are used to pay miners for their work. PoW aims 
to make it ridiculously expensive to hack the network. Since authentic resources 
must be employed to modify the ledger, it is impossible to “fake the work.” From 
the viewpoint of behavioral economics, Bitcoin’s PoW design strikes a very fine 
balance between incentives. Miners are motivated by rewards. 

3.2.2 Proof of Burn 

Iain Stewart’s Proof of Burn algorithm attempts to address the problems with the 
proof-of-work approach. PoB protocol makes use of the concept of obliterating or 
burning the currencies, which reduces the requirement for high-energy resources 
during mining. It lessens the PoW’s reliance on robust computational gear as 
a result. By transmitting the coins to a publicly recognized, untraceable, and 
authenticated address, they are burnt. The transmitted coins then lose their ability 
to be spent. Instead of having to wait months after burning the coins, the miner 
instantly gains the ability to contest for the generation of fresh blocks. The node 
has a greater likelihood of producing the subsequent block and earning rewards the 
more coins it burns. However, this approach does not guarantee that the node would 
be permitted to mine after burning a specific number of coins. Therefore, the node 
can experience significant financial loss before receiving its reward. Additionally, 
the likelihood of being awarded decreases as the count of miners rises [26]. 

3.2.3 Proof of Stake 

The Proof of Stake-based database keeps a record of each validator (PoW’s 
counterpart of a miner) and each party’s individual investment in the blockchain
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network. In a PoS system, each validator makes an investment to increase their odds 
of mining the following block. The chances increase with increasing stakes. It does 
not, however, ensure that the validator having the biggest stake would be chosen. 
Comparable to a lottery, this mechanism selects the node for the role of a validator 
at random for block creation. Any person who tries to game the system forfeits his 
stake. Block construction is simple and does not require a lot of computer power, 
unlike PoW. 

3.2.4 Delegated Proof of Stake 

According to DPoS principle, only the nodes with stakes can elect block verifiers 
(also known as block producers) [27]. By using this voting method, the stakeholders 
grant the delegates they support the right to create blocks rather than doing so 
themselves, resulting in a computational power consumption of 0. The stakeholders 
will choose other nodes to take their place if the delegates are not able to produce 
blocks during their rounds. To arrive at a conclusion in a fair and democratic 
way, DPoS makes the best use of the shareholders’ votes. DPoS is a low-cost 
and very efficient consensus protocol when compared to PoW and PoS. Other 
cryptocurrencies, including BitShares, EOS, are implementing DPoS. 

3.2.5 Proof of Elapsed Time 

While the Proof of Elapsed Time (PoET), a jackpot-based consensus technique of 
the blockchain network, has an equivalent activity flow to the PoW protocol, it uses 
significantly less computation power because it does away with the requirement for 
mining-intensive mechanisms, which reduces energy use and resource utilization 
[28]. In PoET, each node of the shared ledger has its own independent random 
timing that dictates whether or not it will incorporate a fresh block to the network 
and receive a reward. As a result, it primarily prioritizes efficiency and makes sure 
that every node is given an equal opportunity of becoming the following block 
generator. 

3.2.6 Proof of Participation 

Proof of Participation merges aspects from PoS and Federated consensus techniques 
to a novel algorithm aimed to demonstrate that a node is contributing valuable 
network work. The “Node Registry” is a consortium of nodes maintained by the 
PoP protocol. Anyone may submit a request to join the network, and the distributed 
protocol shall select who is accepted. This is a significant improvement above 
federated chains, such as Ripple, in which a central authority chooses who can join 
the network. Only nodes within that Node Registry are authorized to produce blocks, 
and every node has approximately the same probability of generating the subsequent
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block within the chain. To participate, nodes should wager tokens, and this technique 
serves to combat Sybil assaults. PoP is intended to compensate a broader range of 
participants with fresh issuance, hence reducing the centralizing effects of PoW and 
PoS. 

3.2.7 Proof of Authority 

Proof of Authority can be described as an image-based technique for consensus that 
capitalizes on the reputation and identification of block auditors. An organization 
of Ethereum engineers headed by Gavin Wood presented PoA as a response to 
spamming assaults against Ropstein Ethereum test net in March of 2017. PoA is 
comparable to PoS; however, auditors wager their reputation rather than coins. PoA 
is really only suitable for private blockchain systems due to the fact that network 
leaders choose trustworthy nodes/validators [29]. PoA networks typically depend 
on a limited group of validators, thus resulting in greater performance per layer. 
PoA is commonly regarded as a viable alternative for semi-trusted management of 
supply chain settings. Ideally, diverse businesses in such a supply network would 
be able to protect the confidentiality of their data while yet taking advantage of a 
shared network. 

3.2.8 Proof of Importance 

Proof of Importance, first established by NEM (XEM), chooses its miners based 
on specific criteria in a procedure known as “harvesting.” The volume and quantity 
of transactions over the previous 30 days, the amount of invested currency, and 
network activity are typical determinants. These elements form the basis of the 
importance score given to nodes. The likelihood of being selected for harvesting 
a block and collecting the associated transaction fee increases with the score. 
Although comparable to PoS, PoI avoids the latter’s propensity to automatically 
reward the wealthy by taking into consideration participants’ total network support. 
As a result, simply placing a big POI bet does not ensure that you will win the block. 

3.2.9 Proof of Capacity 

Proof of Capacity, sometimes recognized as the proof of space, is a mining algorithm 
that bases mining rights on the amount of accessible space on a miner’s hard drive, 
in contrast to the majority of its predecessors, which awards mining rights based 
on the computation power or coins staked [30]. In PoC, the process of “plotting” is 
used by miners to create a list of all feasible hashes beforehand. Then, a hard disc 
is used to store these plots. There are more potential solutions for the more storage 
space a miner has. The likelihood of having the right hash combination and receiving 
the reward rises as the proportion of solutions rises. PoC makes it possible for the
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common person to take part in the network because it does not call for expensive 
or specialized equipment. As a result, it is a more decentralized and less energy-
intensive alternative to some of the more widely used consensus mechanisms. The 
system has not yet been adopted by many developers, and there are worries that it 
could fall victim to virus assaults. 

3.2.10 Proof of History 

Proof of History (PoH) offers evidence of historical occurrences, as the term 
implies. PoH technology enables “timestamps” to be incorporated directly into 
the blockchain, independently confirming the interval between transactions. This 
timestamping technique is made possible by a sequential-hashing verifiable delay 
function (VDF), like SHA-256. It functions by using the outcome of a transaction 
as the input for the subsequent hash, allowing everyone to plainly understand which 
event occurred in a specific order. PoH significantly minimizes the processing 
weight of the blockchain because the VDFs can only be solved by a single CPU 
score, making it faster and more energy-efficient than many of its peers. PoH has 
not yet undergone extensive testing because Solana is the only company that uses it 
[31]. 

Protocol architecture is replete with choices. Every architecture has its own 
advantages, disadvantages, and potential applications. From this perspective, it is 
logical to conclude that they are not genuinely in competition with one another. 
Bitcoin’s application of PoW, for example, is really safe and open. PoW is an 
excellent consensus protocol for cryptocurrencies. On the other hand, it would have 
been a horrible option for blockchain-based social media. With blockchain being 
such a new sector, it is imperative that we maintain our research in order to find new 
blockchain architectures. New consensus techniques will enable further blockchain 
applications. 

3.3 Challenges Faced by Existing Systems 

Elections have always been a contentious issue. Paper ballots and electronic voting 
machines (EVMs) both have their share of issues and challenges. When elections 
were still decided by paper ballots, a party’s victory was attributed to booth 
capturing; in modern times, it is linked to EVM tampering. EVMs were proposed 
as a better alternative to paper and ballot systems as they are time efficient and do 
not require huge manual labor for the counting of votes but due to their centralized 
nature, they are vulnerable to security threats. In the below-mentioned sub-sections, 
we will look at the several challenges faced by both the paper and ballot and digital 
e-voting systems.
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3.3.1 Paper and Ballot Systems 

The major issues of using the paper and ballot system for elections are as follows: 

Wastage of Paper 
It would be equivalent to going back to eating raw meat in the Stone Age after the 
discovery of fire to switch back to the paper from technological devices. Even the 
most polluting businesses are working to lower their carbon footprints, so using 
paper on such a large scale when there are other, more environmentally friendly 
solutions is a clear disregard for the environment. 

Manual Ballot Counting Takes a Lot of Time 
The manual counting of votes is laborious and prone to mistakes. It is quite tough 
to manually count crores of votes, and it takes far more man-days to tally the votes 
and determine the outcome. As a result, the votes are counted incorrectly, extending 
the already lengthy counting process. 

Booth Capturing 
Political parties have used force as a weapon to influence election results in their 
favor. In the media, a booth capture video became viral during the 2017 Odisha 
elections. In addition, CPM party booth capture incidents in West Bengal are public 
knowledge. The Chief Election Commissioner, Sunil Arora, stated about the return 
to paper ballots in an interview on February 1, 2019, “Political parties have a right to 
make their thoughts and concerns known because they’re the biggest stakeholders 
after the voters. But we won’t return to the era of paper ballots. We’re not going 
back to the days when ballots were seized, force was employed to accomplish the 
task, and counting took an abnormally long time” [32]. 

Ballot Paper Manipulation Techniques 
Other techniques of vote manipulation, besides booth capturing, have been used in 
previous elections. This includes the variations in the ink used when casting a ballot. 
A video from the Rajya Sabha elections in Haryana demonstrated how the voting 
periods for BJP and Congress MLAs differed, and how later, the votes made by 
Congress MLAs were disregarded due to a change in the voting pen. Even some 
voting papers may occasionally be altered voluntarily or forcibly, making the voting 
process dangerous for both voters and electoral commission members. 

3.3.2 Digital E-Voting Systems 

E-voting has improved the voting process’s performance and credibility in contrast 
to traditional voting techniques. Electronic voting is frequently deployed in a variety 
of methods throughout elections due to its adaptability, ease of use, and competitive 
pricing as compared to traditional elections [33]. 

Despite these benefits, conventional electronic voting techniques have the danger 
of encountering excessive authority and manipulated data, so reducing the voting 
process’ essential impartiality, confidentiality, opacity, untraceability, and verifia-
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bility [3]. Due to the fact that e-voting techniques are consolidated and licensed by 
the crucial organization that regulates, analyzes, and supervises the procedure of 
an e-voting platform, this is a potential obstacle to a fair voting procedure. Recent 
issues in democratic countries like the United States and India bolster this thesis and 
demonstrate its validity. It is crucial to prevent the erosion of voter confidence [34]. 

It is recommended that e-voting systems have the following qualities: 

• Receipt-freeness prohibits the production of any receipts as evidence of a voter’s 
support for a certain candidate [35]. 

• Fairness, preliminary outcomes that could have an impact on other voters’ 
choices are not acceptable [36, 37]. 

• Data integrity guarantees that every vote is recorded accurately and that it cannot 
be altered in any way after it has been logged [38]. 

• Voter anonymity and privacy: Voters’ names and the candidates they support 
should not be made public [39]. Only eligible democrats should be allowed to 
cast ballots [40]. 

• Dependability and robustness; voting platforms must function error-free. Soft-
ware and procedures ought to be created without any malicious code or mistakes 
[41]. 

• Individuality should not let voters cast multiple ballots [42]. 
• Verifiability: Voters should be able to ascertain that their ballots were appropri-

ately counted [43]. 

4 Recent Advances 

Habib et al. [44] discussed applications of an electronic voting platform utilizing 
the Ethereum technology and smart contract technology. Their describes the old 
approaches and the drawbacks of using them and how untrustworthy it is in a 
democratic country so it suggests an alternative approach using the technologies of 
this new era to move to a technique that is cheaper, faster, and easier to implement 
as compared to old approaches which are costly, easy to manipulate, and always 
questionable. New approaches ensure data integrity, increased voter count, and 
transparency. The proposed system in the forehand mentioned work ensures the 
security measures using fingerprint authentication and artificial intelligence used 
for face recognition. Zhang et al. [45] proposed a message authentication and 
transmission system that verifies authority while hiding the identity. The work 
suggests that this system can be used in various scenarios like complaint boxes, 
questionnaires, outcome assessments, opinion collection, and many more. This 
verifies the organizer and the voters with a design that implies that authentication 
can be carried out while preserving anonymity which is implemented using the blind 
signature. It solves the problem of trust between the organizer and the voter and 
defines the true meaning of democratic voting.
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Sayyad et al. [46] described blockchain to be a “cryptographically secure 
transactional singleton machine with shared-state.” This work explains the working 
based on a network that is decentralized and records transaction history and no 
single machine can alter the record on the decentralized network. Further, the work 
explains that the data is recorded in the blocks and every block is associated with 
two blocks, the previous and the subsequent one, through the hash algorithm. In 
case someone attempts to manipulate the information in any of the blocks, the chain 
becomes invalid. Thus, the data once stored, becomes immutable. The employed 
hash algorithm is SHA-256 which is a function that converts the raw data into hash 
data using a mathematical expression. It explains some limitations including that 
51% of computational power can modify the transaction data. Another limitation 
specifies that on updating the system divides the network nodes into two types: 
new nodes, and old nodes, and after the change of version, old nodes cannot 
connect with the new nodes. Mohammedali et al. [47] presented a framework that 
is effective and stronger; it has a wallet that is used for the creation of a key 
pair. An administrator first adds the voter data to the voting system after checking 
its private key with the parent pair and, therefore, confirms that information. All 
blocks are associated to one another via the previous hash field. All the blocks 
are arranged chronologically. This makes it immutable. The framework has an 
administrator who verifies the outcome with the previously stored data. Authorities 
can see the results but still cannot change them. The framework is created using the 
Java programming language to make a portable application, therefore, motivating 
the voters and increasing the voter count and hence, making the framework less 
expensive and more secure. SHA 512 increases security even more as compared to 
SHA 256. 

Rezvani et al. [48] proposed security policies of CIA (Confidentiality, Integrity, 
and Availability) model and their parameters which are relevant to the application 
of the E-voting system. It explains the CIA model into four categorical Voting 
Governmental Policies such as pre-registration, multi-candidate, and multi-casting. 
Confidentiality is a set of rules which stops unauthorized access to the data. Some 
majors of confidentiality are eligibility, no impersonation, ballot secrecy, vote cast-
ing secrecy, voting data secrecy, and privacy. Integrity ensures the trustworthiness of 
data without any forgery and it constitutes No Double voting, Ballot Immutability, 
self-tallying, and no ballot forging. Availability means the security of hardware, 
software, and database. It should resist online hacking attacks like DoS attacks, keys 
should be kept secret, and prevent loss of voting keys. Sukheja et al. [49] pointed 
out the issue that software developers who built the web application can manipulate 
the data, or can add extra voters and remove voters which grants them authorization 
that can be misused. Therefore, he suggested that a different committee should be 
appointed (except software developers who built it) which should ensure DAOs 
contracts. The committee should be able to add or remove members and grant 
the member the type of authorization according to the system or it should be 
autonomous. An institution should be answerable for any type of fraud or theft that 
takes place. This would help in the transparency of blockchain and make it more 
secure.
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Rathee et al. [50] discussed that the e-voting system’s privacy and security threats 
create a significant issue that could result in hackers committing a variety of scams 
to rig the election. Therefore, a possible challenge is establishing a trustworthy 
channel of communication by separating genuine devices from untrustworthy ones 
by calculating their level of trust using an optimizer. In order to identify and 
address the numerous hazards brought on by an intrusion at multiple levels, they 
developed a safe method using IoT devices utilizing blockchain. Benabdallah et 
al. [51] presented that due to its ability to eliminate TTP, decentralize transactions, 
provide transparency, and completely secure data storage. Blockchain is already 
being offered as a new technological foundation for a variety of applications. 
Additionally, it enables the usage of smart contract that automates and executes 
licensing terms, inside their context. Li et al. [52] proposed that the e-voting protocol 
allows multiple options and self-tallying options. The work demonstrates that these 
protocols fulfill complete tracing, likability, privacy, and secrecy. Furthermore, the 
work suggests that e-voting is realistic and can be used for practical applications 
after examining the time and gas expense of activities. 

Gao et al. [53] discussed an e-voting mechanism based on blockchain that 
offers a transparent process. By utilizing certificate-less and software encryption, 
this approach can also audit voters who practice malfunctioning and withstand 
quantum assaults. Following an evaluation of the performance, it was determined 
that the proposed work is appropriate for local elections and offers certain benefits 
in regard to effectiveness and safety when there are few voters. Farooq et al. [54] 
presented that without using actual polling sites, their proposed technology offers an 
architecture that could be used to perform voting activities online. They suggested 
a design that uses adaptive consensus algorithms. Voting is safer because of the 
chain security methodology used in the electoral platform. When a transaction is 
being carried out, smart contracts could offer a safe link connecting the network 
and the client. Shahzad et al. [55] proposed that the architecture outlined in the 
proposed study considers the utility of hashing methods, the building and securing of 
blocks, the collection of information, and declaring outcomes by utilizing a flexible 
blockchain strategy. This work makes the argument that the proposed framework 
understands data and security management issues with blockchain technology and 
offers a better representation of e-voting. Huang et al. [56] aimed to make data 
anonymous and verifiable, and hence they used proof of knowledge encryption 
which is homomorphic. The result of evaluation and testing and the result of 
evaluation and checking, as well as compared with comparable ideas, demonstrate 
that our work has benefits in terms of robustness and security, which demonstrates 
that our plan is both scalable and practical. 

Tran et al. [57] discussed that considering the developments in the field of 
blockchain, it will soon open new possibilities for applications such as smart 
contract systems, agriculture, smart cities, and e-voting. As a consequence, there 
will be a growing need for enhanced security that preserves transparent and 
decentralized technology that is expected to support blockchain developments. 
Zaghloul et al. [58] presented an idea that is safe and protects voter’s anonymity 
by using secure multiparty calculations that are carried out by parties with various
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allegiances. Additionally, the presented work uses a blockchain powered by smart 
contracts as a tamper-proof bulletin board that is open to the public to save votes 
forever and avoid duplicate voting. Their examination of confidentiality and safety 
demonstrates that the suggested system offers voter identification and is safe against 
vulnerability management threats. In this suggested approach, the findings of the 
research study and cell phone modeling demonstrate the viability of the suggested 
strategy for large-scale elections. Li et al. [59] aimed for a system that meets all the 
security criteria, maximum voting secrecy, conflict-free, and fair voting system. This 
work examines the processing time and assesses the running expenditure of every 
method on the blockchain platform by simulating them on a computer, Raspberry 
Pi, and a smartphone. The outcome of this experiment shows how useful it is. 

Panja et al. [60] presented security evidence to demonstrate that their proposed 
system gives the highest level of ballot data secrecy. They put their concept 
into practice by leveraging Ethereum blockchain as an open forum to register 
election processes as openly auditable transactions. The testing results and their 
studies demonstrate the protocol’s capability to be used in real-life applications. 
Zaghloul et al. [61] presented a comprehensive assessment and study of the main 
difficulties, possibilities, confidentiality, and safety concerns relating to Cryptocur-
rency and blockchain-based technology. Their discussion on confidentiality and 
security characteristics concludes with a summary of the most recent technological 
developments. Their findings could help miners create effective tactics for engaging 
in mining and maximizing income. Gao et al. [62] presented the results of their tests 
that demonstrate the effectiveness of the suggested MASE-based classification and 
method in achieving the best possible exchange between computing performance 
and interactions. The result of this escapes the FHE-based paradigm’s inefficiencies. 
Table 2 summarizes the literature survey of the abovementioned papers. 

5 Conclusion 

In this chapter, the importance and advantages of an e-voting platform based on 
blockchain are highlighted. This chapter uses blockchain technology to present a 
systematic analysis that compiles the most recent e-voting research. The concept 
of blockchain and its characteristics and working are presented prior to details 
on existing electronic voting techniques. Following this, a number of flaws in the 
current electronic voting architecture, opportunities presented by the blockchain 
framework to enhance electronic voting, and existing e-voting system solutions 
integrated with blockchain are noted and explored. 

The blockchain can serve as an appropriate arrangement for decentralized 
electronic voting, according to many researchers. Moreover, all electors and outside 
spectators can view the electoral records stored in the above-proposed systems. 
This chapter focuses on the five major features and different consensus algorithms 
of blockchain that make this technology highly suitable to be incorporated in
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Table 2 A brief summary of literature survey 

References Year Contribution 

Habib et al. [44] 2021 Highlighted the applications of an electronic voting platform 
using Ethereum technology and smart contract technology 

Zhang et al. [45] 2019 Proposed a message authentication and transmission system 
that verifies authority while hiding the identity 

Sayyad et al. [46] 2019 Explained the working of a decentralized network and 
recording transaction history on the decentralized network 

Mohammedali et al. 
[47] 

2019 Presented a framework with an administrator verifying the 
outcome of stored data 

Rezvani et al. [48] 2019 Proposed a security policy of confidentiality, integrity, and 
availability 

Sukheja et al. [49] 2019 Pointed out the possibility of data manipulation without any 
authorization 

Rathee et al. [50] 2021 Discussed the challenges in establishing a trustworthy 
channel of communication 

Benabdallah et al. [51] 2022 Presented the ability to eliminate TTP and provide 
transparent and secure data 

Li et al. [52] 2021 Proposed the protocols of e-voting which allows multiple 
options 

Gao et al. [53] 2019 Discussed a mechanism that offers a transparent process of 
blockchain-based e-voting 

Farooq et al. [54] 2022 Presented an adaptive framework that can be used for 
e-voting purposes 

Shahzad et al. [55] 2019 Proposed the use of hashing algorithms, construction, and 
sealing of blocks 

Huang et al. [56] 2022 Demonstrated the use of proof of knowledge for better 
security and efficiency 

Tran et al. [57] 2021 Discussed the possibility of applications of smart contract 
systems and e-voting 

Zaghloul et al. [58] 2021 Presented an idea that is safe and protects voters’ anonymity 
Li et al. [59] 2022 Proposed a system that meets all the security criteria, 

including maximum voting secrecy 
Pania et al. [60] 2020 Presented evidence that their system gives the highest level 

of ballot data secrecy 
Zaghloul et al. [61] 2020 Examined all the difficulties, possibilities, confidentiality, 

and safety concerns 
Gao et al. [62] 2022 Demonstrated the effectiveness of MASE-based 

classification in achieving the best computing performance 
and interaction 

e-voting systems making them completely immutable, secure, highly persistent, and 
maintaining user anonymity. 

A decentralized voting system using blockchain could be the future of electronic 
voting. This framework would be capable of overcoming most of the significant 
flaws of the conventional electoral systems. Although blockchain technology holds 
out a lot of promise, its existing limitations may prevent it from realizing its full
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potential. Research on the fundamentals of blockchain technology needs to be 
intensified in order to enhance its features and support for complicated apps that 
can operate on the blockchain architecture. 
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Multilayer Security and Privacy 
Provision in Internet of Things Networks: 
Challenges and Future Trends 

Kashif Naseer Qureshi, Thomas Newe, Rosheen Qazi, and Gwanggil Jeon 

1 The Internet of Things 

In today’s world, technology has changed society theatrically and vividly. Innova-
tive advanced technologies and technical assistance are making users’ lives easier 
by providing various opportunities, such as reducing labor, saving time and money, 
and providing fast and convenient data communication services [1]. The research 
in the field of the Internet of Things (IoT) has focused on many technical facets 
and various application scenarios, from a simple smart dust bin to smart homes, 
smart healthcare, smart industries, and smart transportation services. Smart homes, 
or home automation, is a new concept, in which home appliances are controlled 
with the help of IoT, such as heating and cooling options on smartphones to control 
air conditioners [2]. In smart transportation, traffic systems make vehicle parking 
easier with the help of this technology. IoT is also enabling smart agricultural 
systems, where with the help of different sensors and smart devices, we can now 
control the various features necessary for productive agriculture. Ozone detection, 
air-quality control, and temperature monitoring are some additional examples of 
these networks [3]. IoT has had many impacts on healthcare too, with the help of 
sensing devices and many other kinds of smart equipment; for example, doctors can 
now remotely examine their patients. There are smart wearable gadgets available, 
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Fig. 1 IoT networks and data communication 

such as smart glasses, smart watches, and smart sensors. The life cycle of an IoT 
device follows four major steps: amass, link, investigate, and act. The “things” 
in IoT are categorized into three types: feeling things (sensors), shrinking things 
(nanotechnologies), and thinking things (embedded intelligent systems or devices). 
Figure 1 shows several IoT networks and how data are communicated. 

IoT is being used to make communication easier and more advanced between 
different entities or facilitate human interactions in various simulated atmospheres. 
However, IoT is not only about these different entities, networks, and patrons 
in the connected system but also about different surface areas. IoT has several 
essential elements, namely entity devices or things, the cloud, mobile applications, 
encryption algorithms, network interfaces, authentication mechanisms, and physical 
security. IoT has been committed to providing widespread interconnection, inclusive 
intellectual services, and rigorous data perceptions. At the same time, as IoT is 
making our lives easier and more flexible, some challenges need to be considered, 
such as privacy and confidentiality.
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2 Architecture and Technologies of IoT 

The layered architecture of IoT includes three crucially different types of layers: the 
application layer, the perception layer, and the network layer [4]. All these layers 
use different technologies, depending on their functionalities. In the application 
layer, which communicates with the system’s firmware, various service platforms 
are used to provide efficient services. The perception layer is used to sense the data 
or information for further processing. The network layer contains several types of 
microcontrollers that enable the sharing or transferring of data between different 
objects (things) within an IoT-enabled network [5]. 

IoT networks have five basic characteristics: event-driven, ambient intelligence; 
flexible structures; semantic sharing; and complex access technologies [6]. With 
these characteristics and features, IoT devices provide efficient and inoperative 
integration between human society and physical modern systems [7]. The com-
munication technologies of IoT can be divided into two categories: noncellular 
technologies and cellular technologies. Different technologies are used in IoT net-
works, such as electronic product codes (EPCs) and radio-frequency identification 
technology (RFID). 

Table 1 shows the layer-based technologies in IoT networks. 

3 Security Requirements in Distributed IoT Applications 

Many studies and official documents have mentioned that distributed IoT is an 
efficient option to consider when deploying secure and efficient IoT-enabled systems 
or networks in the real world [8]. The only important purpose of all this progress 
and research is to provide secure, confidential, and authorized IoT-enabled systems 
and networks. In distributed IoT networks, all the devices or things are connected 
and can retrieve, process, and combine information and then provide it to all the 

Table 1 Layer-wise IoT technologies 

IoT layers Technologies 

Application layer Message queues telemetry transport (MQTT) 
Advanced message-queuing protocol (AMQP) 
Extensible messaging and presence protocol (XMPP) 

Network layer IPV6 
Routing protocol for low-power and lousy networks 
IPV6 low-power wireless personal area network 

Physical/perception layer Cellular devices 
Low-energy Bluetooth devices 
Low-power wide-area network 
Radio-frequency identification 
Wi-Fi
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Table 2 Security challenges and solutions in distributed IoT 

Security challenges Distributed IoT Solutions 

Identity and authentication Node to node Authentication and authorization 
mechanism 

Access controls Heterogeneous policies Access-control lists and roles based 
on access-control lists 

Protocol and network security Unknown peers Datagram transport layer security 
protocols and symmetric key-based 
protocols 

Privacy concerns Flexible Privacy-by-design approach 
Trust and governance Detailed information Untrusted framework 
Fault tolerance Detailed point of view Middleware layer 

entities in the system. Different IoT services are reliable and offer scalability, 
viability, interoperability, and data management. Securing IoT-enabled devices and 
networks is a major concern nowadays, and the security threats to these devices need 
to be removed [9]. There are several security challenges in IoT, such as network 
attacks, heterogeneous attacks, identity attacks, privacy attacks, trust attacks, and 
fault tolerances. A distributed network may pose fewer chances for attackers to 
control the network because an attacker can take control of some parts of the system 
but not the whole system. Table 2 shows the security challenges and their solutions 
for distributed IoT-enabled systems or networks. 

Attackers are always interested in stealing sensitive information such as pass-
words, credit or debit card numbers, and locations. This is why most attackers try 
to target at least one of the components of an IoT network. The attacker intends to 
gain access to and steal important information. Smart home devices connect various 
other devices. Smart home devices are made by different manufacturers and can 
have different security levels. The security level of a smart home device depends on 
the attackers’ objectives. 

Smart healthcare systems are vulnerable to multiple threats because of their 
versatility. These smart devices are used to monitor patients’ vital signs, such 
as body temperature, body movement, blood pressure, and heartbeat. As the 
number of devices increases, the risk of security breaches likewise increases. 
For example, several devices are being used by different users in a smart health 
environment—i.e., by doctors, patients, nurses, admin staff, etc.—and each device 
has its own programming logic. Thus, keeping up on updates to its firmware and 
other functionalities is not easy. 

Smart wearable gadgets are a new trend nowadays. These gadgets are used to 
measure metrics such as walking steps, heart rate, and running steps. Stumpy oper-
ator risks and high-viability attacks are common threats to wearable devices [10]. 
The attacker targets the data on the cloud by using techniques such as keylogging, 
trojans, and malware. High operator risks, low-viability attacks, medium operator 
risks, and medium-viability attacks are some of the categories of risky attacks. Smart 
wearable devices are being compromised because of these attacks. Smart cities also
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face many threats, such as advanced tenacious threats, a lack of security aptitude, 
recurrent breaches, defective processes, and the rise of outsourcing. 

4 Existing Challenges and Issues in IoT 

Recent advancements in IoT and the rapid trend toward adopting IoT have made 
IoT an ideal vulnerable target for attackers to breach data privacy, confidentiality, 
and data integrity [11]. The following are some of the many vulnerabilities in IoT-
enabled systems:

• Effortlessness and comfort of use
• Uncertain default login credentials
• Ignoring software updates
• Communications that haven’t been encoded
• Uncertain user interfaces
• Ignoring confidentiality defenses 

There are different security issues at the application layer of the IoT model. 
Some of these issues are the verification and confirmation of individuality and illegal 
access to the system [12]. Figure 2 shows the architecture of IoT security. 

To prevent illegal access to the system, appropriate schemes and mechanisms 
need to be implemented to verify and confirm users’ identities. In the application 
layer, the data is transferred from one location to another via different communi-
cation links, which move data from one place to another. This can cause serious 
security issues, such as the confidentiality, integrity, and secrecy of data. Thus, to 
avoid these types of issues, strong mechanisms for storing and retrieving data should 
be implemented [13]. Managing big data is another challenge for IoT applications 
that aim to prevent systems from having vulnerabilities. Better smart systems need 
to be designed to manage these big data. Application layer software susceptibilities 
need clear and understandable code because weak code and vulnerable code can lead 
to serious issues. The attacker can gain an advantage to compromise these systems. 
Lastly, a proper mechanism needs to be implemented to avoid buffer flow. 

4.1 Security Issues in the Network Layer 

Interconnectivity, network infrastructure, and communication protocols are the 
three basic services being provided by the network layer in IoT-enabled devices. 
Eavesdropping and forging are two commonly known security issues that are being 
faced by the network layer in the IoT architecture [14]. However, processing in 
IoT-enabled devices generates massive numbers of data; therefore, securing these 
data in such huge numbers is a challenging issue in IoT. TLS/SSL, IPsec, and 
several other mechanisms have been proposed to solve security issues in the network
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Fig. 2 IoT security architecture 

Table 3 Possible attacks on network layers and solutions to them 

Issue Solution 

Eavesdropping The encrypted algorithm on the sender and receiver ends 
DoS Intrusion detection and protection systems 
Damaging confidentiality Certificates, data encryptions, and access controls 
Damaging integrity Encrypted communications and end-to-end authentications 

layer. Integrity, availability, and confidentiality are some of the major concerns in 
this layer. To provide security for the network layer, security certificates and data-
encrypting algorithms need to be implemented. Some of the attacks that can occur in 
the network layer are denial-of-service (DoS) and routing attacks [15]. The issues in 
the network layer can be divided into two categories: customary security problems 
and compatibility issues. Illegally accessing networks; eavesdropping; damaging 
the confidentiality, integrity, and availability (CIA) of the network; DoS attacks; 
and other exploits fall under the customary security problems of network layers. 
Table 3 shows some of the possible exploits and some solutions to these security 
issues in network layers.
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4.2 Security Issues at Physical Layer 

The physical layer contains low-power devices such as physical devices, sensors, 
and actuators; as the name implies, their computational powers are low, so applying 
security mechanisms to this layer is a difficult challenge for developers. Damaging 
the integrity and damaging the authenticity of the network are some of the major 
issues facing IoT devices in the physical layer. However, threats from the outer 
environment and security threats from hackers and viruses are also common in this 
layer. On the other hand, sensor network security issues are also being faced by the 
physical layer of the IoT architecture. The nodes in the network are responsible for 
transmitting data from one end to another end of the communication channel [16]. 
Introducing malicious code, fabrication, and illegally reading content are some of 
the security issues for IoT-enabled systems. Applying an authentication mechanism 
and ensuring confidentiality with the help of an access-control mechanism are 
solutions that can secure the physical layer. Table 4 shows the various security 
challenges and security requirements of the physical layer. 

5 Countermeasures for Security in IoT 

This section lists several countermeasures against various attacks on the different 
layers of IoT-enabled systems. Application layer security measures for IoT-enabled 
systems are shown in Table 5 [17]. 

Table 4 Security challenges and requirements of the physical layer 

Security challenges Security requirements 

Limited resources Lightweight encryption techniques 
DoS vulnerability Protecting the data on sensor nodes 
Confidentiality of data Security certificates 
Integrity of data Authentication and key agreement mechanisms 

Table 5 Security measures for the application layer 

Security measures Description 

Substantiation and validation This precaution will help restrict and limit access to a system. 
Only authorized or confirmed users will be allowed to access 
the system. 

Invasion discovery This will help notify the system of various attacks on it and 
can also help provide various solutions to these threats. 

Risk valuation Risk valuation can help secure the application layer in IoT 
applications by comparing different standards of the threats in 
order to examine the risk level of the threats. 

Data security Updating firewall settings and encrypting data can help secure 
the data in the application layer of IoT devices.
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Table 6 Countermeasures that secure network layers in IoT devices 

Security measures Description 

IPsec and PPSK Internet protocol security (IPsec) should be applied to 
authenticate network access, and a private preshared key 
(PPSK) mechanism can be used to enhance the 
confidentiality, integrity, and authenticity of a layer. 

Disabling default passwords The default passwords should be disabled after installing 
new network devices to maintain strong password policies 
and the periodic changing of passwords. 

Intrusion prevention system (IPS) If a network has an IPS, then it can keep track of all the 
packets headed toward their respective destinations; this 
provides security at the network layer of wired IoT 
applications. 

Countermeasures for the network layer improve the security of the IoT architec-
ture. Researchers are currently working on deploying a stumpy resource–starving 
firewall in IoT devices to provide packet inspection to the layer. Table 6 shows the 
countermeasures that secure the network layer. 

The physical layer’s security measures are categorized into mainly two parts. 
The first part of this layer contains nodes, controllers, and managers. The second 
part is the perception network, which connects the physical layer to the network 
layer [18]. Several technologies are in the perception layer, such as RFID, ZigBee, 
sensor nodes, and sensor gateways. There are different types of security concerns at 
the perception layer, such as encryption, authentication, authorization, and privacy. 
Different solutions are available to control the threats to the perception layer, such 
as authentication mechanisms, authorization mechanisms, cryptography algorithms, 
stenography algorithms, and image-processing mechanisms. 

5.1 Attacks on and Threats to IoT 

Various types of attacks are launched against IoT devices, such as vulnerability 
exploitation, malware, password, sniffing, spoofing, botnet, remote-access, and data 
leakage attack usually occur through web and emails, via mobile data storage 
devices such as USB, optical media, and laptops [19]. In vulnerability exploitation 
attacks, the three types of vulnerabilities are buffer overflow, code injection, and 
cross-site scripting. By exploiting a vulnerability, a hacker can gain access to the 
system and disrupt the system’s processes. Malware is another type of attack, can it 
can be divided into subtypes, such as ransomware and spyware. A password attack 
is used to steal the credentials of a user by bombarding it with countless passwords 
until the attack finds the right password. Sniffing attacks are used to intercept the 
Internet’s incoming and outgoing data traffic toward a smart device. In spoofing 
attacks, a malicious node impersonates another device or user in a network to 
launch attacks against a network host, steal data, spread malware, or bypass access
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controls. This attack is also known as the monkey-in-the-middle (MITM) attack. 
Botnet attacks are used for a wide variety of cybercrimes, such as DoS attacks. A 
remote-access attack is another malicious action that targets computer networks. 

In application layer attacks, an attacker/hacker uses malicious code to compro-
mise the system. The code is injected into this layer to make the attack possible. 
In some cases, the attacker can also interrupt the system as an authorized user and 
harm the system [19]. Normally, a DoS attack is an example of an application layer 
attack where the hacker pretends to be an authenticated user to interrupt the system. 
In phishing attacks, the attacker uses emails to attack the system by collecting the 
victim’s credentials and then damaging the data. 

The network layer performs data routing, determines the path of data, and 
forwards data to establish a connection. This layer transfers information from 
a particular source to its destination [20]. Neglect selective-forwarding attacks 
and greed selective-forwarding attacks are two different types of attacks in the 
context of wireless communication networks, specifically aimed at selective for-
warding attacks. These attacks involve a malicious node selectively forwarding or 
dropping packets in order to disrupt or manipulate network communication. The 
main difference between neglect selective-forwarding attacks and greed selective-
forwarding attacks lies in the behavior of the attacking nodes. Sybil attacks usually 
occur in peer-to-peer networks, where an attacker generates some strained identities 
to behave like a diverse node in the network. This behavior reduces network 
proficiency and disrupts data veracity, the application of resources, and the overall 
performance of the network. The entity in a peer-to-peer network is software that 
can access all the local resources in the network and broadcast itself in the network 
with the help of an identity, and the attacker may present multiple identities to a 
network to act as separate nodes. This strategy helps the attacker to reach an uneven 
level of control in the network. 

The sinkhole attack is also known as the black hole attack, which creates a 
conflict between various resources. In the hello flood attack, a node sends several 
odd messages that are unrelated to communication and cause obstruction over 
the channel, which may slow down the communication process in the network. 
Acknowledgment flooding attacks fall under the category of DoS attacks, where 
acknowledgments (acks) are used to send wrong information to the intended 
adjacent nodes and thus cause congestion in the network. In the physical layer, 
attacks focus on forging collected data and destroying perception devices. In a tag-
cloning attack, nodes or tags are easily available to read and modify, or copies of tags 
can be generated. This attack makes it difficult to distinguish between the original 
tag and the copy tag [19]. In an eavesdropping attack, the attacker can find important 
data, such as passwords, PIN codes, or any other information being transferred from 
a tag to a reader or from a reader to a tag. The attacker can then use this information 
for their own purposes [19]. 

A radio-frequency (RF)-jamming attack can interrupt the signal coming from 
a radio frequency and can introduce noise signals to disrupt the normal data 
communication over the channel. In freshness attacks, the attacker uses some 
malicious code or an object (device/thing) to transfer data to the endpoint with
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some genuine identification information to gain trust from the endpoint host. This 
usually aims to abolish the cogency of certification [18]. In side-channel attacks, 
encrypted or plain text is used to determine the encryption key that is being used for 
data encryption. Moreover, the attacker deploys different techniques on encryption 
devices to obtain the key. One of these attacks is known as a timing attack—where an 
attacker identifies the key by investigating the time required to execute the algorithm 
that encrypts or decrypts the data [18]. 

5.2 Defenses Against IoT Attacks on Each Layer 

Various types of defense mechanisms have been developed against several attacks 
on each layer of the IoT architecture. The application layer’s defense mechanisms 
are access-control lists and firewalls. In the network layer, the devices are connected 
to a wired or wireless medium, where the attackers can easily gain control of the 
communication over the channel. The defense mechanisms against network layer 
attacks include data privacy, secure routing, and authentication. The information in 
the perception layer can be rather sensitive; therefore, it needs a secure physical 
design to prevent changes to the data. On the other hand, the communication can 
be blocked by using jamming node attacks on the layer, in which case a secure 
IP channel is needed to ensure the confidentiality of the data. In addition to this, 
the signals can be dropped, or any distortion in the communication can stop the 
data transmission. Authentication is then required for devices to continue the data 
communication over the channel. 

6 Privacy Issues in IoT 

In an IoT-enabled environment, sensor nodes or actuators are connected with the 
help of several types of hardware and software. This interconnection between 
devices leads to the probability that information will leak through some unsanc-
tioned and data-manipulated methods. Moreover, the devices are transferring 
different types of personal information; therefore, ensuring the privacy of data in an 
IoT-enabled environment is one of the major tasks for the developers and researchers 
[21]. Eavesdropping and data tracking are used to steal user data and violate user 
privacy [22]. 

Privacy in an IoT-enabled environment can be guaranteed by enhancing user 
access controls, improving transparency, and keeping apace of the latest IoT 
technologies. The confidentiality, integrity, and availability (CIA) traits of network 
security are considered as some of the most important security models [15]. 
Confidentiality in an IoT-enabled environment must be contained to only authorized 
users and entities in order to ensure their data privacy. However, the insufficient 
authentication of users and devices degrades user privacy [23]. Moreover, in an
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IoT-enabled environment, it is necessary to keep user data secret during data 
transmission. Therefore, sensors in IoT networks are equipped to hide messages 
from attackers and thus remain confidential. Integrity means the original data 
are maintained throughout data transmission in IoT networks. Tempering with or 
modifying the data can cause a data breach, which violates data integrity. Integrity in 
an IoT-enabled environment ensures that no data or information has been modified 
during the data communication between sender and receiver [24]. Ensuring integrity 
in IoT-enabled networks is not an easy task; therefore, many encryption algorithms 
are being used to ensure the integrity of messages. The process of enabling access to 
the authorized user at any time and any place, as is required, is known as availability, 
one of the CIA security traits. Availability in an IoT-enabled environment guarantees 
that the services provided by IoT devices are not being interrupted and are available 
for usage in real time [25]. This security service is prone to serious threats, such as 
DoS attacks. 

6.1 Existing Security Models for IoT Networks 

The authors in [13] presented many of the security measures for IoT networks, 
namely authentication, intrusion detection, risk assessment, and data security. The 
study further suggested that security threats can be controlled to provide better 
services for IoT-enabled devices. In another study [26], several security models 
were proposed to provide security and privacy. That study further explained IoT 
objectives such as communication, security and privacy, device discovery, network 
discovery, content access, and service access. Securing privacy and providing the 
best security protection to users are two of the major concerns in IoT networks. 
Mosenia and Jha measured various threats at different layers in the IoT architecture 
[27]. Oracevic et al. mentioned several key challenges in IoT, such as security, 
privacy, identity management, standardization in interoperability, data deluges, and 
controlling access [28]. Their paper also explained more about the various threats at 
different layers in the IoT architecture. 

Efficiently designed media access control (MAC) protocols are used to provide 
quality of service (QoS) in an IoT environment, better energy efficiency, and better 
data throughput; they are also used to reduce delay. Moreover, data-fusion and data-
aggregation techniques are used to remove redundant data from devices [29]. The 
main requirements of IoT networks are scalability, interoperability, security, and 
proper QoS. A review of the existing studies affirms that future technologies should 
be more efficient so that they can better face numerous challenges and risks [30]. 

IoT devices and networks are ideal targets for an extensive array of security 
attacks, which can lead to data manipulation and data leakage. Different researchers 
have proposed different security models to secure IoT-enabled systems or networks. 
In [31], Shaikh et al. proposed a solution to secure an IoT network and proposed 
using a secure compiler to secure coding and virtual machines to prevent stack 
overflow attacks on IoT servers. There are different vulnerabilities and weaknesses
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in the source codes of different programs. Therefore, secure compilers are needed to 
help analyze the code and remove weaknesses from the input program. Secure com-
pilers can be designed with six general parts: a scanner, a parser, a syntax-directed 
translator, a semantic analyzer, an intermediate code generator, and an optimizer. 
These all parts produce high-quality and trustworthy coding environments for IoT 
services with the help of protected coding rules. 

Stack overflow is one of the famous and common vulnerabilities in IoT devices 
because it helps hackers to attack these systems. To avoid this type of vulnerability, 
researchers have presented virtual machine–based stack protection. This strategy 
separates stack frames, where memory is shared between different stack frames, 
and whenever a new function call is made, a new stack frame is generated against 
it. In this technique, an attacker hacks a stack frame because the virtual machine– 
based stack is controlled to block the sensitive information and then passes the 
exception to the system to notify it of the attack. Thus, the secure compiler can 
help analyze the code to provide better programming to the enabled systems. This 
also reduces the cost of the development of IoT systems, whereas virtual machine– 
based stack monitoring reduces the cost of foiling glitches in IoT systems. Gafurov 
and Chung proposed different solutions for securing different layers in IoT-enabled 
systems [32]. They proposed that two-way authentication mechanisms must be used 
to secure IoT-enabled devices. 

Datagram transport layer security (DTLS) is a protocol that operates on the basis 
of using the rivest shamir adleman (RSA) algorithm and is specially designed for 
IPV6 to secure communication between the transport layer and the application 
layer in the IoT model. This protocol should be placed between these two layers 
to ensure the message’s confidentiality, integrity, and authenticity and ensure end-
to-end latency while consuming little energy [32]. The attribute-based signature 
scheme secures privacy in IoT-enabled devices, uses an attribute tree, and lays out 
all the unforgeable assumptions in the Diffie–Hellman algorithm. The users cannot 
copy any data for authentication or authorization in IoT-enabled systems. 

The fuzzy trust-based access-control (FTBAC) approach [32] has been used to 
develop trust-based IoT-enabled systems or networks. There are three layers in an 
FTBAC framework, and each layer is different and provides a different functionality. 
The first layer of this framework is the device layer, which is responsible for all 
communication between the different devices in a system. The next layer is the 
request layer, which collects information and calculates its fuzzy trust value. The last 
layer is the access-control layer, which maps the trust value onto access permission. 
The results of this approach are remarkable in that it provides suppleness and 
scalability in IoT-enabled systems thanks to its cryptographic protection. The secure 
middleware layer, as proposed in [33], can help exchange data in a protected 
and secure environment. vulnerability information risk technical understanding and 
sharing (VIRTUS) eXtensible messaging and presence protocol (XMPP) are two 
types of middleware used in IoT-enabled devices to provide secure communication 
between devices.
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7 The Future of IoT 

Setting consistent standards is one of the major challenges for IoT-enabled networks. 
There are not enough standards to ensure consistency in IoT-enabled devices or 
systems. Connectivity issues still need to be accounted for in IoT networks. For 
example, one company is working on wearable gadgets, while another is working on 
smart medical appliances. In this case, the likelihood that these products will be able 
to communicate is minimized because they use different protocols, which likewise 
minimizes interoperability. If they both used same standard for communication, they 
would have more interoperability. 

IoT is opening new paths toward an automated future, but at the same time, it 
comes with new risks. Several organizations are using smart grids, smart devices, 
and intelligent or smart manufacturing environments. All these fields are facing 
different challenges, such as data privacy and data security. Thus, global standards 
need to be built to increase the interoperability of IoT-enabled devices. The business 
industry is facing several challenges, such as the cost of operators, maintenance, 
and support, as well as some discovery issues. However, IoT has solved these issues 
by providing easy solutions to implement promotional strategies. IoT is the future 
of technology and the Internet because it automates almost every technological 
application in the world, such as smart wearable devices, smart homes, smart 
cities, smart health devices, smart transportation, smart vehicles, smart artificial 
intelligence–enabled devices, and many more. 

7.1 Top-Ten IoT Developments 

This section explains some of the major worldwide ventures of IoT networks that 
are listed by the Open Web Application Security Project (OWASP). They claim that 
IoT is not all about only devices or networks; rather, several areas are involved in 
IoT, and each of these areas needs to be evaluated. The elements of IoT include 
devices, the cloud, mobile applications, network interfaces, software, encryption 
algorithms, authentication mechanisms, and physical security measures. Table 7 
shows various methods to control several threats to IoT networks. When assessing 
the overall security of an IoT-enabled system, the OWASP categorizes these areas 
as follows:

• Insecure web interfaces
• Insufficient authentication and authorization
• Insecure network services
• Lack of transport encryption
• Privacy concerns
• Insecure cloud interfaces
• Insecure mobile interfaces
• Insufficient security configurability
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Table 7 Methods to control threats to IoT networks 

Threat Control method 

Insecure web interfaces 
Insufficient authentication 

Strong passwords and passcode-recovery mechanisms 
Use two-factor authentication 

Insecure network services Remove buffer overflow and provide network ports 
Lack of transport encryption Use SSL, TLS, and other encryption mechanisms 
Privacy concerns Collect only protected or encrypted data 
Insecure cloud interfaces Set session timeouts, and use two-factor authentication 
Insecure mobile interfaces Use two-factor authentication 
Insufficient security Ensure data are encrypted during transit 
Insecure software/firmware Keep devices updated 
Poor physical security Secure data-storage medium, and limit admin 

capabilities

• Insecure software or firmware
• Poor physical security 

8 Summary 

In this chapter, the different IoT security issues at different layers were discussed. 
The countermeasures and the developments in IoT security were deemed essential 
and necessary. Some of the countermeasures for these security threats were also 
discussed. The architecture and different technologies used in IoT were identified, 
and an overall view of different layers was laid out. IoT, as a complex system, 
integrates many layers, and the security problems come mostly from how the system 
is integrated, which is why the different layers are vulnerable to so many security 
problems; for instance, privacy protection is required for every layer. Finally, 
the number of IoT devices distributed in various systems and the future of IoT 
applications were discussed. 
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A Methodology for the Development 
of Soft Sensors with Kafka-ML 

Antonio Jesús Chaves, Cristian Martín, Luis Llopis Torres, Enrique Soler, 
and Manuel Díaz 

1 Introduction 

The Internet of Things (IoT) has definitely contributed to the application of data 
science due to data growth in recent years [1]. Any kind of device is able to send 
data periodically, even with high rates, to servers, cloud, or fog platforms. This 
has made it possible to have large amounts of data on the platforms and has given 
them the possibility of applying different processes to improve decision-making. 
For example, analytic techniques can be applied in order to estimate, predict, 
or monitor values and actions. Machine learning (ML) and artificial intelligence 
(AI) are the main fields where data are treated to carry out these predictions 
and recommendations. In this sense, the data availability and ML techniques can 
contribute to improving the decision-makings and the automated response of the 
IoT systems. 

However, there are two challenges that are difficult for data management. 
Sensors, which are mainly the data generators, are very expensive in some cases 
(expensive sensors can make product development unprofitable) or, simply, there 
is no sensor to produce these data. In this case, ML techniques can also help to 
infer these data from the information provided by other sensors that can have some 
correlation with the necessary data. 

A soft sensor is the combination of hardware sensors and software (mostly 
through machine learning) to estimate parameters that cannot be calculated directly 
or it is expensive to obtain [2]. The development of soft sensors has been 
greatly facilitated by achievements in data science, computing and communication 
technologies, statistical tools, and machine learning techniques [3]. Therefore, soft-
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sensor development is a low-cost alternative to manage variables that can be inferred 
when there is no data available to use in a formula or no such formula exists. Soft 
sensors can be designed as a source of variable estimation. 

Kafka-ML [4] is an open-source framework to manage the pipeline of Tensor-
Flow and PyTorch machine learning (ML) models on Kubernetes [5]. This tool 
allows the design, training, and inference of ML models by using data streams 
(with Apache Kafka as the data provider), enabling scalability, fault tolerance, and 
distributed models [6]. Since Kafka-ML is designed to work with data streams (for 
both training and inference), the framework can be used in an IoT ecosystem to 
manage real-time data pipelines, typical of sensorization in IoT, and to integrate 
ML models to take decisions and predict values. In this sense, Kafka-ML arises as 
a powerful tool for the design and development of soft sensors. 

There is a large literature about soft sensors, each applying different tools but, 
from our point of view, there is a lack of a generic platform to support soft-sensor 
development. In this chapter, we present a methodology based on Kafka-ML for 
soft-sensor design and development. In order to show the suitability of the platform, 
we present the design, implementation, and prototype of a soft sensor to calculate 
harmful nitrate levels from underground water. 

The main contributions of this chapter are: 

• Presenting Kafka-ML as an open-source framework for the design and develop-
ment of soft sensors 

• Providing a streaming framework for the continuous prediction and visualization 
of soft sensors 

• Using Kafka-ML to obtain a fast evaluation and validation of different models 
and scenarios, given the complexity of soft-sensor design 

• Demonstrating through a use case the prediction of harmful nitrate levels from 
underground water 

The rest of the chapter is structured as follows. Section 2 presents the related 
work regarding Kafka-ML and soft-sensor design. Section 3 presents the proposed 
methodology of soft-sensor design using Kafka-ML. Section 4 describes the 
proposed methodology by using a water pollution monitoring use case and evaluates 
several key elements of the proposed approach. Finally, Sect. 5 summarizes the 
work, with a discussion on further potential extensions. 

2 Related Work 

The IoT has contributed to increasing the development of hardware sensors. Almost 
any IoT device is equipped with sensors, and it is able to send information using 
wireless communication technology such as Bluetooth or WiFi. However, when the 
necessary knowledge is unavailable, or the modeling process is too complicated, the 
construction of soft sensors is a promising complementary technology [3].
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The design of a soft sensor can be carried out by applying different techniques, 
namely model-driven and data-driven [2]. Model-driven soft sensors are based on 
first principle models (FPM), extended Kalman filter [7], and adaptive observer 
[8]. FPMs describe the physical and chemical background of the process, but it 
is difficult to model malfunctions or changing conditions. Data-driven soft sensors 
have been presented as a design alternative. 

The design of data-driven soft sensors can apply statistical methods and ML 
techniques. Some examples are principal component and partial least squares 
regression, support vector machine, artificial neural network, and deep learning 
[3, 9, 10]. There are many different application fields for data-driven soft sensors 
such as: 

• On-line prediction. Combining real-time data and estimated variables to carry 
out predictions about the processes 

• Monitoring. Using estimation to monitor variables without sensor devices 
• Fault detection. Applying the on-line prediction to detect malfunctions in the 

monitored system 

Neural network techniques are broadly used to estimate values by minimizing 
the distance between the network and target outputs. When the model is trained, 
it is possible to predict the output simulating a real sensor. Soft sensors using this 
technique are designed in many different fields. For example, in [11], a control of 
distillation column soft sensor is designed. Kadlec et al. [2] present data-driven soft 
sensors for the industry. The chemical industry is applying techniques for variable 
estimations to substitute expensive sensors or data that cannot be directly sensorized. 
One example, in this context, is the estimation of the nitrate concentration as 
described in [12, 13]. 

Many works have researched the forecasting of nitrate concentration based 
on ML techniques. In [14], the ability of artificial neural networks to model 
groundwater nitrate of the Arak Aquifer is presented. Nitrate monitoring is very 
important in cities. In [15], an array of soft sensors to improve nitrate concentration 
accuracy is proposed. Soft sensors for nitrate estimation are also designed for 
treatment water plants as shown in [16]. Another complementary work [17] applies 
soft computing models to simulate nitrate contamination. 

All these proposals apply the traditional stages for the application of machine 
learning techniques, i.e., feature extraction, model training, and inference. Addi-
tionally, data can be used in an offline or real-time mode, but it is necessary to 
adapt the framework to the particular characteristics of the design. We propose a 
methodology based on the Kafka-ML framework to simplify soft-sensor design. 

Apache Kafka [18] is an open-source distributed event streaming platform 
used by thousands of companies for high-performance data pipelines, streaming 
analytics, data integration, and mission-critical applications. In particular, Kafka can 
be used as a real-time data provider (fault-tolerant and scalable streaming data) to 
the machine learning models in order to take decisions or forecasting. Many works 
deal with Kafka and ML, such as [19, 20] or [21].



310 A. J. Chaves et al.

Kafka-ML [4] is a framework to manage the pipeline of TensorFlow/Keras and 
PyTorch (Ignite) ML models on scalable containerized platforms (Kubernetes). The 
Kafka-ML pipeline allows the design, training, validation, and inference of ML 
models. The training and inference datasets for the ML models can be fed through 
Apache Kafka; thus they can be directly connected to data streams such as the ones 
provided by the IoT. Other approaches such as Kubeflow [22], NVIDIA DIGITS 
[23], Amazon SageMaker [24], Algorithmia [25], and Valohai [26] have similar 
goals or have provided some of the functionalities, but Kafka-ML is the first open-
source framework to provide an ML/AI pipeline solution to integrate ML/AI and 
data streams. This chapter proposes a methodology to use this framework to design 
and implement soft sensors. 

3 Proposed Methodology for Soft-Sensor Development with 
Kafka-ML 

Kafka-ML provides an open-source framework that enables the management of the 
pipeline of machine learning techniques with data streams including steps such 
as training and inference. Soft sensors are precisely, in most cases, data stream 
generators that infer a unique property where machine learning and deep learning 
techniques are adopted. In this section, a methodology to integrate these two 
paradigms is presented. The proposed methodology (Fig. 1) for the design of soft 
sensors through Kafka-ML includes: 

1. Soft-sensor design and data ingestion into Kafka-ML for the training of ML 
models

1 2 2.1 

3 
4 

Fig. 1 Proposed soft-sensor development methodology in Kafka-ML
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2. Design, training, and validation of ML models (even multiple in parallel) with 
the data streams received 

3. Trained model deployment for soft-sensor inference, where real-time sensor data 
will be ingested into the model as input to obtain predictions of the desired 
property 

4. Soft-sensor prediction visualization through a user-friendly interface in Kafka-
ML

As you can see, you only need the Kafka-ML framework for the design of soft 
sensors with this methodology. Next, each step of the methodology is described in 
detail. 

3.1 Soft-Sensor Design and Data Ingestion to Kafka-ML 

The first decision to take into account in this methodology is the selection of the 
physical sensors to design the soft sensor. This decision can be influenced by several 
factors, such as the sensors available to predict the desired feature, their cost, real-
time response, and the combination of all of them. Although in the inference phase 
it will only be necessary to send the measurements to predict the target variable, 
in the training phase it is also necessary to send the real value of the measurement 
to be predicted to carry out supervised learning. This can be done in a laboratory 
or by using a sensor (probably very expensive) that will later be replaced by the 
developed soft sensor. Once the sensors have been selected and properly installed in 
the study area, the sensor data can be sent to the Kafka-ML framework for further 
analysis and training. Two of the libraries developed in Kafka-ML can be used for 
this purpose: RAW (binary format) and Apache Avro [27]. 

On the one hand, the RAW library can be used to send and encode measurements 
directly in binary. Apache Kafka works with a binary format for high performance. 
The RAW library handles the data types and encodes them transparently to the user. 
The user only needs to code an array or matrix with a list of measurements to obtain 
a prediction from the soft sensor, and the library handles the encoding, shape, and 
dispatching. 

On the other hand, users can also use the most popular library for encoding data 
streaming pipelines, Apache Avro. Using a defined Avro schema for the studied 
dataset, users only have to send a simple JSON with the Avro library to Kafka-ML. 
The advantage of this data format is that most big data and data stream platforms 
support Apache Avro, and therefore, this facilitates hypothetical integration with 
other systems. 

Unlike many streaming data platforms, sending measurements for feature predic-
tion does not mean that these measurements are consumed and discarded. Kafka-ML 
exploits the Apache Kafka feature for data retention, and stream data can be reused 
as many times as necessary. Thanks to this, Kafka-ML not only allows the reuse of 
the generated datasets for the training of multiple models in parallel, thus optimizing
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Fig. 2 Kafka-ML data stream management form 

time and resources, but also for training new models later on. Figure 2 shows the 
Kafka form for data stream management. Once data streams are sent to Kafka-ML, 
they are registered so they can be easily dispatched to other training models in this 
form. 

3.2 Model Design, Training, and Validation 

The second step of the methodology covers the definition and model training 
through the data stream sent to Kafka-ML in the previous step. In Kafka-ML, users 
can easily define multiple models in popular machine learning and deep learning 
frameworks. Currently, Kafka-ML supports TensorFlow and PyTorch, allowing 
developers to use the one that best suits their needs. Once users have defined 
a set of models to evaluate, they can make them available for training. One of 
the common practices in machine learning is to continuously evaluate different 
models, hyperparameters, and architectures until reaching the one that best fits the 
studied dataset. Kafka-ML facilitates this thanks to its data stream management and 
simultaneous model deployment. In the soft-sensor design, users can create several 
models to compare their performance with data streams previously received from 
physical sensors. 

Kafka-ML also supports model deployment on infrastructures with both CPUs 
and GPUs. In the case of computationally intensive models such as deep learning 
models, Kafka-ML exploits GPU acceleration for fast training. For advanced users 
who want to exploit Kafka-ML’s features to their fullest, another alternative is 
to deploy partitioned models in a distributed way [6, 28]. This would enable 
the deployment of deep learning models in the cloud-to-things continuum for 
optimizing response times. 

The definition of models in Kafka-ML is a very easy task. Figure 3 shows how to 
define a new machine learning model. In the creation form, a name for the model, 
optional imports for required libraries, and the source code of the model itself in 
the selected framework have to be specified. For instance, Listing 1 shows a Kafka-
ML TensorFlow code example for the definition of a soft-sensor model with 4 input 
variables and 3 neural layers of 64, 32, and 16 neurons, respectively. This code also
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Fig. 3 Create model form in 
Kafka-ML 

defines the optimizer (Adam), the loss function (mean squared error), and finally 
the metrics that will be displayed when the model is trained. In this case, the mean 
absolute error (MAE) and mean squared error (MSE) are used. In the soft-sensor 
design, usually regression models are involved so the output layer of the model is a 
continuous value. 

Listing 1 Example soft-sensor TensorFlow/Keras ML code with 4 sensor inputs. 

Once a set of models for the soft sensor has been defined in Kafka-ML, it is 
time to create a configuration. A configuration is a logical union of one or more 
models that will be trained together. The configuration is then deployed with the 
corresponding training parameters such as the batch size and the number of epochs. 
Figure 

model  =  S e q u e n t i a l  ( [  
Dense  ( 6 4  ,  a c t i v a t i o n  = ’  r e l u  ’  ,  i n p u t _ s h a p e  = [ 4 ] )  ,  
Dense  ( 3 2  ,  a c t i v a t i o n  = ’  r e l u  ’ )  ,  
Dense  ( 1 6  ,  a c t i v a t i o n  = ’  r e l u  ’ )  ,  
Dense  ( 1 )  
] )  
model  .  c ompi l e  (  l o s s  = ’mse  ’  ,  
o p t im i z e r = ’adam ’ ,  m e t r i c s = [ ’mae ’ ,  ’mse ’ ]  )  

4 shows the form where the user can set those parameters. Once deployed, 
a Docker container will be created in Kafka-ML (Kafka-ML is a microservice 
architecture) and will start reading the data stream sent previously from Apache 
Kafka. It is not a problem if the data have not been sent yet because the models will 
wait until the data stream is available. 

Users can check the training metrics and compare the results obtained by the 
defined models in real time since the first epoch. This allows users not only to
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Fig. 4 Kafka-ML model 
deployment form 

Fig. 5 ML models and training metric result table in Kafka-ML 

visualize and compare the performance of their models but also to stop the training 
of a model as soon as they realize that it is not getting acceptable results and not 
to wait until the end of the training. Once all the models have been trained, users 
evaluate the best-performing models, download them in h5 format, and prepare the 
selected ones for soft-sensor inference (next step). 

Figure 5 shows the resulting metrics form where the trained models can be com-
pared. These metrics are the ones defined when designing the model. Furthermore, 
metrics can be studied in more detail (e.g., learning curves) by selecting the chart 
option. In this case, a chart with the metrics such as the one displayed in Fig. 6 shows 
the progression of the metrics with respect to the epochs. In this interactive graph, 
users can select which metrics are displayed and compare the results of training and 
validation, for example, to identify whether overfitting or underfitting has occurred.
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Fig. 6 Metric visualization chart in Kafka-ML 

3.3 Model Deployment for Soft-Sensor Inference 

Once the model or models have been trained, validated, and selected, users can 
deploy them to make data-driven inferences and obtain real-time predictions for the 
soft sensor. In this way, they do not have to use another tool for this purpose (e.g., 
TensorFlow Serving [29], BentoML [30], etc.). Kafka-ML offers the possibility to 
deploy these models directly from the application and through Kafka topics, receive, 
and return the output as appropriate. To deploy the models, users can configure the 
number of replicas of the model, the Kafka topic where the measurement data will 
arrive, and the output topic where the soft-sensor predictions will be sent, among 
other parameters. From the moment of deployment, the deployed models expect 
sensor data in an input topic, and they will send the soft-sensor prediction result to 
the configured output topic. 

This closes a loop where the data reach Kafka-ML and is used in the different 
phases of the pipeline using data streams. In addition, the application allows the 
deployment of these models with the possibility of being fault-tolerant if necessary, 
deploying several replicas of the necessary components, or partitioning the input 
and output topics for load balancing. 

3.4 Final Application: Kafka-ML Visualization 

The last step when users have a trained and deployed model is to visualize the soft-
sensor data over time. Normally, in these situations, an ad hoc API is developed to 
visualize the soft-sensor predictions via a web form (e.g., a Python Flask API that 
imports the trained model and serves the predictions through a graphical interface).
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Fig. 7 Real-time soft-sensor prediction visualization in Kafka-ML 

Kafka-ML has also considered this case, and it is prepared for fast application 
delivery. Finally, users can visualize the soft-sensor inferences in real time. 

Figure 7 shows an example of the visualization of predictions on one of the 
models that we will later observe in the evaluation. To use this tool, users only 
need to configure the output topic they configured in the inference, and design 
aspects such as the color of the graph, the number of outputs, and the type of model 
(regression in this case). Once connected, the soft-sensor results will be displayed 
as shown in the previous example. Note that the data displayed are real-time data, 
and there is no system to display historical data. This API is currently intended for 
fast data visualizations as presented in this case. 

Using this visualization means that users do not have to leave Kafka-ML and 
move everything previously developed to other tools such as Grafana [31] to  
visualize predictions in real time, accelerating the development and usage of soft 
sensors with data streams. 

4 Water Pollution Monitoring Use Case 

To demonstrate how the methodology works, we introduce the use of this method-
ology for the development of a soft sensor for water pollution monitoring. In 
particular, we present a soft sensor for the prediction of nitrate (.NO−

3 ) concentration 
in river watersheds. To do so, we will carry out this development with a public 
dataset taken from the United Kingdom (UK) rivers in an attempt to implement a 
soft sensor capable of detecting the amount of nitrate in water, a parameter that is 
difficult and costly to measure continuously.
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In the following subsections, we will discuss the dataset used, as well as the 
models to be evaluated in order to compare the results and choose the best one to 
deploy in a soft sensor. 

4.1 Methods and Datasets 

Consider the challenge of measuring nitrate levels in water due to the lack of data 
and sensors; the first step is to look for a public dataset to address the problem and 
study whether it is viable to do so or not. In this first step, we have made use of the 
UK government’s Open Data on river water quality monitoring [32]. This dataset is 
public and open, with a large amount of data available. 

The dataset contains multiple information about the water quality monitoring 
stations, such as their geographical coordinates, station identifier name, as well 
as different variables measured over time. The variables change depending on the 
station, although the main ones include the following: 

• Alkalinity 
• Biochemical oxygen demand 
• Conductivity 
• Dissolved copper 
• Dissolved oxygen 
• Dissolved iron 
• Nitrate 
• Nitrite 
• Ammonium 
• pH 
• Dissolved phosphor 
• Suspended solids 
• Dissolved zinc 

Among these measured characteristics is the nitrate, which is difficult to measure 
directly, and the sensors to do so are very expensive. A clear candidate for a 
soft sensor. From the rest of the variables, we must select which ones that, when 
assembling a real device with attached sensors, are, as a whole, easier and cheaper 
to obtain than the nitrate sensor we are trying to simulate. 

Therefore, from the previously mentioned variables, we selected alkalinity, 
conductivity, pH, and suspended solids, as these are the ones that are easier to 
measure with low-cost sensors. 

After selecting the variables, we slightly preprocess the dataset by cleaning 
possible outliers, normalizing the data for better training, and sending it to Kafka-
ML simulating that the data have been sent by an IoT device. 

Regarding machine learning models, various model architectures have been 
evaluated in order to determine which of these best fit the data and the problem
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Input Layer (4) Hidden Layer (210 ) Hidden Layer (210 ) Hidden Layer (29 ) Hidden Layer (28 ) Output Layer (1) 

Fig. 8 Proposed soft-sensor ML model architecture 

to be solved. Given the data, the architecture that suits us best is a fully connected 
(known as dense) one. One of these architectures can be seen in Fig. 8. 

4.2 Evaluation 

For the evaluation of the soft-sensor performance in Kafka-ML, the tool has been 
deployed on a cluster architecture with the following computation capacities: 

• Hardware configuration. Kafka-ML has been deployed on our own cluster of 
7 state-of-the-art servers. Each server has an Intel(R) Xeon(R) Gold 6230R CPU 
with two NVIDIA(R) Tesla(R) V100 GPUs as well as 384GB of RAM. The 
client that sent the data and where the results were measured has an Intel(R) 
Core(TM) i9-10900K CPU and 64GB of RAM. 

• Software configuration. Each node runs Kubernetes v1.21.6 and Docker 20.10.8 
on top of Ubuntu 20.04.3 LTS. A Kubernetes master was deployed in one of the 
nodes, while the remaining are Kubernetes workers. The client PC runs Ubuntu 
21.04. 

We evaluated a total of 4 different model architectures, each of which different 
number of layers and neurons per layer. In addition, the previous ones have been 
slightly modified by adding Dropout layers [33]. All models have been trained using 
Huber loss as loss function, Adam optimizer, and scaled exponential linear units 
(SELU) as activation function in hidden layers. Table 1 shows the different model 
architectures evaluated.
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Table 1 Model architectures used during evaluation 

# Description Architecture 

1 Model with 3 layers . 512 × 128 × 64

2 Model 1 with a dropout layer . 512 × 128 × Dropout(0.2) × 64

3 Model with 4 layers . 1024 × 512 × 512 × 256

4 Model 3 with dropout layer . 1024 × 512 × Dropout(0.2) × 512 × 256

5 Similar to Model 1, changing 
neurons distribution 

. 64 × 1024 × 64

6 Model with 4 layers with 
fewer neurons 

. 1024 × 256 × 512 × 64

7 Model 6 with dropout layers . 1024 × 256 × Dropout(0.2) × 512 × Dropout(0.2) × 64

Fig. 9 Validation MAE decrease of the evaluated models during training 

For this evaluation, these models have been defined in Kafka-ML, grouped, and 
deployed with the same training setup. Specifically, this consists of a training of 32 
epochs with a batch size of 16 samples. MAE and Mean metrics have been used 
to compare the precision of the models. Figure 9 shows the MAE decrease for the 
different models and Fig. 10, the corresponding for the MSE. 

As can be seen in the MAE and MSE validation, we found that model_2 as 
well as the modified model with Dropout layer obtained the best performance. Its 
architecture can be seen in Fig. 8. Once selected model_2 as the baseline model, 
we move on to the inference experiments using this model. 

For the inference evaluation, we measure the response time of the inference 
service. In order to measure this, we have carried out different experiments by 
deploying the service in different setups. In these setups, we have varied the number 
of clients sending sensor data to be inferred. In addition, the number of replicas and 
the number of Kafka partitions were also modified. 

These benchmarks are important since it is possible that in some use cases the 
user may require high availability of the predictive models due to the need of having 
multiple sensors deployed across a measurement area.
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Fig. 10 Validation MSE decrease of the evaluated models during training 

The setups used are as follows: 

• One un-partitioned topic and the model replicated once 
• One topic with two partitions and the model replicated twice 
• One topic with four partitions and the model replicated four times 
• One topic with eight partitions and the model replicated eight times 

Each test consists of sending 512 messages with sensor data and measuring how 
long the model takes to predict. This was done 32 times in order to obtain an average 
result. These tests have been carried out with various inference replicas setups and 
various partitions in the Kafka topics. Furthermore, each test has been replicated 
with different numbers of clients (specifically with 1, 2, 4, 8, 16, and 32 clients, 
respectively), making requests, seeking to evaluate how the system behaves when 
faced with a multitude of requests. 

The most basic use case of Kafka-ML is the setup where we use one topic in a 
single partition and no replication of the inference module. It can be observed in 
Fig. 11 that this setup works fine with a few clients, but as soon as we scale the 
number it gets overloaded and the latency increases. 

Having a greater number of replicas of the model and a greater distribution of 
the data in Kafka improves this result. This can be seen in cases requiring higher 
availability, where the latency is clearly lower (except when we have already reached 
a limit that cannot be improved by replication and partitioning). Therefore, it can be 
concluded that having more replication and partitioning of data can reduce latency 
in cases where higher availability is required. 

Another test was carried out to measure the response capacity of Kafka-ML at 
different data transmission frequencies. In this test, clients (simulating IoT devices) 
generated data at certain time intervals, and we seek to observe the responsiveness 
of Kafka-ML as well as the point where there is no longer a bottleneck in the 
prediction.
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Fig. 11 Average inference latency response with a different number of clients, topic partitions, 
and replicas 

Fig. 12 Responsiveness of Kafka-ML toward data transmission at different time intervals 

As a result (Fig. 12), it was found that from approximately 2.25 s onward, Kafka-
ML is able to respond to data sent at this frequency without any bottleneck. 

5 Conclusions and Future Work 

In this chapter, we have presented a methodology for the definition and deployment 
of soft sensors using Kafka-ML, a framework for the management of ML/AI 
pipelines with data streams. In this methodology, we have presented step by 
step how to design a soft sensor including: (1) soft-sensor design and IoT data 
dispatching and integration into Kafka-ML; (2) ML model design, training, and
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validation for predicting a feature of interest; (3) trained ML model deployment 
and data ingestion for real-time soft-sensor inference; and finally, (4) a fast-delivery 
application with the Kafka-ML visualization. All these steps only require the Kafka-
ML framework, which reduces implementation efforts and makes the design and 
implementation of soft sensors much easier. 

A use case with open data from the water quality of UK rivers has been presented 
to show the potential of Kafka-ML for the deployment of soft sensors. In addition, 
a series of experiments in different scenarios have been carried out on the proposed 
methodology, resulting in a low-latency product that can be configurable for fault 
tolerance and high availability. 

As a future work, the following improvements to Kafka-ML and the proposed 
methodology are considered: 

• User experience improvement. From a user’s point of view, we have observed 
some possible improvements that could enhance Kafka-ML for the proposed 
methodology. For example, the model creation view could be redefined to 
simplify it, if necessary, so that users outside the computer science domain are 
able to define ML/AI models in an intuitive way. 

• Automatic hyperparameter optimization. The automatic selection of the best 
hyperparameters for the model would improve the evaluation of different models, 
allowing to automatically obtain the best combination of training parameters. 
Furthermore, and related to the aforementioned, this would allow users external 
to the domain to create fine-grained solutions in a fully automated way. In order 
to integrate this functionality, one of our choices is to adapt certain features 
of frameworks related to this area, such as Ray Tune [34] or Optuna [35], and 
integrate it into a new module to use at any time. 

• Pretrained ML models inclusion. Researchers in other areas may already have 
ML models that perform the job of a soft sensor thanks to previous research 
efforts. Kafka-ML could open the possibility that these models could be inte-
grated and usable for real-time data reception from sensors. 

• Data preprocessing and postprocessing. In most ML application use cases, data 
preprocessing or postprocessing is necessary for better model performance. 
While this is achievable before sending the data to the model, either for training 
or for inference, a potential functionality for Kafka-ML and the proposed 
methodology would be the integration of data processing activities as well as 
statistical analysis for this. 
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