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Preface

The Series of Annual International Conferences on Group Decision and Negotiation
(GDN) has provided a stimulating forum for disseminating, discussing, and critiquing
the latest research on the theory andpractice of groupdecision andnegotiation.GDNcon-
ferences have provided invaluable opportunities for participants to share and exchange
ideas and have also been a catalyst for collaborative partnerships between scholars who
are passionate about discovering fundamental knowledge about group decision-making
and negotiations. GDN conferences have taken place every year since 2000 with two
exceptions (2000, Glasgow, UK; 2001, La Rochelle, France; 2002, Perth, Australia;
2003, Istanbul, Turkey; 2004, Banff, Canada; 2005, Vienna, Austria; 2006, Karlsruhe,
Germany; 2007, Mont Tremblant, Canada; 2008, Coimbra, Portugal; 2009, Toronto,
Canada; 2010, Delft, The Netherlands; 2011, Cancelled; 2012, Recife, Brazil; 2013,
Stockholm, Sweden; 2014, Toulouse, France; 2015, Warsaw, Poland; 2016, Belling-
ham, USA; 2017, Stuttgart, Germany; 2018, Nanjing, China; 2019, Loughborough, UK;
2020, Cancelled; 2021, Toronto, Canada (but held online); and 2022, held as a virtual
event).

The 23rd International Conference on Group Decision and Negotiation (GDN 2023)
was held at the University of Tokyo, Japan, from June 11th to 15th in hybrid format. A
total of 102 submissions were received, spanning nine streams related to GDN. After
a thorough and careful review process by an international scientific committee, eleven
papers were chosen for publication in this volume entitled “Group Decision and Nego-
tiation in the Era of Multimodal Interactions”. The eleven papers in this volume are
organized into three sections, showing the wide spectrum of research that was presented
at GDN 2023.

The first section, “Taking a Step Back: Critically Re-examining Technology
Interactions with Group Decision and Negotiation”, presents two papers. Meyer and
Schoop provide a valuable and informative systematic literature review for e-negotiation
researchers and practitioners. Kaya and Schoop then analyze and evaluate the per-
formance accuracy of predictive machine learning models in response to information
growth. Generative artificial intelligence (AI) applications took the world by storm this
year, and these first two chapters help remind the GDN community about the impor-
tance of systematic and critical research that examines the fundamental linkages between
technology and group decision-making and negotiation activities.

The second section of this volume contains four papers related to “PreferenceMod-
eling and Multi-Criteria Decision-Making”. Maia da Silva et al. and Wachowicz
et al. provide excellent examples of how preference modeling can be applied to guide
investment decisions and contract negotiations. Wachowicz and Czekajski as well as
Paulsson and Larsson then outline important theoretical concepts for modeling complex
preferences and stakeholder input.
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The last section on “Conflict Modeling and Distributive Mechanisms” contains
theoretical and practical developments towards conflict resolution and distribution prob-
lems. Asa et al. and Kato both provide theoretical attempts to explore the concept of
permissibility, and highlight the deep roots of contractualism within the GDN commu-
nity. Similarly, Ziaei and Kilgour reveal important observations on their evaluation of
algorithmic allocation procedures against efficiency and fairness criteria. Mirnasl et al.
then report thought-provoking implications concerning their application of the graph
model for conflict resolution (GMCR) to regulatory conflicts involving multiple levels
of government and stakeholders. Finally, Kitadai et al. explore the theoretical effective-
ness of a proposed allocation mechanism that weighs rewards to data providers based
on their contributions.

The GDN 2023 conference and this published volume represent the efforts and col-
laboration among a strong, interdependent, and global network of GDN researchers. In
particular, we would like to take this opportunity to express our particular appreciation
to the Honorary Chair of GDN 2023, Rudolf Vetschera, for his contributions in orga-
nizing GDN 2023 and to the Group Decision and Negotiation (GDN) Section, Institute
for Operations Research and the Management Sciences (INFORMS). We are also grate-
ful to all the Stream Organizers: Liping Fang, Keith W. Hipel, and D. Marc Kilgour
(Conflict Resolution); Femke Bekius and L. Alberto Franco (Design, Use, and Eval-
uation of GDN Support); Danielle Costa Morais and Tomasz Wachowicz (Preference
Modeling for Group Decision and Negotiation); Mareike Schoop, Rudolf Vetschera,
and Muhammed-Fatih Kaya (Negotiation Support Systems and Studies (NS3)); Zhen
Zhang, Yucheng Dong, Francisco Chiclana, and Enrique Herrera-Viedma (Intelligent
Group DecisionMaking and Consensus Process); Masahide Horita and Hiroyuki Sakak-
ibara (Group Decision and Negotiations for International Project Management); Pascale
Zaraté (Collaborative Decision Making Processes); Haiyan Xu, Shawei He, and Shinan
Zhao (Risk Evaluation and Negotiation Strategies); and Fuad Aleskerov and Alexey
Myachin (Network and Decision Analysis of Political and Group Connections).

Special thanks go to the following reviewers for their informative and prompt reviews
of papers: Luciana Alencar, Mischel Carmen Belderrain, Suzana Daher, Gert-Jan de
Vreede, Liping Fang, Luis Alberto Franco, Eduarda Frej, Dorota Górecka, Shawei He,
Masahide Horita, Muhammed-Fatih Kaya, Alexandre Leoneti, Yu Maemura. Danielle
Morais, Hanna Nurmi, Leandro C. Rego, Lucia Reis Peixoto Roselli, Ewa Roszkowska,
Maisa Silva, Hao Sun, Takahiro Suzuki, Rudolf Vetschera, Tomasz Wachowicz, Junjie
Wang, Shikui Wu, Yi Xiao, Haiyan Xu, Saied Yousefi, Fahimeh Zaiei, and Shinan Zhao.

We are also thankful to the staff at Springer for their excellent support.

April 2023 Yu Maemura
Masahide Horita

Liping Fang
Pascale Zaraté
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Bogumił Kamiński Warsaw School of Economics, Poland
Danielle Costa Morais Universidade Federal de Pernambuco, Brazil
Ewa Roszkowska Bialystok University of Technology, Poland
Fran Ackermann Curtin University, Australia
Fuad Aleskerov HSE University, Russia
Ginger Ke Memorial University of Newfoundland, Canada
G.-J. de Vreede University of South Florida, USA
Haiyan Xu University of Aeronautics and Astronautics, China
Hannu Nurmi University of Turku, Finland
Jing Ma Xi’an Jiaotong University, China
John Zeleznikow La Trobe University, Australia
José María Moreno-Jiménez University of Zaragoza, Spain
Keith Hipel University of Waterloo, Canada
Kevin Li University of Windsor, Canada
Liping Fang Toronto Metropolitan University, Canada



viii Organization

Luis Dias University of Coimbra, Portugal
Marc Kilgour Wilfrid Laurier University, Canada
Masahide Horita University of Tokyo, Japan
Melvin F. Shakun New York University, USA
Pascale Zaraté Université Toulouse 1 Capitole, France
Przemyslaw Szufel Warsaw School of Economics, Poland
Raimo Hamalainen Aalto University, Finland
ShiKui Wu Lakehead University, Canada
Tomasz Szapiro Warsaw School of Economics, Poland
Tomasz Wachowicz University of Economics in Katowice, Poland
Tung X. Bui University of Hawai’i at Mānoa, USA
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Taking a Step Back: Critically
Re-examining Technology Interactions
with Group Decision and Negotiation



Taxonomy of Styles, Strategies, and Tactics
in E-Negotiations

Marlene Meyer(B) and Mareike Schoop

University of Hohenheim, Schwerzstrasse 40, 70599 Stuttgart, Germany
{marlene.meyer,schoop}@uni-hohenheim.de

Abstract. Negotiation are essential in every day’s life, increasingly via electronic
media. Due to a huge amount of negotiation styles, strategies, and tactics presented
in the literature, it is unclear which combinations of strategies and tactics for a con-
crete style can be applied in (electronic) negotiations. Therefore, we conducted a
systematic literature review identifying combinations of negotiation styles, strate-
gies, and tactics in electronic negotiations. The findings were consolidated into a
taxonomy and patterns of the combinations were generated.

Keywords: E-Negotiation · Systematic Literature Review · Negotiation Styles ·
Negotiation Strategies · Negotiation Tactics · Taxonomy

1 Introduction and Background

Negotiation in general are communication and decision-making processes between at
least to parties who exchange arguments with the aim to solve conflictual situation [35,
36, 64]. “Conflict is at the center of negotiations. Conflict in terms of negotiation does
not necessarily have to be an actual dispute or disagreement. It suffices that there is
insufficient information about the other’s wishes or about the other’s perception of the
events in order to create a conflict.” [53].

The Thomas-Kilmann-Conflict Mode Instrument (TKI) identifies a personal con-
flict style of individuals that can be applied to handle conflictual situations [71], such
as negotiation [26]. TKI considers two dimensions how an individual can behave in
conflict situations: (1) assertiveness, i.e. the extent to which an individual is concerned
with their own interests; (2) cooperativeness, i.e. the extent to which an individual is
concerned with the partner’s interests [71, 72]. Further, TKI can be applied to identify
the partner’s style in negotiations [25, 83]. Based on the two dimensions, TKI defines the
five styles competing, accommodating, avoiding, collaborating, and compromising. A
competing negotiator is only concerned with their own interests no matter how it affects
the relationship to the partners. An accommodating negotiator is concernedwith the rela-
tionship to the partner, i.e., the negotiator is yielding to the partner’s view. An avoiding
negotiator is neither concerned with their own interests nor with those of the partner, i.e.
the negotiator postpones an issue or eludes the negotiation. A compromising negotiator
is concerned with both their own interests and with those of the partner and tries to find a

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Y. Maemura et al. (Eds.): GDN 2023, LNBIP 478, pp. 3–19, 2023.
https://doi.org/10.1007/978-3-031-33780-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33780-2_1&domain=pdf
http://orcid.org/0009-0009-5788-6459
http://orcid.org/0000-0002-2232-9929
https://doi.org/10.1007/978-3-031-33780-2_1
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conclusion that partially satisfy all parties, e.g., by splitting the difference or exchanging
concessions. A collaborating negotiator is concerned with their own interests and those
of the partner and tries to find a solution that satisfies all parties [71, 72]. In our research,
the TKI styles provide a basis for different types of negotiation partners and are defined
as negotiation styles.

For allocating findings in the literature to negotiation styles, strategies, and tactics,
they have to be defined. Negotiation styles are orientations how someone can negotiate
and are dependent on the importance of the outcome and the relationship [46]. Nego-
tiation strategies consider an overall plan of the negotiation according to selection and
re-evaluation of priorities and used negotiation styles [27, 43]; thus some negotiation
strategies are more applicable to a particular style than other strategies. Negotiation tac-
tics are techniques to apply specific negotiation styles and strategies [27, 43] and thus
vary during the negotiation process.

To choose the appropriate strategies, and tactics seems to be a difficult task especially
for novice negotiators [52]. The definitions of strategies and tactics vary in the literature.
Somefindings have different terms for identical strategies or tactics, e.g. large concession
vs. being soft [9, 74, 77]. In other findings, identically described strategies or tactics are
allocated in some cases to strategies and in other cases to tactics, e.g. Tit-for-Tat [74, 86].
Thus, the aim of this research contribution is to classify styles, strategies, and tactics,
and group similar strategies/ tactics with consistent naming and consistent allocation to
a strategy or tactic. Whether they are allocated to strategies or tactics depends on prior
definitions. The following research question is formulated:

RQ1. To what extent negotiation styles, strategies, and tactics in e-negotiation can
be classified?

Electronic negotiations (e-negotiations) comprise electronic argument exchange
from simple offers to complex communication and thus can be used to apply different
negotiation models, such as negotiation agents (as negotiation partner) and negotiation
support (supporting human negotiators in complex negotiations) [10, 65].

Negotiation support systems (NSSs) are communication and information systems,
which support the negotiations process by gathering information, structuring, and
generating alternatives [10, 65].

Once negotiation styles, strategies, and tactics are classified, we will investigate
whether specific negotiation styles, strategies, and tactics are mentioned together in the
literature and can be linked together as a pattern. Each pattern contains one style of
the TKI, and the matching strategies and tactics found in the literature. The aim of
the patterns is to possess different combinations of strategies and tactics for a concrete
style to apply in e-negotiations. Our investigation will focus on decision support in
bilateral semi-structured human-machine negotiations. To the best of our knowledge,
an extensive model of the mentioned aim is missing and thus the following research
question is formulated:

RQ2. Which patterns can be identified between the classified negotiation styles,
strategies, and tactics?
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2 Methodological Approach

This chapter describes how the research was conducted. First, negotiation styles, strate-
gies, and tactics were identified through a systematic literature review. Second, based on
the findings of the literature review a taxonomy was created to determine a classification
of the identified negotiation styles, strategies, and tactics (RQ1) and finally patterns of
the classified styles, strategies, and tactics in e-negotiations were generated (RQ2).

2.1 Systematic Literature Review

The systematic literature review [81, 82] is shown in Table 1. Google scholar was chosen
as search engine due to its broad coverage of major databases and publishers. The aim
of this literature review was to identify styles, strategies, and tactics in e-negotiation in
general and in the application of a software agent. Culture is not explicit considered in
this research.

Table 1. Steps of Systematic Literature Review

Step Description Remaining Papers

Search Google scholar as search engine; Search strings:
1) "negotiation style" OR "negotiation strategy" OR
"negotiation tactic" "electronic negotiation" -culture
2) "negotiation style" OR "negotiation strategy" OR
"negotiation tactic" "e-negotiation" -culture
3) "negotiation style" OR "negotiation strategy" OR
"negotiation tactic" "software agent" "e-negotiation"
-culture"

876

Exclusion 1 Reason for exclusion: duplicates, language (not
English), no access

397

Exclusion 2 Reason for exclusion: missing relevance of title and
abstract

167

Exclusion 3 Reason for exclusion: missing relevance of the full text 139

In total 876 findings were identified within three search algorithms. However, these
findings comprise various duplicates, missing access on full paper, and non-English
publications, which had to be excluded. In Exclusion 2, the relevance was examined
according to the title and abstract of the publications. After the third exclusion, which
examined the relevance of full text, 139 findings were identified as relevant.

2.2 Taxonomy Development

A taxonomy according to Nickerson [55] was created to classify negotiation styles,
strategies, and tactics.
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Firstly, a meta-characteristic as “the most comprehensive characteristic that will
serve as the basis for the choice of characteristics in the taxonomy” [55] was defined,
i.e., negotiation styles, strategies, and tactics in semi-structured bilateral e-negotiation
with decision-making focus. Whether negotiation styles, strategies, and tactics were
mentioned together in the findings was insignificant for the creation of the categories in
the taxonomy.

Afterwards for defining the termination, the subjective and objective ending con-
ditions were characterised. The objective ending conditions were concise, robust,
extensible, and explanatory [55].

Finally, the approach of the iterations to create the taxonomy had to be chosen out of
inductive (empirical-to-conceptual) or deductive (conceptual-to-empirical) approaches
[55]. In the first iteration, we applied an inductive approach based on an unstructured
literature search in the field of negotiation styles, strategies, and tactics by analysing 50
publications. Based on our defined meta-characteristic, we identified two dimensions
with 19 subdimensions [23, 24, 43, 73, 84]. The second iteration applied an inductive
approach based on a systematic literature review. Due to exponentially increasing cate-
gories in the dimensions, we had to restructure the taxonomy into three dimensions with
nine subdimensions. Now, the subjective ending conditions weremet. Due to the restruc-
turing process and remaining literature from the literature review, a third iteration was
conducted by applying an inductive approach. After performing the third iteration all
objective ending conditions were met [55], especially since all objects were examined.

3 Taxonomy

The taxonomy (see Fig. 1) is characterised by three dimensions – styles, meta-strategies,
andmeta-tactics. The style dimension includes the categories avoiding, accommodating,
competitive, collaborative, and compromising which are based on TKI [71, 72] and thus
verifiedby the literature.Meta-strategies andmeta-tactics contain further subdimensions.

Meta-strategies. The categorymeta-strategies provides strategies and contains the sub-
dimensions central concern, concession-making approach, concession-making degree,
information exchange, strategy composition, and other approaches; which are evaluated
in the following according to the findings in the literature review.

Central concern as a subdimension contains the basic orientation of how negotiators
are concern with their own interests and/or their partner’s interests. The TKI model
describes assertiveness as being concernd with one’ own behaviour and cooperativeness
as being concerned with the partner’s interest. Being only focused on own interests, an
individual is denoted as competing. Negotiators who are only interested in their own
concern, only behave according to their goals, do not consider knowledge about the
partner or employ a “take-it-or-leave-it” strategy [6, 8, 9, 12, 86]. Negotiators who are
only interest in the partner’s concern, try to achieve an outcome that suits the partner’s
needs, e.g., by employing the strategy to ask the partner tomake an offer [12].Negotiators
who are neither interested in their own concern nor in their partner’s concern, e.g.
postpone or cancel the negotiation [71, 72]. Negotiators who are interested in their own
and partner’s concern, can be collaborating or compromising negotiators; compromising
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negotiators split the difference and thus find a partially satisfied conclusion for all parties;
collaborative negotators expand the pie of the negotiation by finding a solution that
satisfies all parties [71, 72].

Fig. 1. Taxonomy

Solving conflictual situations to achieve an agreement, concessions have to be made
by the negotiators [63]. Based on this assumption the subdimensions concession-making
degree and concession-making approach were generated.

Concession-making degree defines to what extent a concession is made, namely
no, gradual, or large concession. The category in which negotiators do not make any
concession [60, 86] or do not want to participate in the negotiation is defined as no
concession. Examples of concrete strategies are avoiding discussions [60, 61, 86] or
leaving the negotiation [12]. Gradual concession describes more/ fewer concessions
being made depending on the concrete strategies. For example, an optimistic opening
offer is provided, followed by small concessions [47]. More precisely, the negotiator is
willing to make further large concessions if the partner will also make large concessions,
or the negotiator tries to split the difference [12]. Making large concessions could have
multiple reasons. Some negotiators might want to conclude the negotiation as quickly
as possible [18, 86]; for others achieving an agreement at all is more relevant than no
agreement at the end of a negotiation [22, 37, 56, 76]. With these three categories, all
findings of the literature review are included.

The concession-making approach comprises how an individual wants to proceed
during making concession, e.g., willingness to trade off [37, 87], trial-and-error or ran-
dom [31, 47], and thus is relevant to determine the own strategy in a negotiation. This
subdimension contains the categories random, trade-offs, fixed-concession strategy, and
repetitive strategies.
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A random approach possesses a set of feasible issue combinations and picks random
a combination of issues as an offer, which leads to unpredictable offers during the
negotiation [6, 8, 22, 32]. In trade-offs, issues of low importance are traded for issues
of high importance for oneself, i.e., an individual make high concessions on issues
with low importance and low concessions on issues with high importance [6, 19, 32,
37, 42]. In fixed concession strategies, the concession making depends on the urgency
when the negotiation should end or on the necessity, an outcome is needed. A greater
urgency causes greater concessions [42]. The category “Repetitive strategies” includes
routine-based strategies, such as case-based reasoning [50].

Knowing, e.g., the intention of the partner enables a negotiator to influence the
partner’s behaviour to its own benefits [35]. Thus, exchanging information with the
partner is a part of negotiation as well as of the taxonomy. Dependent on negotiator’s
goal the extent of information exchanged, and the extent of trustworthiness information
vary, i.e., one wants to hide information or share them with the partner.

In “share information”, negotiators are willing to exchange information about them-
selves and their preferences to the partner [18]. The shared information can be truthful,
wrong, or irrelevant [76], e.g. claiming an issue to be important whilst it is really not
important for the negotiator. Further information can be shared with an intentional use
[9], i.e., the negotiator only shares information by influencing the beliefs and intentions
of the partner [60]. By withholding information, the negotiator intends to obfuscate its
truth intentions and beliefs, e.g. contradictory offers. Mostly this strategy is applied in
distributive negotiations [9, 76].

The approach to achieve goals in the negotiation (strategy composition) might
change through receiving new information about the negotiation setting or the partner,
and thus the applied strategies might have to be changed too. If one strategy is applied for
all issues or over time, it is called pure strategy [88]. If multiple strategies are applied for
different issues or over time, it is called mixed strategy. Based on our literature review,
especially agents are applying negotiation strategies, which are changing over time and
thus apply a mixture of strategies [5, 14, 38, 80, 88].

The subdimension other approaches consolidates further findings of the literature
review [19, 22, 56, 66, 68], which are only mentioned once or twice and are concrete
applications. Thus, these findings are unclassifiable to the already defined subdimen-
sions, such as coordination strategy, relation-based negotiation strategy or MESOArgN.
As there are no limitations of future findings of concrete applications one category is
defined as “…” to consolidate further findings for strategies, which cannot be classified
in the remaining categories of the taxonomy.

Meta-tactics. Time-dependent, resource-dependent, and behaviour-dependent are
common terms for negotiation tactics in negotiation literature [2, 16, 17, 58, 77]. Due
time-dependent, resource-dependent, and behaviour-dependent describe orientations of
tactics, theywere considered as subdimensions in the dimensionmeta-tactics.Behaviour-
dependent tactics are based on the negotiation partner’s attitude, e.g., tit-for-tat. In time-
dependent tactics the negotiator’s attitude changes over time, e.g., near deadline a nego-
tiator changed their tactics from tough to conceding. Resource-dependent tactics contain
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changes in resources, i.e., similar to time-dependent, but the concession pattern can dif-
fer [23]. Tactics belonging to a combination of meta-tactics can be categorised to com-
bined meta-tactics. After applying the literature on our taxonomy, the subdimensions
time-dependent, behaviour-dependent and all (time-dependent, resource-dependent, and
behaviour dependent) were identified.

Tactics affecting different time points in a negotiation [87] are categories of the subdi-
mension time-dependent, e.g. when concessions are made. The two defined categories
are delayed concession and immediate concession.

In delayed concessions, first concessions aremade in later periods, i.e., starting tough
and change to making (large) concession while approaching the end of the deadline, e.g.,
Boulware tactic [4, 13, 54, 67, 76]. Immediate concessions are characterised by making
concession at the beginning of a negotiation, i.e., in the first offer. Concessions can
remain monotonic or become smaller to no concessions over time, e.g., conceder tactic
[4, 18, 67, 76, 86].

Behaviour-dependent tactics contain tactics how a negotiator behaves, e.g., the
extent of willingness to make concessions if receiving concessions (Concession
reciprocity) or assessing the partner to gain knowledge (Estimating partner).

Concession reciprocity describes the tendency of a negotiator to reciprocate conces-
sion, e.g., tit-for-tat [8, 31, 41, 47, 79]. Estimating the partner’s preferences can enable
a sufficient negotiation outcome for oneself. For example, the reservation value or the
probability that the partner will accept a certain offer can be estimated [8]. Further
behaviour-dependent tactics (e.g., power) affect multiple categories and are dependent
on the partner, and thus are consolidated in an overall behaviour.

The subdimension “all” comprises time-dependent, resource-dependent, and
behaviour dependent. However, it does not imply that all three meta-tactics perform
together, rather than the categories can be time, behaviour, and resource related. It mainly
contains models, functions, and algorithms, i.e., concrete applications of tactics, which
can be applied as a negotiation partner in e-negotiations, and includes the categories
heuristic models, mathematical models, game theoretic models, degree of concession,
and “…”. The category “…” contains further findings of the literature review, which are
concrete application and unclassifiable into the previous defined categories, e.g., BOA,
KDE, Zeuthen strategy, and QO-Agent [54, 60, 79]. This category enables the taxonomy
to be extendable for further investigations or new findings.

Heuristic models search the scope of the negotiation incompletely, i.e., the negotia-
tion outcome can be suboptimal [33], but more realistic [15, 23, 61], i.e., these models
should be investigated further as negotiation partner in electronic human-machine nego-
tiations. Heuristic models comprise several models, such as, artificial neural networks,
rule-based algorithms, argumentation-based algorithm [18, 21, 33, 57, 61], genetic algo-
rithms, Q-Learning [38, 50], fuzzy algorithms [41, 49], reinforcement learning [11, 31],
and regression [11]. Mathematical models comprise especially mathematical functions
(e.g., linear, exponential, or logarithmic) [20, 34, 38, 48, 76] and algorithms modelling
tactics [7, 41, 42, 67, 69] and thus outline how concessions are changed over altered
behaviour, remaining time, or remaining resource. These models can be applied as sup-
port or negotiation partner in electronic human-machine-negotiations. Game theoretic
models include models based on game theory approach, such as Rubinstein, Markov
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chains, and Bayesian learning [8, 87]. Agents using game theoretic models are defined
as completely rational [33]. Due to rationality of such models, they tend to be not appli-
cable as negotiation partner in e-negotiations. Whereas applying game theoretic models,
e.g. identifying strategy changes by using Markov chains or Bayesian learning [8], can
support the negotiators in a human negotiation. “Degree of concession” depicts on a
precise level to what extent a concession is made within single issues of an offer (no,
small, moderate, large, complete) [7, 30, 70, 74, 75]. The selections cover all relevant
degrees of concession in our taxonomy. The selection of a model relies on the framing
of a concrete negotiation and has to be re-examined for each negotiation.

The described taxonomy enables to show the behaviour of a negotiator without being
influenced by the negotiation partner or the setting of the negotiation. There are further
categories, which are influenced by the partner or the setting, such as power, anchoring,
issue consideration with multi-issues offers and single issue offers. These categories
are classified as an overall behaviour in this research contribution. Power categorises the
equality of relationship between the negotiation partners. If the power between the parties
is equal, the behaviour of the negotiation is relationship oriented, e.g., accommodating
or collaborative. If the power between the parties is unequal, the negotiator’s behaviour
can be self-centric, e.g., competitive or aggressive, in the negotiation [9, 58, 85]. The first
offer serves as a landmark for the negotiation parties in the remaining negotiation and
is called anchoring [1]. Issue consideration determines the number of issues considered
in a single offer, i.e., either single-issue offers, or multi-issues offers. If multiple issues
are discussed in the negotiation, single issue offers can be discussed at the beginning of
the negotiation, however during the negotiation process the negotiation parties have to
switch to multi-issues offers to conclude the negotiation [8, 79].

4 Patterns of Styles

Based on the conceptualised taxonomy and the findings in the literature review, combi-
nations between negotiation styles and strategies and tactics were identified and consol-
idated into patterns. In this research contribution, patterns are defined as occurrences of
the categories in the taxonomy identified in the literature review. A pattern contains all
categories mentioned in the literature together with the examined style; regardless how
often the categories were mentioned together with the examined style in the literature
review. Some patterns have only a few categories which were explicitly mentioned in
the literature review, e.g., with the styles accommodating and avoiding. These styles are
in general not suitable for a successful negotiation outcome and thus are only mentioned
a few times in the findings of the literature review.

Each pattern contains one of the five styles and their identified strategies and tactics
(see Fig. 2). Whether negotiation styles, strategies, and tactics were mentioned together
is only considered in the patterns and not in the creation of the taxonomy. Thus, some
categories in the taxonomy could not be explicitly identified in the patterns. Due to the
generality of the taxonomy, i.e., the taxonomy could also be applied to choose tactics
for concrete strategies without considering the negotiation style; it is valid, that some
categories are not comprised in our considered patterns.

Due to some opposite approaches of strategies or tactics, not all (but some) categories
identified in a pattern cannot be applied together. In fact, applying concrete strategies
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Fig. 2. Identified patterns

and tactics in a negotiation, reasonable strategy-tactic-combinations have to be utilised,
which are explained in the following.

In the pattern avoiding, negotiators neither concern about their own interest nor
about their partner’s interest (subdimension central concern) [3, 86] and either make
large concession [61] or no concession [60, 61, 86] (subdimension concession-making
degree).Within the style avoiding, large concessions tend to bemadewhen the negotiator
wants to end the negotiation as fast as possible. No concessions tend to be made when
the negotiator does not want to participate at all and try to postpone the negotiation. Both
characteristics are accompanied by the definition of avoiding.

The pattern accommodating contains large concession (subdimension concession-
making degree) [18, 86], immediate concession (subdimension time-dependent) [18,
86], and linear function in the mathematical models (subdimension all) [48]. Align to the
style definition, the accommodating pattern is characterised by quick, large concession
[18, 59], and immediate concession [18, 59] as identified categories. Linear function
(category mathematical models) [48] as implementation of the concession matches the
category immediate concession.

The competitive pattern comprises the following seven categories in five subdimen-
sions ofmeta-strategies: own concern [6, 9, 86] and partner’s concern [87] (subdimension
central concern); no concession (subdimension concession-making degree) [86]; trade-
offs (subdimension concession-making approach) [86]; share information (no implica-
tion of truthful information) [9] andwithholding information [9, 76] in the subdimension
information exchange; and mixed strategy (subdimension strategy composition) [4, 13,
54, 67, 76].

In “central concern”, concerning about the own interestswasmentioned several times
in the literature review, which suits the definition of competitive style. The subdimension
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information exchange in the competitive patterns includes the categories share informa-
tion [9] andwithholding information [9, 76]. Sharing information in this context refers to
considered information exchange, which suits the competitive negotiation style. The fol-
lowing five categories were identified in meta-tactics: delayed [4, 13, 54, 67, 69, 76, 77]
and immediate [4, 13, 54, 67, 69, 75, 76] concession in the time-dependent subdimension;
heuristic models [87], mathematical models [42, 48, 54, 67, 69], and degree of conces-
sions [7, 9, 18, 75, 76] in the “all” subdimension. In our findings, immediate concession
in the time-dependent subdimension appears always together with delayed concession
and the category mixed concession whereas delayed concession [76, 77] was also men-
tioned standalone. Thus, immediate concession only has a small impact on the style,
which is supported by the style definition. However, it can influence the negotiator to be
less tough over time. Trying to make no concession (subdimension concession-making
degree) and trading less important issues for important issues for themselves (trade-offs
in concession-making approach subdimension) represent the competitive style as only
concerning about the own interests.

The collaborative pattern comprises five subdimension and six categories in the
meta-strategies, namely own concern [3] and partner’s concern [19, 86] (central concern
subdimension), trade-offs [19, 41, 47, 79, 86] (subdimension concession-making app-
roach), share information [18, 76] (information exchange subdimension), mixed strategy
[47] in subdimension strategy composition, and Relation-based negotiation strategy and
MESOArgN [19, 57] in the subdimension other approaches.

Only considering the own concern was mentioned once without the extent of
assertiveness; concerning about the own and partner’s interests was mentioned sev-
eral times in the literature review, which suits the definition of the collaborative style.
Sharing information in the collaborative pattern comprises truthful exchange of infor-
mation. Truthful information exchange enables the negotiator to recognise interests and
preferences of the partner and thus enables to exchange highly important issues with
low important issues for themselves and their partner (trade-offs). In meta-tactics seven
categories in three subdimensions were identified, namely delayed [42], and immediate
[47, 69, 86] concession (time-dependent subdimension), concession reciprocity [9, 19,
47, 79] (behaviour-dependent subdimension), and heuristic models [40], mathematical
models [41, 42, 69], degree of concession [7, 9, 19, 47, 79], and”…” [54] in the “all”
subdimension. In the collaborative pattern delayed concession were mentioned once
together with the immediate concession, i.e., depending on the concession reciprocity
of the partner a mixed strategy can be applied to counteract on a partner with a less
collaborative behaviour.

The pattern compromising contains two subdimensions in meta-strategies and
two subdimensions in meta-tactics. The following categories were identified in meta-
strategies: gradual concession [18] in the concession making degree, and wrong/
irrelevant information are shared in the information exchange [76] subdimension. In
meta-tactics immediate concession [75, 76] in the time-dependent subdimension, and
mathematical models [48, 76] in the “all” subdimension were identified.

A compromising negotiator is defined as someone with an overall medium interest
in their own concerns and in their partner’s concerns which can be characterised by
self-centric strategies/ tactics (e.g. exchange irrelevant information [3, 76] and delayed
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concession [18]) in some aspects and partner-focused strategies/tactics (e.g. immediate
concession [3, 76]) in other aspects. The pattern describes negotiators focusing on their
own concern and simultaneously making concessions towards the partner to achieve the
set goals.

Besides the mentioned patterns, two combinations of styles – competitive-
compromising and collaborative-competitive – were identified in the literature.

The style dimension competitive-compromising comprises mixed strategy [75, 76]
(subdimension strategy composition). In meta-tactics immediate [75], and delayed [48]
concessions in time-dependent subdimension, and degree of concession [75] in “all” sub-
dimension were identified. Comparing the competitive-compromising pattern with the
pattern competitive and the pattern compromising shows that this pattern accompanies
the competitive pattern completely and the compromising pattern partially.

The style dimension collaborative-competitive containsmixed strategy [4, 13] (sub-
dimension strategy composition). In meta-tactics immediate [4, 13], and delayed [4, 13]
concessions in the time-dependent subdimension, and mathematical models [4] in the
“all” subdimension were identified. Comparing the collaborative-competitive pattern
with the pattern competitive and the pattern collaborative shows that this pattern can
be found completely in the competitive pattern and in the collaborative pattern. Both
style combinations – competitive-compromising and collaborative-competitive – under-
line the usefulness of the taxonomy as similar patterns are accompanied by the same
category selection.

Further meta-strategies and meta-tactics without specifying a concrete style were
mentioned together in the literature review. Due to the focus on patterns related to the
negotiation styles, these relations were not discussed further.

5 Outlook

In this research contribution, a literature review was conducted to 1) generate a tax-
onomy including relations between negotiation styles, strategies, and tactics, and 2)
identify patterns of applied negotiation strategies and tactics for a concrete negotiation
style. The generated taxonomy includes three dimensions – styles, meta-strategies, and
meta-tactics – with nine subdimensions. Five patterns align to the TKI styles and two
combinations of styles – compromising-competitive and collaborative-competitive –
were identified in the literature review. Individual conflict styles consist of different
combinations of TKI styles. Thus, additional investigations could identify further pat-
terns by investigating several combinations of conflict styles. In order to evaluate the
taxonomy and the patterns data can be utilised from past negotiation experiments to
identify behaviour of negotiators and decode into our taxonomy and identified patterns.

As every research contribution, this research has limitations. The results are limited
by the applied search criteria and date of search. However, the generated taxonomy is
editable and thus, can be adjusted by further findings. Further, the taxonomy focuses
only on strategies and tactics from the decision support context. We are aware that in
e-negotiations with humans not only the outcome but also message exchange during
offers is relevant and should be investigated in further research. For building patterns,
we focused on findings, which were mentioned together with the examined styles, i.e.,



14 M. Meyer and M. Schoop

combinations of meta-strategies and meta-tactics without concrete styles were not con-
sidered. Future research could investigate these combinations and examine whether they
are related to the already identified patterns. Already presented agents or algorithms
from other researcher were further identified in this literature review and summarised in
the taxonomy into the categories specific applications, heuristic models, mathematical
models, game theory algorithms, and other approaches. As next step, the applicability
of the identified agents and algorithms has to be investigated and own algorithms might
have to be designed to fully match the identified patterns.

Due to this taxonomy strategic behaviours of negotiators are classifiedwhich enables
comparison of various behaviours or a self-reflection for a negotiator as well as the
possibility to integrate the strategic behaviour into a computational system.

Improving negotiation outcome, a training can be applied [44, 62] in NSSs, e.g.
Inspire [39, 78] or Negoisst [51]. Negotiation training should emphasise which nego-
tiation strategies, and tactics are available and offer training on all components. Some
researchers indicate that automated agents as negotiation partners can increase training
output for novices better than human partners [28, 45]; agents can provide human nego-
tiators with the opportunity to try out negotiation situations with various negotiation
styles, strategies and tactics whilest not being distracted from reasoning [29].

For agents to react to human non-deterministic behaviour in human-machine nego-
tiation, agents have to combine various strategies and tactics dynamically during the
negotiation process [13]. Furthermore, agents have to possess a pool of negotiation
strategies and tactics to initiate a learning process for different types of human negotia-
tors [52]. The identified patterns in this research contribution can generate a foundation
for a negotiation agent negotiating dynamically with various conflict styles to train
individuals.
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Abstract. The exchange of information is an essential means for being able to
conduct negotiations and to derive situational decisions. In electronic negotiations,
information is transferred via the communication channel in the form of requests,
offers, questions, and clarifications. Taken together, such information makes or
breaks the negotiation. Whilst information analysis has traditionally been con-
ducted through human coding,machine learning techniques nowenable automated
analyses. One of the grand challenges of e-negotiation research is the generation
of future-oriented predictions whether ongoing negotiations will be accepted or
rejected at the end of the negotiation process by considering the previous negoti-
ation course. With this goal in mind, the present research paper investigates how
predictive machine learning models react to the successive increase of negotia-
tion data. Information in different data combinations is used for the evaluation of
classification techniques to simulate the progress in negotiation processes and to
investigate the impact of utility and communication data. It will be shown that
the more information the merrier does not always hold. Instead, data-driven ML
model recommendations are presented as to when and based onwhich data density
certain models should or should not use for the analysis of electronic negotiations.

Keywords: Machine Learning · Information Growth · Negotiation Outcome ·
Classification · Prediction Performance ·Model Selection

1 Motivation

The use of information is of particular importance in business interactions, regardless
of whether it is exchanged via digital or analogue channels. Especially in the data age,
where a gigantic stream of data exists, humans need information to understand facts,
reflect on them and derive strategic decisions by processing valuable information [11,
25]. The exchange of information also plays a central role in the application area of
electronic negotiations. Negotiators adjust to the negotiation partner and the process by
considering the information situation, prioritise their issues, and plan their strategies or
rather tactics to be able to use them as negotiation actions [29, 31]. Through active inter-
action in the form of offers, counteroffers, arguments, further information is exchanged.
These exchanges take place until the defined goal of the negotiation is achieved and the
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negotiation is either accepted or rejected [43, 56]. Even though negotiations are very
dynamic and can have different trajectories, negotiators have always been interested in
whether the positive or negative end of negotiations can be predicted by considering the
available information [53, 58]. Such reliable prediction would be an important strategic
metric for negotiators and could provide important strategic indicators.

The use ofmachine learning (ML) can assist in achieving this goal. However, in addi-
tion to the application of intelligent algorithms, MLmethods require sufficient historical
data containing rich information [15]. Negotiation processes generate additional data
as the negotiation progresses. This increase in data leads to the question to what extent
ML methods can generate reliable predictions regarding the acceptance or rejection of
negotiations and whether there is a difference between the underlying negotiation data
(utility data vs. communication data). The dimension of negotiation progress should not
be neglected either, i.e. the negotiation section at which sufficient information is avail-
able to be able to derive valid predictions. The investigation of the influence of gradually
increasing information on the prediction performance of ML models is unexplored in
the electronic negotiation context considering communication data and utility data. The
present research paper aims to address this problem by investigating how selected ML
methods respond to the increase in negotiation information and howwell the outcome of
negotiations can be predicted considering the data combinations. Our research question
is thus:

What impact does the successive increase in negotiation information have on the
performance of ML models for predicting accepted and rejected negotiations?

The particular importance of information in electronic negotiations and the applica-
tion potential of ML are described and the methodological background is introduced in
Sect. 2. The evaluation of the predictive power of renowned ML methods is performed
in Sect. 3 by simulating the increase of negotiation information. Section 4 derives impli-
cations and discusses a critical reflection of the value contribution of the results. Finally,
core statements of the paper are summarised and a research outlook is presented in the
final chapter.

2 Theoretical Background

2.1 The Exchange of Information in Negotiations

“Negotiations are iterative communication and decision-making processes between two
or more parties who cannot achieve their objectives through unilateral actions, exchange
information comprising offers, counteroffers and arguments, deal with interdependent
tasks and search for a consensus” [8]. These interactions take place until the negotiating
parties either agree for a given offer or reject it due to a lack of consensus [43]. Nowa-
days, electronic negotiation systems are used to conduct negotiations, which ensure the
exchange of information via electronic media [8]. Negotiation Support Systems (NSSs)
represent one form of electronic negotiation systems. They pursue the goal of supporting
the negotiating parties in decision-making, communication management and document
management of negotiations [51].

The NSS Negoisst, whose data is used in this paper, serves this goal. It follows
a defined negotiation protocol, specifies negotiation issues and ensures the structured
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exchange of negotiation messages [50, 51]. In the negotiation process, parties exchange
offers and counteroffers until the last offer is either rejected or accepted. Negotiators
submit priorities of negotiation issues that are expressed in utility metrics and have the
possibility to evaluate various issue-based combinations by using the multi attributive
utility theory (MAUT) during this process [47]. The Negoisst system generates four
utility metrics: (1) individual utility of the offer sender, (2) individual utility of the offer
receiver (3) joint utility that represents the total utility of sender and receiver, and (4)
the contract imbalance which presents a control measure for fairness [48, 50].

In addition to thesemetrics, textual communicationmessages are exchanged through
the use of natural language [49]. Negotiation communication involves the exchange of
information, conveys insight into the intentions of the negotiating partner and enables the
use of strategies [2, 44]. This allows additional information to be shared which would be
missing through the sole exchange of utilities. In summary, each of the exchanged negoti-
ation offers contains two central channels of information: utility data and communication
data.

The exchange of information is essential for negotiating parties to move the negotia-
tion forward and to be able to derive well-founded strategic decisions [66]. Information
disclosure is often perceived as a sign of trust for the other party and is the basis for any
win-win situation [57]; information disclosure leads to higher levels of joint outcome
[61]. However, the mere sharing of information is not sufficient; the content of the infor-
mation is crucial. For example, the disclosure of preferences is perceived as a positive
sign by the negotiation partner; information about a lack of negotiation possibilities
might have negative effects on the negotiation climate [22, 57]. Therefore, information
content must be considered. Integrative information and distributive information can
be distinguished [39, 60]. To give an example, negotiations focusing on distributive
outcomes mostly contain the exchange of positional information; negotiations being
characterised by integrative outcomes contain information on priorities [41]. Notwith-
standing the various information orientations, sharing information contributes to a better
mutual understanding in most cases [45, 69].

Information is exchanged with varying intensity starting from the first interactions
up to the negotiation end by using natural language and specifying utility-specific pref-
erences [50]. The exchange of information regarding e.g. interests and preferences is of
particular importance at the beginning of a negotiation, as this can reduce the asymmetric
distribution of information and achieve a better negotiation outcome [73]. Negotiation
researchers refer to this as the problem identification phase where a high-level exchange
of e.g., preference information takes place [1, 14]. Options for solving the conflict prob-
lem, interests as well as intentions are discussed, and attempts are being made to create
mutual trust [40]. However, the exchange of information decreases during negotiation
process and the closer negotiators get to the final deadline [1, 32, 37]. The use of negoti-
ation information is an important element if the entire process is considered as it enables
the negotiators to identify a clear tendency for the further course of the negotiation and
to assess the extent to which the further process will be promising or not [33].
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2.2 Methodological Background

The use of ML methods in electronic negotiations pursues the overarching goal of iden-
tifying systematic patterns in large amounts of data in order to derive value-adding
predictions for the negotiation process [70]. Predictive insights can provide significant
strategic value by aligning subsequent negotiator decisions with trends in predictive
metrics. The effort to examine electronic negotiation data systematically through ML
methods has existed for years. So far,MLmethods have been used in the context of nego-
tiations, e.g., to classify the use of strategies and tactics, to study the use of emotions in
negotiation language or to predict offer-based preferences of negotiation counterparties
[9, 16, 53]. Predictive analyses were conducted based on either utility or communication
data. A combined analysis of the data with regard to the question of how the successive
increase in negotiation information influences the performance of predictive ML, has
remained unexplored so far. This will be investigated in this paper by using classification
approaches.

Classification approaches are assigned to supervised learning methods. They train
based on the underlying data to predict a defined target set of classes (in our case: accepted
or rejected negotiations) [12]. In this paper, four renowned classification approaches are
used for this purpose. The methods are evaluated using different combinations of util-
ity and communication data and are subsequently simulated by the gradual increase of
information sections (see Sect. 3.1). For the iterative improvement of the models, hyper-
parameter optimisations are performed to determine the best parameter combinations
for the maximisation of prediction accuracies. Here, the n-fold cross validation approach
is used for all ML-methods. Cross validation helps to obtain a reasonable set of training
data points for the development of themodels and ensures a balanced evaluation [10, 38].
Training data is divided into n-equally sized partial data sets, while models are trained
using the n-1 partial data sets. The n-th data set validates the trainedmodel by calculating
the accuracy of the particular partition. This step is repeated until each subset has served
as a validator in one of the iterations and the average of all accuracies is calculated as
performance measure after the last iteration [64].

The Support Vector Machine (SVM) [19, 21] represents the first method which
is going to be evaluated for the successive growth of negotiation information. It is a
commonly used method for the classification of binary states and is particularly suitable
for the classification of textual data [17]. The goal of SVM is to position a so-called
hyperplane in the vector space of data so that the underlying data can be divided into
two classes as precisely as possible [34]. To find the perfect hyper-plane to separate the
classes, the algorithm maximises the span between the hyperplane and the closest point
of both classes in the vector space [24]. The major advantage of an SVM is that it can
be applied to complex data sets. Hence, it can provide a very good answer to the curse
of dimensionality issues in machine learning [19, 21].

The second approach used is Naive Bayes (NB) [65], which is based on the Bayes
theorem and uses an underlying probability model. This model provides a probability
for each instance belonging to one of the defined classes [23, 36]. The overall probability
distribution of all attributes is used for the final classification, since the attributes influ-
ence each other and an optimal decision can only be derived by iteratively optimising
the relative frequencies of all instances [68]. NB is among the simplest algorithms and
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yields good results on numerical as well as textual datasets [63, 65]. Moreover, it proves
to be highly efficient in terms of training time and of classification running time [5].

The k-nearest neighbourmethod (kNN) [71] is a non-parametricmodel that performs
a simple functionon the trainingdata set. Themodel searches for the k-nearest neighbours
in the training. For the classification of a new instance, the closest instance that has similar
characteristic properties is always used [54, 71]. A unique feature of kNN is that it does
not include a classical training process which we have with other methods. Hence, the
training data is stored in the training phase only for the purpose of later predictions of
new datasets, so that the learning effort is omitted [74]. The search for the most similar
dataset at the time of classification requires all stored data to be checked in terms of their
distance from the new dataset to be classified [46].

Finally, a decision tree (DT) [42] is used as the last predictive ML method to be
evaluated. DTs classify instances by sorting them based on feature values. Each node
in a DT represents a feature of an object to be classified, and each branch represents
a value that the node can assume. Instances are classified starting at the root node and
sorted based on their feature values [30]. The feature that divides the training data best is
defined as the root node of the tree. Hence, the chains of a tree path starting from the root
node to one of the leaves can be expressed in the form of if-then rules. One of the most
useful characteristic of decision trees is their comprehensibility [3]. People can easily
understand why a decision tree classifies an instance as belonging to a specific class.
Moreover, DTs represent an efficient method in terms of their training and processing
time [72]. They are able to process both categorical and numerical input in a natural way
which simplifies the preparation phase of data [42, 52].

3 Results

3.1 Data Processing

The experimental part of this research paper uses a balanced negotiation dataset (i.e.
equally distributed number of messages and accordingly offers between accepted and
rejected negotiations) of the Negoisst system with 2232 messages from 215 completed
negotiations. This dataset was collected as part of ten student negotiation experiments
between 2010 and 2016. Those experiments were selected which did not contain manip-
ulations. Each message contains metric utility data in addition to textual communication
data. Both data types have to be processed before they can be integrated for the training of
the presented classification methods. Textual communication data in particular requires
special treatment and has to be prepared for the generation of a processable vector space
model by using elaborate Text Mining methods [55].

The processing includes the following steps (1) tokenising, (2) filtering and stop-
word removal, (3) n-gram generation (4) stemming and (5) dimensionality reduction.
The messages are (1) divided into word units; (2) frequently occurring grammatical
words like “the”, “is”, “are” are removed; (3) regularly co-existing word combinations
are generated; (4) the words are returned to their root words using the Porter stemmer to
avoid word constellations [4, 59]. These elaborate processing milestones and the appli-
cation of the TF-IDFweighting approach [67] lead to a communication vector with 5929
word dimensions: [2232 negotiation messages x 5929 dimensions]. To counteract the
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phenomenon of high-dimensionality and to achieve amore compactword representation,
a dimension reduction method called Optimise Selection is applied in the last process-
ing step [26]. This leads to the sole consideration of those dimensions of negotiation
messages (2976 dimensions) which significantly contribute to the prediction accuracy
of accepted and rejected negotiations.

Three datasets are formed in the next step to measure the successive increase of
information based on the underlying data types: (a) dataset with exclusively four utility
data information presented in Sect. 2.1: [2232 negotiation messages x 4 dimensions],
(b) dataset with exclusively communication data: [2232 negotiation messages x 2976
dimensions], and (c) an entire dataset containing (a) and (b): [2232 negotiation messages
x 2980 dimensions]. Therefore, the influence of different negotiation information can be
investigated in performance evaluations. Subsequently, negotiation messages are sub-
jected to descriptive analysis and are discretised into four equally sised section classes
by the binning technique to evaluate the influence of successive information increase
on ML models by considering the dimensions of negotiation progress [35]. Four sec-
tions are generated which contain those messages that were exchanged up to the given
negotiation progress: 25% of the negotiation progress (section I), 50% of the negotia-
tion progress (section II), 75% of the negotiation progress (section III), and completed
negotiations (section IV). It is important to note that the individual progress sections
do not represent a time dimension. Those messages which lie at the section boundary
(due to the number of message not being divisible by four) are assigned to the closest
section. Four section-based data sets are generated for each data combination (a) to (c)
depending on the progress of negotiations (I) to (IV). Thus, a total of 12 complementary
data sets could be generated which serve as data input for ML.

3.2 Evaluation Results of Model-Based Prediction Performance

As introduced in Sect. 2.2, four classification methods are used to evaluate the perfor-
mance ofMLmodels regarding the prediction of accepted and rejected negotiations. This
diverse use of methods serves the goal of minimising the algorithmic bias and maximis-
ing the predictive power of MLmodels. To maximise the generalisability of predictions,
cross-validation is used for the execution of efficient training and testing as described
in Sect. 2.2. Each of the data combinations (a) to (c), and sections (I) to (IV) (starting
from a 25% information share to the completed negotiation) are gradually trained to
measure the impact of increasing negotiation information. The prediction performance
ismeasured via the F1-scorewhich represents a renownedmetric for classification-based
predictions [18].

Initially, the classification methods are evaluated by considering the sections and
the prediction objective for the exclusive usage of utility data (see Fig. 1). As can be
seen in the line chart, all four methods show different conspicuities. The trained SVM
model shows the highest performance value with an F1-score of 0.63 for the information
exchanged in the first 25% of the negotiation. A linear increase of the performance can
be observed in the further course with F1-scores of 0.66 (50% of negotiation) and 0.67
(75% of negotiation). Finally, this gradual F1-score increase leads to a score of 0.69 for
completed negotiations. The NB model starts with the worst result in the first section
with an F1-score of 0.38 for 25% of the negotiation and significantly increases to an
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Fig. 1. Performance Evaluation of Classification Models based on (a) Utility Data

F1-score of 0.66 in the second section until a performance of 0.69 can be achieved for
completed negotiations. Similar to the NB model, the DT model starts with an F1-score
of 0.55, increases to 0.69 in the second section and outperforms all other models with
an F1-score of 0.71. Even though an improvement can be achieved with increasing
information on each section, the kNN model does not manage to outperform the other
classification methods (see Fig. 1). Starting with an F1-score of 0.46 in section 1, this
model scores 0.5 and 0.51 in the second and third sections and ends with an F1-score
of 0.57 for completed negotiations. These results show that the performance of the kNN
model differs from the others in a negative way. While the SVM model achieves good
performance values from the beginning of negotiation with 25% of negotiation data, the
models NB, kNN and DT generate the largest increase in performance after processing
50% of the utility data. E.g., a rapid increase to an F1-score of 0.66 can be observed for
the NB model in the second section of the negotiation. The DT model outperforms all
other models until the completion of the negotiation after 50% of utility information is
provided (see Fig. 1).

In Fig. 2, only processed communication data are considered for the section-by-
section evaluation. While the F1-score of the DT model remains constant at 0.6 in the
first two sections, an improvement in performance can only be observed with 75% of the
communication information. A score of 0.65 can be finally achieved for completed nego-
tiations. The models for SVM, NB and kNN initially show similar results for section 1 in
the interval from 0.64 (for the kNNmodel) to 0.66 (for the NBmodel). The performance
for the SVM model increases gradually with increasing communication information by
starting with an F1-score of 0.65 in section 1, gradually rises to 0.67 (for 50% of the
negotiations) and 0.69 (for 75% of the negotiations) until a score of 0.72 is achieved
for completed negotiations. The F1-score for the NB model increases from 0.66 to 0.67
in the transition from section 1 to section 2, decreases after the second section to an
F1-score of 0.66 and stagnates at this point (see Fig. 2). The kNN model starts with an
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Fig. 2. Performance Evaluation of Classification Models based on (b) Communication Data

F1-score of 0.64 and shows the largest performance improvement with a 25% increase
in communication information between sections 1 and 2 to 0.70. This performance level
can be maintained for the second half of the negotiations until the end of negotiation.
The results of the communication-based evaluation show that the DT model performs
worst across all sections and has difficulties with predicting the negotiation outcome by
solely considering negotiation communicant data. Even though the results of the NB
model are not as weak as those of the DT model, a decline in performance with and
stagnation can be observed after 50% of the negotiation. The kNN model, on the other
hand, shows the best predictive performance for 25% and 75% of the negotiation until
it is outperformed by the gradually improving SVM model in section 4.

Utility data are examined together with the communication data for each of the
sections in the third step. The results show that the performance values for the entire
negotiation are between 0.65 and 0.66 for the two models NB and kNN. The DT model
deviates from this observation and starts with an F1-score of 0.57 for the first section of
negotiations. By adding more information (from half of the negotiation), the DT model
improves the performance to an F1-score of 0.66 for the second section and performs
comparable to other models in the further course of the negotiation until a score of 0.66 is
reached for completed negotiations (see Fig. 3). The results of the SVMmodel differwith
a much more positive trend. The results show that the SVM dominates all other models
by gradually increasing its performance starting with an F1-score of 0.66 for 25%. The
performance increases steadily with increasing negotiation information until it reaches
its maximum for completed negotiations with an F1-score of 0.72. The results show that
the DTmodel needs at least 50% of negotiation information to derive comparable results
as the other models. The NB and kNNmodels, on the other hand, stagnate in the interval
of 0.65 to 0.66 for the entire negotiation, even if further section-based information
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Fig. 3. Performance Evaluation of Classification Models based on (c) Utiliy and Communication
Data

is provided. The SVM model represents the only model which outperforms all other
models (with already 25% of the information) and gradually improves its performance
with increasing negotiation information.

Fig. 4. Summary of Section-Based Performance Evaluation of all Data Combinations

Finally, a model-based view taking the different data combinations into account is
needed to derive complementary findings regarding the prediction performance of ML
(see Fig. 4). The SVM model shows that the performances do not differ significantly in
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the internal comparison between data combinations (a) utility data, (b) communication
data and (c) as combination of (a) and (b) across all sections. A small improvement
of the performance can be achieved only when considering only (b) or (c). The SVM
model thus provides robust predictions for each of the sections. The NB model, on the
other hand, shows a breakdown in performance in the first section for (a). An F1-score
of 0.65 to 0.69 can be maintained for all sections for (b) and (c). Hence, considering (c)
does not add any value to the predictive power. On the contrary, better results could be
derived for the combinations (a) and (b) in sections 2 to 4. The results of kNN show that
it performs worst in all sections for data set (a). In contrast, the pure consideration of
(b) from section 2 up to the end achieves the best performance with an F1-score of 0.7.
This result clearly distinguishes the results of (c). The DT model shows that considering
only (a) from section 2 outperforms both other data combinations. Data sets (b) and (c)
provide no additional value for predicting the end of the negotiation compared to data
combination (a).

4 Discussion

The results of this paper clearly show that the answer to the overarching researchquestion,
what impact the successive increase in negotiation information have on the performance
of ML for predicting accepted and rejected negotiations, has to be investigated from
different perspectives. In addition to the temporal dimension of the information increase,
the value-adding contribution of utility and communication data was considered. The
questionwhich information extension (section anddata type) performance improvements
can be achieved is as important as the question at which point ML models start to
stagnate. Depending on the perspective, it can be deduced for ML that the models either
need more information to derive a solid predictive power or that the addition of more
information does not generate any additional value or even represents a disruptive factor.
A comparative analysis of the three sectional curves (see Figs. 1, 2, and 3) reveals that
different performances could be generated for each of the underlying data sets (a) to
(c). While linear or leaping improvements in performance can be achieved for some of
the evaluated models a with increasing section-based information, models exist whose
performance stagnates or even decreases despite the addition of further information.
This phenomenon can also be observed when considering further types of negotiation
data (see Fig. 4). Taking this observation into account, it can be seen that the DT model
is not robust compared to the other models. Solid predictions could only be derived for
the utility-based dataset. The dependence of this model with respect to the underlying
data as well as the conditional generalisability stands out negatively for our application
context of electronic negotiations [20].

On the other hand, the results of the kNN clearly show that better results can be
derived for the prediction of accepted or rejected negotiations when only negotiation
communication is integrated. The influence of the data difference is less noticeable
in the NB model. Rather, the section-based increase in communication and utility data
influences the performance of themodel for the second half of the negotiation. The results
show that the performance of this model stagnates and even decreases after a negotiation
progress of 50% (except for (a)), despite the provision of additional information (see
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Figs. 2 and 3). These results implicate the fact that the increase of information does not
always lead to an improvement of the predictive power in the negotiation context.General
statements of this kind should be avoided and a differentiated, data-driven perspective
of ML methods should be taken. Contrary to these results, the SVMmodel can generate
better predictions with increasing information, both from the perspective of sections (I)
to (IV) and from the perspective of data types (a) to (c). A linear increase of prediction
performance can be observed for all of these cases (see Figs. 1, 2, and 3). Furthermore,
SVM is already able to achieve better prediction results starting from the first section
with 25% of available information in a cross-method comparison. ML-research showed
that SVM models require less training data in terms of data adequacy to achieve the
same predictive performance as comparable algorithms [6]. Better SVM-results could
be derived as early as possible with regard to our evaluation results. Nevertheless, the
best results for the SVM could be generated for the combined data set with utility and
communication data, even if there is no great difference in performance between the
sole consideration of communication data (see Fig. 4). This shows that SVM models
can already derive comparatively good results on the basis of communication data [62].

Considering all results of our study, it should be noted that the largest performance
improvements occur with an increase in information from section 1 to section 2. Most
of the models require at least half of the negotiation information to be able to predict
the future-oriented trend of the negotiation in terms of accepted or rejected negotiations.
Since there is a high degree of exchange of decision-relevant information during the
problem identification phase and positioning phase, which represent in the initial phase
of negotiations, this might have had an influence on the ML models [1, 40]. Only linear
or no improvements can be achieved in the second half of the negotiation for themajority
of models. This supports the finding that information sharing steadily decreases as the
negotiation process progresses and the negotiation deadline approaches [32, 37].

5 Summary and Outlook

This paper provides key research contributions for researchers analysing the digitalisa-
tion of negotiations and the application potentials of ML methods in electronic negotia-
tions. A nuanced view is taken in this paper on the increase and influence of negotiation
information on predictiveMLmethods as different models react differently to the under-
lying data combinations. Hence, it has been disproved that the successive increase of
negotiation information always leads to an improvement in performance regarding the
negotiation context. This paper provides valuable insights and shows which models are
particularly suitable for which data types. Moreover, a section-based estimation could
be given on which data fraction themodels show significant performance improvements.
At least half of the negotiation data should be available for a large part of the models
(except SVM) to be able to detect the negotiation tendency but half of the negotiation
data can be enough to make reliable predictions. Conversely, it was also possible to
show cases where the inclusion of additional information was perceived as a confound-
ing factor for some of the models and led to a deterioration in performance. For some of
the ML methods, it could be shown that the processing of e.g., 50% of the negotiation
generates identical or even better results than the processing of all available negotiation
information. Therefore, the more the merrier does not hold in general.
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One of the limitations of this study is the assumption of fixed data sections simulating
the growth of negotiation information. Those are more fine-grained in reality, can be of
different lengths and might be further divided considering the dynamic character of
negotiations. Furthermore, student data was used in the experimental part of this study,
which relativises the validity of the results from another angle. Even though it has
already been pointed out that the use of ML is differentiated, it should be noted that
not all existing ML methods were evaluated, but only renowned ones. Nevertheless,
the derived implications highlight various future research potentials. E.g., the findings
of this study could serve as initial indicators for a negotiation early warning system
which we also have in other comparable business fields [7, 27]. Warnings regarding
undesirable future trends (e.g., rejected negotiation) could be provided in this context
by incorporating predictions that are derived at a specific time section t. This would
enable the implementation of negotiation actions (strategies and tactics) which could be
tailored to dynamic courses of negotiations. Future negotiation events could be positively
influenced by considering such predictive metrics in the decision-making process [9].
The selection of appropriate strategy sequences can be of particular importance for the
negotiation success [13, 28]. A look into the future could facilitate the use of right
strategic choices. The systematic use of ML reveals numerous potentials and can make
central contributions supporting with descriptive and predictive support functionalities.
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Abstract. This work aims to address a problem of attracting companies for
direct investments in the state of Pernambuco, Brazil, with the purpose to aid
the Economic Development Agency of Pernambuco (ADEPE) to rank the poten-
tial investors. Considering different points of view of multiple stakeholders of
ADEPE, the Value-Focused Thinking (VFT) and FITradeoff (Flexible and Inter-
active Tradeoff) techniques are applied in the construction of the multicriteria
decision model. The problem structuring provides a better understanding of an
investor’s decision-making process and leads to a better pitch to persuade them to
invest in Pernambuco. Furthermore, the structured problem can be analyzed by a
quantitative method aiming to rank the best alternatives that could match with the
proposal of the Pernambuco state as a win-win investment movement. For that, the
multicriteria decision model is built based on the VFT approach and the FITrade-
off method. A set of 25 alternatives were defined and evaluated with respect to
six criteria. Throughout the process, the preference modeling is performed in an
interactive and flexible way where the decision makers (DMs) can switch between
elicitation by decomposition to holistic evaluations.

Keywords: Value-Focused Thinking (VFT) ·Multicriteria Group Decision
Making (MCGDM) · Preference Modeling · FITradeoff method

1 Introduction

The process of raising external resources to support the local economy is an important
practice for any economy, especially in emerging economies. In the context of amarginal
state of an emerging country as the state of Pernambuco, Brazil, the search for direct
investments can be within the borders of the country. The proposed work is performed
with the subject of investment attraction from companies that are already consolidated
in Brazil and that have a potential need to expand their operations. The challenge is to
anticipate the movement of the private sector and place the state of Pernambuco as a
great place to invest.
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Defining the objectives that describe the potential of a company to expand operations
and at the same time matches with the competitive advantage offered by the state is
certainly not a trivial task. This work aims to structure and solve the problem for the
active search for investments using the Value Focused Thinking (VFT) [1] approach and
to evaluate the potential alternatives, based on a multicriteria decision model with the
FITradeoff (Flexible and Interactive Tradeoff) method [2–4].

The use of a multiple criteria decision making/aiding (MCDM/A) is justified for its
ability to assess multiple objectives and for having a rigorous formal structure [5, 6].
For public policies, the concept of bounded rationality of public decision makers was
widely discussed [7]. However, the process and modeling of an MCDM/A problem fits
the object of discussion, providing the appropriate elements to evaluate a decision that
involves a public interest, by consistently and transparently applying its priorities in
decision-making [8].

Several applications are found in the literature with the use of a multicriteria model
within public organizations linked with investment attraction, such as: a multicriteria
decision approach to determine regional investment strategies with the support of three
multicriteria methods – TOPSIS, SAW and COPRAS [9], the decision support system
using the multicriteria method Analytical Hierarchy Process (AHP) for the business
location problem in London [10], location selection problem for sustainable landfill with
AHPmethod [11].Amongother studies that usemulticriteriamethods for risk assessment
[12], development of indexes [13] and organization of data [6] in the governmental scope.

In such complex decision problems involving multiple and conflicting criteria, the
DM could be challenged to give precisely answers about his preferences. In that way, the
FITradeoffmethodpresents an interactive andflexible approachusingpartial information
that provides less cognitive effort and has been used in different applications for the
problematic of choice [4], ranking [3], sorting [14] and portfolio [15, 16]. The diversity
of applications of the FITradeoff method allows its use in different areas of activity,
such as: marketing [17], information technology [18–20], environmental and energy
management [21, 22], industrial problems [23, 24]. TheFITradeoffmethod combines two
types of preference modeling in its structure: elicitation by decomposition and holistic
evaluations [4], and therefore this method has the advantage of providing flexibility for
the DM in decision process, to that the user can provide information in the way he/she
feels more comfort with. Moreover, this method works based on partial information,
in such a way that the elicitation questions are based on strict preference statements,
turning the elicitation process less cognitively demanding [2].

The structure of this work is based on a framework for buildingmulticriteria decision
models developed by [5], which is divided in three main phases: preliminary phase,
preference modeling and finalization. In the first phase, the problem structuring was
performed with the VFT approach [1] and conducted with three decision makers with
the purpose to define the objectives, criteria, and alternatives of themulticriteria problem.
VFT is a well-known Problem Structuring Method (PSM), which aids DMs to better
visualize the problem and find out objectives that guide them in the direction of their
main goals, in a structured manner [1]. In the second phase, the preference modeling
step was conducted with the three DMs using the FITradeoff method for the ranking
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problematic. The last phase is the construction of a recommendation based on the results
of the individual ranking order of each DM.

The contribution of this paper is twofold. First, analyzing through a methodological
perspective, it shows how a well-known problem structing method, the Value Focused
Thinking, can be applied jointly with a multicriteria decision method, complementing
each other on the process of structuring and solving a multicriteria decision problem.
Second, the paper brings a practical contribution to improve the decision process of
ranking potential investors for the government of Pernambuco, structuring the decision
process and bringing up factors that were not previously considered in former decisions.

This paper is structured as follows. Section 2presents a contextualization anddescrip-
tion of the decision problem, as well as the objectives and criteria definition based on
VFT. Section 3 is devoted to describe the preference modeling phase with the FITraeoff
method, conducted with three decision makers. Section 4 presents the results obtained
and discussion. Finally, final remarks are made in Sect. 5.

2 Problem Structuring Using Value Focused Thinking – VFT

This section aims to present the problem structuring process of the decision problem,
which was conducted using the Value Focused Thinking (VFT) proposed by [1]. The
VFT methodology helps to identify the fundamental and means objectives, and thus
delve deeper into the statements of objectives, criteria and set of alternatives.

2.1 Contextualization of the Decision Problem and Actors

The object of study is grounded in the decision-making process of the Economic Devel-
opment Agency of Pernambuco (ADEPE) regarding the need to characterize criteria that
identify companies that have the potential to execute direct investments for the northeast
region of Brazil, and that would be attractive to the state of Pernambuco in its strategic
objective of economic development of the state.

ADEPE is an indirect entity administered by the government of Pernambuco, linked
to the state’s Secretariat for Economic Development (SDEC). Its objective is to support
the economic and social development of the state of Pernambuco through actions that
encourage and support the industrial, agro-industrial, commercial, service and handicraft
segments with a focus on innovation.

The Agency has in its structure a specific sector for attracting investments, which,
among its attributions, facilitates business by supporting potential investors in their
dialogue with public bodies, with the aim of facilitating the decision-making process
and implementation of new ventures. For that reason, it has a group of investment
managers that search for potential investors and create a prospecting pool of enterprises
that should guide them to invest resources for the action of persuading those investors
to came to Pernambuco.

The greatest difficulty in the active search for investments is obtaining a set of
companies whose criteria demonstrate potential interest in expanding their business
and, at the same time, consider the Northeast a market opportunity. There are no defined
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processes for ranking potential ventures, leaving each investment manager to decide
which companies to approach.

In this context, the prospecting process is essentially important, as it must seek
among all the possibilities of companies on the market those that are most able to close
a highly complex negotiation. Through active prospecting for new investments, the state
of Pernambuco can position itself as a major player in the market.

Three decision makers were considered in this decision process: the direct leader of
ADEPE and two other investment managers responsible for prioritizing companies that
may be in the pool of actions to attract investments. In short, there are three decision
makers that will be called DM1, DM2, DM3. In a governmental scope, there may be
influences coming from the SDEC and the State Government directly. There are internal
stakeholders as other state departments, city halls, the population, and local companies.
And external stakeholders such as the government entities from other states and the
federal entity that works to attract investments for Brazil.

2.2 Identification of Objectives

The process of identifying objectives requires creativity from the facilitator to extract
the maximum amount of information from the decision maker and the actors involved
in order to list the objectives that are of interest in the context of the decision. According
to Keeney [1], in a problem with multiple stakeholders, the values should be structured
separately for each one.

Based on the instruments proposed by [1], a semi-structured formwas set up to guide
the interview process. The three decision makers were interviewed individually. In a
context ofmore than one interviewed decisionmaker, [25] suggests that each interviewee
should have their lists of objectives and relationships separated until they are corrected
and validated, to then be aggregated.

After collecting the data from the interview, a list of potential objectives was gener-
ated for each one of the DMs. The evaluation for fundamental objectives was addressed
by the question “Why it’s important?” [1]. If it leads to another objective, it’s a mean
to a fundamental objective. If there is no more answer for that question, it is a potential
fundamental objective.

Table 1. Results from the data collected from the interview

Interviewed Time duration Potential fundamental objectives

DM1 00:56:00 10

DM2 00:48:42 10

DM3 00:36:45 14

Defining the key objectives is not an exact process, different perspectives could end
up with completely distinguish hierarchy of fundamental objectives. With the aim of
obtaining such objectives, interviews were conducted with the three DMs. Table 1 shows
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the interview details with each DMs: time duration of the interview, in the first column;
and number of potential objectives found in the end of the process in the second column.
The potential fundamental objectives obtained during the interviews were combined and
structured for further analysis of the DMs. The objectives were evaluated in the context
of the nine properties of the fundamental objectives proposed by [1]. The combined
and structured fundamental objectives were presented to the DMs which validated in a
consensual agreement a set of six fundamental objectives for the problem context.

Maximize the density of local production chains: Completing the production chain of
an economic sector makes it possible for all materials and production inputs to be found
in the state boundaries. It allows companies to reduce logistical costs. This conception
contributes to the improvement of the economic scenario as a whole and the production
chain becomes more competitive.

Maximize investments: This goal contributes to state revenue. The greater the
investment, the greater the company’s revenue, and the payment to the state.

Maximize job creation: This fundamental objective seeks investments that allow a
high generation of employment. The state still values companies that are extensive in
labor.

Minimize costs (logistics): This objective seeks to use the location of Pernambuco
as a strategic differential. The fundamental objective highlights companies that already
have customers in the region and that have a high freight cost for the distribution of their
products. Decreasing this cost is good for local customers who will have the product
without the high added transport cost and makes the state of Pernambuco economically
viable for the investor.

Maximize brand positioning in the Northeast region (maximize sales): The funda-
mental objective is to value companies that do not yet have operations in the Northeast.
These companies may be in the process of expansion planning and have not yet decided
which state in the Northeast to settle in. These are companies that are consolidated and
have a high degree of capillarity (they are present in more than one region).

Maximize the interiorization of development: the capacity to interiorate the devel-
opment is a key objective to bring investments and job creation outside the metropolitan
region. This objective searches for investments that can be taken to the interior of the
state of Pernambuco.

2.3 Criteria Definition

The structuring of the objectives provides means for the use of quantitative methods
which results in an in-depth understanding of the decision context. This process allows
measuring the achievement of objectives through attributes, also called criteria. Keeney
[1] defines an attribute as the degree to which a goal is achieved. Defining the criteria is
the major concern at this stage of the problem because it is necessary the DM understand
clearly what is being evaluated and how are the levels of achievement of each criterion.

Table 2 shows the six criteria for the problem discussed, all of them has a numerical
scale associated. The type of criterion column indicates if the criterion is built on natural
or constructed scale, or even if it is a proxy criterion [1]. The preference direction column
indicates whether the criterion is to be maximized or minimized, according to the DMs’
preferences.
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Table 2. Definition of the criteria

Criteria Definition Type of criterion Preference direction

C1-Sector priority The priority levels of the
economic sectors follow
the strategic definition of
the current government
based on the density of
local chains. The
knowledge of the experts
was used to segment the
economic sectors into 4
levels, with the 1st
highest priority and the
4th being the least priority

Constructed Minimization

C2- Share capital The share capital
summarizes the
company’s accounting
situation and investment
capacity. The higher the
capital, the greater the
investment made for a
new venture. The values
are measured in R$ 1 MM
(one million reals)

Natural Maximization

C3 - Number of job
positions

The number of jobs that
the company has is an
attribute to measure the
company’s job creation
capacity. The higher the
number of jobs, the
greater the service to the
objective

Natural Maximization

C4- Distance (km) It refers to the distance
between the capitals and
it is measured in KM. The
longer the distance, the
higher the cost to deliver
the product to the market
of Pernambuco and the
greater the potential for
cost reduction when
settling in PE

Natural Maximization

(continued)
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Table 2. (continued)

Criteria Definition Type of criterion Preference direction

C5- Capillarity The capillarity of the
company is constructed
from the number of
regions in which the
company is present and
the total number of states
in which it has operation.
The higher the capillarity,
the greater the service to
the objective. The
constructed criterion has
7 levels

Constructed Maximization

C6- MHDI A proxy attribute was
used for the fundamental
objective of maximizing
the interiorization. The
Municipal Human
Development Index
(MHDI) of the place
where the company has
operations can be used as
an approximation of how
adherent the company is
to settle in municipalities
of less development. The
lower the MHDI of the
city of origin, the greater
the tendency for it to
settle in a region further
away from the capital

Proxy Minimization

2.4 Alternatives and Consequences Matrix

The generation of alternatives in a VFT approach is the most creative part of the decision
process [1]. Structuring the objectives gives a clear idea of what are the means to achieve
the goal. In the end, it is possible to speculate which are the best alternatives that should
be evaluated in this decision process.

As a result of the means-end objectives network, a set of 25 enterprises were selected
to be part of the set of alternatives. They were chosen based on the attributes that best
represents the interest of the DMs.

The consequences matrix illustrated in Table 3 shows the evaluation of the
alternatives in each criterion.
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Table 3. Consequences matrix

Altern C1 C2 C3 C4 C5 C6

A1 2 R$ 832.857,80 7059 2074 6 0,659

A2 2 R$ 92.040,12 13367 120 7 0,618

A3 1 R$ 82.633,21 2012 2061 2 0,689

A4 1 R$ 22.991,44 2446 2061 2 0,736

A5 1 R$ 68.030,94 1283 839 4 0,694

A6 1 R$ 1.734.659,21 661 800 2 0,658

A7 1 R$ 1.238.871,78 1998 2061 2 0,776

A8 2 R$ 11.804,14 2862 2061 2 0,73

A9 2 R$ 4.336,50 2477 120 4 0,7

A10 3 R$ 500.000,00 6346 2660 2 0,736

A11 3 R$ 237.018,86 3927 0 4 0,68

A12 1 R$ 101.105,25 1049 800 2 0,641

A13 1 R$ 22.582,55 1262 800 2 0,701

A14 1 R$ 277.417,78 656 2660 1 0,805

A15 4 R$ 178.879,19 785 3247 1 0,67

A16 4 R$ 263.495,02 807 839 1 0,677

A17 4 R$ 282.939,25 828 2660 1 0,764

A18 4 R$ 4.764,70 1760 2332 2 0,708

A19 2 R$ 155.759,39 3800 297 4 0,672

A20 2 R$ 21.150,61 5721 2338 2 0,693

A21 2 R$ 167.878,55 4870 2058 4 0,628

A22 2 R$ 72.805,32 4697 2061 2 0,695

A23 2 R$ 12.693,46 2289 2074 4 0,564

A24 3 R$ 143.335,50 2953 2332 4 0,755

A25 2 R$ 202.571,67 4219 2061 2 0,674

3 Preference Modeling with FITradeoff Method

The phase 2 of the framework proposed by [5] is the preference modeling in the mul-
ticriteria problem. The FITradoff method for the ranking problematic was applied to
build an ordered list of the potential investors that should be prioritized, according to the
company’s objectives.

The Flexible and Interactive Tradeoff (FITradeoff) is a multicriteria method for elic-
iting the scale constants of the criteria (attributes) developed by [2], which aims to model
the preferences of the decision maker using partial information into an additive model
approach within aMAVT (Multi Attribute Value Theory) scope. The FITradeoff method
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combines two types of preference modeling in its structure [4]: elicitation by decompo-
sition, in which the DM compares elements in the consequences space, similar to what
happens in the classical tradeoff [26], but with partial information provided; and holistic
evaluations, in which the DM compares elements in the alternatives space. The possi-
bility of combination of these two distinct preference modeling approaches - switching
between them at any time during the process, according to the DMs wishes - is a key
flexibility feature of the FITradeoff method that enables the decision process to be con-
ducted in a more efficient manner, with less information provided [4]. The information
obtained by these two types of preference elicitation is converted into inequalities that
act as constraints for a linear programming model that searches for dominance rela-
tions between alternatives, therefore constructing a ranking of them [3]. The FITradeoff
method is operated by means of a Decision Support System (DSS), available at www.
fitradeoff.org.

In this decision problem, all decision makers agreed on the values of each criterion
for each alternative, in a sense that the consequences matrix in Table 3 was applied
with all of them. The FITradeoff DSS was applied separately with each decision maker,
guided by an analyst with well background on themethod. The elicitation was conducted
separately due to agenda limitation of the DMs.

Starting the preferencemodeling process with FITradeoff, the intracriteria value fun-
cions were considered to be linear, for simplification purposes. However, in FITradeoff,
it is also possible to consider nonlinear value function. Then, the decision maker ranks
the criteria scaling constants (considering the ranges of consequences in each criterion).
This process can be done by pairwise comparison, where the DM is asked about his
preference for each pair of consequences, or by overall evaluation in FITradeoff DSS.

The result of this step of ranking of criteria scaling constants is shown in Table 4.
The scaling constant of criterion ci is denoted by kCi in Table 4. The ranking of each
DM has significant differences. DM1 ranks in first position criterion C4, and for DM2
and DM3, the same criterion occupies the last position.

Table 4. Results of ordering criteria scale constants by DMs

Ranking DM1 DM2 DM3

1º kC4 kC3 kC3

2º kC1 kC1 kC2

3º kC5 kC2 kC6

4º kC2 kC6 kC5

5º kC6 kC5 kC1

6º kC3 kC4 kC4

After the ranking of criteria scaling constants, the elicitation process is carried out
in a flexible way, such that the DM can decide between elicitation by decomposition
(Fig. 1) and holistic evaluations (Fig. 2), with the possibility of alternate between them.
In the elicitation by decomposition, the DM compares two hypothetical consequences,

http://www.fitradeoff.org
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which have the worst possible outcome in all criteria except for two of them (adjacent,
according to the order presented in Table 4). The DM answers such questions by con-
sidering tradeoffs between these two criteria, choosing which consequence is preferred
to him. By answering multiple questions of this type, this information is converted into
inequalities for the criteria scaling constants, which form the so-called space of weights
[2]. Those inequalities enter as constraint into a linear programming model that searches
for dominance relations between alternatives, and then a (partial or complete) ranking
is obtained, depending on the level of information obtained [3].

Fig. 1. Elicitation by decomposition in FITradeoff DSS

Fig. 2. Holistic evaluation in FITradeoff DSS

The other type of preference modeling consists on holistic evaluations, in which
the DM compares alternatives directly, aided by graphical visualization (Fig. 2). In the
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ranking problematic, the holistic evaluation can be used to directly define a preference
relation between two alternatives between which a dominance relation has not been
defined yet. The FITradeoff DSS offers different types of graphical visualization to aid
holistic analysis (bars, bubbles and radar graphics). Figure 2 shows a bar graphic that can
be explored to compare two alternatives (A6, in blue; and A7, in orange) The graphic
show the performance of these alternatives in each criterion, in a 0–1 ratio scale. In
this graphic, criteria are ordered from left to right. By analyzing them in a comparative
manner, the DM can decide which alternative is preferred, according to his preferences.
It should be highlighted that the DM also has the option to switch back to the elicitation
by decomposition, in case he does not feel confident (or does not want to) perform a
holistic evaluation at that point [4]. Once a holistic judgment is performed, an inequality
involving the global values of the two compared alternatives is obtained, and the space
of weights is updated accordingly. It should be highlighted that the DM can alternate
between the two types of preferences elicitation during the process, and he can also stop
the elicitation process at any time, whenever he feels that the partial ranking obtained is
enough for his purposes.

4 Results and Discussion

The elicitation process described in the previous section was carried out with the three
decision makers, and the results are displayed in Table 5. For DM1, 11 questions were
answered in the elicitation by decomposition and 03 holistic evaluations were made. As
for DM2, 35 questions were answered in the elicitation by decomposition and no holistic
evaluations were made. Finally, DM3 answered just 04 questions in the elicitation by
decomposition and a complete pre-order has been found.

From Table 5, it can be seen that, in all three rankings, some alternatives remained
tied in a certain ranking position. This is more evident in the ranking of DM2, which
achieved 14 ranking positions, and the others achieved 20 ranking positions. It should
be highlighted that the elicitation process in FITradeoff is flexible, in such a way that
it can be interrupted whenever the DM is satisfied with partial results, not necessarily
achieving a complete ranking, which was exactly was happened in this case.

As a prioritization problem, the ranking of the three DMs should be analyzed and
compared. At first, it can be seen that the first two positions are the same for all DMs,
with alternatives A1 and A2. Hence, it becomes clear that these two enterprises deserve
to be the first one in which the state will prospect. Then, it is possible to analyze that the
rankings of DM1 and DM3 are identical until the fifth position, and extremely similar
in the following positions. In this sense, it is possible to see that the ranking of DM2 is
a bit different from the other two.

In this case of divergence of rankings, some approaches could be considered to rank
the results. One of the most widely used approaches to combine rankings is applying
voting rules. The Borda procedure [27] is one of the most well-known voting rules, with
which is possible to combine rankings by stablishing scores for alternatives according
to the position that each alternative occupies in each individual ranking. By assuming
that the DMs answered the FITradeoff elicitation question considering their actual pref-
erences – without manipulation purposes -, the Borda rule could be suitable to combine
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Table 5. Individual rankings

Ranking DM1 DM2 DM3

1 [A1] [A2] [A1]

2 [A2] [A1] [A2]

3 [A21, A23] [A20] [A21, A23]

4 [A7] [A10] [A7]

5 [A6] [A21] [A6]

6 [A3] [A22] [A10, A20]

7 [A20] [A25] [A3]

8 [A4, A25] [A19] [A25]

9 [A5, A10][A10,
A22][A22, A14]

[A4][A7][A3] [A22]

10 [A24] [A11] [A4]

11 [A12] [A6][A8][A9][A23][A5][A13][A12][A24] [A24]

12 [A8] [A14] [A14]

13 [A19] [A18] [A5, A15][A15,
A8]

14 [A13] [A15, A16, A17] [A12]

15 [A15] [A19]

16 [A9] [A13]

17 [A11] [A18]

18 [A18] [A9, A17]

19 [A17] [A11]

20 [A16] [A16]

these rankings. Table 6 shows the final ranking obtained combining the three rankings
of Table 5 with Borda rule.

Hence, obtaining these results, ADEPE should follow the prioritization displayed in
Table 6 to organize its potential investments. It should be highlighted, however, that other
mechanisms could be used to achieve a final solution, such as other voting procedures
[28], decision rules or even a consensual approach guided by a facilitator. Nevertheless,
when the number of alternatives increases, achieving a consensus based on process
support becomes even more challenging. In this sense, an analytical solution to combine
rankings, such as using the Borda rule, seems more suitable in this case.
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Table 6. Final group ranking, applying Borda rule

Position Alternative

1 A1

2 A2

3 A21

4 A20

5 A7

6 A23

7 A10

8 A6

9 A3

10 A25

11 A22

12 A4

13 A24

14 A5, A14

15 A8, A12, A19

16 A13

17 A15

18 A9

19 A11

20 A18

21 A17

22 A16

5 Final Remarks

Decision situations involving multiple criteria and multiple decision makers at the same
time inherently involve some challenging tasks, such as: structuring the problem in a
coherent manner, stablishing objectives and criteria relevant for the DMs, evaluate the
set of alternatives according to these criteria and aggregating different decision makers’
preferences. In this work, those challenges were addressed in the context of prioritization
of potential investors in the state of Pernambuco, Brazil. 25 companies were considered
as alternatives, which were evaluated with respect of 6 criteria. Preferences of three
decisionmakerswere considered. In order to stablish the objectives and criteria, theValue
Focused Thinking approach was applied. Then, the preferences elicitation process was
conducted separately with each DM, using the FITradeoff DSS. The flexibility features
of the FITradeoff method were explored during the process, in which the DMs could
alternate between elicitation by decomposition and holistic evaluations. After achieving
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the three individual rankings, since different rankings were obtained, the Borda rule was
applied to combine then and therefore obtain the final ranking of investors. Since the
FITradeoff method gives the individual results for each DM, the Borda rule was applied
as an alternative approach to aggregate individual rankings obtained by FITradeoff, in
a simpler manner. However, other approaches could have been applied, such as a final
meeting with all three DMs and a facilitator, in which one could try to show the others
their point of views within a participative perspective, and therefore a consensus could
be achieved. Or even other voting procedures, decision rules and aggregation techniques
could have been performed.

Regarding the number of questions that each DM had to answer in the application of
the FITradeoff method, it may vary depending on several aspects of the problem [29],
such as number of criteria, alternatives topology and distribution of weights. However,
it should be highlighted that the questions made in FITradeoff are strict preference
questions, which are cognitively easier compared to other methods such as the classical
tradeoff procedure [26], in which indifferent statements should be provided. Moreover,
the FITradeoff method distinguishes from other MCDM methods by the advantage of
combining to types of preference modeling (elicitation by decomposition and holistic
evaluations), and giving the DM the flexibility to choose when to use each of them,
according to the way in which he/she feels more comfortable with.

The perception of the decisionmakers for the structuring of the problemwas positive,
they agreed with the objectives and criteria presented. During the preference modeling
process, the DMs showed good understanding of the questions and how they could
indicate where to continue the elicitation, switch for a holistic evaluation or stop the
process. At first, they preferred the elicitation by decomposition, but when the number
of questions were rising there were some hesitations on the answers, and that was the
moment in which the holistic evaluation was considered.

The next steps for implementation of the decision are to allocate the alternatives
that are ranked in the first positions to the investment managers to work with specific
strategies of investment attraction, that can include a propose of a set of opportunities
and benefits the state could offer to the company.

Finally, it can be highlighted that the innovation and significance of this paper
relies on both methodological and practical perspectives. Methodologically speaking
a well-known PSM, the Value Focused Thinking, was applied jointly with the FITrade-
off method, aiding on the objectives structuring phase. On a practical perspective, the
decision process of ranking potential investors for the government of Pernambuco was
improved with the use of structured methodologies to guide it and help the DMs, which
could better think about the problemand take into account factors thatwere not previously
considered in previous decisions.

For future studies, it would be interesting to evaluate the public investments allocated
to the attraction of a new investments and consider the actual return of the new venture
to the state.
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Abstract. This paper proposes a new approach for determining the negotiation
offer scoring system for a negotiator out of the group preference information. The
proposed algorithm, unMAGIC (unfolding and MARS-based Group preference
Information Computation), is a hybrid of the unfolding and MARS (Measuring
Attractiveness near Reference Solution) methods. In its first steps, the experts
express their preferences over some exemplary negotiation offers, predefined
according to the principles of the MARS approach, by declaring their rank order.
Then, the rank orders are processed according to the principles of unfolding anal-
ysis to produce two-dimensional evaluations of each offer that describe howmuch
it is preferred from the aggregated viewpoint. Offers and experts are also depicted
on the plane, showing the distances to each other, which helps the negotiator
better understand the variety of recommendations. Then, using the principles of
MARS, these distances are used to build the additive scoring system for the nego-
tiator. Finally, we verify how our hybrid approach works using a dataset from the
prenegotiation experiment based on a bilateral negotiation case.

Keywords: Preference elicitation · Negotiation scoring system · Collective
negotiation profile · Unfolding method · MARS method

1 Introduction

One of the negotiators’ prenegotiation activities is structuring the negotiation problem
and developing the negotiation template and scoring system [1, 2]. The former describes
the negotiation issues and the feasible spaces of their resolution levels. The latter defines
scores for all the elements of the negotiation template and is used by negotiation sup-
port systems or third parties to support the negotiators’ decision and ensure efficient
and fair compromises. The theory of negotiation analysis recommends multiple criteria
decision-aiding (MCDA) methods to help negotiators solve this problem [3–6]. In typ-
ical negotiations, for each issue, the feasible resolution levels (options) are predefined,
and offers are determined as combinations of these options, which makes the potential
decision matrix to be evaluated large.
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The scale of the problem and the negotiators’ behavioral limitations may make
analyzing preferences and determining the scoring system in prenegotiation difficult
and prone to many errors [7, 8]. Therefore various techniques have been developed to
help negotiators in prenegotiation decision analyses [1, 9, 10]. Most focus on exploring
the negotiators’ preferences with tools tailored to the negotiation problem’s specificity or
the parties’ cognitive capabilities [11, 12]. Another approach is to provide the negotiator
with information regarding preferences typical for the group of other negotiators towhich
she/he is similar (concerning, e.g., some business characteristics). With data describing
the preferences of a broad population of negotiators, it is possible to construct models
of collective preferences for different groups of negotiators [13, 14]. Such solutions are
also used in practice, for example, in electronic marketplaces designed for organizing
multi-issue auctions or tenders. There, the predefined scoring functions are suggested
to auction organizers deriving from the ones earlier used by similar types of customers.
One such example is the idea used in organizing an e-marketplace named OpenNexus1,
which is used for contracting by many public institutions in Poland.

Since the number of negotiators clustered in a particular group of similarity may be
large, the analytical approach used to determine a collective profile implements the tech-
niques from the data analysis rather than group decision-aiding. For instance, Piasecki
et al. [14] proposed an approach that used a fuzzy representation of a collective prefer-
ence profile through the trapezoidal fuzzy numbers constructed out of the preferences of
individual negotiators. Such an approach allowed representing the collective preferences
with all the nuances resulting from the individual declarations. However, the resulting
global fuzzy scores of offers did not allow for their easy comparison.

Therefore, in this paper, we propose a new approach for determining the negoti-
ation offer scoring system out of the group preference information that hybridizes the
mechanics of the unfolding analysis [15] and theMARS (Measuring Attractiveness near
Reference Solution) technique [10]. In this approach, we assume that the group of experts
expresses their preferences over selected negotiation offers predefined according to the
principles of MARS by declaring their rank order. Then, the rank orders are processed
according to unfolding analysis to produce two-dimensional evaluations of each offer
that describe how much preferred it is from the collective (aggregated) viewpoint. Then,
using MARS again, we decompose these evaluations to find the scores of all options in
the template and build additive scoring systems for the negotiator.

There are some objective reasons for hybridizing these two approaches. First, the
MARS technique cannot produce the group decision recommendation alone, as it was
designed to support a single decision maker (DM) only. The unfolding method allows
nicely visualizing of the opinion of a group of experts over a predefined set of alternatives.
Unfortunately, it does not give recommendations on how this set should look nor the
procedure for determining the disaggregated scoring system out of this set.

The hybridized approach has some advantages. First, incorporating MARS princi-
ples to predefine the set of exemplary offers allows for building a set of alternatives
that are easy to compare. Their evaluation requires, at most, a consideration of a single
trade-off between two negotiation issues. Unfolding allows describing alternatives, pre-
viously ranked by experts, through the coordinates on the Euclidean space, which can

1 https://platformazakupowa.pl/

https://platformazakupowa.pl/


Using Unfolding Analysis and MARS Approach 55

be later used to produce the cardinal scores from the MARS algorithm. Consequently,
the approach reduces the cognitive requirements imposed on experts.

The paper consists of three more sections. Section 2 presents the theoretical issues
related to defining the negotiation template and building the scoring system using the
proposed hybridized approach that mixes unfolding analysis and the MARS method.
Section 3 describes the prenegotiation experiment that provides the data for the analyses
using our hybridized approach and shows how it works using experimental data. We
summarize the approach in conclusions.

2 Methodology

2.1 Negotiation Template and Scoring System for Negotiation Support

In negotiation analysis, notions of negotiation template and scoring system are key-
important from the viewpoint of any negotiation support that can be offered to the
parties [16]. The template defines the structure of the negotiation problem, while the
scoring system quantitatively describes the negotiators’ preferences for the template’s
elements2. LetG = {gi}i=1,...,m denotes a set ofm issues to be discussed in negotiations,
and Xi = {

xi,j
}
j=1,...,ni

is a set of ni salient options (potential resolution levels) for the

issue gi3. The negotiation template can be defined as m + 1-tuple

T = {
G, {Xi}i=1,...,m

}
. (1)

Consequently, the scoring system is a corresponding m + 1-tuple

S = {
w, {Vi}i=1,...,m

}
, (2)

where w = [w1, . . .wm] is a vector of issue weights such that
∑m

i=1wi = 1, and
Vi = {

vi,j
}
j=1,...,ni

is a set of cardinal scores, usually scaled to [0;1]-range, describ-
ing the attractiveness of options xi,j. With the negotiation problem defined by tem-
plate T and scoring system S, any negotiation offer a from a feasible negotiation space
A = ∏

i=1,...,mXi can be evaluated using a simple additive scoring formula

V (a) =
∑m

i=1

∑ni

j=1
wivi,jz

a
i,j, (3)

where zai,j is a binary variable indicating whether the option xi,j builds offer a.
The fact that offers can be quantitatively evaluated thanks to an adequately defined

scoring system S opens many possibilities for offering asymmetric and symmetric
negotiation support and designing negotiation support systems [2, 16–18].

2 Classically, it is assumend that additive and fully compensatory model of preferences may be
applied to adequately descibe negotiator’s preferences.

3 For a discussion on how such a definition may describe continuous negotiation problems, see
[2]
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2.2 The Multidimensional Scaling and Unfolding Methods – a Short Overview

Assuming the negotiator is supported in determining the scoring system S by the experts,
an issue of adequately determining a single recommendation that represents a common
viewpoint of all these experts arises. If the number of experts is not high, some notions
of group decision-making may be applied [19]. Otherwise, e.g. when crowdsourcing or
the ideas of knowledge society are applied, the notion of consensus is senseless. In that
case, other tools from data analysis may be more efficient, or some generalizations of
classic decision-making approaches need to be developed [20, 21].

One of the potential techniques to be used in such a situation is unfolding analysis
that derives from multidimensional scaling (MS) [22]. MS is the process of finding the
configuration of points (representing objects under consideration) in a space with a given
number of dimensions. The distances between these points should represent the dissimi-
larities between objects in the most accurate way. The starting point of theMS procedure
is the coordinates of objects (data points) in a space with a large number of dimensions
and the matrix of distances (dissimilarities) or similarities between individual objects.
The unfolding method [15] is one of the MS methods used in preference representa-
tion. It aims to detect a common space of points representing respondents and examined
objects and assess the relationships between objects and respondents based on the con-
figuration of the received points. In unfolding, input data are denoted by a preference
matrix, where rows represent respondents and columns represent objects. Searching for
coordinates is iterative and is completed when the value of a defined criterion function
meets an assumed threshold or if the previously assumed number of iterations has been
reached. Generally, the unfolding, aimed at scaling into, e.g., two-dimensional space,
consists of searching for the coordinates of points in geometric space that optimally
reproduces distances in the input data matrix. The distances of objects from the cen-
troid of coordinates may reflect their collective attractiveness from the viewpoint of all
respondents.

2.3 Holistic Declaration of Preferences in Multi-issue Negotiation – MARS
Method

Many MCDA techniques may be used to determine the scoring system as required by
formula (2) (see [23]). However, they differ regarding how the preference information
is derived from DM. One group of methods assumes DMs can express their preferences
directly on the disaggregated level, i.e., they explicitly define the ratings vi,j or the
marginal value functions that could be used to determine them. Another one assumes
that those marginal value functions or vi,j ratings can be derived from the preferences
defined at the holistic level for the examples of alternatives (offers). In other words,
instead of declaring ratings for elements of template T , the selected alternatives from A
are considered byDMs,whomay declare the order of them, assign them to the predefined
quality categories, or assign them global numerical ratings. The holistic approach has
been suggested earlier as a negotiation support tool [2, 9, 24, 25].

One of these holistic methods is MARS which has been used as a stand-alone
decision-aiding tool for negotiation support or as a facilitating technique for other holistic
approaches [2, 10]. MARS is a hybrid of ZAPROS [26] and MACBETH [27] methods.
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Its big advantage is the precise recommendation of the set of exemplary offers that use
all the options defined in the template T . When the ideal offer is considered as a refer-
ence solution aI (consisting of most preffered options for all issues), all remaining ones
that build the set of reference alternatives (HnRIS ) differ from aI in resolution level of
one issue only. Consequently, any two offers from HnRIS differ on resolution levels of
at most two issues. Hence, if negotiator compares them she must only consider which
concession (on issue gk or gl) is most profitable to her. It is cognitively far more easier
than comparing offers consisting of entirely different options.

Another characteristic of MARS is that it produces the joint cardinal scale out of the
holistic evaluations of offers, which is based on the notion of distance of a particular
offer to the reference one (aI ). These distance values are directly related to the poor
performance of the non-ideal option that builds a particular offer fromHnRIS . Therefore,
assuming that the marginal scoring functions are scaled to a particular range – they may
be easily decoded and produce the entire scoring system S (i.e., weights and option
ratings). The fact that both unfolding and MARS operate with notions of distances
makes them formally legitimate to be hybridized to produce the scoring system out of
the recommendations of experts or the participants of the crowdsourcing process.Wewill
propose such a hybrid algorithm for determining the scoring system out of holistically
defined preferences over the set of predefined negotiation offers in Sect. 2.5.

2.4 Analyzing the Coherence of Information Provided by the Group – Kendall’s
Coefficient of Concordance

Before the aforementioned analysis is performed, one should check how coherent the
individual recommendations provided by subsequent experts are. If these recommenda-
tions differ too much, there may be no pattern in experts’ preferences that we should
suggest to the negotiator as representing the collective preferences well. Therefore, an
adequate checkup procedure should be suggested to identify such a problem.

Assume that there is p = 1, 2, . . . ,P experts that evaluate q = 1, 2, . . . ,Q negoti-
ation offers by assigning them ranks from 1 to Q, without ties. Let rq,p be a rank that
pth expert assigned to qth offer, Rq = ∑P

p=1rq,p be a total rank given to qth offer, R be
the mean value of total ranks Rq (q = 1, 2, . . . ,Q), and SQD be the squared deviation

given by the formula SQD = ∑Q
q=1

(
Rq − R

)2
. Kendall’s coefficient of concordance (or

Kendall’s W coefficient) of experts’ opinions is defined as:

W = 12SQD

P2
(
Q3 − Q

) . (4)

The concordance coefficient W ∈ [0, 1]. The higher the values W , the greater con-
sistency of rankings among experts. If W = 1, then we have a complete agreement
of individual recommendations, i.e., all experts obtained the same order of offers. If
W = 0, then the experts’ rankings may be regarded as random. According to [28],
we may interpret W values using the following rule of thumb: W ∈ [0; 0.2) – slight
agreement, W ∈ [0.2; 0.4)− fair agreement, W ∈ [0.4; 0.6)− moderate agreement,
W ∈ [0.6; 0.8)− substantial agreement andW ∈ [0.8; 1) almost perfect agreement. Let
us note that in the case of ties, the correction factors should be computed inW .
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2.5 A Hybrid Approach to Determine the Scoring System from Collective
Preference Declarations

With all the above methodological considerations, we will propose below an unMAGIC
algorithm that hybridizes the unfolding and MARS methods to produce the negotiation
scoring system out of the recommendations of a group of experts. This algorithm consists
of the following steps:

• Step 1. Define the negotiation template T for the negotiation problem under
consideration.

• Step 2. Build the set of reference alternatives HnRIS using MARS principles.
HnRIS should be comprised of all feasible alternatives from A that consist of the

best resolution levels for all criteria but one together with the alternative, which is the
ideal solution. For a discretely defined negotiation template, the cardinality of such
a set is equal to |HnRIS | = 1 + ∑m

i=1(|Xi| − 1).
• Step 3. Collect individual recommendations of experts regarding the rank order of

alternatives from HnRIS .
• Step. 4. Verify the concordance of recommendations by determining Kendall’s W

coefficient for the dataset of recommendations gathered in step 3.
• Step 5. Perform two-dimensional unfolding analysis:

– identify potential outlier recommendations (e.g., from the unfolding plane), and if
the assumed minimum concordance threshold of W is not met, remove them and
go to step 4,

– for each alternative, determine its Euclidean distance from the point represent-
ing the opinion of the group (xo, yo) using the coordinates determined from the
unfolding analysis:

Lq =
√
(xq − xo)2 + (yq − yo)2 (5)

where xq (yq) are the coordinates of qth offer; x0 (yo) are the coordinates of
the point representing the expert group’s opinion (e.g., centroid point).

• Step 6. Normalize the distances Lq using the notion of min-max normalization, i.e.

L̃q = Lq − maxLq
minLq − maxLq

. (6)

• Step 7. Assign ratings to options using MARS principles:

– Assign a rating equal to 1 to the best option within each Xi.
– To each non-best option, assign a rating equal to the normalized distance of the

offer this non-best option comprises.

• Step 8. Determine the global ratings V
(
aq

)
for all offers from HnRIS and worst offer

aAI that consists of the worst options for each issue using formula (3).
When determining the global scores, weights wi = 1 for each issue i =

1, 2, . . . ,m should be temporarily assumed.
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• Step 9. Determine the rescaled global ratings Ṽ
(
aq

)
from V

(
aq

)
computed for the

set HnRIS ∪ aAI using min-max normalization.
• Step 10. Compute [0; 1]-normalized scoring system for negotiation offers:

– Determine issue weights using the following rule

wi= 1−Ṽ
(
aq

)
if the worst option of th issue builds offer aq (7)

– Rescale the option ratings obtained in step 7 using min-max normalization within
each issue separately.

3 Application Algorithm for the Determination of Negotiation
Scoring System Based on Group Preference Information

To verify how the proposed hybrid algorithmworks, we use a dataset from the prenegoti-
ation experiment based on a bilateral negotiation case implemented in the Inspire system
[17]. In our experiment, we asked the participants to holistically define their preferences
over exemplary negotiation offers built out of the template defining this negotiation case.
They were instructed that the rank orders they built would be used to determine the scor-
ing system for the template. The participants were 98 students (58% of females; 42% of
males) from three Polish Universities, and this experiment was a part of their computer
science, economics, logistics, mathematics, and international relations courses. They all
took prior training regarding negotiation support, analysis, and preference declarations
(both in holistic and disaggregated ways) for determining the negotiation offer scoring
systems (e.g., simple direct rating or UTA techniques). The rank orders of exemplary
offers the participants declared during the experiment allow us to illustrate below our
scoring mechanism.

• Step 1. The Inspire negotiation problem concerned designing a contract for a new
rising star singer by her agent (Fado) and the representative of the music company
(Mosico). In our experiment, all participants played the role of Mosico agents. They
were asked to consider the negotiation template T defined through four issues and
the sets of predefined feasible options, for which the principal’s preferences were
describedverbally andvisualizedgraphically for eachnegotiationparty. Thegraphical
representation of the template and preference information for the Mosico party is
shown in Fig. 1.

• Step 2. The set of thirteen reference offers HnRIS was built. The offers (shown in
Table 1) are constructed with the best options (bolded) for all issues but one and the
ideal solution which consists of all best options for all issues (offer O8). For details
on generating HnRIS set see [10].

• Step 3. We used the dataset from the experiment to collect individual recommenda-
tions from respondents regarding the rank order of offers fromHnRIS . The experimen-
tal setup allowed respondents to declare only the total rank order of offers, i.e., no
two offers could be considered equally attractive (no rank ties occurred). However, it
must be noted that the approach generally allows the experts to define the same ranks
(ties). The summary of rank declarations by respondents is shown in Table 2.
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Fig. 1. Visual representation of template and Mosico preferences in Inspire negotiation

Table 1. The offers from the set HnRIS

Offer id Resolution levels building an offer

O1 5 concerts, 14 songs, 2% royalties, 125,000$ contract

O2 6 concerts, 14 songs, 2% royalties, 125,000$ contract

O3 7 concerts, 14 songs, 2% royalties, 125,000$ contract

O4 8 concerts, 11 songs, 2% royalties, 125,000$ contract

O5 8 concerts, 12 songs, 2% royalties, 125,000$ contract

O6 8 concerts, 13 songs, 2% royalties, 125,000$ contract

O7 8 concerts, 14 songs, 1.5% royalties, 125,000$ contract

O8 8 concerts, 14 songs, 2% royalties, 125,000$ contract

O9 8 concerts, 14 songs, 2% royalties, 150,000$ contract

O10 8 concerts, 14 songs, 2% royalties, 200,000$ contract

O11 8 concerts, 14 songs, 2.5% royalties, 125,000$ contract

O12 8 concerts, 14 songs, 3% royalties, 125,000$ contract

O13 8 concerts, 15 songs, 2% royalties, 125,000$ contract

• Step 4. Kendall’s coefficient of concordance was determined, and an independence
test was performed to verify the similarity of respondents’ recommendations. We
assumed the threshold valueW = 0.7 as satisfactory for performing unfolding anal-
ysis. The degree of concordance for our respondents was W = 0.745, which can be
interpreted as substantial agreement [28]. The chi-squared test confirms its signifi-
cance at p < 0.001. Therefore, we will move to step 5 with the full dataset as an
input for unfolding analysis.

• Step 5. Two-dimensional unfolding analysis was performed using SPSS 28 software.
For the input data describing respondents’ ranks (rows) assigned to negotiation offers
(columns), the proximities in unfolding were set as dissimilarities and transformed
by rows ordinally. The classical initial configuration with Spearman-based imputa-
tion and standard iteration criteria were used. Finally, after 171 iterations, the Stress
function was obtained at 0.175 with a penalty component 2.083. The standard test
benchmarking the Stress value to those from scaling random data confirms significant
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Table 2. Distribution of ranks for offers from HnRIS from participants declarations

Rank O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13

1 1 0 4 0 0 2 4 82 2 2 1 0 0

2 0 2 0 0 1 1 6 6 65 2 7 0 8

3 2 0 2 0 0 3 10 3 10 44 16 1 7

4 0 0 1 0 1 2 6 2 8 18 44 6 10

5 0 1 5 2 0 0 29 1 7 6 15 13 19

6 0 4 1 0 0 3 22 0 1 12 9 38 8

7 3 1 7 1 1 12 6 2 2 5 2 19 37

8 0 2 8 1 5 52 8 0 2 6 0 8 6

9 0 3 16 2 50 13 2 2 0 1 3 5 1

10 3 5 13 42 22 3 3 0 0 1 0 5 1

11 2 5 41 30 11 6 0 0 0 0 0 2 1

12 2 73 0 16 4 1 0 0 1 0 1 0 0

13 85 2 0 4 3 0 2 0 0 1 0 1 0

min 1 2 1 5 2 1 1 1 1 1 1 3 2

max 13 13 11 13 13 12 13 9 12 13 12 13 11

Mean rank 12.3 11.1 9.0 10.6 9.5 7.8 5.4 1.5 2.8 4.4 4.3 6.6 5.7

Dominant rank 13 12 11 10 9 8 5 1 2 3 4 6 7

differences at p < 0.001. The joint plot representing unfolding results is shown in
Fig. 2.

The analysis of Fig. 2 allows us to determine the preferences of the group of respon-
dents for negotiation offers. In general, the less distant the alternative is from the centroid
of the points representing experts, the more it is preferred. Consequently, the most pre-
ferred offers are O8 and O9, and the last is O1. The joint graph shows, however, that O1
seemed more preferred than O8 and O9 by respondents 32, 33, and 51. However, these
respondents differ in preference declarations from others, as a big cloud of blue points
representing the majority of respondents lies far to the left. The detailed coordinates
obtained from the unfolding analysis for offers and their distances from the centroid
(xo, yo) = (−0.462, 0.415) representing the opinion of group experts are shown in
Table 3 (columns 2–4).

• Step 6. The normalized distances L̃q (raw offer scores) are determined from formula
(6) – see Table 3, column 5.

• Step 7. Using MARS, the options are associated with each score L̃q (Table 3, column
6). For instance, offer O4 consists of the best options for all remaining issues but
suggest 11 songs be recorded (while the best option is 14). Therefore its distance
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Fig. 2. Configuration of points representing negotiation offers from HnRIS and respondents
obtained by unfolding analysis

from the coordinate of the centroid, Lq ≈ 10.360, and the consequent raw score
(L̃q=0.162) is linked to the poor evaluation of the attractiveness of option 11.

Table 3. The coordinates of points representing negotiation offers, Euclidean distances, normal-
ized distances, and associated options.

Offer Coordinate1 Coordinate 2 Euclidean distance
Lq

Normalized
distances L̃q

Associated
option(s)

O1 11.3645 – 2.7476 12.242 0.000 5

O2 10.3435 – 1.7799 11.025 0.105 6

O3 8.2464 2.3606 8.922 0.286 7

O4 2.3116 – 9.5666 10.360 0.162 11

O5 0.5873 – 8.7949 9.270 0.256 12

O6 0.8878 – 6.9831 7.520 0.406 13

O7 -1.1628 – 4.6361 5.100 0.614 1.5

O8 0.1283 0.5859 0.614 1.000 8, 14, 2, 125

O9 0.8427 – 0.8405 1.810 0.897 150

O10 1.4449 – 2.7587 3.703 0.734 200

O11 2.3535 – 1.8021 3.584 0.745 2.5

O12 3.0951 – 4.5552 6.112 0.527 3

O13 4.7792 0.8336 5.257 0.601 15
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• Step 8. Determining the global ratings V
(
aq

)
for all offers from HnRIS ∪ aAI using

normalized distances L̃q (Table 4, columns 2–6).
• Step 9. The rescaled global ratings Ṽ

(
aq

)
and the corresponding ranks are determined

from V
(
aq

)
. The results are presented in Table 4, columns 7–8.

Table 4. The rating offers from the set HnRIS obtained by the MARS-based approach

Offer Concert Songs Royalties Contract Global value V
(
aq

)
Rescaled Global
Value Ṽ

(
aq

) Rank

O1 0.000 1.000 1.000 1.000 3.000 0.612 13

O2 0.105 1.000 1.000 1.000 3.105 0.653 12

O3 0.286 1.000 1.000 1.000 3.286 0.723 9

O4 1.000 0.162 1.000 1.000 3.162 0.675 11

O5 1.000 0.256 1.000 1.000 3.256 0.711 10

O6 1.000 0.406 1.000 1.000 3.406 0.769 8

O7 1.000 1.000 0.614 1.000 3.614 0.850 5

O8 1.000 1.000 1.000 1.000 4.000 1.000 1

O9 1.000 1.000 1.000 0.897 3.897 0.960 2

O10 1.000 1.000 1.000 0.734 3.734 0.897 4

O11 1.000 1.000 0.745 1.000 3.745 0.901 3

O12 1.000 1.000 0.527 1.000 3.527 0.817 7

O13 1.000 0.601 1.000 1.000 3.601 0.845 6

aAI 0.000 0.162 0.527 0.734 1.423 0.000

Step 10. The [0,1]-scaled scoring system for negotiation offers is determined.
First, the issue weights were calculated using the formula (7). We have the follow-
ing:wConcerts = 1−V (O1) since O1 consists of the worst option for concerts. Therefore
wConcerts= 1 – 0.612 = 0.388. Consequently, wSongs = 1 – 0.675 = 0.325, wRoyality= 1 –
0.817= 0.183, wContract = 1 – 0.897= 0.103. Next, the option ratings obtained in step 7
are rescaled using min-max normalization within each issue separately. For instance, the

rating of option x22=12 (songs) is determined as v(x22) = L̃O5−L̃O4
L̃O8−L̃O4

= 0.256−0.162
1−0.162 = 0.112.

The results are presented in Table 5.
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Table 5. Unfolding + MARS-based scoring system

Issue Concerts Songs Royalties (%) Contract

Weights
wi

0.39 0.33 0.18 0.10

Options 5 6 7 8 11 12 13 14 15 1.5 2 2.5 3 125 150 200

Scores

v
(
xji

) 0.00 0.10 0.29 1.00 0.00 0.11 0.29 1.00 0.52 0.18 1.00 0.46 0.00 1.00 0.61 0.00

4 Conclusions and Future Research

In this paper, we proposed a novel approach for generating a scoring system for the
negotiator based on the preference recommendations of experts. This approach mixes
the notions of unfolding and MARS methods. MARS suggests the set of reference
alternatives the experts should evaluate (rank order them). Unfolding visualizes the
results of experts’ recommendations and allows the evaluation of offers using a two-
dimensional scale. It is a considerable advantage of the unfolding approach compared to
other simplemethods of deriving collective ranks (e.g.,meanor dominant ranks). Further,
it allows determining the cardinal ratings of offers using the MARS-based notions of
the joint cardinal scale, which can then be decomposed, producing the negotiation issue
weights and option scores. Consequently, the cardinal scoring system can be built and
used later to support the negotiator in the actual and post-negotiation phases.

It is worth noting that the MARS requirements for building the HnRIS set may result
in quite an extensive list of reference offers in larger negotiation problems (i.e. when
the number of issues increases). It may make the process of rank ordering them more
difficult for experts and potentially result in various preference inconsistencies. A simple
remedy to this problem is reducing the salient options within each issue. However, it
will lead to a lower granularity of evaluation across the options, and consequently, some
nuances in the shapes of marginal scoring functions may not be detected.

We showed an example of how our approach works using experimental data. In
this example, the advantage of unfolding analysis could have also been observed. The
unfolding graph allowed the negotiator to identify the outlier recommendations (e.g., the
points identifying experts no. 23, 32, 33, and 51 in Fig. 2) that stick out of the remaining
ones. The negotiator may wish to eliminate these outliers from the analysis, and then
the unfolding analysis needs to be repeated, resulting in more precise evaluations as the
W coefficient rises.

Further research in implementing this hybrid approach should focus on analyzing
the impact of different dimensions of unfolding analysis on the final forms of scoring
systems. It is clear that the higher dimensions allow unfolding analysis to reduce the rep-
resentation errors of the dimensions calculated; however, simultaneously, it decreases the
possibility of providing the informative visualization of these results for the negotiators
[22].
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Abstract. The study aims to propose a decision-aiding protocol for selecting
the best cultural tourism product for a commune to promote its post-industrial
heritage. It is a peculiar decision-making problem in which the alternatives have
a composite character, i.e., they consist of many simple products that may present
additional value combined. The decision-maker uses the opinion ofmany potential
stakeholders regarding the alternatives evaluation, and these stakeholders may
differ in their cognitive capabilities. Given the above, we propose an approach
that produces a compromise recommendation regarding which product to choose
under different preferences declared by the subsequent stakeholders. The problem
is structured first, which involves defining a set of composite alternatives by an
expert team and discussing them in a series of workshops with the stakeholders.
They may also define additional evaluation criteria based on the predefined set of
common goals. In the next step, the information processing styles of stakeholders
are identified to suggest the multiple criteria decision aiding technique that best
fits each stakeholder’s cognitive capability. Finally, stakeholders’ preferences are
standardized to make them comparable on a common scale and aggregated using
the adopted model of minimum cost consensus. We show how some elements
of this approach work in a real-world problem of promoting the post-industrial
heritage of the southern Polish commune Czeladź.

Keywords: Cultural tourism products · Preference elicitation · Cognitive
capabilities · Group decision-making · Minimum cost consensus

1 Introduction

Cultural tourism product (CTP), as defined by World Tourism Organization, is “a com-
bination of tangible and intangible elements, such as natural, cultural and man-made
resources, attractions, facilities, services and activities around a specific center of inter-
est which represents the core of the destination marketing mix and creates an overall
visitor experience including emotional aspects for the potential customers. A tourism
product is priced and sold through distribution channels and has a life-cycle” [1]. Cultural
tourism and its products affect all areas of human economic activity. The development
of the cultural tourism industry (e.g., entities, institutions, mutual relations, and prod-
ucts) plays a crucial role in creating a unique offer that attracts residents and tourists
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from outside a given commune, city, or region [2]. It also expands and diversifies the
tourist offer of a given town or region thanks to the various forms of tourism products
[3]. Most importantly, it allows to develop the territorial marketing and promote a given
local government unit (LGU) [4, 5].

Contemporary product development based on a systems approach to cultural tourism
[6] strongly emphasizes the advantages of systemic (complex) products or, in other
words, multi-products. A systemic product combines various simple mono-products
and their features, which may also have some synergic effect that better satisfies the
consumers’ needs and goals [7, 8]. Generally, there are seven main categories of tourism
component mono-products that can be used in the process of creating such a systemic
CTP, namely [9–13]: things, i.e., material goods or real products such as maps, guide-
books, souvenirs, promotional gadgets; tourist services, i.e., guided tour, accommoda-
tion, catering service; sets of tourist services (tourist rallies, cultural trip, etc.); events
(festival, concert, cultural festivals); architectural objects (historic building, monument,
architectural heritage); routes (walking trail /marked, unmarked/, bike route, questing
trail); and areas (area with cultural and tourist heritage). Additionally, all CTPs may be
designed in different forms of their physical instances such as real products (physical,
material), digital (photos, videos, animations, graphics, e-books), multimedia (various
digital resources as well as sound recordings, music, interactive elements), virtual (Inter-
net portals or web-apps, computer programs and mobile applications), or mixed (that
hybridize all the above).

The complexity and multidimensionality of the components of systemic tourism
products make the process of their design and evaluation a non-trivial decision-making
problem.Various evaluation criteriamay be considered to decide howwell they fulfill the
goals of their owners. Additionally, potential decision makers (DMs) and stakeholders
involved in CTP projects may trigger problems related to the conflict of views on the
attractiveness of various CTP alternatives, which would require implementing tools for
multiple criteria group decision-aiding (MCDA + GDM).

Several studies show formal techniques for analyzing cultural tourism planning and
management problems. For example, Chou, Hsu, and Chen [14] applied a fuzzymultiple
criteria decision making model to solve the decision problem regarding selecting a place
for an international tourist hotel in Taiwan. In order to evaluate various variants of such a
hotel location, 21 criteria have been created. The researchers presented the computational
process and effectiveness of the model. Huang and Nguyen [15] also used the fuzzy
approach to select optimal CTP promoting indigenous tribes’ culture, in which the AHP
and TOPSIS were combined. Wong and Fung [16] presented an interesting integration
of the GIS system with the MCDA method. They showed that the GIS-based MCDA
approach efficiently identifies potential sites for various ecotourism activities on Hong
Kong’s Lantau Island. Finally, Chang, Wey, and Tseng [17] researched the revitalization
strategies selection problem for the historic Alishan Forest Railway in Taiwan. The
integrated approach was based on fuzzy Delphi, analytic network process, and goal
programming.

In this paper, we study a decision-making problem focused on designing and eval-
uating systemic CTPs when the opinions of various stakeholders need to be consid-
ered. More specifically, we design a protocol to identify CTPs out of the post-industrial
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remainings of Czeladź commune, a medium-sized town in the northern part of the Upper
Silesian-DąbrowaBasinMetropolis in Southern Poland. In the decision-making process,
a DM is a collective body of the commune management board or the mayor’s advis-
ing team. This DM seeks opinions regarding the attractiveness of various alternative
CTPs that may be built out of the cultural heritage among all potential stakeholders. The
stakeholders (employees of cultural institutions) differ in their cognitive capabilities and
logical-mathematical and decision-making skills, making them more or less able to use
one commonMCDA tool efficiently and formulate a reliable opinion for DM. Therefore,
the protocol includes amechanism that identifies stakeholders’ cognitive capabilities and
suggests an adequate (cognitively adjusted) MCDA mechanism to ensure their prefer-
ences are elicitedmost reliably. Finally, the protocol provides solutions for standardizing
stakeholders’ preferences to make them comparable on a common scale and aggregating
them, which is performed using the adopted model of minimum cost consensus. The
collective preference information obtained this way is presented to the DM, who may
use it in making the final decision or confront it with other recommendations, e.g., those
provided by the potential consumers of such CTP. Our protocol may be generalized
to other situations with CTPs evaluation in which similar constraints and assumptions
regarding the stakeholders occur.

The paper is organized as follows. First, in Sect. 2, the post-industrial heritage of
Czeladź is outlined, allowing us to identify the potential for building various CTPs
and the stakeholders of the process. Next, in Sect. 3, the decision-making protocol is
formalized as a step-by-step algorithm that identifies the problem, the stakeholders’
cognitive capabilities, and the corresponding decision aiding methods and integrates
them to produce the joint evaluation of identified CTPs. Finally, Sect. 4 shows how
the algorithm works by specifying the CTPs out of the Czeladź post-industrial heritage
(actual results from the onsite workshop) and eliciting preference information for some
selected stakeholders (actual results and simulation).

2 Post-industrial Coal-Mining Heritage in Czeladź
and the Stakeholders

Numerous traces, remains, monuments, non-historic architectural objects, and artifacts
related to the post-industrial cultural heritage in theCzeladź Commune open the possibil-
ity of creating a thematic CTP. The post-industrial cultural heritage is related to the exten-
sive, well-documented history of two former coal mines: “Saturn” and “Ernest-Michał”
(later: “Czeladź” and “Milowice-Czeladź”), and the history of various infrastructure
adjacent to these two coal mines. Obtaining substantive information regarding the post-
industrial history of Czeladź is based primarily on the analysis of such sources as (1)
the archival collection of the “Saturn” Museum in Czeladź [18, 19], (2) State Archive’s
resources regarding the Mining and Industrial Society “Saturn” [20], (3) State Archive’s
resources regarding the Nameless Society of Coal Mines “Czeladź” in Czeladź-Piaski
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[18], (4) books and articles [21–25]. The identified post-industrial heritage base relates
in general to:

1. Heritage of the former “Saturn” coal mine, namely:
a. historic post-industrial facilities (mining shafts and machine rooms at the shafts

etc.),
b. historic machines and devices (steam power generator, compressor, control panel

in the former mine power plant),
c. interesting (in various aspects) other architectural objects (workshop buildings,

assembly hall, boiler house),
d. workers’ patronage estates,
e. houses for white-collar workers, skilled workers, officials,
f. the building of the Board of the Mining and Industrial Society “Saturn”,
g. villa of the director of the “Saturn” mine,
h. social buildings, school buildings, buildings for cultural purposes,
i. recreational areas, parks, gardens,
j. sports facilities (soccer fields),
k. home gardens,
l. information about non-existent objects, places, areas, etc. (e.g., powder magazine,
sorting plant, railway siding).

2. Heritage of the former coal mine “Milowice-Czeladź”, namely:
a. workers’ patronage estates,
b. houses for white-collar workers, skilled workers, officials,
c. houses of mining supervision employees,
d. the chief mechanic’s house,
e. the villa of the mine director – Victor Viannay,
f. mine management building,
g. gardens, squares,
h. clerical club,
i. Neo-Romanesque parish church,
j. school, and kindergarten buildings,
k. information about industrial facilities, machines, and devices of the non-existent

coal mine complex.

Considering the heritage above, the different categories of CTPs, and their different
forms (real, virtual, etc.), one faces the problem of designing alternatives of complex
CTPs,which are composedof different types ofCTPanddifferent types of post-industrial
heritage. It involves many issues to be resolved regarding important functions and aims
of the planned complexCTP; potentialmixes of categories, types, forms, and instances of
such a new CTP; its important features and attributes, etc. The examples of predefined
alternatives of such complex CTP that were designed using the support protocol we
proposed are shown later in Table 2 (Sect. 4).

In creating a local/regional CTP, various entities play an important role – both from
the environment of the local government, as well as entities of culture, tourism, educa-
tional institutions, or non-governmental, non-profit organizations. Based on the analysis
of the scope of competencies of employees of various entities operating in the Czeladź
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Commune, five categories of stakeholders who will participate in creating a CTP can be
identified (Table 1).

Table 1. Stakeholders in the process of creating a new complex CTP in Czeladź

Category of stakeholders Names of the stakeholders

I. Stakeholders at the level of the LGU of the
Czeladź Commune

1) Formal decision-makers: Mayor of Czeladź
and his deputies
2) Substantively competent employees of
organizational units (offices, departments) of
the Municipal Office in Czeladź, whose scope
of activities concerns the promotion of LGU,
territorial marketing, culture, tourism, city
development, etc

II. Stakeholders in units, entities and
institutions subordinate to the Czeladź
Commune

1) Formally decision-makers in municipal
cultural institutions – directors, managers, etc
2) Formal decision-makers in municipal
institutions related to tourism, sport, and
recreation – directors, managers, etc
3) Formally decision-makers in other entities
whose statutory activity is related to culture,
tourism in general and cultural tourism

III. Stakeholders in non-governmental
organizations

Substantively competent employees of
non-governmental organizations whose
statutory activity is related to the promotion of
culture, tourism, and cultural tourism
– decision-makers in local non-governmental
organizations in the Czeladź Commune

IV. Stakeholders concentrated on other forms
of social and public activity

Local citizen initiatives, informal action
groups, etc

V. Stakeholders in municipal educational
institutions (related to the subject of cultural
tourism)

1) Directors and/or their alternates
2) History, cultural studies, social studies,
basics of marketing, basics of entrepreneurship
teachers etc

3 Decision-Aiding Protocol for Selection of Best Post-industrial
CTP

The heritage outlined in Sect. 2 and the decision-making context described in Sect. 1
expose a multi-criteria and multi-stakeholder character of the problem under consider-
ation. Therefore, we decided to design the group decision-aiding protocol that could be
used to support DMs in the Czeladź Commune in investigating the preferences of poten-
tial stakeholders regarding the problem of building a new CTP promoting post-industrial
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heritage. It was designed based on preliminary theoretical studies and on-the-spot con-
sultations with the experts from the “Saturn” Museum in Czeladź (considered one of
the key stakeholders and potential coordinators of a future post-industrial CTP project).
The protocol consists of the following six steps:

1. Pre-structuration of the CTP problem. A group of experts (X ) set up as a principal
coordinator of the CTP project follows the first steps of the PrOACT [26] approach to
structure the decision-making problem. The group is supported by the analytic unit (a
decision-making methodologist and a data analyst), which may use some interactive
facilitation techniques such as mind or cognitive mapping [27]). As a result, a list of
alternatives is defined A = {A1, . . . ,Am} that consists of a precise description of each
proposed CTP and its components, as well as the list of predefined evaluation criteria
G = {G1, . . . ,Gn} with a detailed vocabulary. Thus, a CTP problem is defined as
P = {A,G}.

2. CTP problem consultations with stakeholders. The predefined problem P is dissem-
inated to all stakeholders (individuals or groups). Then the analytic unit supports a
series of workshops, one for each stakeholder Sk (k = 1, . . . ,K), during which the
suggestions for new alternatives may be formulated (ASk ). Similarly, individual eval-
uation criteria may be raised, or some predefined ones may be considered irrelevant,
which will lead to defining the stakeholder-specific sets of criteria GSk .

3. Restructuring CTP problem. The X -team gathers the stakeholders’ recommendations
ASk and GSk . The new joint set of alternatives A∗ is built that takes into consideration
the original set A and the stakeholders’ recommendations, provided some similar
individual recommendations are first tuned up to formulate a common alternative,
i.e.

A∗ = {
A∗

i

} = A ∪
{⋃K

k=1
ASk

}
. (1)

A new restructured CTP problem may be then formulated as PR ={
A∗,

{
GSk

}
k=1,..,K

}
.

4. Identifying the stakeholders’ cognitive profiles.Cognitive style is a subjective process
bywhich people perceive, organize and use information during decision-making [28].
It was proven to affect the DMs’ efficiency in using the decision-aiding tools for pref-
erence elicitation (see, e.g., [29]). Therefore we identify the stakeholders’ cognitive
(decision-making) profiles CPSk through a preselected psychometric inventory and
try to assign to each profile the cognitively most fitting decision-aiding technique.
Following the earlier studies of Roszkowska and Wachowicz [30], we suggest using
REI-20 inventory [31] since the resulting profile may easily be linked to three clus-
ters of profiles for which three straightforward MCDA techniques – best evaluated
by the DMs and resulting in adequate preference representations – were identified.
Generally, the SMART technique is suggested for DMs with the dominating rational
mode, while for those with balanced rational and experiential modes or more intuitive
ones, AHP seems quite effective. Finally, the avoidant DMs may use TOPSIS with a
corresponding pictogram-based interface.
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5. Preference analysis of individual stakeholders. With their profiles defined, the stake-
holders enter the preference elicitation phase supported by the technique most suited
to their profile. As a result, the scoring systems SSSk are defined for the stakeholders,
which specify the cardinal performance of all offers under consideration (from A∗),
i.e.

SSSk =
{

vSk
(
A∗

i

)}

i=1,...,|A∗|. (2)

As SSSk may be determined from different MCDAmethods, the mechanism needs to
be proposed to ensure theywill finally operate with the same type of scale tomake further
comparisons of scores across the stakeholders possible. Since TOPSIS and SMARTmay
be scaled to [0; 100]-range of interval interpretation easily, the only problemoccurswhen
theAHP ratio-scale results must be integrated. Thus, we suggest using anAHP extension
proposed for scoring large problems [32], in which a simple rescaling of single-criterion
performances is suggested.

When the voices of potential customersmust also be considered, aweb-basedmecha-
nism for gathering their preferencesmight be designed.A complete preference elicitation
approach might be used for each of them (as for regular stakeholders), or – given rather
a significant number of them – a more straightforward method might be implemented,
in which each defines a simple order of some selected subset of A∗. Then, using a mixed
approach implementing the MARS technique and unfolding analyses (as suggested by
[33]), the collective scoring system of customers SSC may be produced.

6. Aggregating stakeholders’ preference information. Previously performed steps allow
defining the CTP problem as the following n-tuple

CTP =
{

A∗,
{

GSk ,CPSk , SSSk

}

k=1,..,K
, SSC

}
. (3)

The analytic team now generates a collective evaluation of potential CTP alterna-
tives for DM that aggregates various opinions of all the stakeholders. Assuming that
the DMmay consider that the importance of various stakeholders’ recommendations
may differ, we suggest implementing the weighted minimal cost consensus model
derived from Ben-Arieh’s initial approach [35], although other notions of consensus
may be applied. Here we will search for a compromise solution that would minimize
the following cost function:

min f
(
v′) =

∑K+1

k=1

∑|A∗|
i=1

wkck

∣∣∣vSk
(
A∗

i

) − v′(A∗
i

)∣∣∣, (4)

where v
′(

A∗
i

)
is a consensus score of offer A∗

i ,wk and ck are weight and consensus
cost of k th stakeholder, respectively, and index k = K + 1 denotes the collective
stakeholder with the preferences described by the scoring system SSC .
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4 CTP Decision-Aiding Protocol in Designing and Evaluating
Czeladź Post-industrial CTP

Creating a new post-industrial CTP in Czeladź is still an ongoing project. As for now,
we only have partial data gathered from interacting with one selected stakeholder, the
representative of the promotion unit of “Saturn” Museum (stakeholder 1). In this work,
we have also considered further two stakeholders, critically important for the project,
i.e., the head of the City Promotion, Culture, and International Cooperation Department
of the Czeladź City Hall (stakeholder 2) and the manager of the “Mine of Culture” – a
cultural institution from Czeladź (stakeholder 3). Their preferences were obtained using
a role-playing-like approach, in which stakeholder 1 defined his presumptions regarding
the interests of stakeholders 2 and 3. Below we show the CTP design and evaluation
process performed according to the protocol outlined in Sect. 3.

Step 1. We organized a workshop with stakeholder 1, during which a problem was
defined and the set of alternatives specified. In defining the problem and alternatives, we
used the detailed checklist of questions recommended by the standard PrOACT proce-
dure [26]. Consequently, set A consisting of 10 predefined alternatives defining complex
CTPs promoting post-industrial heritage were defined, which is shown in Table 2.

Next, the decision criteria were defined. Again, many perspectives exist on how these
criteria may be formulated [36–38]. Following these recommendations, the expert team
prepared a list of predefined, unified criteria (set G):

• G1: Attractiveness of the product from the point of view of tourists.
• G2: Innovation in product development.
• G3: New technologies used in product development and its promotion.
• G4: Economic and social importance for the development of the region.
• G5: Relationships to events or traditions related to post-industrial times.
• G6: Authenticity (how well the product describes the post-industrial time).
• G7: Uniqueness (how original the product is).
• G8: Impact on general tourist infrastructure of the region.
• G9: Stimulation of tourist events in the region.
• G10: Stimulation of cultural events.
• G11: Providing new experiences, emotions, and social contacts.
• G12: Enhancing promotion of the region, creating the region’s image.
• G13: Providing educational impact for the users.
• G14: Shaping local/regional identity.

Steps 2 and 3. Stakeholders had to revise the problem and decide on evaluation crite-
ria that best fit the specifics and context of the CTP creation process related to promoting
post-industrial heritage in Czeladź. Without losing the generality of our approach, we
will assume that all three stakeholders decided to evaluate the original set of alternatives
proposed by the expert team and use a common subset of the criteria form G. As a result,
we obtained a restructured problem defined in the following form:

PR =
{

A∗ = A,GS1 = GS2 = GS2 = {G3,G4,G8,G10,G11,G12,G13}
}
. (5)
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Table 2. Predefined alternatives for Czeladź post-industrial CTP project.

Alternative Type of CTP in relation to
the multidimensionality of
the product

Description of the alternative of
CTP

1. Route of “Postindustria” Product-route in real form
and/or Product-thing in a
hybrid form

Thematic cultural route leading
through the most important
points (places) of post-industrial
heritage. The route also consists
of dedicated, thematic
sub-routes and educational
trails concerning the technical
monuments (machines, devices)
and residential architecture

2. “Postindustria” Family
Festivities

Product-event in a real form
and/or Product-event in a
hybrid form

Thematic tourist and cultural
events containing educational
workshops, outdoor family
games, do-it-yourself (DIY)
workshops, and multimedia
presentations of places, traces,
and artifacts

3. “Postindustria” Family
Rally

Product-services set in real
form

Thematic annual sports, tourist,
and culture event with elements
of learning (workshops) about
post-industrial culture

4. “Postindustria” Quest of
Czeladź

Product-route in real form with
questing and/or product-route
in hybrid form with questing

Questing for post-industrial
cultural heritage; outdoor game
solving puzzles, tasks, quizzes,
and finding the password

5. “Postindustria” Museum Product-object in real form
and/or product-object in hybrid
form

Temporary, cyclical (once a
year) exhibitions at the “Saturn”
Museum and Contemporary Art
Gallery “Elektrownia”

6. “Terra
Postindustria”

Product-area in the real form Thematic geographically
determined area of the former
two coal mines, their patron
estates, and other infrastructure
sites with routes, trails, questing
games, and cultural tourism
facilities

(continued)
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Table 2. (continued)

Alternative Type of CTP in relation to
the multidimensionality of
the product

Description of the alternative of
CTP

7. “Postindustria Story” Product-service in real form
and/or Product-service in
hybrid form

Thematic story-based guided
tour of the entire area related to
the two mines and their
heritage, divided into several
thematic sections: (1) technical
monuments, (2) residential
architecture, (3) recreation,
entertainment, and (4) everyday
life of mine workers, customs,
rituals

8. Portfolio product A Material good (thing) +
service + route

Map of post-industrial
attractions, guided service of
the most important attractions,
and a thematic route through the
most important post-industrial
attractions

9. Portfolio product B Event + services set + virtual
route

Thematic tourist and cultural
festivities, picnics, festivals,
exhibitions, etc. Thematic,
sports, and tourist rallies with
elements of learning about the
post-industrial culture. Virtual
route on the web

10. Portfolio product C Product-thing in multimedia
form + virtual service +
virtual route

Interactive map of attractions
(with photos, videos, graphics,
animations), including a virtual
tour combined with the
audiobooks through the virtual
route on the website

Step 4. Stakeholder 1 was asked to complete the REI-20 test (in Polish) to determine
his cognitive style. His average rationality and experientiality modes were 2.8 and 3.1,
respectively. According to Roszkowska andWachowicz [30], he can be classified as ver-
satile (or slightly experiential) DM, for which they suggest applying the AHP technique
for eliciting preferences. To show how the group aggregation works in the later steps,
we will assume that stakeholder 2 was classified as avoidant, while stakeholder 3 was
rational (analytical). Consequently, TOPSIS was used for the former, while SMARTwas
used for the latter.

Step 5.For stakeholder 1,AHPwas used to analyze his preferences. Since the number
of alternatives was too big to implement the classic pair-wise comparisons without
risking a fatigue effect that could affect the consistency of preference declarations, we
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implemented the AHP-express approach [39] to find the single criteria priorities across
the alternatives. Next, the AHP results were normalized, as suggested by the procedure
for large-scale AHP problems. It required that the scores describing the single-criterion
performances of alternatives derived from the eigenvectors be normalized using themax-
min scaling procedure [32]. It ensured that the evaluation scales and results obtained by
all three stakeholders could be compared.Anexample ofAHPanalysis andnormalization
is shown in Table 3.

Table 3. AHP-express analysis and normalized scores of alternatives for criterion G3

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 Sum

A1 1 3 2 2 2 1 3 5 2 2

1/a 1.00 0.33 0.50 0.50 0.50 1.00 0.33 0.20 0.50 0.50 5.36

Priorities*) 0.19 0.06 0.09 0.09 0.09 0.19 0.06 0.04 0.09 0.09

Normalized priorities 1.00 0.17 0.38 0.38 0.38 1.00 0.17 0.00 0.38 0.38

*) priorities are determined from AHP-express formulaprj = 1
aij

∑
k1/aik

As a result, the global ratings vS1
(
A∗

i

)
were [0; 1]-scaled. For the remaining stake-

holders, we used classic TOPSIS and SMART analyses. Since the results of the latter
one are [0; 100]-scaled, we divided vS3

(
A∗

i

)
by 100 to ensure cross-stakeholders’ com-

parability at the interval-scale level. The global evaluations of offers from A∗ for each
stakeholder are shown in Table 4 (columns 2 – 4).

Table 4. Assessments of CTP alternatives promoting post-industrial heritage in Czeladź

Alternative vS1 vS2 vS3 Consensus score

1) Route of “Postindustria” 0.941 0.057 0.735 0.635

2) “Postindustria” Family Festivals 0.886 0.513 0.385 0.674

3) “Postindustria” Family Rally 0,798 0.570 0.350 0.640

4) “Postindustria” Quest of Czeladź 0.621 0.599 0.545 0.599

5) “Postindustria” Museum 0.450 0.298 0.225 0.359

6) “Terra Postindustria” 0.358 0.624 0.385 0.443

7) “Postindustria Story” 0.227 0.327 0.130 0.238

8) Portfolio product A 0.135 0.670 0.580 0.385

9) Portfolio product B 0.136 0.707 0.730 0.426

10) Portfolio product C 0.010 0.684 0.755 0.361
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Step 6. Having the global evaluations of CTPs for all stakeholders determined, we
implemented the notion of minimum cost consensus. We assume that the DM consid-
ers that the gravities of recommendations provided by stakeholders differ. He assigns
the following priorities to the stakeholders: 0.5, 0.3, and 0.2. Using these priorities as
conceding costs, we build the consensus cost function out of vS1 , vS2 and vS3 values
using formula (4). Minimizing it allows us to determine the minimum cost consensus
and corresponding global priorities of offers (shown in column 5 in Table 4). The best
solution is identified this way, which is A2 – “Postindustria” Family Festivals. It con-
sists of product-event, product-services set, and product-thing. An example of such a
complex product can be thematic tourist-cultural events with educational workshops,
outdoor family games, DIY workshops, multimedia presentations of places, traces, and
artifacts, as well as a concert of music in a post-industrial mood. However, one should
also note that two other alternatives, A1 (route) and A3 (rally), have a very similar con-
sensus score. DM should ask for the sensitivity analysis showing how they may change
in the rank order while some minor changes in stakeholders’ preference declarations are
assumed. Hemay also ask other stakeholders to cast their opinions regarding CTPs under
consideration or use the crowdsourcing method to consider the consumers’ collective
voice.

5 Conclusions

In this paper, we have proposed a comprehensive design of group decision-aiding pro-
tocol that could be used for choosing the systemic CTP out of the consensual recom-
mendations provided by many experts. The multitude of experts is typical to designing
and implementing CTP by any local authority, which may wish (or be obliged by law)
to consult the idea of such CTP with potential stakeholders and learn their opinion about
the possible solutions. Therefore, we proposed introducing a pre-decision-making struc-
turation phase performed by the expert group to make further problem definition by the
stakeholders easier. Since the evaluation ofCTP is usuallymulti-criteria, the stakeholders
may not have adequate formal or decision-analytic skills to formulate their recommen-
dations reliably and require decision-aiding support. Therefore, we decided to recognize
stakeholders’ cognitive abilities and elicit their preferences using the cognitively best-
fit MCDA method. Simplifying AHP-based preference analysis and standardizing the
results obtained from different methods were also suggested to ensure the scores were
provided on a common and comparable scale. A simple aggregation of stakeholders’
views based on the minimum cost consensus model was finally proposed.

We showed how the protocol might work, analyzing the problem of building post-
industrial CTP for Czeladź Commune. We used actual data from one stakeholder and
simulated some recommendations for two others to show how the results of various types
may be easily aggregated into a collective recommendation for a DM. Further research
will focus on organizing decision-aiding workshops according to the protocol proposed
with other stakeholders and providing a final group recommendation of post-industrial
CTP to the mayor of Czleadź commune. We will also try to develop a comprehensive
procedure for sensitivity analysis. It will consider the potential changes in recommenda-
tions depending on various trades within the individual scoring systems of subsequent
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stakeholders as well as the changes in the parameters of the cost consensus function
(including the threshold for no-cost concessions).
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Abstract. A fundamental element of participatory group decision pro-
cesses is acknowledging the desires and concerns of the participating
stakeholders. That involves reaching out to stakeholders and asking them
to provide input, whereby their desires and concerns can be addressed
in the decision process. In this paper, we elaborate on a case of a partic-
ipatory decision process intending to form a municipal growth strategy
in northern Sweden, where an increased understanding of stakeholder
values was at the forefront of the project. We present the concept of
value driver as a means for interpreting and structuring stakeholder value
input in participatory processes for decision-makers to gain an increased
understanding of the stakeholders’ desires and concerns. In particular,
we discuss the aggregation of such value drivers when reaching out to
a large set of stakeholders via surveys and how such an approach can
inform a participatory decision analysis process. The aim is to provide
a conceptual representation of stakeholder values that can inform par-
ticipatory decision processes seeking compromise solutions, such as how
municipal resources should be allocated effectively based on what res-
idents and business representatives find important for living, working,
and running businesses in a municipality.

Keywords: Group decision · Participation · Stakeholder value · Value
driver

1 Introduction

One of the more fundamental aspects of any group decision analysis process is the
formulation of shared objectives, i.e., understanding what creates value for the
stakeholders. In some cases, a decision is prepared and analyzed on behalf of oth-
ers, for instance, in municipal planning or other public domains. In such cases,
a participatory approach to decision-making is considered valid. The decision
maker obtains the basis for formulating the objectives by reaching out to stake-
holders, asking for their inputs and perspectives, see, e.g., [11]. One rationale for
participatory decision processes is the assumption that by allowing stakeholders
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to provide their views, a more comprehensive understanding of the issues they
face can be obtained by a decision-making body, thereby facilitating an increase
in decision quality [1]. This paper reports on further elaboration of participatory
decision practices in the Swedish municipality of Kramfors. The municipality
undertook participatory methods for creating a new municipal growth strategy,
focusing on including the views and desires of, in particular, youths, businesses,
and households to improve the capability of the municipal decision-makers to
simulate positive influence on its citizens and businesses.

One approach to collecting and analyzing stakeholder values involves inter-
viewing stakeholder representatives and designing a value tree with all stake-
holder groups’ values represented [4]—performance attributes represent the
stakeholders’ values which are not defined otherwise. Weights, expressing the rel-
ative importance of attributes, are subsequently assigned to the attributes with
respect to some predefined set of decision alternatives, cf. [3]. However, suppose
we are to follow the idea behind value-focused thinking [8], as the authors of
this report purport to do. In that case, the stakeholders’ values must be col-
lected and analyzed before any alternatives are present. As a result, those values
cannot represent the performance attributes of the decision alternatives as we
have yet to develop the latter—for the same reason, we cannot elicit attribute
weights.

In this study of value drivers, we distinguish between values of the public and
public values. The values of the public are the things that the citizens explicitly
value, according to themselves, in a given context. Public values, on the other
hand, are the values generally considered important for society by some ruling
paradigm of authority or culture and adopted by policymakers. Public values
are typically fundamental and functional societal values, such as having access
to clean drinking water, energy, security, etc. Public values are essentially a
product of the values held by the relevant policymakers, based on beliefs about
what serves society the best. However, for someone who values staying in power,
the definition of public values may be different for someone altruistically driven
and interested in some natural and biological well-being of the citizens. Values
collected from the citizens within the context of a public decision process, on the
other hand, might not include fundamental societal value drivers such as access
to clean drinking water and fire departments but instead values associated with
a particular decision process. Thus, an important task of community leadership
is taking the elementary and essential public values, whose importance would
become severely apparent to the public should they be absent, into account, along
with the values of the public collected from citizens in participatory decision
processes.

Realistically, there should always be an apparent reason for retrieving and
interpreting the values of the public. That reason will play an important role
in subsequent analyses of collected data, e.g., how the collected values will be
interpreted and structured. A relatively generic reason for taking the values of the
public into account when making strategic decisions, e.g., in a public body such
as a municipality, is that the chance of a thriving society increases as decisions
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align with the values of the citizens and presumable citizens. A poor alignment
will, over time, most likely result in people losing trust in participatory practices.

A large number of stakeholders requires both a structured and a non-
exhausting approach to data collection to obtain a representative number of
stakeholder views. This paper aims to enhance the process of collecting, inter-
preting, and structuring the values of the public by introducing a concept we
refer to as value drivers to the benefit of participatory decision-making processes.

2 Value, Valence, and Experience

In this paper, we consider value to be something that is discovered through the
valence of experiences of an individual. In a decision situation, having a set of
alternatives available before us, our choice will be determined by the valence-
signals “generated by our evaluative systems responding to representations of
those alternatives” [2]. According to this account, valence signals are affected not
only by imagined future experiences, i.e., the consequences assumed to follow a
particular choice, but also by the uncertainty accompanying each such possible
consequence.

We assume the valence of an experience to be a non-conceptual representation
of value, as in [2]. As such, we see value as something analogous to a governor—
which can adapt over time—of the reactive system (i.e., the amygdala [9]) that
produces valence signals in response to experiences, imagined or real.

Let E = EI ∪{ec} be the set of experiences currently available to an individ-
ual. Here, EI is the set of imagined experiences and ec is the current experience.
We then stipulate that for any experiences ei, ej , ek ∈ E, the value of ei is greater
than the value of ej if and only if the valence toward ei is more positive than
the valence toward ej , and the value of ei is equal to the value of ej if and only
if the valence toward ei and ej is the same. Similarly, the difference in value
between ei and ej is greater than the difference in value between ej and ek if
and only if the difference in valence toward ei and ej is more pronounced than
the difference in valence toward ej and ek.

The value of alternatives involving uncertainty is assumed to be similarly
related to valence, even though such alternatives are outside the scope of this
study. As a consequence, the value ordering of a set of alternatives need not
coincide with the preference ordering deemed rational by choice rules, such as
maximizing the expected value.

We assume an experience to be the consciousness of something [6], more
specifically, to the pure essence of things as essential beings, whether actual,
historical, or given by imagination. Take an experience of a situation s which
involves watching a game in an ice hockey arena. In reality, s involves several
minutiae that would be impossible for anyone to be aware of, such as the breath-
ing of almost everyone else in the arena. Consequently, one can only be conscious
of parts of s, not the whole. Also, one cannot be aware of the backside of the puck
(except indirectly, through a mirror or a display). The same principle applies to
every element of s. In any case, something we experience about s makes it a
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situation in which we watch a game of ice hockey—that is the essence of s. To
some extent, we could modify s, yet the essence of an ice hockey game would
remain. Removing some spectators, for example, would typically not change an
ice hockey game into something else. The essential truths of an experience given
to us bring about the part of the pure essence of that experience that is accessible
to our consciousness.

Let Ei,t be the set of experiences accessible to individual ai at time t. Further-
more, each experience e ∈ Ei,t satisfies one or more essential truths Pe = {Pj},
which in turn defines the pure essence of e. The pure essence of an experience is
obtained through essential intuition or ideation [6], at varying degrees of univer-
sality depending on the extent to which the pure essence indeed can be captured.
For each pure essence P, whether partial or complete, we can attach possible
instances of factual situations or thought-up experiences that have P as a sub-
set of its essence. Note that some experiences may lack corresponding actual
instances, such as a fantasy where one can breathe underwater without the help
of any technical gear in the world as we now know it.

The more substantial the pure essence of an experience, i.e., the more essen-
tial truths an experience satisfies, the more specialized or concrete that experi-
ence becomes. If P ⊂ P ′ and any essential truth in P ′\P has a smaller extension
than any essential truth in P, then P ′ is a specialization of P. The greater the
extension of an essential truth, the greater its degree of universality. Hence, the
degree of universality of an experience e depends on the degree of universality
of its essential truths. Let u (Pe) =

⋂
EPk

for all Pk ∈ Pe, where EPk
is the

extension of Pk, be the universe of Pe. Then let d (Pe) = |u (Pe)| be the degree
of universality of Pe.

At some level of universality, two or more individuals can share similar expe-
riences. The more the individuals have in common (e.g., in terms of past expe-
riences, education, and culture), the more detailed essential truths their experi-
ences would have in common due to the stock of knowledge at hand [12], i.e., the
more specific the level of common universality they would naturally be able to
obtain. If a pair of individuals experience e and e′ respectively from a situation
s, with one of the individuals obtaining the pure essence Pe, and the other Pe′ ,
then they are essence consistent to degree (Pe ∩ Pe′) / (Pe ∪ Pe′), and univer-
sality consistent to degree (u (Pe) ∩ u (Pe′)) / (u (Pe) ∪ u (Pe′)).

Since the precise meaning of an essential truth can be verified only to the
extent language, sounds, or images can represent it, we may not know the actual
degree of similarity between sets of experiences of multiple individuals. Never-
theless, as with most other types of information, we could assume a reasonable
similarity level based on a subjective analysis of the individuals’ utterances or
different ways of communicating the essential truths of their respective experi-
ences.

Valence as a momentary response to an experience naturally varies over time
as the experience changes. Similar to the adage that one cannot step into the
same river twice, the exact same experience cannot repeat itself. The universe,
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including humans, constantly changes. Besides, any experience will likely affect
one’s nervous system pathways and future perception [10].

Nevertheless, experiences over time can be the same at some level of uni-
versality if they share some pure essences. For example, one and the same ice
hockey game constitutes one long experience at some level, albeit the details
of that experience vary wildly throughout the game. At a more detailed level,
we typically experience different things when the home team scores compared to
when the visiting team scores. Consequently, we can refer to types of experiences
to which we can attach additional pure essences that would alter the valence of
that experience.

We can not fully perceive any situation as we cannot be aware of all its parts
simultaneously. Hence, we cannot obtain the complete essence of a situation,
and therefore valence can be attached only to a partial essence. For any type
of experience, we can therefore expect the corresponding valence to fluctuate,
resulting in a distribution of valence signals. The shape of that distribution would
be contingent upon the set of possible instances with the partial essence of that
type of experience in common.

Assuming valence to be a representation of value, we could, in theory, plot a
value distribution over any type of experience. Each of the imaginable instances
of a particular experience type could be assigned a more or less precise value
corresponding to the valence of that imagined instance.

The older a valuation, the less impact it has on the valence of a current
experience—eventually, it may have no impact at all. Value distributions, in this
sense, are, therefore, dynamic. As a result, a valuation is the most precise only
in the present moment where the pure essences of the current experience are as
clear as possible. As soon as we generalize and thus move from the current to
the imagined, we immediately have a set of possible value assignments that we,
based on historical experience, could attach to possible instances of an imagined
experience.

Suppose values are known or discovered through valence, and the nervous
system functions similarly between individuals. In that case, humans would gen-
erally assign similar values to the same types of experiences. For example, we
typically value the experience of eating when hungry based on the sense of taste
and satiety, which creates a positive valence toward the experience of eating. On
the other hand, the value of possessing a particular type of non-essential object
could, for example, depend on culture and norms and possibly vary significantly
between individuals of different backgrounds.

Assuming that all types of experiences result in a particular valence, we
should be able to compare the value of experiences between individuals at some
level of universality and under normal circumstances (i.e., in general or with
reference to ’the typical imaginable instance’ of a type of experience), not in
the absolute sense but at least with regard to order and difference. An individ-
ual could, for example, value bicycling more than running. Such an utterance
would not mean that all instances of bicycling are more valuable than running,
but typically that is anticipated to be the case. Another individual could say
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the opposite, that running is more valuable than bicycling. Hence, the two indi-
viduals order bicycling and running differently based on value. In addition, the
first individual could state that bicycling carries much more value than running,
which is almost as valuable as walking, thereby expressing differences in value
between the three activities.

Lastly, apart from the momentary experience, values can only be anticipated.
Any value of an imagined future experience is, in a sense, expected rather than
absolute. One of the reasons is the experience-induced plasticity of our ner-
vous system [5]—similar situations could result in very different valence signals.
Another reason is the impossibility of foreseeing the future precisely. Chances
are that no actual experience will turn out exactly as imagined beforehand.

3 Anticipated and Actual Value Drivers

An anticipated value driver is a subset of the essential truths of the essence of an
experience that has, as far as it is possible to determine, a noticeable impact on
the valence of that experience. Not only can such essential truths determine the
essence of the things present in a concrete instance of that type of experience.
They can also decide the concrete historical essences [7] upon which any concrete
instance of that type of experience is assumed to be contingent.

Value drivers are observable through valence. Since valence is a result of the
whole of an experience, only experiences based on factual events can determine
actual value drivers, for example, by removing them from or adding them to
an actual experience. Furthermore, as the name implies, actual value drivers
are based on real-world facts. Nevertheless, over time and with repeated occur-
rences of experiences that share substantial parts of their respective essences,
the discrepancy between the essences of anticipated and actual value drivers
should become less pronounced. Value drivers can be of various types, e.g., acts,
objects, and conditions. Still, a value driver, anticipated or actual, is always a
value driver for someone (or for a group as long as the group members have that
value driver in common).

Value drivers can be causally related, and as such, a value driver can be more
or less general. Money is an example of a rather general value-driver—as long as
its essence consists of the possibility of it being exchanged for other goods—since
it can be traded for more specific value drivers. Since, until the time of actual
trade, money can only possibly be traded for something, and thus it would be an
anticipated value-driver unless the experience of having the money has a positive
effect on the valence of the current experience. Money could be used to buy a
ticket, which itself would be an anticipated value-driver, albeit more specific, by
possibly offering access to a particular ride at a theme park where the ride is
part of a valuable experience. The more rides the ticket would be good for, the
more general it would be as an anticipated value-driver.

While an anticipated value driver’s existence is dependent on some person’s
essential insight, some actual value drivers might never be known. Certain situ-
ations are highly dependent on factors that we are quite unaware of, actual as
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well as historical. Sometimes the absence of something can make an experience
great, even as we are rather unaware of that absence. Valence, as a property
of experiences, is ever-present, regardless of our knowledge about what causes
a particular level of it. Value drivers that, in hindsight, turn out to have been
necessary for a valuable experience to occur may not be known at the time of
their actual occurrence.

Some value drivers may, upon their realization, provide a rather unpleas-
ant experience themselves. For instance, studying for and taking an exam may
prove a grueling experience for some. Still, performing the acts of studying and
exam writing are value drivers in an experience whose essence includes having
passed an exam with flying colors. Similarly, some societies require prospective
members to go through long periods of performing challenging tasks involving
experiences to which a rather negative valence can be attached. Yet, as long as
the experience of being an actual member is anticipated to come with a last-
ing positive valence, some will find taking on the challenging tasks worthwhile
anticipated value drivers. Only when the positive valence of the experience of
being a member of that society do the aforementioned value drivers become real-
ized in the form of historical facts. It could, however, in retrospect, be looked
upon and talked about as a valuable experience. In the latter case, however, it is
probably the memory and the experience of having had the experience that are
valuable. That memory could act as a constantly accessible value driver in the
type of situations where it affects the value of the experience. Such an occasion
could include community meetings, which would never have occurred should the
admission process never have taken place. A bad experience can be anticipated
to be, or prove to be, in hindsight, a value driver. The fact that you did it is
always going to be present, and so a fact can be a value driver. As such, value
drivers do not have to drive the value of an experience instantly. A value driver
can possibly affect the value of future experiences.

Just as we cannot have the exact same experience more than once, and
we, therefore, speak about the essence of experiences rather than actual ones,
any given value driver cannot be realized multiple times. However, multiple
instances of value drivers can, at some level of universality, have the same or
similar essence. Therefore, in particular, when dealing with input from multiple
stakeholders, we refer to the essences of value drivers, which at some level of uni-
versality, will suggest certain commonalities based on which conclusions about
the values of the stakeholders can be drawn. Note that a value driver is not
necessarily universally a value driver. Thus, an anticipated value-driver ought to
be specified along with the essential experience of which it is a part.

Lastly, a mere change in time horizon may change the prospect of something
being an anticipated value driver. For example, an individual at a bar may
consider having another drink to constitute an anticipated value driver of some
experience in the very near future. By extending the time horizon, however, the
drink may no longer appear as much of a value driver as the value it is anticipated
to contribute in the near future is contingent upon its anticipated contribution
of a very negative value to some experience the following morning.
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Attempts to find reasonable compromise solutions in participatory decision-
making sometimes require the ability to generalize the value drivers collected
from a group of stakeholders. While it may be notoriously difficult to satisfy a
relatively detailed set of anticipated value drivers at once, the types of experi-
ences they represent may be satisfiable at a more general level. Assume a number
of stakeholders where each proposes his/her favorite sport as an anticipated value
driver, and the set of favorite sports is quite large. Any direct agreement on a
subset of the favorite sports would likely be difficult to reach. However, suppose
the set of anticipated value drivers were generalized to sports without further
specification. In that case, that generalization could then be used as a point of
departure for further deliberation without disregarding the stakeholders’ values.

Generalizing value drivers can be done based on the notion of types. Two
value drivers are of the same type if and only if they both share the essence
specifying that type. Types of value drivers can be pictured as a tree, with the
root representing the most general type and the leaves the most specific. The
structure of the tree will depend on the typology adopted.

A value-driver type is defined by a set of essential truths that the elements
of that type satisfy. Let V = {Pj} be a value-driver type, where each Pj is an
essential truth, then V ′ = V ∪ P ′, where P ′ is an essential truth distinct from
all Pj , is a sub-type of V, and V is a super-type of V ′—the addition of another
essential truth increases the specificity and lowers the degree of universality.
For example, a super-type could cover value drivers that provide warmth, and
a sub-type of that super-type could specify warm jackets. Creating value-driver
typologies delineates ways of going from the general to the more specific and
vice versa.

4 Aggregating Value Drivers

A meaningful interpretation of collected value drivers depends on a mutual
appreciation and shared understanding of the context between the respondent
and the analyst. In general, however, a more general interpretation has a greater
chance of capturing the meaning of the value driver than a very detailed interpre-
tation. In the latter case, there are more possibilities for error. An aggregation
based on value-driver types is advantageous for the analyst from the perspec-
tive of adequately representing meaning, in addition to what has been written
above about the improved outlook of finding compromise solutions that seem
reasonable to most stakeholders.

When collecting value drivers from stakeholders, it is imperative to provide
the respondents with a context that is sufficiently clear and delineated, given
the purpose of the inquiry. The analyst must not have to wonder what type of
experience to which a value driver indeed was attached. Granted, the range of
experiences a large number of respondents could imagine is vast. Nevertheless, a
fruitful analysis and aggregation depend on a reasonable basis of commonalities
between the essences of those imagined experiences.

Even though the essential being of one and the same thing may be different
for different persons, it is realistic to assume that at least the majority and
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the most fundamental essential truths are true for almost everybody due to the
common stock of knowledge at hand [12]. Some essential truths may not be part
of the eidos of an object available to the consciousness of a blind person. To that
individual, roundness may be an essential truth of the eidos of a soccer ball,
but the black-and-white color pattern may not be. In any case, the reasonably
common sets of essential truths of which valence is an inherent quality make it
reasonable to speak about value-driver aggregation in the way we do here.

When aggregating value drivers, we need to consider reasonable levels of
value-driver types as we seldom would be able to cater to each individual’s value
drivers specifically—we have to generalize. For example, suppose each individual
wants a specific but warm jacket. In that case, we could generalize that into a
warm jacket and then leave it to the decision maker to select the most suitable
jacket. An even greater degree of generalization may reveal options that would
keep the stakeholders warm in other ways that exclude warm jackets—if staying
warm, for example, seems to be the most universal yet informative essence of
the collected value drivers.

If there are conflicting value drivers, we need to consider the reason for obtain-
ing them. Suppose the reason is to make as many people as possible happy. In
that case, the solution might be to go with whatever makes the majority happy—
albeit we realize that working out what makes the majority happy itself can be
far from trivial. In any case, we should resolve conflicts based on some overar-
ching principles, which need to account for the anticipated effect of catering to
one set of value drivers over another.

Having suggested a particular kind of experience to a group of stakeholders,
we assume that each stakeholder will have grasped the essence of that experience
at some level. If one were to say, “Imagine yourself in a crowded stadium,” one
can assume that the receivers of that statement would, through ideation, obtain
sets of essences that have certain essential truths in common. The stakeholders
will not have the same intuition, but the intuitions will share enough essence (as
long as the suggested experience is reasonably specified) for the stakeholders to
be able to reason about that type of experience, even if none, in fact, experienced
precisely the situation that was suggested—assuming that works, we can readily
create a basis for collecting anticipated value-drivers of such a type of experience.

Partition the value drivers into sets Δ1, . . . , such that the intersection of the
value drivers in each set is nonempty—they must have some essential truths in
common—and each set constitutes a meaningful value-driver type. Repeat the
process for each set based on commonalities distinct from previous ones, i.e., if
the intersection of the value drivers in Δi is D′, then a partitioning of Δi must
be done without regard to the elements in D′. If further partitioning results
in no relevant increase in specificity, the set constitute a feasible value-driver
type. Partitioning Δ into Δ1 and Δ2 leads to a relevant increase in specificity if
allocating resources based on Δ1 and Δ2 rather than on Δ improves the decision
basis. A strictly feasible value-driver type contains at most one value driver per
respondent. The partitions and sub-partitions are represented naturally as a
tree. In general, one could generate multiple such trees for every set of value
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drivers. Furthermore, each tree would yield a different set of feasible or strictly
feasible value-driver types—the decision maker will eventually have to select
which should inform the final decision.

5 The Case of Kramfors’ Growth Strategy

To better understand the values of the citizens and businesses of Kramfors and
be able to incorporate those in the design of a municipal growth strategy, an
online survey was distributed to 1080 citizens (including some municipal ambas-
sadors who live elsewhere), and another similar survey to 750 businesses. The
respondents were asked to list, at most, seven important factors associated with
the municipality’s development. For the citizens, the factors should be impor-
tant for living and working in the municipality, while for the businesses, the
factors should be important for a viable local commercial and industrial life.
These important factors were expected to capture the seven most prominent
anticipated value drivers for each respondent of the broad types of experiences:
“You live and work in Kramfors,” or “The business is part of a viable commer-
cial and industrial life at the local level.” The phrasings of the main questions
were meant to set the corresponding contexts, i.e., the fundamental essences of
the experiences suggested to the respondents. The citizens were asked “What do
you find to be the most important factors for living and working in Kramfors?”
and the business representatives were asked “What do you find to be the most
important factors for a viable commercial and industrial life in Kramfors?” A
follow-up question in the same survey asked each respondent to rate the factors
he/she had listed in terms of how well they were fulfilled at the time of the survey
on a five-grade scale from “not at all” to “very much.” The samples are unlikely
representative but should suffice for demonstrating the technique of aggregating
value drivers.

The reason for collecting value drivers from citizens and businesses and creat-
ing corresponding typologies were twofold. Firstly, to get a better understanding
of what type of strategy would make the municipality more palpable, thereby
increasing the chance of current citizens staying in the municipality, as well as
getting more individuals and families to settle there. Secondly, to see how the
municipality could be made more attractive to various businesses, not least to
increase the opportunities for citizens to get a job.

To create a value-driver typology, we proceeded as follows: (1) Partition the
set of value drivers into subsets Δ1,Δ2, . . . such that for all Dk ∈ Δi, the inter-
section ∪Dk is non-empty, and at the current level of universality, all Dk are
considered to be of the same value-driver type—what sets one value-driver type
apart from another depends on the context as well as the person or group per-
forming the analysis. (2) Continue partitioning Δ1,Δ2, . . . and their respective
sub-partitions in the same manner until the following holds: (a) no value drivers
in the current type have enough distinguishing features given the context such
that another partitioning into more specific value-driver types is warranted, and
(b) each value-driver type contains at most one value driver per respondent. The
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requirement (b) guarantees value-driver types that are specific enough to allow
for interpretations such as “respondent a finds value-driver type Δi to be more
important than Δj if and only if a stated the important factor (i.e., value driver)
Dk ∈ Δi to be more important than important factor Dl ∈ Δj .”

The municipality selected a subset of the strictly feasible value-driver types
based on their cardinality and the distribution of responses to the five-grade ful-
fillment rating to inform the strategy design process. The choice was qualitative
and not based on rules or principles stipulated in advance.

The total number of collected value drivers for the citizen survey was 751.
Those were categorized according to a typology with three levels. At the first
level, there were 25 types. At the second level, 76, and at the third level, 94 types.
Of these, 13 types at the third level were selected for further analysis—that cor-
responds to 7 of the 25 types at the first level. They were: job opportunities,
housing, services, meaningful spare time, adequate infrastructure, schools, and
welfare. The business survey resulted in 349 value drivers, with 20, 64, 79, and 81
value-driver types at levels 1, 2, 3, and 4, respectively. Eleven (11) of the types
at level 1 were selected for further analysis: a responsive municipality, business
development, adequate infrastructure, schools, supply of competence, network-
ing and dialog, housing, services, entrepreneurial spirit, job opportunities, and
education.

The level of specificity required to obtain strictly feasible value-driver types
resulted in a poor representation of the commonalities between responses. There-
fore, the municipality opted for types of a greater level of universality that
would inform the remainder of the strategy process. Each of these types would
subsequently be interpreted by considering their respective elements, i.e., the
actual responses underlying each type. Taking the selected value-driver types
into account supported the municipality in determining which challenges should
be the strategy’s focus. In addition, they are expected to be used in indicating
a strategy’s alignment with the values of the public.1

6 Discussion

The survey result provided the municipality with a better understanding of the
anticipated value drivers of the citizens as well as the extent to which they are
currently in place or otherwise observable. While some anticipated value drivers
seem necessary to fulfill basic human needs, some are indeed dependent on the
local environment. For example, the value drivers that make the living envi-
ronment attractive can, in this case, be summarized as a house with a garden,
close to nature in a beautiful setting, along with friendly people. We can easily
picture another set of value drivers that would signify a rather different living
environment in a major city, namely closeness to social activities, restaurants,
and various cultural offerings. A survey like this can give a decision-maker an
understanding of the value drivers of the local population. The survey results
1 At the time of writing, this is a work in progress; the survey was carried out during

the spring of 2021.
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inform the design of the municipal growth strategy such that resources are allo-
cated to effectively increase the value of living and working in the municipality
in alignment with the citizens’ responses.

As for the businesses, a suitable infrastructure was one of the more prominent
value drivers. Of the 83 respondents, 34 found infrastructure to be important.
While that observation alone does not tell the municipality much about how to
allocate its resources effectively, such a finding provides the municipality with
a reason to investigate the local businesses’ infrastructure needs further. Even
relatively high-level value drivers can point out critical areas for further inquiry.

The concepts and method presented herein can support group decisions based
on value-focused thinking by initiating a participatory decision process with a
focus on values rather than on attributes and weights—the latter comes later in
the process and is out of this paper’s scope. When trying to find feasible compro-
mise solutions in participatory decision processes, it is essential to understand
the stakeholders’ values and use them as a basis for the fundamental objectives.
Similarly, suppose a strategy is expected to allocate resources in accordance with
the values of the public. In that case, those need to be collected and aggregated
in a meaningful way to inform the strategy design process before generating
particular strategy alternatives.

7 Conclusion

We have proposed and discussed the concept of value drivers as fundamental
in participatory group decision analysis. In particular, for situations where a
decision-making body is interested in gaining a better understanding of the val-
ues of the public. It is typical for decision analyses within the public domain
to use criteria to represent the administration’s idea of public values—these are
likely to be less connected to the values of the public within the decision context.
However, criteria impose certain requirements, such as how to express preferences
over different outcomes and, in some cases, indicators expressing performance
levels. With conflicting objectives, means for weighting criteria against each other
are needed. Eliciting attributes and weights directly from a large group of dis-
parate stakeholders is bound to be complicated. Although value drivers cannot
substitute criteria, they can motivate the development of criteria as representa-
tions of the values of the public in a given context. The qualitative nature of the
method, however, limits the number of respondents; we will attempt to address
that in future studies. In conclusion, for conventional participatory decision anal-
ysis with multiple objectives, value drivers can form a basis for decision criteria,
thereby acknowledging the values of the public and facilitating the incorporation
of the citizens’ worldview and concerns in a public and participatory decision
process.
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Abstract. To solve today’s social issues, it is necessary to determine solutions that
are acceptable to all stakeholders and collaborate to apply them. The conventional
technology of “permissive meeting analysis” derives a consensusable choice that
falls within everyone’s permissible range through mathematical analyses; how-
ever, it tends to be biased toward themajority in a group,making it difficult to reach
a consensus when a conflict arises. To support consensus building (defined here as
an acceptable compromise that not everyone rejects), we developed a composite
consensus-building process. The developed process addresses this issue by com-
bining permissible meeting analysis with a new “compromise choice-exploration”
technology, which presents a consensusable choice that emphasizes fairness and
equality among everyone when permissible meeting analysis fails to do so. When
both permissible meeting analysis and compromise choice exploration do not
arrive at a consensus, a facility is provided to create a sublated choice among
those provided by them. The trial experimental results confirmed that permissive
meeting analysis and compromise choice exploration are sufficiently useful for
deriving consensusable choices. Furthermore, we found that compromise choice
exploration is characterized by its ability to derive choices that control the balance
between compromise and fairness. Our proposed composite consensus-building
approach could be applied in awide range of situations, from local issues inmunic-
ipalities and communities to international issues such as environmental protection
and human-rights issues. It could also aid in developing digital democracy and
platform cooperativism.

Keywords: Consensus Building · Discussion Support · Conflict Resolution

1 Introduction

Today’s social issues are exacerbated because of social conflicts caused by diverse val-
ues, such as order formation in international conflicts, environmental conservation such
as global-warming countermeasures, and human-rights issues such as well-being and
gender equality. Otherwise expressed, social issues are deeply related to problems aris-
ing from conflicting opinions in groups although there may be many opinions in such
groups, and group decision-making methods are needed to solve these problems.
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Typically, in the real world, voting via preference aggregation rules is widely used for
group decision-making. Various types of preference aggregation rules exist, including
simple majority voting, scoring rules such as the Borda count, and cumulative voting [1,
2]. However, these preference aggregation rules can cause cyclical preferences and can
make consensus impossible (Condorcet’s paradox) [3], and it has been proven that the
conditions of fairness, Pareto efficiency (unanimity), completeness and transitivity of
preference relations, independence of choices, and non-dictatorship, cannot be satisfied
simultaneously (Arrow’s impossibility theorem); therefore, it is not possible to make
unique and fair decisions by voting [4].

Social-choice theory is an academic field for social group decision-making that is
desirable for all society members. One of the philosophies in this theory is “the great-
est happiness of the greatest number (utilitarian principle)” proposed by the philosopher
Bentham,which considers the relief ofmany poor people in a society of inequality as jus-
tice [5]. By contrast, the philosopher Rawls proposed that it is just to make the disparate
society itself, which Bentham assumed equal and fair, and advocated “maximization of
the benefits of the most disadvantaged (the Difference Principle)” [6]. Group decision-
making based on Bentham’s principle, like the voting described above, tends to bias the
result toward the majority. Conversely, although Rawls’ principles value diversity and
fairness and respect for disadvantaged minorities, they are difficult to realize through
voting.

Such group decision-making methods that emphasize individual freedom, equal-
ity, and fairness include discussion and deliberation. The social philosopher Habermas
advocated the importance of group decision-making that emphasizes intersubjectivity
through communicative acts in discussion [7]. In addition, the political scientist Fishkin
has described the importance of decision-making based on changes in participants’ opin-
ions before and after deliberation through deliberative polling [8]. The political scientist
Gutmann proposed deliberative democracy in which people listen to the opinions of
others as a form of democracy through discussion [9], and the necessity and practicality
of deliberative democracy in the field of education and urban development have been
examined in Japan as well [10, 11].

The process of group decision-making through discussion and deliberation is impor-
tant. Social psychologists Thibaut and Walker have shown that free discussion among
participants can lead to satisfaction with the outcome and a sense of fairness [12], and
psychologist Leventhal has described the factors in the process that promote a sense of
fairness (procedural fairness criteria) [13]. The anthropologist Graeber has stated that
original democracy is “a process of compromise and synthesis in which no one goes so
far as to refuse to agree” [14]. FollowingGraeber’s argument, “consensus” in this study is
defined as an acceptable compromise that not everyone rejects. Specificmethods for such
a process include the spokes council in which spokes (representatives) are determined in
units of affinity groups and discussions are held [15], and the consensus-buildingmethod
advocated by the urban planner Susskind [16].

To support the process of group decision-making through discussions, several tech-
nologies with online opinion aggregation and chat functions have been proposed. For
example, Decidim [17] has a full range of auxiliary components, such as questionnaires
and blogs, vTaiwan [18] automatically groups participants’ opinions, Loomio [19] and
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Liqlid [20] visualize opinions through pie charts and word clouds, and D-Agree [21] has
functions for automatically structuring opinions and facilitation via artificial intelligence
(AI). However, although these technologies are expected to be highly effective in activat-
ing and organizing opinions, they do not have a support function when opinions conflict,
and it is difficult for participants to reach a consensus, as Graeber [14] advocates.

A mathematical framework for resolving conflicts of opinion is the graph model
for conflict resolution (GMCR) [22–28]. The GMCR expresses the structure of con-
flicting opinions in a graphical model and performs mathematical analysis based on the
preference order of decision makers for each opinion to derive a consensusable choice
that takes rationality and efficiency into account. However, there is a problem that the
number of states to be analyzed is as huge as AN (A: number of choices, N: number of
decision makers; computational complexity orderO(kn), , exponential time). Therefore,
permissible meeting analysis (PMA) has been proposed to avoid the problem, referring
to the idea of GMCR [29, 30]. This method derives a consensusable choice that consid-
ers permissibility by performing a mathematical analysis based on ordering the decision
makers’ preferences for the choices and their permissibility. The number of states to be
analyzed is practical as it is the same as the number of choices A (computational com-
plexity order O(n), , linear time). However, as PMA gives priority to the consensusable
choice with the smallest total adjustment when adjusting everyone’s permissible range,
it is easy to derive a consensusable choice that is less burdensome for the majority, and
it may be difficult to reach a consensus, including the minority group.

Based on the above discussion, our objective was to provide a new consensus-
building support technology to reach a consensus and a new consensus-building process
for using this technology. Specifically, in addition to the conventional technology PMA,
we provide a new technology—compromise choice exploration (CCE). A composite
consensus-building process that combines the two consensusable choices derived from
both supports a consensus. As mentioned, the problem is that PMA alone tends to
present a consensusable choice that is biased toward the majority. Therefore, we provide
a technology for presenting a consensusable choice that emphasizes fairness, where
compromise among all is equalized by CCE when PMA fails to promote consensus.
The new composite consensus-building process combines PMA and CCE to enable a
consensus that falls within everyone’s permissibility and range of compromise while
emphasizing fairness. These technologies and processes expand the research streams of
Rawls’ principle of difference, the deliberative democracy of Gutmann et al., Leven-
thal’s procedural justice, and Graeber’s compromise and synthesis, and they put forth
new research directions in terms of developing conventional opinion exchange tools and
mathematical analysis models.

2 Methods

2.1 Permissible Meeting Analysis

First, we explain the conventional conflict-resolution technology, PMA, as our composite
consensus-building process employs PMA as one of its functions.
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In a discussion, let M = {1, 2, · · · ,m} be the set of participants, X =
{x1, x2, · · · , xn} be the set of choices, and �i = xi1 � xi2 � · · · � xin be the pref-
erence order for the choices of participant i ∈ M . Let xij ∈ X , j be the preference order,
maxPi = {

xi1, xi2, · · · , xiki |ki ≤ n
}
be the set of acceptable choices for participant i, and

maxPl
i = {

xi1, xi2, · · · , xiki , · · · , xi(ki+l)|(ki + l) ≤ n
}
be the set of acceptable choices

for maxPi extended by l.
The algorithm for PMA is shown in Fig. 1. In PMA, consensusable choices are

those that exist within the permissible range of all participants. Therefore, in Step 1, the
product set Uo of acceptable choices for participant i(= 1, 2, · · · ,m) is derived using
Eq. 1, and whether Uo = ∅ is determined. If Uo = ∅ does not hold, then the process
moves to Step 2, outputs the set of alternatives Uo derived in Eq. 1 as the consensusable
choice Xo, and terminates.

Fig. 1. Flowchart of permissible meeting analysis

If Uo = ∅ in Step 1, the permissible range li of each participant i is expanded
individually in the loop of Steps 3, 4, and 6 to derive the union set Uli of the permissible
ranges of participant i(= 1, 2, · · · ,m), respectively, as shown in Eq. 2, and to determine
whether Uli = ∅. If Uli = ∅ is no longer the case in Step 4, then in Step 5, the
consensusable choice is the set of choices in the product set Uli that has the smallest
permissible range of li, i.e., the set Xl of choices that is the smallest in Eq. 3.

Uo =
⋂m

i=1
maxPi (1)

Uli =
⋂m

i=1
maxPli

i (li = 0, · · · , n − ki) (2)

Xl = argmin
Uli

∑m

i=1
li. (3)

If the set Xo in Step 2 or the set Xl in Step 5 contains more than one consensusable
choice, all of them shall be considered as the result of the derivation from PMA. Note
that the loop process in Steps 3, 4, and 6 does not fall into an infinite loop because there
is always a permissible range li such that Uli �= ∅. For reference, see Sect. 3.1 of [33]
for an example of PMA.

2.2 Compromise Choice Exploration

Based on the PMA described in the previous section, we propose our new consensusable
choice derivation technology, CCE. In PMA, the participants’ act of compromise is to
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expand the permissibility range for the preferential order of choices, and as a consen-
susable choice is derived that minimizes the overall act of compromise, the compromise
is likely to be biased toward the minority rather than the majority, resulting in a lack
of fairness. Therefore, in CCE, the participants’ act of replacement ordering for their
preference order is regarded as a compromise act by the participants, and a common
preference order that makes the number of replacement operations by each participant
as equal as possible is regarded as a consensusable choice. This will lead to a highly fair
consensusable choice.

The algorithm for CCE is shown in Fig. 2. CCE searches for a preference order
among the list

(
�

)
all of all preference orders for choice X , such that the number of order

replacements from the initial preference order �i for each participant i is equal. First,
Step 1 generates n! lists (

�
)
all . Next, to calculate the number of replacements between

the preference order
(
�i

)
i∈M of each participant i and each preference order of

(
�

)
all

for this list, in Step 3, as in Eq. 4, each element of the preference order of participant i
is replaced by a number in ascending order according to the replacement rule Rulei in
ascending numerical order, as shown in Eq. 4. Where Rulei means the replacement of
xi1 with 1, xi2 with 2, xi3 with 3, and xin with n.

Rulei =
(
xi1
1

xi2
2

· · ·
· · ·

xin
n

)
. (4)

In Step 5, we replace each preference order in the preference-order list
(
�

)
all with

the same rule Rulei as in Eq. 4, as in Eq. 5. Where j = 1, · · · , n!.

�′
j =

(
xj1
x

′
j1

xj2
x

′
j2

· · ·
· · ·

xjn
x

′
jn

)

. (5)

Let Sort(xi1, xi2, · · · , xin) denote the process of sorting any preference-order(
�i

)
i∈M in ascending order by bubble sort, and SortCount(xi1, xi2, · · · , xin) denote the

process of finding the number of sorting at that time [34]. In Step 6, each preference

order in the preference-order list
(
�

)′
all replaced by Eq. 5 is sorted in ascending order,

as shown in Eq. 6, and the number of sortings rjs at that time is calculated according to
Eq. 7.

�′
js = Sort

(
x

′
j1, x

′
j2, · · · , x

′
jn

)
(6)

rjs = SortCount
(
x

′
j1, x

′
j2, · · · , x

′
jn

)
(7)

In the loops of Steps 7 and 8, and Steps 9 and 10, the process in Steps 3, 5, and 6 is
performed for all participants i and all choices j.

In Step 11, based on the number of replacements for each list in the preference-

order list
(
�

)′
all obtained from each participant’s preference order �i, we search for the

one among
(
�

)′
all for which the number of replacements for all participants is equal.

Specifically, based on Eqs. 8 and 9, the Average μ and Standard deviation σ of the
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number of replacements ri(i = 1, · · · ,m) for each participant i for each list of
(
�

)′
all

are derived and Score is calculated.

σ =
√

1

m

∑m

i=1
(ri − μ)2 (8)

Score = μ + σ. (9)

In Step 12, the list of preference order that minimizes Score in Eq. 10 is selected.
The Average μ is smaller the less the degree of compromise from the initial preference
order. Standard deviation σ is smaller for lists where all participants have the same
number of replacements (when the value is 0, all participants have the same number of
replacements). Therefore, Eq. 9 has smaller Score when the degree of compromise by
each participant is as small as possible and as fair as possible, and Eq. 10 derives the
option with the smallest Score as the most consensusable choice.

Xs = argmin
(�)

′
all

Score. (10)

Fig. 2. Flowchart of compromise choice exploration

Note that, because the number of
(
�

)
all to be fully searched in CCE is n! (the com-

putational complexity order is O(n!), factorial time), the computational load increases
as the number of choices increases. However, the number of choices managed in actual
consensus building is approximately 10 at most, and a full search is not considered prob-
lematic for practical use. Although we used a full search here, a more efficient algorithm
that gradually expands the replacement network from the participant’s initial preference
order and searches for the option with the smallest Score could be considered instead.
For reference, see Sect. 3.2 of [33] for an example of CCE. There is also the Kemeny-
Young method, a conventional method that uses each participant’s preference order, but
it is a method that derives a preference order that is close to everyone’s preference by
pairwise comparison counting, and is not a method that makes the number of preference
order replacements as equal as possible, as in CCE [35].

2.3 Composite Consensus-Building Process

In addition to the PMA and CCE described so far, we propose a new composite
consensus-building process that combines the PMA and CCE with sublated choice cre-
ation (SCC), which in turn creates a new sublated choice from multiple choices derived
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from the former two. Figure 3 depicts the flow of the consensus-building process for the
problem of “deciding on the option that all participants agree from multiple choices.”

First, in Step 1, PMA is performed based on the algorithm described in Sect. 3.1, and,
based on the results, in Step 2, the participants discuss whether consensus is possible.
In this discussion, if the same choices exist within everyone’s permissible range from
the beginning and a consensus is reached, then the discussion may be terminated. If the
same choice does not exist, the consensusable choice derived in the Step 1 PMA and
the permissible-range conditions at that time are presented to the participants, and if
consensus is reached among all participants, the process is terminated.

If no consensus is reached among all participants in Step 2, they proceed to Step 3
and perform CCE based on the algorithm described in Sect. 3.2. Because the nature of
the consensusable choices derived by PMA tends to be biased in favor of the majority, if
consensus is not reached in Step 2, attempted fairness to the participants is considered to
be the cause. The consensusable choice derived in CCE is the fairer choice and is more
likely to achieve consensus. Therefore, in Step 4, the consensusable choice derived in
CCE is presented to the participants to discuss the possibility of consensus. If consensus
can be reached in this discussion, the process will be terminated.

Fig. 3. Proposed composite consensus-building process

If no consensus is reached in Step 4, proceed to Step 5 to perform a new SCC
based on the results of Step 1 (PMA) and Step 3 (CCE). Specifically, the contents of the
choices derived by PMA that are likely to fall within everyone’s permissibility range and
the contents of the choices derived by CCE with high-rank preference order based on
fairness are presented to the participants, and a new choice (sublated choice) is created
by combining these contents. Then, in Step 6, consensusability will be discussed based
on this sublated choice. If consensus is reached in this discussion and a consensus choice
is determined, the process is terminated. The specific algorithm for SCC (PMA and CCE
synthesis method) needs to be studied in the future. Tips for the SCC hints are discussed
below in the last paragraph of Sect. 3.2.

If Step 6 still does not produce a consensus, return to Step 5, increase the number of
consensusable choices derived from PMA and CCE, and recreate a new sublated choice.
Specifically, PMAuses the choicewith the smallest Eq. 3 and the second-smallest choice,
and CCE uses the choice with the smallest Eq. 9 and the second-smallest choice, thereby
creating a new sublated choice that combines them. Then, based on the sublated choice,
the discussion is held again in Step 6.

Here, if multiple recreated sublated choices are created, it is possible to return to the
Step 1 process as PMA and CCE are possible depending on the preference order and
permissible range of the participants for these multiple sublated choices.
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Thus, in our newly proposed composite consensus-building process, aiming for con-
sensus, we first use PMA for a discussion based on a consensusable choice that falls
within everyone’s permissible range, and if consensus cannot be reached, we use CCE
for a discussion based on a consensusable choice that considers fairness. Then, if con-
sensus cannot be reached using either, a sublated choice is created by synthesizing
the consensusable choices of PMA and CCE and is discussed. Conventional processes
allow no effective means of supporting participants to reach a consensus when there are
conflicts of opinion, but this process can support facilitation by presenting an effective
consensusable choice.

3 Results

3.1 Trial Setup

To evaluate our proposed consensus-building support technology, we conducted trial
experiments on PMA and CCE under the theme presented in Table 1. As there is no
standard benchmark dataset on consensus building, we developed our own dataset in
this study. The theme was “How to handle nuclear power generation in Japan for the
future,” and there were five participants (persons A to E: four males and one female; age
ranging from 30s to 60s) and seven choices.

The discussionwas hosted on theD-Agree online platform, and the chat functionwas
used to collect each participant’s opinion, as well as the preference order for the choices
and permissible ranges. D-Agree has an automatic facilitation function, which means
that, when an opinion is posted by a participant, an intervention is made in response to
that opinion to encourage others to contribute, thereby stimulating discussion.

3.2 Trial Results

Table 2 shows the results of obtaining the preference order for the choices and permissible
ranges for the seven choices of the five participants for the theme in Table 1.

PMA was conducted for the results presented in Table 2 according to the method
described in Sect. 3.1. The resulting consensusable choicewas (4) “no newnuclear power
plants but restarting nuclear power plants is possible until alternative power generation
methods are established,” which was within the permissible range for all the participants.
In addition, see Sect. 4.2 of [33] for the results of CCE performed on the results presented
in Table 2 according to the method described in Sect. 2.2 of the present paper.

Asmentioned earlier, within the participants’ preference order and permissible range
shown in Table 2, choice (4) was present in everyone’s permissible range from the
beginning, choice (4) chosen by PMA coincided with choice (4) chosen by CCE, and
there was no conflict of opinion state. Therefore, to evaluate a case where there is a
conflict of opinions, we assume, for example, as shown in Table 3, that there is no
consensus choice within the permissible range of all the participants. This corresponds
to the process from Step 1 to Steps 3 and 4 in Fig. 1.

Table 4 shows the results of PMA for the assumptions in Table 3. In this case, choice
(1) “zero nuclear power plants by 2030,” which has the smallest value of 2 for

∑5
i=1 li,
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Table 1. Consensus building: Theme and choices

Theme Discussion Choices

Nuclear Power Generation How should nuclear power be
managed in Japan’s future
energy policy?

(1) Zero nuclear power plants by
2030
(2) Nationalize and
decommission nuclear power
plants
(3) No new nuclear power
plants; but restarting nuclear
power plants is possible on the
condition of safety and local
consent
(4) No new nuclear power
plants; but restarting nuclear
power plants is possible until
alternative power generation
methods are established
(5) Restart nuclear power plants
intending to decommission them
and promote the development of
next-generation nuclear power
plants
(6) Nuclear power plants can be
operated with emphasis on
safety
(7) Proactively utilize nuclear
power plants

Table 2. Preference order and permissible range (white: permitting, gray: not permitting)

“A” “B” “C” “D” “E”

Rank 1 (5) (4) (4) (5) (4) 

Rank 2 (4) (3) (3) (4) (2) 

Rank 3 (3) (2) (2) (3) (1) 

Rank 4 (2) (6) (1) (2) (3) 

Rank 5 (1) (1) (5) (1) (5) 

Rank 6 (6) (7) (6) (6) (6) 

Rank 7 (7) (5) (7) (7) (7) 

which represents the degree of widening of the overall permissible range, is derived as
the consensusable choice, and the permissible range conditions at that time are to widen
the permissible ranges of two persons, B and D, from 4 to 5. Although the examples in
Table 3 are few, this suggests that persons A, C, and E do not need a wider permissible
range and that PMA tends to be biased in favor of the majority.
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Table 3. Preference order and permissible range (white: permitting, gray: not permitting)

“A” “B” “C” “D” “E”
Rank 1 (5) (4) (7) (5) (6) 
Rank 2 (4) (3) (6) (4) (7) 

Rank 3 (3) (2) (2) (3) (1) 

Rank 4 (2) (6) (1) (2) (5) 

Rank 5 (1) (1) (4) (1) (3) 

Rank 6 (6) (7) (3) (6) (4) 

Rank 7 (7) (5) (5) (7) (2) 

Note that Table 4 shows that there are three cases where the value of
∑5

i=1 li is
3, and their consensusable choices are different from (2), (4), and (3). This suggests
that although one consensusable choice could be selected in the hypothetical example
in Table 3, in some situations, there are cases in which the value of

∑5
i=1 li alone

does not narrow down to a single consensusable choice. This is discussed below in the
“Discussion” section.

Table 5 shows the results of CCE performed on the results presented in Table 3. The
preference order {(4),(6),(7),(5),(3),(2),(1)} that minimizes Score and the first-ranked
choice (4) “no new nuclear power plants, but nuclear power plants can be restarted until
alternative power generation methods are established” are derived as consensusable
choices. However, Table 5 shows several cases in which Score and Standard deviation
σ have the same value. This suggests that, although one consensusable choice could be
selected in the assumed example in Table 3, in some cases, Score or Standard deviation
σ alone may be insufficient to narrow the consensus to one consensusable choice. This
is discussed below in the “Discussion” section.

Unfortunately, no consensuswas reached in the results of this study, but the following
useful findings were obtained. In the assumed example in Table 3, choice (1) derived
by PMA did not match choice (4) derived by CCE. This is because PMA is based
on permissible-range expansion and CCE is based on preference-order replacement.
In CCE, the first preference order choice is meaningful and the high-rank choices are
meaningful as a compromise range.

Therefore, if we rearrange the first-place choice (4) in the CCE, the second-place
choice (6), and the PMA choice (1), we get “(4) no new nuclear power plants, but
nuclear power plants can be restarted until alternative power generation methods are
established, (6) nuclear power plants can be operated with the emphasis on safety, and
(1) zero nuclear power plants by 2030.” By synthesizing choices (4), (6), and (1), the
choice “no new nuclear power plants, but restarting nuclear power plants is possible with
the emphasis on safety until alternative power generation methods are established, to
attain zero nuclear power plants by 2030” emerges. Therefore, choices (4), (6), and (1)
do not conflict but suggest a sublated choice that combines them. Otherwise expressed,
a consensus process that combines PMA and CCE allows for an eclectic mix of both
outcomes to reach a sublation.
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Table 5. Results of the compromise choice exploration for Table 3

(�)
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4 Discussion

While conventional discussion-support technologies have difficulty in aggregating opin-
ions, and GMCR, a conventional conflict resolution technology, is burdened with huge
computational complexity (computational complexity: number of choices to the power
of the number of participants), PMA (computational complexity: number of choices),
a conflict-resolution technology, and CCE (computational complexity: factorial of the
number of choices), a newly proposed technology, can support facilitation by presenting
agreeable proposals toward consensus of all members while reducing computational
complexity.

In PMA, as shown in Table 4, a consensus is reached by selecting a choice that
falls within the permissible ranges of all participants. However, as this consensusable
choice minimizes the extent of the permissible range of all participants, the consensus
it produces tends to be biased toward the majority.

In CCE, as shown in Table 5, by selecting the choice with the smallest Score, a con-
sensusable choice is derived with the fewest possible compromises for each participant
and with a high degree of fairness. In Eq. 9, which was used to calculate Score, the
Average μ and Standard deviation σ are added with the same weighting factor, but if it
is desirable to reduce compromise and emphasize the majority, increase the factor of μ,
and to respect the minority and emphasize fairness, increase the factor of σ . Thus, the
weighting of compromise and fairness can be varied depending on the social issue.

If consensus is not reached as shown in Table 4 and Table 5 through steps 1 through
4 of the composite consensus-building process (Fig. 3), an auxiliary step between Steps
4 and 5 may be proposed. In this auxiliary step, the PMA and CCE consensus choices
are compared, and if there is overlap between them, the choices are narrowed down and
presented again to the participants to discuss the pros and cons of consensus. If there
is no overlap between them, then it is necessary to proceed to Step 5 and derive a new
sublated choice based on the content of both the PMA and CCE options, as described in
the last paragraph of Sect. 3.2.
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A composite consensus-building process that combines PMA and CCE can provide
consensusable choices that fall within the permissibility range of all participants or
that balance the number of replacements (compromise) and fairness. If consensus is
not reached by PMA, it can proceed to CCE, and if consensus is still not reached,
it can facilitate the creation of a new sublated choice from both PMA’s and CCE’s
consensusable choices.

5 Conclusions

We developed a new compromise choice-exploration technology aimed at achieving
consensus and provided a new composite consensus-building process that combines
PMA and CCE. We conducted a trial experiment according to this process, and, based
on the results, we obtained the following findings:

• We confirmed that PMA would derive a choice that was within the permissible range
of all participants that would lead to consensus. However, it was found that consen-
susable choices that were biased toward the majority tended to be derived because the
choice that minimized the permissible range of all the participants was prioritized.

• We confirmed that CCE derives a consensusable choice for participants with the
fewest possible compromises and with high fairness by deriving a preference order
that minimizes Score, which is the sum of the Average μ and Standard deviation
σ of the number of replacements in the preference order. We also found that the
weight coefficients of theAverageμ and Standard deviation σ can change the balance
between the overall number of replacements (compromise) and fairness.

• The composite consensus-building process can provide a consensusable choice that
emphasizes fairness, where CCE provides an equal degree of compromise for all if
PMA does not lead to consensus. Even if consensus cannot be reached using both,
a sublated choice can be obtained via SCC, which synthesizes the consensusable
choices of PMA and CCE.

Based on this trial experiment, it was found that the priority and overlap of choices
should be considered when it is not possible to reduce to a single consensusable choice
in PMA or CCE. It was also necessary for CCE to change the weighting of the Average
number of replacements (compromise) and standard deviation (fairness) of the Score
depending on the social issue. In addition, it would be desirable to work on technology
to create a sublated choice in the future for cases where a consensusable choice cannot
be found in either PMA or CCE.

The proposed consensus process consists of PMA and CCE; therefore, in the future,
it will be combined with an online discussion platform that has a series of functions
such as proposal, discussion, facilitation, and decision. Although this trial experiment
was conducted on a small scale, which represents a study limitation, we intend to con-
duct controlled experiments and fieldwork on a statistically significant scale targeting
municipalities and local communities to put this method to practical use as a group
decision-making method for solving social problems.

In the future, our proposed approach can be applied to a wide range of practical situ-
ations, from local issues in municipalities and communities to international issues such
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as environmental protection and human rights issues. It could also aid in the develop-
ment of digital democracy [31] and platform cooperativism [32]. In practical use, a large
number of choices may be disadvantageous because of the time required to characterize
respondents and search in the CCE, but the platform can avoid practical problems by
narrowing down the choices through pre-discussion and multi-leveled processes. The
former cites freedom and equality using digital technology, while the latter refers to joint
ownership and the democratic governance of information platforms. We believe that the
composite consensus-building process presented in this study will contribute to these
movements.
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Abstract. In this study, we aim to generalize the Nash equilibrium
and efficiency established in conflict resolutions among decision-makers
with permissibility in their preferences for possible outcomes on the
framework of GMCR(Graph Model for Conflict Resolution). Obtaining
sufficient information on preferences, especially in emergent crises, can
often be daunting in real-world conflicts. However, identifying “unaccept-
able situations” is comparatively less challenging. Our proposed app-
roach dichotomizes preferences into binary categories of “permissible”
and “impermissible,” exhibiting a particular aptness for decision-making
in situations with limited or focused information that seek to prevent
severe crises, particularly during the emergent phase or convergence point
of conflicts. We provide propositions on the equilibrium and efficiency of
permissibility analysis, introducing a novel approach using coarse deci-
sion theory. Overall, our study contributes significantly to improving the
convenience and effectiveness of real-world conflict analysis.

Keywords: GMCR · permissible range · coarse decision theory

1 Introduction

Real-world decision-making often requires quick first-order decisions to prevent
worst-case scenarios, even in the absence of sufficient information for a detailed
analysis. We aim to develop a decision-making approach based on analyzing
coarse information. To achieve this, we have introduced several new concepts.
Firstly, we propose a method to describe states where unknown factors other
than the primary decision maker (DM) impact the DM’s state transitions [1,
2]. Secondly, we introduced a new state recognition concept that expands the
DM’s controllable choices beyond the binary values of true (T) or false (F) to
include both (B) and none (N), thus accommodating contradictions [3]. Finally,
we presented a concept for incorporating permissible ranges (PR) in the DM’s
preferences [4]. This paper explores a novel analytical approach that employs
Graph Model for Conflict Resolution (GMCR) [5,6] in situations where there
is insufficient information available regarding DMs’ preferences. Building on the
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foundational concept of PR proposed in our previous study [4], this research
presents several propositions to extend and generalize the approach.

To address preference uncertainty, GMCR has developed various approaches
based on pairwise relationships of states, such as unknown [7–10], fuzzy [11–14],
grey [15–18], and probabilistic [19,20] methods. The use of matrix representation
facilitates more intricate categorization calculations and effectively tackles these
uncertainties. Various other approaches have also been examined to manage
uncertain preferences, including setting a permissible range for alternatives based
on the committee framework in the context of simple game [21–25].

Nonetheless, due to their unique nature, there are inherent limitations in
dealing with severe crises. These crises are either unprecedented or infrequent,
resulting in restricted access to the information required for analysis. Addition-
ally, the severity of the crisis renders empirical testing of the model implausible.
For instance, while retrospective analysis of the simultaneous terrorist attacks in
2001 is feasible, evaluating experimentally the conditions under which the events
occurred is impractical. Assuming complete knowledge of environmental dynam-
ics, the optimal response to risk can be achieved through dynamic programming
based on state transitions and the utility derived from those transitions in a
given scenario. However, in cases where the information available is limited and
the worst-case scenario is catastrophic, the selection of an appropriate model and
the information partitioning utilized in the model must be carefully considered,
given the constraints.

This study is grounded on the premise that adopting a coarse framework
is rational and practical for decision-making in situations where information is
scarce, and the aim is to avoid worst-case scenarios. Concerning the resolution
of severe conflicts to prevent worst-case scenarios, the current approaches, for
addressing uncertain preferences in GMCR [7–20], tend to augment the infor-
mation categories required for managing uncertainty, which is antithetical to the
objective of this study. Furthermore, the simple game-based approach [21–25] is
a framework that is efficacious in situations originally intended for cooperative
resolution and may not necessarily be applicable to analyzing non-cooperative,
severe conflict scenarios. Within the framework of GMCR, this study presents
a new and innovative approach to analysis by employing a smaller number of
information categories and proposing several key propositions. These findings not
only advance our understanding of conflict resolution study but also have the
potential to establish valuable links with other theoretical perspectives, including
coarse decision theory.

Section 2 begins with an exposition of the foundational principles that under-
pin the current research, focusing specifically on the core concepts of coarse
information and decision-making systems. Subsequently, we review the frame-
work for conflict analysis incorporating permissibility, which provides basic con-
cepts. We scrutinize the relationship between the DMs’ PRs, equilibrium, and
efficiency, and then present generally valid propositions. In Sect. 3, the valid-
ity of the propositions is verified by applying them to the case of the Elmira
environmental dispute: the case most frequently discussed in GMCR studies.
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2 Underlying Concepts and Methods

2.1 Coarse Decision Theory

There is a great deal of insight to be gained from literature in the fields of eco-
nomics, finance, and psychology about the models and information partitioning
that DMs adopt and their validity [26–34]. Among them, rational inattention
of DMs under limited information processing capacity, proposed by Sims [26] is
remarkable. A priori, we know that it is impossible to solve the problem of tem-
poral imprecision when considering the common knowledge that is the premise
of the state of the world in decision-making. In this sense, it can be said to
be reasonable to use a coarser granularity [32]. The coarser the criteria (fewer
categories for each criterion), the lower the decision-making cost, even though
the DM has to use more criteria [33]. The maximum number of alternative dis-
tinctions that can be generated considering the number of categories for each
criterion is equal to the product of the number of categories for the criterion
deployed. Theoretically, it can be said that there is a trade-off between cate-
gories and criteria when considering an efficient decision-making function with
a limited amount of information. Obviously, in the analysis aimed at a solution
that avoids the worst-case scenario, which is the subject of this study, a more
reasonable solution can be obtained by reducing the number of criteria.

2.2 Graph Model for Conflict Resolution (GMCR)

GMCR is a framework consisting of four tuples: (N,S, (Ai)i∈N , (�i)i∈N ) [5,6].
N is the set of all DMs, S denotes the set of all feasible states. (S,Ai) constitutes
DM i’, s graph Gi, where S is the set of all vertices and Ai ⊂ S × S is the set of
all oriented arcs. (S,Ai) has no loops; (s, s) ∈ A for each s ∈ S. The preferences
of each DM are presented as (�i), where the set of all DMs N : |N | ≥ 2, set of
all states S : |S| ≥ 2, and preference of DM i satisfy reflectiveness, completeness,
and transitivity. s �i s′: s is equally or more preferred to s′ by DM i ; s �i s′: s is
strictly preferred to s′ by DM i; s ∼i s′: s is equally preferred to s′ by DM i. We
assume that a rational DM desires the situation to change to a more favorable
state and attempts to transition to the preferred state by repeating unilateral
moves, which the DM exercises control over. For i ∈ N and s ∈ S, we define DM
i’s reachable list from state s as the set {s′ ∈ S | (s, s′) ∈ Ai}, denoted by Ri(s).
Ri(s) is the set of all the states in which DM i can move from s to s′ in a single
step. A unilateral improvement of DM i from state s is defined as an element
of the reachable list of DM i from s (i.e., s′ ∈ Ri(s)), where i strictly prefers
state s′ (s′ �i s). Therefore, the set of the unilateral improvement lists of DM i
from state s is described as {s′ ∈ Ri(s)|s′ �i s} and denoted by R+

i (s). φ+
i (s)

denotes the set of all states that are more preferential for DM i to s described as
{s′ ∈ S | s′ �i s}, and φ�

i (s) denotes the set of all states that are at most equally
preferential to state s, described as {s′ ∈ S | s �i s′}. Moreover, RN−{i}(s) is
defined as the set of all states that can be achieved by the sequences of unilateral
moves of DMs other than DM i. Similarly, R+

N−{i}(s) is defined as the set of all
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states that can be achieved by the sequences of unilateral improvements of DMs
other than DM i.

On the basis of the DMs’ state transitions, we can obtain standard stability
concepts : Nash stability (Nash) [35,36], general meta-rationality (GMR) [37],
symmetric meta-rationality (SMR) [37], and sequential stability (SEQ) [38,39].

2.3 GMCR Incorporating Permissible Range (GMCR-PR)

Using the elements of GMCR presented in the previous subsection, we now define
GMCR-PR.

Based on the properties of preferences in GMCR mentioned in Sect. 2.2
(reflexivity, completeness, and transitivity), defining DM’s permissibility as a
weak order on the set S of all possible states, then a non-empty subset of the
set L(S) of all weak orders on S can represent the permissible preference of a
DM. Specifically, for any i ∈ N , a subset Pi that satisfies ∅ �= Pi ⊆ L(S) can be
considered as the permissible states of DM i. We refer to Pi as the permission of
DM i, which is defined as a subset of the set of all linear orderings that includes
the DM’s actual preferences. This definition of DM’s permission is motivated by
the recognition that the true preferences of DMs are not always accurately known
in real-world group decision-making situations. While new definitions relating to
improvement are introduced, the general definitions of GMCR such as DM i’s
reachable list Ri(s) and φ�

i (s) provided in Sect. 2.2 remain unchanged.

Definition 1 (Permissible States (PS)). For any i ∈ N , Permissible States
(PS) of DM i is a non-empty subset of L, denoted by Pi. A list (Pi)i∈N for each
i ∈ N represents DMs’ PS, denoted by P .

By imposing a permissible threshold, the state set S can be partitioned into
two subsets: those that are permissible for the DM and those that are not. This
partition can be interpreted that |Pi| = 1.

Definition 2 (Permissible Range (PR)). We denote DM i’s PR by P k
i , that

is, in a conflict, DM i allows up to the kth most preferred state.

GMCR-PR is represented by five tuples: DMs (N), a set of feasible states
(S), a graph of DM i (Ai), the preferences of each DM i (�i), and a set of
permissible preferences of DM i (Pi).

Definition 3 (GMCR-PR).

G = (N,S, (Ai)i∈N , (�i)i∈N , (Pi)i∈N ). (1)

Example 1. Consider a conflict G = (N,S, (Ai)i∈N , (�i)i∈N , (Pi)i∈N ), where
N = {a, b}, S = {1, 2, 3, 4}, 1 �a 2 �a 3 �a 4 and 4 �b 3 �b 2 �b 1. Sup-
pose each DM’s PR is P 2

a and P 2
b respectively, P = ∅.

Definition 4 (Reachable Lists in GMCR-PR). DM i’s permissible reach-
able list from s ∈ S are subsets of S as follows:
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i. DM i’s reachable list from s to s′ by unilateral moves in GMCR-PR is defined
as in GMCR, Ri(s) = {s′ ∈ S | (s, s′) ∈ Ai}

ii. DM i’s Unilateral Improvement in GMCR-PR (PUI) is a transition from a
state s /∈ Pi to a state s′ ∈ Pi and is defined as follows:

PRi(s) = {s′ ∈ Ri(s) | (s, s′) ∈ Ai, s /∈ Pi, s
′ ∈ Pi}. (2)

A list of PUI by a DM other than DM i is represented as PRN−i(s) .
iii. DM i’s list of states regarding s and s′ being equally or less preferred is

defined as in GMCR, φ�
i (s) = {s′ ∈ S | s �i s′} .

When DM i has no PUI from state s, there are no further state transitions
exist, thereby establishing stability.

Definition 5 (PNash). For i ∈ N , state s ∈ S is PNash stable for DM i,
denoted by s ∈ SPNash

i , if and only if

PRi(s) = ∅. (3)

State s is PGMR stable for DM i when any PUI from state s of DM i may
cause a state equal or less preferred state than s in the responses of the other
DMs.

Definition 6 (PGMR). For i ∈ N , state s ∈ S is PGMR stable for DM i,
denoted by s ∈ SPGMR

i , if and only if

∀s′ ∈ PRi(s), RN−{i}(s′) ∩ φ�
i (s) �= ∅. (4)

When a state occurs where for any of DM i’s PUI, another DM’s countermove
would result in a state equal or less favorable than s. Furthermore, regardless
DM i’s subsequent countermove, a state more favorable than s cannot occur,
thereby establishing stability.

Definition 7 (PSMR). For i ∈ N , state s ∈ S is PSMR stable for DM i,
denoted by s ∈ SPSMR

i , if and only if

∀s′ ∈ PRi(s),∃s′′ ∈ RN−{i}(s′) ∩ φ�
i (s), Ri(s′′) ⊆ φ�

i (s). (5)

When DM i has at least one PUI from state s, but states resulting from PUI
of other DMs’ responses from s′ cause a state to be equal to or less preferable
than s for DM i, then s is PSEQ stable for DM i.

Definition 8 (PSEQ). For i ∈ N , state s ∈ S is PSEQ stable for DM i,
denoted by s ∈ SPSEQ

i , if and only if

∀s′ ∈ PRi(s), PRN−{i}(s′) ∩ φ�
i (s) �= ∅. (6)

The chicken game in GMCR-PR can be represented as follows.
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Example 2 (Chicken Game).
(N,S, (Ai)i∈N , (�i)i∈N ), N = {1, 2}, S = {s1, s2, s3, s4}
A1 = {(s1, s3), (s3, s1), (s2, s4), (s4, s2)},
A2 = {(s1, s2), (s2, s1), (s3, s4), (s4, s3)},
DM1’s preference order �1: s3 � s1 � s2 � s4,
DM2’s preference order �2: s2 � s1 � s3 � s4.

Let us assume that both DMs have permissibility up to the states of the
second preference order P 2, in stead of the linear order provided in the original
game: P1 = {s1, s3}, P2 = {s1, s2}. Then, we have unilateral improvements for
each DM as follows; PR1(s1) = ∅, PR1(s2) = ∅, PR1(s3) = ∅, PR1(s4) = ∅,
PR2(s1) = ∅, PR2(s2) = ∅, PR2(s3) = ∅, PR2(s4) = ∅. Hence, Nash equilibrium
is established in all states when P 2 is employed for each DM in the chicken
game. The Table 1 summarizes the permissibility, reachability, PUI, and Nash
equilibrium.

Table 1. Chicken Game in GMCR-PR - P 2
1 , P 2

2

State 1 2 3 4

Permissibility DM1 1 0 1 0

DM2 1 1 0 0

Ri(s) DM1 3 4 1 2

DM2 2 1 4 3

φ+
i (s) DM1 1,3 1,3

DM2 1,2 1,2

PRi DM1

DM2

Nash E E

PNash E E E E

In our previous study [4], we examined the equilibrium and efficiency of 21
sets of 2×2 games classified as Class III in Rapoport and Guyer’s taxonomy [40],
in which neither DM has a dominant strategy for all combinations of the four
permissible levels. Consequently, any conflict in the category was concluded to be
resolved when both DMs set their threshold as P 3: “accept all states except the
least favorable one.” The following section develops the discussions on permissi-
bility and equilibrium/efficiency based on these results and present propositions.
Incorporating the concept of “permissibility” in the derivation of propositions
concerning conflict resolution would enrich the spectrum of recommendations
for resolving conflicts.
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3 Nash Stability and Efficiency for Conflicts
with Permissible Range

We present propositions for Nash stability and efficiency in conflict analysis
incorporating PR. These propositions were prepared separately for cases with
at least one state commonly permissible to all DMs in Subsect. 3.1, and cases
without such a state in Subsect. 3.2.

Consider a conflict presented in GMCR-PR: (N,S, (Ai)i∈N , (�i)i∈N , (Pi)).
Here, for i ∈ N , Pi denotes the set of all permissible states for DM i; Therefore,
if s ∈ S is permissible for DM i, then it is denoted by s ∈ Pi; otherwise, s /∈ Pi.

3.1 Case with ∩i∈NPi �= ∅
First, we consider the case with ∩i∈NPi �= ∅; that is, there exists at least one state
that is commonly permissible for all DMs. We have the following propositions:

Nash Stability

Proposition 1. State s ∈ ∩i∈NPi is Nash equilibrium.

Proof. For i ∈ N , we have R+
i (s) = ∅, because for all s′ ∈ S, s �i s′. �

Proposition 2. Consider state s′ /∈ ∩i∈NPi. For j ∈ N , if s′ ∈ Pj , then s′ is
Nash stable for DM j.

Proof. s′ is Nash stable for DM j, because for all s′′ ∈ S, s′ �j s′′. �
Proposition 3. Consider state ′s /∈ ∩i∈NPi. For k ∈ N , if s′ /∈ Pj , then s′ is
Nash stable for DM k if Rk(s′) ∩ Pk = ∅, and not if Rk(s′) ∩ Pk �= ∅.

Proof. s′ is Nash stable for DM k if Rk(s′)∩Pk = ∅, because we have R+
k (s′) = ∅

from s′ /∈ Pk and for all s′′ ∈ Rk(s′), s′′ /∈ Pk. s′ is not Nash stable for DM k
if Rk(s′) ∩ Pk �= ∅, because we have R+

k (s′) �= ∅ from s′ /∈ Pk and there exists
s′′ ∈ Pk(s′) such that s′′ ∈ Pk, which implies s′′ �k s′. �

For special cases in which each DM’s PR includes all states except the least
preferable one, we have Corollary 1 of Proposition 3.

Corollary 1 (Corollary of Proposition 3).
Consider cases that Pi = S\{min �i} for i ∈ N , where min �i denotes DM i’s
least preferred state. s′ = min �i is Nash stable for DM i if Ri(s′) = ∅, and not
if Ri(s′) �= ∅.
Proof. If Ri(s′) = ∅, then we always have R+

i (s′) = ∅, which means that s′ is
Nash stable for DM i. If Ri(s′) �= ∅, then we have that Ri(s′) ∩ Pi �= ∅, because
Ri(s′) ⊆ S\{s′} = S\{min �i} = Pi. Using the result of Proposition 3, we have
that s′ is not Nash stable for DM i. �
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Efficiency. The following are propositions on the efficiency of states under the
condition of ∩i∈NPi �= ∅
Proposition 4. State s ∈ ∩i∈NPi is weakly and strongly efficient.

Proof. In this case, for all i ∈ N and all s′ ∈ S, s �i s′. Therefore, s′ �i s cannot
be satisfied for any i ∈ N and any s′ ∈ S, which implies that s is weakly and
strongly efficient. �
Proposition 5. Consider state s′ /∈ ∩i∈NPi. For j ∈ N , if s′ ∈ Pj (which
implies that s′ /∈ Pk for some k ∈ N), then s′ is weakly efficient and not strongly
efficient.

Proof. In this case, for all i ∈ N , s �i s′ and s �k s′, because s ∈ ∩i∈NPi and
s′ /∈ Pk. This implies that s′ is not strongly efficient. No s′′ ∈ S exists such that
s′′ � s′ for all i ∈ N , because s′ ∈ Pj . This implies that s′ is weakly efficient. �
Proposition 6. Consider state s′ /∈ ∩i∈NPi. If s′ /∈ Pi for all i ∈ N , then s′ is
neither weakly nor strongly efficient.

Proof. In this case, for all i ∈ N , s �i s′, because for all i ∈ N , and s ∈ Pi and
for all i ∈ N , s′ /∈ Pi. �

Worst Case Efficiency. For situations in which each DM’s PR includes all
cases except the least preferable one, we have Corollary 2 of Propositions 5
and 6.

Corollary 2 (Corollary of Propositions 5 and 6).
Consider the cases in which Pi = S\{min �i} for all i ∈ N , where min �i

denotes DM i’s least preferred state. min �i is weakly efficient and not strongly
efficient if min �i �= min �j for some i and j ∈ N . min �i is neither weakly nor
strongly efficient if min �i= min �j for all i and j ∈ N .

Proof. In the case in which min �i �= min �j for some i and j ∈ N , s′ = min �i /∈
Pi and s′ ∈ Pj . Then, by applying Proposition 5, we have that min �i is weakly
efficient and not strongly efficient.

In the case in which min �i= min �j for all i and j ∈ N , s′ = min �i /∈ Pi

for all i ∈ N . Then, by applying Proposition 6, we have that min �i is neither
weakly nor strongly efficient. �

3.2 Case with ∩i∈NPi = ∅
Next, we consider the case with ∩i∈NPi = ∅, that is, there is no state that is
commonly permissible for all DMs exists. We have the following propositions:
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Nash Stability

Proposition 7. Consider state s′ /∈ ∩i∈NPi. For j ∈ N , if s′ ∈ Pj , then s′ is
Nash stable for DM j.

Proof. s′ is Nash stable for DM j because for all s′′ ∈ S, s′ �j s′′. �
Proposition 8. Consider state s′ /∈ ∩i∈NPi. For k ∈ N , if s′ /∈ Pj , then s′ is
Nash stable for DM k if Rk(s′) ∩ Pk = ∅, and not if Rk(s′) ∩ Pk �= ∅.

Proof. s′ is Nash stable for DM k if Rk(s′)∩Pk = ∅, because we have R+
k (s′) = ∅

from s′ /∈ Pk and for all s′′ ∈ Rk(s′), s′′ /∈ Pk. s′ is not Nash stable for DM k
if Rk(s′) ∩ Pk �= ∅, because we have R+

k (s′) �= ∅ from s′ /∈ Pk and there exists
s′′ ∈ Pk(s′) such that s′′ ∈ Pk, which implies s′′ �k s′. �

For situations in which each DM’s PR includes all states except the least
preferable one, we have Corollary 3 of Proposition 8.

Corollary 3 (Corollary of Proposition 8).
Consider the cases in which Pi = S\{min �i} for all i ∈ N , where min �i

denotes DM i’s least preferred state. s′ = min �i is Nash stable for DM i if
Ri(s′) = ∅, and not Nash stable if Ri(s′) �= ∅.
Proof. If Ri(s′) = ∅, then we always have R+

i (s′) = ∅, which means that s′ is
Nash stable for DM i. If Ri(s′) �= ∅, then we have Ri(s′) ∩ Pi �= ∅, because
Ri(s′) ⊆ S\{min �i} = Pi. Using the result of Proposition 8, we have that s′ is
not Nash stable for DM i. �

Efficiency. The following are propositions on the efficiency of states under the
condition of ∩i∈NPi = ∅
Proposition 9. Consider state s′ /∈ ∩i∈NPi. For j ∈ N , if s′ ∈ Pj (which
implies that s′ /∈ Pk for some k ∈ N), then s′ is weakly efficient.

Proof. No s′′ ∈ S exists such that s′′ �i s′ for all i ∈ N , because s′ ∈ Pj . Thus,
s′ is weakly efficient. �
Proposition 10. Consider state s′ /∈ ∩i∈NPi. Assume that N = {j, k}, that is
|N | = 2. Then, for j ∈ N , if s′ ∈ Pj (which implies that s′ /∈ Pk for the other
k ∈ N), then s′ is strongly efficient.

Proof. Assume that there exists s′′ ∈ S such that s′′ �j s′ and s′′ �k s′, and
that s′′ �j s′ or s′′ �k s′. Because s′ ∈ Pj , it is impossible that s′′ �j s′. This
implies that s′′ �k s′. Then, we must have that s′′ ∈ Pj and s′′ ∈ Pk, which
contradicts the condition that ∩i∈NPi = ∅. Therefore, s′ is strongly efficient. �

With respect to the strong efficiency of state s′ under the conditions of
∩i∈NPi = ∅, s′ ∈ Pj for some j ∈ N , s′ /∈ Pk for some k ∈ N , and |N | ≥ 3,
see the following example. We see that s′ may be strongly efficient depending
on (Pi)i∈N in the following examples.
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Example 3.

Case 1: Let N = {1, 2, 3}, S = {s1, s2, s3}, and P1 = {s1, s2}; P2 = {s2};
P3 = {s3, s1}. In this case, ∩i∈NPi = ∅, and s1 ∈ P1; s1 /∈ P2; s1 /∈ P3. We
see that s1 is strongly efficient, because s1 �3 s2 and s1 �1 s3.
Case 2: Let N = {1, 2, 3}, S = {s1, s2, s3}, and P1 = {s1, s2}; P2 = {s2};
P3 = {s3}. In this case, ∩i∈NPi = ∅, and s1 ∈ P1; s1 /∈ P2; s1 /∈ P3. We see
that s1 is not strongly efficient because s2 �1 s1; s2 �2 s1; s2 �3 s1.

Proposition 11. Consider state s′ /∈ ∩i∈NPi. If s′ /∈ Pi for all i ∈ N , then s′ is
weakly efficient and not strongly efficient.

Proof. Assume that there exists s′′ ∈ S such that for all i ∈ N , s′′ �i s′. Then,
we must have that for all i ∈ N , s′′ ∈ Pi, which contradicts the condition that
∩i∈NPi = ∅. Thus, s′ is weakly efficient. Because we assume that Pj �= ∅ for all
j ∈ N , we can take s′′ ∈ Pj . Then, it is satisfied that s′′ �j s′ and s′′ �i s′ for
all i ∈ N , because s′ /∈ Pi for all i ∈ N . Therefore, s′ is not strongly efficient. �

Worst Case Efficiency

Corollary 4 (Corollary of Proposition 9 and Proposition 10). Consider
the cases that Pi = S\{min �i} for all i ∈ N , in which min �i denotes DM
i’s least preferred state. Then, we have that min �i is weakly efficient. We also
have that min �i is strongly efficient if N = {1, 2}.
Proof. Under the conditions of ∩i∈NPi = ∅ and Pi = S\{min �i} for all i ∈ N ,
we have that S = {min �i | i ∈ N}, because otherwise, x ∈ S\{min �i | i ∈ N}
satisfies that x ∈ ∩i∈NPi, which contradicts the condition that ∩i∈NPi = ∅.
Then, S = {min �i | i ∈ N} implies the results using Propositions 9 and 10. �

For strong efficiency in cases with Pi = S\{min �i} for all i ∈ N and |N | ≥ 3,
we have the following proposition:

Proposition 12. Consider cases that Pi = S\{min �i} for all i ∈ N , where
min �i denotes the DM i’s least preferred state. Then, we have that min �i is
strongly efficient, if |N | ≥ 3.

Proof. Under the conditions of ∩i∈NPi = ∅ and Pi = S\{min �i} for all i ∈ N ,
we have that S = {min �i | i ∈ N}, because otherwise, x ∈ S\{min �i | i ∈ N}
satisfies x ∈ ∩i∈NPi, which contradicts the condition that ∩i∈NPi = ∅.

For all s′′ ∈ S = {min �i | i ∈ N}, there exists i ∈ N such that s′′ = min �i,
which implies that s′ �i s′′. �

Table 2 summarizes the results for general cases in Subsects. 3.1 and 3.2, and
Table 3 shows the results for the cases with Pi = S\{min �i} for all i ∈ N given
by the corollaries in Subsects. 3.1 and 3.2.
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Table 2. Interrelationships between Nash Stability and Efficiencies

s ∈ S: s ∈ ∩i∈NPi s′ ∈ S: s′ ∈ Pj and s′ /∈ Pk s′ ∈ S: ∀k ∈ N, s′ /∈ Pk

If

∩i∈NPi �= ∅:

Nash for all i ∈ N

(Proposition 1)

Nash for j (Proposition 2) —

Nash for k depending on Rk(s′) and Pk (Proposition 3)

w.eff. (Proposition 4) w.eff. (Proposition 5) NOT w.eff. (Proposition 6)

s.eff. (Proposition 4) NOT s.eff. (Proposition 5) NOT s.eff. (Proposition 6)

If

∩i∈NPi = ∅:

—
Nash for j (Proposition 7) —

Nash for k depending on Rk(s′) and Pk (Proposition 8)

— w.eff. (Proposition 9) w.eff. (Proposition 11)

—
s.eff. if |N| = 2 (Proposi-

tion 10);

dep.on (Pi)i∈N if |N| ≥ 3

(Ex. 3)

NOT s.eff. (Proposition 11)

Table 3. Nash stability and efficiencies of min �i under the condition of Pi =
S\{min �i} for all i ∈ N

∃i, j ∈ N , min �i �= min �j ∀i, j ∈ N , min �i= min �j

If

∩i∈NPi �= ∅:

Nash for i depending on Ri(s
′) (Corollary 1)

w.eff. (Corollary 2) NOT w.eff. (Corollary 2)

NOT s.eff. (Corollary 2) NOT s.eff. (Corollary 2)

If

∩i∈NPi = ∅:

Nash for i depending on Ri(s
′) (Corollary 3)

w.eff. (Corollary 4) —

s.eff. (Corollary 4, Proposition 12) —

4 Verification of Propositions in Application Cases

In this section, the propositions presented in Sect. 3 are verified by applying
them to the Elmira conflict, a representative case of GMCR analysis [41,42].

Elmira Conflict. The Elmira conflict is an environmental contamination dis-
pute in Ontario, Canada, upon which numerous studies have been conducted
using GMCR. Three DMs are involved in the conflict: the Ministry of Envi-
ronment (M), Uniroyal (U), and the local government (L). M discovered con-
tamination and issued a control order to U that included a decontamination
operation to be conducted by U. They desire to exercise their authority effi-
ciently. U operates questionable chemical plants, and intends to exercise its right
to object, aiming to lift or relax the control order. L represents diverse interest
groups, and intends to protect the residents and the local industrial base. Table 4
summarizes all feasible states based on the DMs’ options, while (Fig. 1) displays
the corresponding conflict graph. In addition, the preference orders of the three
DMs are given as follows: M : s7 � s3 � s4 � s8 � s5 � s1 � s2 � s6 � s9;
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U : s1 � s4 � s8 � s5 � s9 � s3 � s7 � s2 � s6; L : s7 � s3 � s5 � s1 � s8 �
s6 � s4 � s2 � s9.

Table 4. Elmira Conflict - Options and States

State 1 2 3 4 5 6 7 8 9

M Modify N Y N Y N Y N Y -

U Delay Y Y N N Y Y N N -

Accept N N Y Y N N Y Y -

Abandon N N N N N N N N Y

L Insist N N N N Y Y Y Y -

Fig. 1. Graph Model of Elmira conflict

Elmira Conflict Case-1: ∩i∈NPi �= ∅. We verified the propositions presented
in Sect. 3.1 for the case with ∩i∈NPi �= ∅ by examining the stability analysis of
the Elmira conflict case-P 2

M , P 7
U , and P 5

L. Table 5 summarizes the permissibility,
reachability, and PNash.

In conflicts where at least one state is permissible to all DMs, we determined
the following propositions: 1) Proposition 1 concerns the permissible states for
all DMs; thus, Nash equilibria are established at s3 and s7. 2) Propositions 2
and 3 concern states other than those verified in 1) that are permissible for each
DM, and lead to Nash stability in s1, s5, s8, and s9. From 1) and 2), we can
conclude that PNash equilibria hold for s1, s3, s5, s7, s8, and s9. This verification
result is consistent with the GMCR-PR stability analysis presented in Table 5.
In addition, we observe that the weak and strong Pareto efficiency proposed in
Proposition 4 is consistent with the original results in Table 5. Each item in the
table indicates the following.

– Permissibility: Boolean value denoting permissibility for DM i.
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Table 5. Verification of Propositions: Elmira Conflict - P 2
M , P 7

U , P 5
L

State 1 2 3 4 5 6 7 8 9

Preference order M 7 3 4 8 5 1 2 6 9

U 1 4 8 5 9 3 7 2 6

L 7 3 5 1 8 6 4 2 9

Permissibility M 0 0 1 0 0 0 1 0 0

U 1 0 1 1 1 0 1 1 1

L 1 0 1 0 1 0 1 1 0

Ri(s) M 2 4 6 8

U 3,9 4, 9 9 9 7,9 8, 9 9 9

L 5 6 7 8 1 2 3 4

PNash Equilibrium E E E E E E

Proposition 1(Nash) E E

Proposition 2(Nash) U,L U U,L U,L U

Proposition 3(Nash) M M M M M,L

Proposition 4(eff.) � �
Proposition 5(eff.) � �
Proposition 6(eff.) � �

– Ri(s): States where DM i can unilaterally transition (UM) from each state.
The numbers indicate the number of states. The overbar signifies that the
transition is PUI.

– PNash Equilibrium: Nash holds for all i ∈ N
– Prop. 1–3(Nash): E denotes equilibrium, M, U, and L indicate DMs who

reached stability according to the proposition.
– Prop. 4–6(eff.): Weak and strong efficiency holds for the state with the check-

mark.

Elmira Conflict Case-2: ∩i∈NPi = ∅. We verified the propositions by setting
up a PR case P 2

M , P 2
U , and P 2

L in the Elmira conflict.
Table 6 presents the stability analysis when the PR of all DMs is set to P 2.

It is presented as a conflict without a single state that is commonly permissi-
ble for all DMs. Table 7 presents the correspondence between the stability and
propositions in the P 2

M , P 2
U , P 2

L case.
In conflicts where no state is permissible to all DMs, we determined the

following regarding the propositions: 1) Proposition 7 is about permissible states
for DM j; thus, Nash stability holds at s1 for U, s3 for M and L, s4 for U, and
s7 for M and L. 2) Propositions 8 concerns states other than those verified in 1)
that are permissible for DM j, and this proposition leads to Nash stability for
M, U, and L. From 1) and 2), we can conclude that the PNash equilibra hold
in s1, s3, s4, s5, s6, s7, s8 and s9. This verification result is consistent with the
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Table 6. Elmira Conflict - Stability Analysis: P 2
M , P 2

U , P 2
L

State 1 2 3 4 5 6 7 8 9

M 0 0 1 0 0 0 1 0 0

U 1 0 0 1 0 0 0 0 0

L 0 0 1 0 0 0 1 0 0

PNash � � � � � � � �
PGMR � � � � � � � � �
PSMR � � � � � � � � �
PSEQ � � � � � � � �
Pareto � � � �

Table 7. Verification of Propositions: Elmira Conflict - P 2
M , P 2

U , P 2
L

State 1 2 3 4 5 6 7 8 9

Preference order M 7 3 4 8 5 1 2 6 9

U 1 4 8 5 9 3 7 2 6

L 7 3 5 1 8 6 4 2 9

Permissibility M 0 0 1 0 0 0 1 0 0

U 1 0 0 1 0 0 0 0 0

L 0 0 1 0 0 0 1 0 0

Ri(s) M 2 4 6 8

U 3,9 4,9 9 9 7,9 8,9 9 9

L 5 6 7 8 1 2 3 4

PNash Equilibrium E E E E E E E E

Proposition 7(Nash) U M,L U M,L

Proposition 8(Nash) M,L M,L U M,L M,U,L M,U,L U M,U,L M,U,L

Proposition 9(eff.) � � � �
Proposition 11(eff.) � � � � �

GMCR-PR stability analysis shown in Table 6. In addition, we seek to confirm
that the weak and strong Pareto efficiencies provided in Propositions 9 and 11
are consistent with the original results in Table 6.

This section examined the propositions presented in Sect. 3 and verified it to
be consistent with the results of the GMCR-PR stability analyses of the Elmira
conflict.

5 Conclusion

This study discussed the analysis capability with coarse information by intro-
ducing the concept of PR to GMCR. PR is set by placing a threshold on the
preference, and the DM’s preference is processed as binary information. More-
over, because the GMCR framework is retained, the resolution can be changed
depending on the granularity of the information available. Introducing the con-
cept of PR allows for the analysis to reflect implicit assumptions that are not
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part of the fundamental framework; describing a situation in which even a DM
seeking reasonable resolution endeavors to avoid prolongation or escalation to
converge the conflict by adjusting its permissible level is possible.

This paper focused on equilibrium and efficiency in the two cases of the
presence or absence of commonly permissible states for all DMs. Future research
topics include more complex issues, such as those in which permissibility differs
from the initial judgment because of the availability of information after the
determination from the first analysis.
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Abstract. In studies of collective decision-making, the problem of allo-
cating indivisible items fairly and efficiently is now recognized as the most
difficult. Here, various algorithms for finding allocations are assessed on
their ability to achieve the desirable properties of envy-freeness, Pareto-
optimality, maximin, maximum Borda sum, and Borda maximin. Two
players with additive preferences allocate an even number of indivisible
items when their only information is the other’s strict preference order-
ing. Algorithms under study include both naive and sophisticated ver-
sions of sequential selection, bottom-up sequential selection (or sequen-
tial rejection), balanced alternation, bottom-up balanced alternation,
and fallback bargaining. The results suggest that fallback bargaining,
the only simultaneous algorithm, satisfies most fairness and efficiency
criteria but has some distinctive drawbacks.

Keywords: 2-person fair division · indivisible items · Pareto-optimal ·
envy-free

1 Introduction

The study of fair allocation addresses a wide range of problems from complete
information about preferences and utilities to lack of information or uncertainty
about the values of others. Fairly allocating divisible items may be possible
when full information about utilities is available, but the challenge increases
dramatically when the resources to be allocated consist of indivisible items. In
our earlier paper [1] we considered how four indivisible items could be allocated
to two players (two items each) so as to satisfy criteria of envy-freeness, Pareto-
optimality, maximin, maximum Borda sum, and Borda maximin. In this paper
broaden our assessment of fair division of indivisible items to two players and
any even number of items.

Research on fair-division problems and their applications includes Thomson
et al.’s general theory of fair allocations [2]. The general framework for modeling
a set of players and indivisible items, where each player’s preferences over the
items are given as utilities, is debated by Sen [3] and Kilgour and Vetschera
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Y. Maemura et al. (Eds.): GDN 2023, LNBIP 478, pp. 130–141, 2023.
https://doi.org/10.1007/978-3-031-33780-2_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33780-2_9&domain=pdf
https://doi.org/10.1007/978-3-031-33780-2_9


Algorithms for Fair Allocation of Indivisible Items 131

[4]. Some studies focus on situations in which participants have complete knowl-
edge of each other’s preferences over items and compare algorithms, aiming to
attain three properties of fairness and efficiency: envy-freeness, Pareto optimal-
ity, and max-min [5–7]. Voting procedures may help, but sometimes no envy-free
allocation exists [8].

This paper aims to compare algorithms for the balanced allocation of indi-
visible items—that is, each player receives the same number of items. The only
information available to the algorithm is each player’s preference ordering of the
items. (Each player is assumed to have additive utilities, but only the ordering
of the utilities is known.) Insofar as possible, we find good allocations using both
top-down (select for yourself) and bottom-up (reject and impose on the other)
approaches. The basic criteria of Pareto-optimality, envy-freeness, and maximin
measure the efficiency and fairness of allocations [9]. Borda properties, based on
Borda counts, are also used to assess allocations [10]. Many practical problems of
allocation in the real world are exemplified by two-player problems, which must
be solved prior to addressing more ambitious applications, like the allocation of
portfolios of assets, the drafting of players to sports teams, and the division of
assets in a divorce, to name but a few.

2 Properties of Allocations

In this paper, two players must share a set of finite even number of indivisible
items that each strictly ranks from best to worst. We first set out the main
assumptions of all models used in this paper:

1. Strict preferences. Each player’s preference over the individual items forms
a strict ordering.

2. Self-interest. Each player aims to obtain the best items it can, not to hurt
the opponent.

3. Independence. Each player acts independently. There are no coalitions or
hidden agreements.

4. Partial Information. Both players know each other’s preference orderings,
though not each other’s utilities.

5. Synergy-free. There are no synergies, positive or negative, among the items
than any player may receive.

Consider a set S of items to be allocated to players A and B. Suppose XA ⊆ S
and XB ⊆ S satisfy XA ∩ XB = ∅ and XA ∪ XB = S. Then X = (XA,XB) is
the allocation in which XA is assigned to A and subset XB is assigned to B. We
consider only balanced allocations, in which |XA| = |XB |.

We assume that players have preferences on S. For player m ∈ M = {A,B},
x ≺m y means that item x ∈ S is less preferred by m than item y ∈ S. In this
case, we also write y �m x. We assume that player m’s preferences are complete,
asymmetric, and irreflexive, and therefore form a linear (strict) ordering. Player
m’s rank for item x ∈ S is rm(x), the number of items in S that m prefers to x.
Each player’s preference ordering on S is assumed to be public information.
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We assume that players have preferences on subsets of S, which are needed to
assess allocations. To some extent, those preferences are implied by the player’s
preference ordering of individual items. We say that X ⊆ S is ordinally less than
Y ⊆ S for m, denoted X ≺m Y , if there exists an injective mapping f : X → Y
so that ∀x ∈ X, x ≺m f(x). If X ≺m Y , then Y �m X, and we say that Y is
ordinally more than X. But we emphasize that each player has some preferences
between subsets that cannot be captured using the ordinally less criterion.

In all of our examples, we name the items in order of A’s preference, so that
A’s preference ordering of S is always

A : 1 �A 2 �A . . . �A n

Of course, there are n! possible orders of preference for B, so that there are
n! distinct problems with n items.

If T ⊆ S, T �= ∅, let minm{T} be player m’s least preferred item in T . Thus,
minm{T} = x if and only if x ∈ T satisfies y �m x for all y ∈ T − {x}.

We now introduce three properties commonly used in the literature of fair
division of indivisible items:

– Pareto Optimality (PO): An allocation X is Pareto-optimal (PO) iff there
is no other allocation Y such that, for both players, the assignment under X
is less preferred than the assignment under Y .

– Envy-Freeness (EF): An allocation X is envy-free iff each player prefers
its assignment to the subset assigned to the opponent [9].

– Max-Min property (MM): An allocation is max-min iff there is no other
allocation in which the maximum rank of any item in any player’s assignment
is less.

Unfortunately, EF and PO cannot be used to define “optimality” because,
no envy-free allocation exists in many problems, and in others there are envy-
free allocations that are not PO. Thus, no procedure can always yield a Pareto-
optimal envy-free allocation. This leads us to add “possibly envy-free” and “pos-
sibly Pareto-optimal” to our criteria for good allocations; these criteria take into
account players’ preferences on subsets beyond those captured in the ordinally
less relation.

The Borda score of player m ∈ M for an assignment Xm ⊆ S is

Rm(X) =
∑

x∈Xm

rm(x)

The two Borda criteria [10] for algorithms are

– BordaSum (BS): A balanced allocation X is BordaSum iff there is no other
balanced allocation in which the sum of the two players’ Borda scores is less
than RA(X) + RB(X).

– Borda Max-min (BM): An allocation X is Borda Max-min iff there is
no other balanced allocation such that the maximum of two players’ Borda
scores is less than max{RA(X), RB(X)}.
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3 Algorithms

We study algorithms that the players can implement themselves, in the sense
that no referee is required. Some, called “sophisticated,” are explicitly game-
theoretic, and assume far-sighted rationality; each of these is accompanied by a
näıve version, in which players are short-sighted.

3.1 Sequential Algorithms

Sequential algorithms are implemented item-by-item; each step involves only
player choosing or rejecting a specific item.

3.1.1 Sophisticated Sequential Selection

Sequential Selection is implemented in many professional sports when teams
select (or “draft”) new players in sequence; teams with poorer records in the
previous season usually get to pick earlier [11]. Our model focuses on two teams,
which we call players, A and B. We assume that player A chooses first, then
B, who may choose any item other than the one that A selected. The process
repeats until the available items are exhausted. Note that Player A has priority
in every round.

Sophisticated Sequential Selection is an algorithm that assumes that each
player always chooses optimally and expects that all subsequent choices will
be optimal. Study of the process shows that Sophisticated Sequential Selection
always produces an outcome that is balanced and Pareto-optimal, but not nec-
essarily envy-free, Max-Min, BordaSum, or Borda Max-min.

The Kohler allocation, determined using Kohler numbers, is a balanced allo-
cation that could result from Sophisticate Sequential Selection. Each item in
p ∈ S has a well-defined Kohler number, Kp, where 1 ≤ Kp ≤ n; each Kohler
number is unique. After the Kohler numbers have been assigned, it is easy to
find the Kohler allocation:

SA = {K1,K3, . . . ,Kn−1}; SB = {K2,K4, . . . ,Kn}
The following procedure is used to determine Kohler numbers:

Identify Kn

Define Sn = S and
Kn = min

A
{Sn}

Set Sn−1 = Sn − {Kn}.

Identify Kp for p = n − 1, n − 2, . . . , 2
Assume Kn,Kn−1, . . . ,Kp+1 have been assigned, and that |Sn| ≥ 2. Then let
X = A if p is even and X = B if p is odd. Define

Kp = min
X

{Sp}
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Set Sp−1 = Sp − {Kp}. If |Sp−1| = 1, then assign K1 to be the unique element
of Sp−1, completing the determination of Kohler numbers. Otherwise, reduce p
by 1 and repeat this step.

Example 1: n = 4

A : 1 �A 2 �A 3 �A 4

B : 2 �B 4 �B 3 �B 1

The Kohler numbers are
K4 = 4, which is A’s least preferred item in S = S4 = {1, 2, 3, 4}
K3 = 1, which is B’s least preferred item in S3 = {1, 2, 3}
K2 = 3, which is A’s least preferred item in S2 = {2, 3}
K1 = 2, since |S1| = |{2}| = 1
Then the Kohler allocation is

SA = {K1,K3} = {2, 1}, SB = {K2,K4} = {3, 4}
The extensive-form game shown in Fig. 1 represents the sequential selection

process. If all choices are rational under the expectation that all future choices
will be rational in the same sense, then they form a subgame-perfect equilibrium
(SPE) of this game.

In Fig. 1, the arcs coloured red or blue are determined by backward induction.
All of these arcs are consistent with SPE. Because of our assumption that the
players’ preferences are strict, each player always has an optimal choice at each
of its nodes. For example, in the node at the top left, by choosing 2, B obtains

Fig. 1. Sophisticated Selection in Example 1: Game Tree



Algorithms for Fair Allocation of Indivisible Items 135

outcome {2, 4}, which it prefers to outcome {3, 4}, which would follow from the
choice of 3 or 4. B prefers 24 to 34 because B prefers 2 to 3. (At some nodes,
a player has more than one optimal choice, as more than one arc leads to the
most preferred outcome achievable from that node.)

Note that in Fig. 1 there are two paths consisting only of red or blue arcs
from the initial node to a terminal node. Both of these paths, (2, 3, 1, 4) and (2,
4, 1, 3), represent SPEs, and there are no other SPEs. Both paths lead to the
outcome (12, 34), which is therefore the outcome of sophisticated (or “rational”)
play in this game. To achieve it, A must begin by choosing 2; then B is indifferent
between 3 and 4, either of which leads to same allocation, SA = {1, 2};SB =
{3, 4} (Table 1).

Table 1. Allocation Sequence in Example 1

Round 1 Round 2

Item Kohler number Item Kohler number

Player A 2 K1 1 K3

Player B 3 K2 4 K4

It is a remarkable fact that the Kohler algorithm actually produces an SPE,
in this case the one indicated in blue in Fig. 1. [12] As Table 3 below shows, the
Kohler algorithm identifies not only the subsets resulting from optimal selection,
(12, 34), but also the order of selection. In the first round, A selects K1 = 2 and
then B selects K2 = 3. In the second round, A selects K3 = 1 and then B is left
with K4 = 4.

Example 2: n = 8

A : 1 �A 2 �A 3 �A 4 �A 5 �A 6 �A 7 �A 8

B : 7 �B 2 �B 8 �B 5 �B 4 �B 1 �B 3 �B 6

The Kohler numbers for Example 2 are
K8 = 8, which is A’s least preferred item in S = S8 = {1, 2, 3, 4, 5, 6, 7, 8}
K7 = 6, which is B’s least preferred item in S7 = {1, 2, 3, 4, 5, 6, 7}
K6 = 7, which is A’s least preferred item in S6 = {1, 2, 3, 4, 5, 7}
K5 = 3, which is B’s least preferred item in S5 = {1, 2, 3, 4, 5}
K4 = 5, which is A’s least preferred item in S4 = {1, 2, 4, 5}
K3 = 1, which is B’s least preferred item in S3 = {1, 2, 4}
K2 = 4, which is A’s least preferred item in S6 = {2, 4}
K1 = 2, since |S1| = |{2}| = 2
The Kohler allocation is

SA = {K1,K3,K5,K7} = {2, 1, 3, 6} SB = {K2,K4,K6,K8} = {4, 5, 7, 8]
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Table 2. Allocation Sequence in Example 2

Round 1 Round 2 Round 3 Round 4

Item Kohler Item Kohler Item Kohler Item Kohler

Player A 2 K1 1 K3 3 K5 6 K7

Player B 4 K2 5 K4 7 K6 8 K8

It can be proved that the Kohler method always identifies a subgame perfect
equilibrium of the extensive-form representation of a selection problem with an
even finite number of items [12] (Table 2).

3.1.2 Naive Sequential Selection

Näıve outcomes occur when the players act in a short-sighted manner. The first
three of our assumptions are important here—strict preferences, self-interest,
and independence—but the others are not relevant. We simply assume that
each player always selects the most preferred available item.

We illustrate the process with Example 2, repeated here for convenience:

Example 2: n = 8

A : 1 �A 2 �A 3 �A 4 �A 5 �A 6 �A 7 �A 8

B : 7 �B 2 �B 8 �B 5 �B 4 �B 1 �B 3 �B 6

The players select sequentially, always picking their most preferred available
items, with player A starting. The result is

SA = {1, 2, 3, 4} SB = {7, 8, 5, 6}
Note that Näıve Sequential selection produces a Pareto-optimal outcome, but
the outcome is not necessarily envy-free or Max-Min. Also, BordaSum and Borda
Max-min can also fail under this algorithm.

The proof that an allocation achieved by Naive Sequential Selection is Pareto-
Optimal is similar to the proof for Sequential Sophisticated Selection [13]. The
reason is that it follows the rule of identifying the Kohler numbers from up
to down, while the Sophisticated selection identifies the Kohler numbers from
bottom to top.

3.1.3 Sophisticated Sequential Rejection

So far, we analyzed methods in which players choose items they want. Now
we turn to methods in which players reject items they do not want, forcing
the opponent to accept them. These methods are also known as Bottom-Up
Sequential methods.
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We illustrate Sophisticated Sequential Rejection with Example 2, repeated
here for convenience:

Example 2: n = 8

A : 1 �A 2 �A 3 �A 4 �A 5 �A 6 �A 7 �A 8

B : 7 �B 2 �B 8 �B 5 �B 4 �B 1 �B 3 �B 6

Player A starts the game. Item 8 is the item A wants the least, but this item
is among the more preferred for player B, so A does not reject it. The same logic
applies for item 7. So, player A rejects item 6, forcing it on player B. Player B,
whose goal is to benefit itself by assumption (2), knows that player A will never
reject items 1 or 3, among his favorites, so player B rejects item 4. In the second
round, player A rejects item 5 and player B rejects item 3. In the third round,
the wise strategy for player A is to reject item 8, and player B will reject item
2, since he knows that item 1 is player A’s most favorite item. In the round 4,
player A will reject item 7 and player B has no defense against this strategy and
can do no better than reject item 1. The resulting choices are then

SA = {1, 2, 3, 4} SB = {7, 8, 5, 6}
which is different from the result of Sophisticated Sequential Selection in the
same example (SA = {2, 1, 3, 6}, SB = {4, 5, 7, 8}). Player A receives better
results with Sophisticated Sequential Rejection than with Sophisticated Sequen-
tial Selection, but player B has the opposite preference.

These methods are also known as Bottom-Up Sequential methods. The analy-
sis of the sophisticated actions of players can be shown by a game tree (similar to
Fig. 1, for Sophisticated Sequential Selection). The results show that this algo-
rithm always produces a Pareto-optimal outcome—no other allocation would
make one participant better off without making the other worse off. The proof
is the same as the Sequential Naive Selection method, due to the fact that both
methods produces the same outcomes. This algorithm does not always produce
outcomes that satisfy the properties of envy-freeness, Maximin, BordaSum, or
Borda Max-min.

3.1.4 Sequential Näıve Rejection

This method is based on the sincere sequential rejections of players over the
items. The players act short-sightedly, and sincerely reject their least favored
items. This method is also Pareto Optimal, since it produces the same results
with the Sequential Naive selection(this uniformity of results has the roots in
the Kohler algorithm of crossing out the players sequentially from the bottom
to up in the Sophisticated Method), but not envy-free, Max-Min, BordaSum, or
Borda Max-min.
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3.1.5 Sophisticated Balanced Selection

Sequential selection is based on taking turns: player A picks an item; then player
B picks one; then Player A chooses again; and so on. Of course, going first can
be a huge advantage. Giving extra choices to compensate for going second can
reduce, if not eliminate, this advantage. A specific way of balancing choices yields
a procedure called Balanced Alternation [14]. If, for instance, the order (A,B)
in the first two rounds gives an advantage to player A, then reversing the order
in rounds three and four (B,A) will tend to compensate. If there are more than
four items, the same principle applies recursively for the next 4 (or the next 2n)
rounds, producing sequences like (A,B,B,A,A,B,B,A), etc.

We illustrate Sophisticated Balanced Rejection with Example 2, repeated
here for convenience:

Example 2: n = 8

A : 1 �A 2 �A 3 �A 4 �A 5 �A 6 �A 7 �A 8

B : 7 �B 2 �B 8 �B 5 �B 4 �B 1 �B 3 �B 6

In this example, player A starts the game, knowing that the first item is not
among the preferred items of player B, so the wise choice for him it to choosing
2, then player B will choose items 5 and 4, since items 7 and 8 are not among
favorite items of player A. Player A will choose item 1. In the next round, player
A will choose 3, and player B has no option better than choosing 7 and 8, which
leave the item 6 to player A. Therefore, the allocation would be SA = {2, 1, 3, 6}
and SB = {5, 4, 7, 8}. This method always produces possibly Pareto Optimal and
possibly envy-free allocations but the allocation may be Max-Min, BordaSum,
or Borda Max-min. Kohler number cannot be defined for this method since we
cannot identify and assign the K’s to items according to Minimum preference
(or Maximum preference) set. But because the players play according to their
preference orderings implies that the result is always possibly Pareto Optimal.

3.1.6 Naive Balanced Selection

This main logic of this method is the same as Sophisticated Balanced Selec-
tion. Players always pick the most preferred remaining item. Note that our 4th
assumption is not applied here since complete information about the opponent’s
preferences does not affect a player’s decision-making.

To illustrate Naive Balanced Rejection, we apply it to Example 2, producing
the allocation SA = {1, 3, 4, 6} and SB = {7, 2, 8, 5}. This method always pro-
duces a possibly Pareto optimal and possibly envy-free allocation, which may
not satisfy the Maximin, BordaSum, and Borda Max-min criteria.

3.1.7 Sophisticated Balanced Rejection

This method works based on the rejection of unwanted items, but according to
the Balanced Alternation principle. Thus, the first player can reject one item,
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and then the second player can reject two items, then the first can reject two,
then the second, and the game continues in this manner. This method is possibly
Pareto-optimal and possibly envy-free, but may not be maximin, BordaSum, and
Borda Max-min.

3.1.8 Naive Balanced Rejection

This method works based on rejecting the lowest-ranked items of the player’s
preference list in a balanced manner according to each player’s short-term vision.
This method is also possibly Pareto optimal and possibly envy-free, but not
maximin, BordaSum, and Borda Max-min.

3.2 Simultaneous Algorithm

Until now, the algorithms introduced based on item-by-item selection. Now we
introduce an algorithm that finds a suitable settlement by considering simul-
taneously all possible allocations. The player must reveal at the outset their
complete preference ranking of all possible balanced allocations, rather than
making through item-by-item choices. This procedure requires a neutral referee
(which could be a computer program).

3.2.1 Fallback Bargaining

Fallback bargaining method is a step-by-step procedure to determine a ‘compro-
mise allocation,’ carried out as follows [15]:

(1) Consider each player’s most preferred allocation. If it is the same for both
players, then it is implemented (depth 1 agreement) and the process stops.

(2) If there is no common agreement after j steps, both players’ next-most-
preferred allocations (ranked j + 1) are considered. If there is an allocation
within each player’s top j + 1 choices, it is implemented, and constitutes a
depth j + 1 agreement. Otherwise, increase j by 1 and repeat Step (2).

Note that there is a finite number, j, such that at least one allocation is com-
mon to both players’ top j allocations, while no allocation is common to their
top j − 1 allocations. Any such allocation is a depth j agreement. One impor-
tant drawback of the Fallback Bargaining procedure is that two allocations may
tie, both becoming mutually acceptable at the same level. Another drawback is
that the final agreement may require a very long process if n is large. If their
preferences are exactly opposite, agreement will require 1

2

(
n
n
2

)
steps.

The Fallback Bargaining method is possibly Pareto-optimal, possibly envy-
free, Max-Min, and Borda Max-min. It fails the BordaSum criterion.



140 F. Ziaei and D. M. Kilgour

4 Results

Our main research question was how to find a good balanced allocation of any
even number of indivisible items based only two players’ preference orderings,
where a good allocation is defined using the criteria of PO, EF, and MM as well
as BS and BM. We considered only algorithms that players could operate without
aid in the sense of game theory, and assessed whether they achieved desirable
properties for certain, no matter what the players’ preference orderings.

Our findings are summarized in Table 3. The only algorithm that can be
relied on to achieve most of the criteria of efficiency and fairness is Fallback
Bargaining. We obtained the same result for our previous analysis of 4-item
allocation problems; we have shown that it extends to any even number of items.
To explain it, note that sequential selection allocations always give an advantage
to player A, who starts the game and can guarantee receipt of the most preferred
item (or rejection of the least preferrred). Player A may not take advantage of this
option on the first move, but only because he is confident that his first priority
will eventually be achieved. This advantage ensures that sequential selection
allocations are Pareto optimal, but not envy-free or Max-min since, in many
cases, player B would also prefer what A can guarantee for himself.

Balanced Alternation returns at least some of A’s advantage to B. The conse-
quence is that allocations are not always Pareto-optimal but are always possibly
Pareto-optimal. Allocations determined by this procedure are always possibly
envy-free, but not necessarily Max-min.

In the Fallback Bargaining algorithm, the players act simultaneously, which
is the key to the algorithm’s ability to find an allocation that satisfies most of the
criteria of efficiency and fairness, including Borda Maximinality. Unfortunately,
it has larger information requirements, fails uniqueness, and may take many
steps to reach a conclusion.

Table 3. Properties of the Algorithms

Method unique result Envy-Free Possibly
Envy-Free

Pareto
Optimal

Possibly
Pareto-
optimal

Max-Min Borda
Sum

Max-min
Borda

Item-By-
Item

Sequential Sophisticated Selection Yes No No Yes No No No No

Naive Selection Yes No No Yes No No No No

Sophisticated Rejection Yes No No Yes No No No No

Naive Rejection Yes No No Yes No No No No

Balanced Sophisticated Selection Yes No Yes No Yes No No No

Naive Selection Yes No Yes No Yes No No No

Sophisticated Rejection Yes No Yes No Yes No No No

Naive Rejection Yes No Yes No Yes No No No

Simultaneous Fallback Bargaining No No Yes No Yes Yes No Yes
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Abstract. Todevelop strategic insights regarding the aggregateminingdisputes in
the province of Ontario, Canada, and to better understand their structured power
hierarchies, we developed a two-level hierarchical graph model based on three
case-specific classical conflict models. The stability analysis of the two-level hier-
archical graph model shows that despite producing potential resolutions at the
local level (sub-models), the model does not result in an equilibrium. This finding
suggests that in the absence of preferences by the common decision-makers (i.e.,
provincial, and local governments), finding potential resolutions to this class of
disputes may be difficult.

Keywords: Aggregate mining · conflict resolution · Hierarchical graph model ·
Two-level Hierarchical Graph model · Ontario

1 Introduction

Aggregates refer to a family of particulate raw materials, including gravel, sand, clay,
limestone, marble, granite, and similar coarse-to-fine grained raw resources extracted
from pits and quarries [1]. Widely used in the production of composite materials such
as asphalt and concrete, aggregates are the most mined raw resources in the world [2–
5]. Whether small or large in scale, extraction of minerals often involves the use of
heavy machinery, explosive materials, and open-pit mining techniques, all with adverse
environmental impacts on water, land, and soil resources [3, 6–8].

Over the past several decades, the diminishing availability and growing demand
for aggregate resources have brought about fundamental challenges concerning their
sustainable use, particularly in or near ecologically sensitive areas [9, 10], which are
sometimes located near human settlements. The result has been a growing trend in the
number of conflicts over competing values and between different stakeholders [11]. In
2019, there was a total of 6105 aggregate licenses and permits, of which 3,614 licenses
were for pits and quarries on private lands, and 2,491were for pits and quarries on Crown
lands [12].
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One of the areas with the most recurring instances of aggregate-related conflicts,
particularly since the 1970s, is Ontario [13], Canada’s most populous province and its
largest economy [14, 15]. Consistent population growth and the need for further devel-
opment, particularly across southern Ontario, have led to increased aggregate mining,
often encroaching on areas with prime agricultural lands or other valued environmen-
tal resources [13, 16, 17]. Most land use planning scenarios associated with aggregate
development proposals are regarded with disdain by the public and local stakehold-
ers directly affected by these proposals [18, 19]. As a result, the number of conflicts
involving municipalities, provincial governments, the aggregate industry, concerned
environmental groups, and exasperated citizens has been on the rise [19].

Few studies are exploring aggregate issues and conflicts in this province [20–27],
particularly in the southern parts of the province where approximately 80 percent of
provincial mineral aggregate resources are produced [28] (Fig. 1).

Fig. 1. Geographic distribution and density of aggregate mines in Ontario.

Building on three graph models of aggregate mining conflicts explored through the
classical GraphModel for Conflict Resolution (GMCR), we develop a hierarchical graph
model of aggregate mining conflicts in Ontario. The aim is to create a generic model
which provides a broader understanding of this class of conflicts in the province.

2 Aggregate Mining Regulatory Framework in Ontario, Canada

Ontario’s Ministry of Northern Development, Mines, Natural Resources and Forestry
(MNDMNRF) governs all mining activities in the province. The ministry ensures that
aggregate mining activities comply with the Aggregate Resources Act and other relevant
legislation, such as the Planning Act, the OntarioWater Resources Act, the Environmen-
tal Protection Act, and the Endangered Species Act [27]. As required by the Environ-
mental Bill of Rights, MNDMNRF also facilitates public participation in this and other
significant environmental decisions in the province. Accordingly, the ministry must give
residents at least sixty days to submit their comments on any aggregate mining license
and permit applications [28].
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Responsibilities related to detailed evaluation and approval of land use changes
required for aggregate mines rest with regional and local municipalities in the province.
Nevertheless, the provincial government has the power to override local governments’
decisions by issuing a Minister’s Zoning Order (MZO), an executive order issued by
the Ministry of Municipal Affairs and Housing (MMAH) which prevails over municipal
zoning bylaws [29].

In Ontario, the process involved in applying to excavate aggregates varies depending
on a range of factors, including the type of land (private ownership or Crown land), the
depth of extraction, the amount of aggregate to be extracted, and other details specific
to a given application [1]. However, the general process requires (i) an official plan
amendment application filed with the local municipality, county, or regional government
when the proposed aggregate site has a different land use designation than what is listed
on the official plan; (ii) a zoning bylawamendment applicationfiledwith themunicipality
whenever there is a conflict with the existing zoning bylaws; and (iii) an aggregate license
application filed with the MNDMNRF [30].

3 Methods

3.1 Graph Model for Conflict Resolution

Graph Model for Conflict Resolution (GMCR) is a game-theoretic approach based on
graph theory that can be used to investigate conflicts strategically. This methodology
utilizes ordinal preference information to investigate real-world conflicts based on the
readily available information [31, 32]. It has a simple structure showing the state of a
real-world conflict and the strategic choices available to each Decision Maker (DM). In
addition, it can capture different dimensions of decision-making, such as reversibility
(or irreversibility) of strategic decisions, commonmoves, and stability of resulting states
for all DMs in a conflict [33].

The information needed to build a graph model includes DMs, options each DM
can unilaterally control, a set of feasible states that could occur as the conflict unfolds,
and the relative preferences of each DM over each state [31, 34–36]. The reachable list
for a DM is a set of all states the DM can move to in one step from a pre-determined
starting point in the conflict. These moves are known as Unilateral Moves (UMs). They
become Unilateral Improvement (UI) each time a UM results in a more preferred state.
That said, a graph model is a 4-tuple set containing DMs, states, arcs of moves, and
preference relations. Mathematically, it can be written as G = {N, S, A, �} where N =
{1, 2, …, n}, S, A = {A1, A2,…, An}, and � = {�1, …, �n} respectively represent
the set of DMs, the set of states, the profile of UMs, and the profile of preferences on S.
For each i ∈ N, Ai ⊆ S × S is the set of all of i’s UMs; (s, s’) ∈ Ai indicates that i can
move (unilaterally and in one step) from state s ∈ S to state s’ ∈ S [33, 36]. The notation
� in this mathematical representation includes all possible relations between a pair of
states, including more preferred (�), equally preferred (�), less preferred (≺), more or
equally preferred (�), and less or equally preferred (�) [29].

Stability definitions—commonly referred to as solution concepts—aremathematical
descriptions of different types of human behavior (DMs) in strategic conflicts. To identify
which states are likely to be the resolutions of the conflict, states are assessed for their
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stabilities [36]. In stability analysis, moves and countermoves available to each DM are
modeled alongside the preferences of each DM. Common solution concepts analyzed
in GMCR include Nash stability (R) [37, 38], sequential stability (SEQ) [39], general
metarationality (GMR) [40], and symmetric metarationality (SMR) [40], each reflecting
different level of foresight, knowledge of information, and attitudes towards risk for
DMs [41]. For each DM, a state can be stable under different solution concepts, but
only states that are stable for all DMs are considered possible resolutions to the conflict.
These potential resolutions are known as equilibria [36].

3.2 Hierarchical Graph Model

Sometimes real-world conflicts consist of smaller strategic interactions (games) between
DMs. These linked conflicts are called hierarchical conflicts. Failure to perceive these
hierarchical relationsmay lead to inaccurate inferences about strategic outcomes [42, 43].
This hierarchical structure has been widely discussed within the game theory paradigm
[44] and graph theory [45–47].

The Hierarchical Graph Model for Conflict Resolution (HGMCR), an extension to
classical GMCR, is an advanced approach to analyze interrelated conflicts with hierar-
chical structures [48]. In HGM, smaller graphs (known as local graphs) represent sub-
conflicts, and DMs are classified into two main categories: a) Common DMs (CDMs)
who are involved in all smaller games, and b) Local DMs (LDMs) who are only partici-
pants of one smaller game.DMscan initiate different types ofmoves andhave interrelated
preferences [49]. Preferences for CDMs are determined by assessing the preferences in
all local graphs. For a CDM, a local graph can be more important (�), less important
(≺), or equally important (�) to another one. States are the combination of all possible
strategies in local games; strategic moves represent a collection of possible actions for
DMs in sub-conflicts. Stabilities can be partially obtained from the stability calculations
in local models [48–50].

3.3 Two-Level Hierarchical Graph Model

HGM presents a flexible structure; model structure can be modified and adapted to
reflect real-world situations (e.g., CDMs and the type of interaction between them). For
example, two-level Hierarchical Graph Models (2LHGMs) were developed to reflect
situations in which DMs interact at two levels [48–51]. The structure of a 2LHGM is
depicted in Fig. 2. The nodes in this graphical illustration represent CDMs and LDMs.

2LHGM comprises two Basic Hierarchical Graph Models (BHGMs), consisting of
two sub-conflict models between two players: a CDM and an LDM. At the top level, a
sub-conflict takes place between the two CDMs, i11 and i

1
2. The names of the DMs in the

2LHGM are denoted by ikx , where k is the level, and x is each DM’s position on its level
[48, 50].

Mathematically, a 2LHGM, GH , can be defined as:
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Fig. 2. Two-Level Hierarchical Graph Model (2LHGM) conceptual diagram [50]

containing two CDMS i11 and i
1
2; then, a 2LHGM is defined asGH = G1

0 ∪G2
1 ∪G2
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and SH ⊆ S10 × S21 × S22 .

sH ∈ S
H
in GH is Nash stable fori11, a CDM, if s10 and s21 are Nash stable in G1

o and

G2
1 for i

1
1, respectively. And s

H ∈ S
H
is Nash stable for i211, an LDM, if and only if s21 is

Nash stable in G2
1 for i

2
11. Also, s

H ∈ S
H
is SEQ for i11, a CDM, in GH if and only if s10

is SEQ stable for i11 in G1
o or s10 is SEQ stable for i11 in G1

o and s21 is SEQ for i11 in G2
1.

Also, sH ∈ S
H
is considered SEQ for i211, an LDM, if and only if s21 is SEQ stable in G2

1
for i211 [48, 50].

The Nash and SEQ stabilities are the only solution concepts considered in this paper,
as they portray typical behavioral patterns displayed by DMs in a real-world aggregate
mining conflict. Put differently, no DM in an aggregate mining conflict would choose
strategic disimprovement at one point in the conflict in response to other DMs’ UIs to
gain strategic advantage over them at a later point in time.

3.4 Description of Three Case Studies of Aggregate Mining Conflict in Ontario
and Data Sources

Herein, three GMCR-based aggregate mining conflict analyses are used to develop a
2LHGMfor aggregatemining conflicts inOntario. These published studieswere focused
on conflicts arising from different aggregate mining applications in the province. The
following provides a glance into each of these conflict studies.

The Hallman Pit conflict study focused on the conflict arising from the Hallman Pit
application, a Class “A” license for aggregate extraction above the water table [52]. The
application proposed zoning of 161 acres of land, change of licensing to pit quarry in
141 acres, and allowance for annual extraction volume of 750,000 tons of aggregate in
129 acres [53] with most designated areas identified as Prime Agricultural lands with
Protected Countryside and Mineral Aggregate Area status [26].

The Campbellville Pit Conflict study analyzed a Category “A” pit/quarry application
which would allow the extraction of 990,000 tonnes of aggregates below the water table
for twenty years [24].
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The Teedon Pit conflict study investigated the dispute arising over the Teedon Pit
expansion application, which would directly affect the groundwater quality and recharge
zone for Tiny Township’s Alliston Aquifer [25].

The data used for these conflicts were obtained from publicly available documents
(e.g., materials posted online at the Environmental Registry of Ontario) about each
application, as well as other relevant data specific to each study collected from online
newspapers, citizens, environmental and industry websites, and relevant legislation such
as the Aggregate Resources Act and the Ontario Planning Act [24–26]. Table 1 sum-
marizes the set of DMs and their respective options for each conflict case described
above.

3.5 Application of 2LHGM on Aggregate Mining Conflict in Ontario

The need to construct a 2LHGM for aggregate mining conflicts in Ontario arises from
a growing need to understand different power dynamics in this class of provincial dis-
putes. More specifically, as informative as a classical GMCR would be for analyzing
these conflicts, a one-level conflict model might partially fail to portray the existing
structured hierarchies of power and some micro-level strategic interactions in this class
of conflicts. That is, an option selected by a more powerful DM in a classical GMCR
could render other DM’s options ineffective and change the fate of the conflict instan-
taneously. A good example is the use of MZOs by the provincial government in these
types of conflicts. Although this is not far from reality in many conflict situations, micro-
level interactions between the otherwise inferior DMs (and sometimes more powerful
ones) could have influenced the potential resolutions had they been considered in the
analysis. By synthesizing the data and insights from the results of the three considered
one-level GMCR studies, we collected all the required information to build a 2LHGM
for aggregate mining conflicts in Ontario.

Figure 3 shows a conceptual diagram of a 2LHGM for aggregate mining conflict in
Ontario and the interactions between DMs. It also illustrates the interactions between
different DMs. There are two CDMs in the model. In the first level (G1

0), Provincial
Government and Local Government are involved in the game as the two DMs. In the
second level, there are two BHGMs, namely G2

1, G
2
2. The first BHGM, G2

1, includes the
Applicant and Ontario Land Tribunal as the two LDMs and Provincial Government as
the only CDM. The second BHGM, G2

2, also has two LDMs, Citizens and Applicant.
In this game, Local Government is the CDM. The options of CDMs and LDMs in each
game and their preferences are described in the following sections.

3.6 Decision-Makers and Their Options in 2LHGM

The DMs and their options for 2LHGM for aggregate mining conflicts in Ontario are
listed in Table 2. Accordingly, the Applicant controls whether to pursue the license appli-
cation. They may first need to apply for zoning bylaw changes. Based on the Aggregate
Resources Act, local government has the power to change zoning bylaws. If the local
government rejects the application, the applicant can then appeal to theOntario Land Tri-
bunal (hereafter Tribunal), the judicial body that adjudicates or mediates matters related
to land use planning, environmental and heritage protection, land valuation, mining, and
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Table 1. List of DMs and their options for each case in previous studies

Decision Makers Options Explanation*

Hallman Pit Conflict

Jackson Harvest Farms (JHF) 1. Zoning Application Y: Applies for zoning bylaw
changes

N: Does not apply to zoning
bylaw changes

2. LPAT Appeal Y: Appeals decision

N: Does not appeal decision

Local Government (LG) 3. Approve Y: Approves land use changes

N: Approval was not issued

4. Reject Y: Rejects the land use changes

N: Approval was not issued

Local Planning Appeal Tribunal
(LPAT)

5. Approve Y: Directs the province to issue
the aggregate license

N: Rejects the request

6. Conditions Y: Directs the province to issue
the aggregate license with
additional conditions

N: Does not add conditions to
the application

7. Reject Y: Refuses to issue license

N: Does not direct province to
reject the license

Province 8. Approve Y: Approves the license

N: Does not approve the license

9. Conditions Y: Approves the license with
additional conditions

N: Does not approve the license

Citizens for Safe Groundwater
(CSGW)

10. LPAT Appeal Y: Appeals decision

N: Does not appeal decision

Campbellville Quarry Conflict

Ministry Of Environment,
Conservation and Parks (MECP)

1. Approve Y: Approves the license
N: Rejects the license application

(continued)
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Table 1. (continued)

Decision Makers Options Explanation*

2. Conditional Approval Y: Approves the license with
additional conditions

N: Does not add conditions

3. Reject Y: Rejects the request

N: Does not reject the request

4. Refer to OLT Y: Refers the decision to OLT

N: Does not refer the decision to
OLT

5. Override OLT Y: Overrides OLT decision

N: Does not override OLT
decision

Ontario Land Tribunal (OLT) 6. Approve Y: Approves the application as
part of an appeal

N: Does not approve the
application as part of an appeal

7. Conditional Approval Y: Approves the application with
additional conditions as part of
an appeal

N: Does not approve the
application with additional
conditions

8. Reject Y: Rejects the request

N: Does not reject the request

Ministry of Municipal Affairs
and Housing (MMAH)

9. Minister’s Zoning
Order

Y: Issues an MZO

N: Does not issue an MZO

James Dick Construction
Limited (JDCL)

10. Proceed Y: Proceeds with the application

N: Withdraws the application

Teedon Pit Conflict

CRH Canada Group Inc. (CRH) 1. Apply Y: Applies for expansion
N: Does not apply for expansion

2. Bring the Case to OLT Y: Appeals decision

N: Does not appeal decision

(continued)
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Table 1. (continued)

Decision Makers Options Explanation*

Local Government (LG) 3. Approve Amendment Y: Approves relevant
applications

N: Does not approve relevant
applications

Province 4. Approve License Y: Issues the license for
expansion

N: Rejects the application for
expansion

5. Minister’s Zoning
Order

Y: Issues an MZO to re-zone
land parcel

N: Does not issue an MZO

6. Approve with
Condition

Y: Approves application with
added conditions

N: Does not approve application
with added conditions

Opposition 7. Bring the Case to OLT Y: Appeals decision

N: Does not appeal decision

8. Petition Federal
Government

Y: Requests federal government
intervention

N: Does not request federal
government intervention

Federal Government 9. Intervene Y: Intervenes in decision

N: Does not intervene in the
conflict

Ontario Land Tribunal (OLT) 10 Approval Y: Approves the application as
part of an appeal

N: Rejects the application as part
of an appeal

11. Condition Y: Approves the application with
conditions added

N: Rejects the application as part
of an appeal

*An option for a DM is a binary choice—an action that a DMmay (“Y”) or may not (“N”) execute

other matters in Ontario. If the Provincial Government rejects the license application,
the Applicant is again entitled to appeal [26]. For aggregate mining cases, appeals to
Tribunal can come from any person or entity who submitted comments (both oral or
written) at public meetings (i.e., Citizens) and from the Applicant. If Tribunal holds a
hearing, it can direct the Provincial Government to issue an aggregate license, to issue
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Fig. 3. Conceptual diagram for 2LHGM for aggregate mining conflict in Ontario (left) and
interactions between DMs (right)

an aggregate license conditionally, or to refuse to issue a license. The province acts
through provincial ministers. The MNDMNRF has the option to issue or refuse to issue
an aggregate license. If the Tribunal directs to issue a license that includes new con-
ditions, MNDMNRF can uphold those conditions or refuse to impose them [1]. The
province can also intervene by initiating an MZO through the MMAH [29]. This power
allows the MMAH to bypass local authorities and zone any property in the province.

3.7 Strategies, States, and Preference Relations in 2LHGM

Options in each conflict game correspond to the courses of action DMs have at their
disposal at a given point in time. Each DM can choose to select (indicated by “Y”) or
not to select (indicated by “N”) an option. A DM is said to have chosen a strategy when
all options are selected or not. A conflict state is formed by all DMs choosing their
strategies. To reduce model complexity, infeasible states—i.e., states that cannot happen
in reality because they are mutually exclusive or are highly preferentially unlikely—are
removed to generate a set of feasible conflict states. Preferences of each DM over the set
of feasible state in a given conflict can be ranked using option prioritization [31, 35, 36],
a process whereby statements about preferred states are used to sort the set of feasible
states from most to least preferred from each DM’s perspective. Preference statements
can be expressed in logical terms, including negation (“NOT” or “−”), conjunction
(“AND” or “&”), disjunction (“OR” or “|”), and conditions (“IF” and “IFF”) [34].

Preferences in an HGM cannot be fully determined by the preference information
in all sub-conflicts. Instead, different patterns of preference structure can be attained
by sorting the constituent sub-conflicts in their order of importance [49]. Therefore,
two types of preference structures can be defined within an HGM: one between the
sub-models, which is from each CDM’s perspective [48], and the other within each sub-
model based on how each DM perceives the dispute. For the aggregate mining HGM,
the former preferential pattern was not considered, as both the Provincial and Local
Governments—the two CDMs of the study—have no preferences over the sub-models.
Therefore, no weights are assigned for each sub-conflict. As for the within sub-model
preferences, those for Citizens are shaped by their expectation that pits will negatively
affect environmental quality; those forApplicant are determined based on their interest to
get their applications approved; and those for otherDMs (i.e., theProvincialGovernment,
Local Government, and Tribunal) are shaped by their indifference over this class of
conflicts in the province—this is mainly due to the different nature of each aggregate
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Table 2. DMs and their options in the 2LHGM for aggregate mining conflict in Ontario.

Decision Maker Options States

Level 1 (G1
0)

Provincial Government O1: Approve License with
MZO

N Y N

Local Government O2: Approve Land Use
Amendment

N N Y

State Number 1 2 3

Level 2 (G2
11)

Provincial Government O3: Approve License N N Y N

Applicant O4: Apply for a License N Y Y Y

O5: Appeal N N N Y

State Number 1 2 3 4

Level 2 (G2
12)

Provincial Government O3: Approve License N N Y N N Y N

O6: Approve License with
Condition

N N N Y N N Y

Tribunal O7: Approve Appeal N Y Y Y N N N

O8: Approve Appeal with
Condition

N N N N Y Y Y

State Number 1 2 3 4 5 6 7

Level 2 (G2
21)

Local Government O2: Approve Land Use
Amendment

N N Y N

Applicant O9: Apply for Land Use
Amendment

N Y Y Y

O5: Appeal N N N Y

State Number 1 2 3 4

Level 2 (G2
22)

Local Government O2: Approve Land Use
Amendment

N Y Y

Citizens O10: Appeal N N Y

State Number 1 2 3
*An option for a DM is a binary choice—an action that a DMmay (“Y”) or may not (“N”) execute

mining conflict in the province; to generate a holistic model, it is imperative to assume
an equal preference structure for these DMs across all the feasible states. Preference
statements and rankings for the aggregate mining HGM are listed in Table 3. In this
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table, the preference statements are listed from the most important at the top to the least
important at the bottom for each DM in each sub-model. Also, feasible states for each
DM are listed from most preferred on the left to the least preferred on the right.

Table 3. State ranking and preference statements for each DM in different hierarchies.

Decision Maker Decision Rule State Ranking

Level 1 (G1
0)

Provincial Government Indifferent [1,2,3]

Local Government Indifferent [1,2,3]

Level 2 (G2
11)

Provincial Government Indifferent [1,2,3,4]

Applicant (i) O3 3,4,2,1

(ii) NOT O3 & O5

(iii) O4

Level 2 (G2
12)

Provincial Government Indifferent [1,2,3,4,5,6,7]

Tribunal Indifferent [1,2,3,4,5,6,7]

Level 2 (G2
21)

Local Government Indifferent [1,2,3,4]

Applicant (i) O2 3,4,2,1

(ii) NOT O2 & O5

(iii) O9

Level 2 (G2
22)

Local Government Indifferent [1,2,3]

Citizens (i) NOT O2 1,3,2

(ii) O2 & O10
*States enclosed in square brackets are equally preferred
*Oi are different options considered in defining the preferences. The corresponding option for
each Oi is listed in Table 2

4 Results

In this section, an overview of the results is presented within each defined hierarchy of
the aggregate mining conflict model. The Common patterns at each level are identified,
and the overall 2LHGM results are presented.
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4.1 Local Games

At the lowest hierarchy, the model yields the following results for the four local games
considered in the analysis.

• G2
11: Two states are in equilibrium in the game between PG and APP; these states

occur when an application for a license is either approved or rejected by PG. Both
cases are Nash and SEQ stable; the only difference is that APP appeals in the latter
case.

• G2
12: All states are Nash and SEQ stable in the game between PG and T.

• G2
21: Two states are in equilibrium in the game between LG and APP; these states

occur when an application for a change in zoning bylaw is either approved or rejected
by LG. Both cases are Nash and SEQ stable; the only difference is that APP appeals
in the latter case.

• G2
22: Two states are in equilibrium in the game between LG and CITZ; these states

occur when an application for a change in zoning bylaw is either approved or rejected
by LG. Both cases are Nash and SEQ stable; the only difference is that CITZ appeals
in the former case.

The potential outcomes attained from each of these local games present the common
patterns about the prevailing non-cooperative circumstance of local aggregate games in
the province. Assuming that PG, LG, and T remain indifferent in their preferences, the
only outcomes resulting in appeal cases are when there is a conflict of interests between
the APP or CITZ and the Governments. The results of all local games in the conflict are
listed in Table 4.

4.2 Basic Hierarchical Graph Models

At the second hierarchy, G2
1 includes five equilibria between the PG, APP, and T. All

states are Nash and SEQ stable. All states present instances where PG does not approve
an application, and APP appeals this decision. In G2

2 there is no resolution for the game
between LG, APP, and CITZ.

The added complexity represented by non-cooperative competing interests inG2
1 and

G2
2 games at this level conforms to the status quo in the aggregate mining conflicts in the

province: when APP and CITZ are playing the same game (i.e., G2
2), no compromises

are made, but when APP is at the same game with PG, APP, and T (G2
1), all potential

resolutions occur when there is an appeal on the part of APP. The results are listed in
Table 5.
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Table 4. Stability results of all local games in the conflict

G1
0

State NN YN NY

Stability (PG’s View) r,s r,s r,s

Stability (LG’s View) r,s r,s r,s

Equilibrium E E E

G2
11

State NNN NYN YYN NYY

Stability (PG’s View) r,s r,s r,s r,s

Stability (APP’s View) r,s r,s

Equilibrium E E

G2
12

State NNNN NNYN YNYN NYYN NNNY YNNY NYNY

Stability (PG’s View) r,s r,s r,s r,s r,s r,s r,s

Stability (T’s View) r,s r,s r,s r,s r,s r,s r,s

Equilibrium E E E E E E E

G2
21

State NNN NYN YYN NYY

Stability (LG’s View) r,s r,s r,s r,s

Stability (APP’s View) r,s r,s

Equilibrium E E

G2
22

State NN YN YY

Stability (LG’s View) r,s r,s r,s

Stability (CITZ’s View) r,s r,s

Equilibrium E E
*r, s, and E denote Nash stable, SEQ stable and equilibrium states, respectively

4.3 Two-Level Hierarchical Graph Model

Following the stability definitions presented for a 2LHGM in Sect. 3.3, none of the states
for the overall hierarchical model for aggregate mining conflicts in Ontario (GH ) are in
equilibrium. To determine the potential resolutions at this level, the results of G2

1 and
G2
2 were combined with the results of G1

0, a game between the two CDMs (i.e., PG and
LG) in which all outcomes are in equilibria. The results for the GH model are listed in
Table 5.
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Table 5. Stability result of two BHGMs and 2LHGM.

G2
1 G2

2

State (O3O4O5O6O7O8) N—NNNN NYY— —— State (O2O5O9O10) NNNN

Stability (PG’s View) r,s r,s Stability (LG’s View) r,s

Stability (APP’s View) r,s Stability (APP’s View)

Stability (T’s View) r,s r,s Stability (CITZ’s View) r,s

Equilibrium E Equilibrium

GH

State (O1O2O3O4O5O6O7O8O9O10) NNN—NNNNNN

Stability (PG’s View) r,s

Stability (LG’s View) r,s

Stability (APP’s View)

Stability (T’s View) r,s

Stability (CITZ’s View) r,s

Equilibrium
*—indicate that both “Y” and “N” options can be selected

5 Insights and Concluding Remarks

This study aimed to provide a more in-depth view of aggregate mining disputes in
Ontario by constructing a generic 2LHGM for this class of provincial conflicts. The
general structure of the proposed 2LHGMwas determined based on three case-specific,
one-level aggregate mining conflict models in the province [24–26]. In doing so, the
authors focused onunveiling the structured hierarchies of power and strategicmicro-level
interactions in Ontario’s aggregate mining disputes to shed light on potential outcomes
(and possible resolutions) that might have been overlooked in the one-level conflict
models of the past.

The results suggest that the considered preference structure for the CDMs—that of
neutrality—does not create an equilibrium for this class of provincial conflicts. There-
fore, potential resolutions at the highest level might be achieved when there is a detailed
preference structure for the CDMs. Nevertheless, potential resolutions obtained from the
BHGM that considers the Provincial Government as a CDM illustrate an indispensable
role that this DM plays in the fate of the conflict at the lower hierarchy.

These findings corroborate the findings of past research on provincial aggregateman-
agement and planning system [18] by highlighting its limited capacity in finding com-
promised solutions between stakeholders in this class of provincial conflicts. Although
the proposed conflict model differs from individual aggregate cases [24–26] in prefer-
ence structure, it provides opportunities to examine the potential advocacy roles that
different DMs could play in this class of conflicts by capturing the existing hierarchical
relationships between them.



Hierarchical Modeling of Aggregate Mining Conflict in Ontario, Canada 157

Future studies should therefore focus on exploring the potential impacts of changing
these preference structures on conflict outcomes. This will be crucial to finding common
ground between all DMs and reinvigorating public participation processes that have been
debilitated due to the recent developments in Ontario’s environmental policy-making
direction [54].
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Abstract. Data utilization, which offers several benefits in real-world
contexts, has caught the attention of several researchers and organiza-
tions. However, obtaining high-quality data is difficult. Moreover, it usu-
ally requires a large amount of compensation when the data are intended
for private use. Recently, the development and refinement of methods to
incentivize people to provide useful data, called mechanisms, has received
special attention, consequently increasing demand for more efficient mod-
els. This study was conducted to propose a mechanism, “Weighted Reward
Allocation Mechanism (WRAM)”, for promoting high-quality data sup-
plied by rational data submitters considering budget constraints. The
mechanism calculates and distributes the total budget in accordance with
a weighted contribution evaluation vector of each item in a questionnaire.
After mathematical details of WRAM are introduced, a simulation exper-
iment is presented by which the data quality is compared with that of a
widely used uniform reward mechanism. Results demonstrated that the
submitter behavior changes depending on WRAM weights. Overall, our
proposed mechanism performs better than the uniform reward mechanism
in terms of the quality of the collected data.

Keywords: Reward mechanism · Data collection · Game theory

1 Introduction

In recent years, data utilization has attracted a great deal of attention in real-
world contexts such as healthcare and retail, government services, and manufac-
turing and location-based services. Benefits, collection and analysis methods, and
resources necessary for data use are varied [10]. Therefore, the use of machine
learning for data utilization has increased within many research and business
fields, necessitating the development of learning algorithms that are more accu-
rate and efficient.

Furthermore, high-quality and large datasets are necessary to make use of
data. Nevertheless, preparing them independently is expensive, leading many
researchers to use open datasets. Unfortunately, datasets of several types are
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not necessarily open to the public. It is particularly true that the quantitative
limits of existing datasets have become apparent and that the lack of training
data come to pose a major difficulty. Resolving those difficulties is expected to
require the collection of new data and the creation of new datasets.

However, collecting new data is not easy. For instance, data collection from
individuals, such as through questionnaires, requires the cooperative efforts of
numerous people, but few people are willing to contribute free of charge. Conse-
quently, paying a reward for cooperation is commonly done. Even then, however,
cooperation is not ensured. Even if cooperation is obtained, then questionnaires
might not be answered seriously. As a result, difficulties often arise such as the
poor quality of the collected data.

Therefore, this study was conducted to propose a mechanism for promot-
ing high-quality data supply by rational data submitters under a fixed reward
budget, called the “Weighted Reward Allocation Mechanism (WRAM)”. Ques-
tionnaires with multiple-choice responses and descriptive questions were used
to analyze data collection incentives for private use. A new theoretical solution
was proposed and then compared with the commonly used Nash equilibrium.
Consequently, this study is the first attempt to provide a basis for smoother
reward allocation mechanisms intended for increasing the quality of data col-
lected through data-sharing schemes. The remainder of this article includes the
summary of related literature (Sect. 2), explanation of details of our proposed
model (Sect. 3), description of a simulation experiment (Sect. 4), and discussion
of the relevant findings and conclusions (Sect. 5).

2 Related Literature

Several studies have defined data quality depending on the context [1,6,7,20],
usually referring to data reliability and the fulfillment of user requirements [9].
Redman [15,16] and Strong et al. [19] define high-quality data as fit for purpose,
whereas Wang and Strong [20] defined data quality in terms of data usability.

In general, if low-quality data are used, then companies end up losing money
[14] or producing defective products [4]. Consequently, quality data can be under-
stood as having comprehensive and easily accessible information for making
evidence-based decisions, including information related to best practices and cus-
tomer preferences [2,18]. Especially, several concerns have arisen about the use
of respondents who are rewarded irrespective of the response contents because of
their potential intrinsic motivation to complete a questionnaire carelessly, merely
to receive the payment [5,17]. This practice impairs the accuracy and complete-
ness of the collected data, leading to eventual data quality deterioration.

Considering that game theory mathematical models are intended to repre-
sent people’s decision-making and to facilitate analyses of an equilibrium state for
improving social conditions, researchers have used them to elucidate mechanisms
necessary to obtain useful responses during data collection. Earlier research
within this field includes the Peer-Prediction Method [11], which uses a scor-
ing system based on the stochastic correlation between the reports of different
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raters, in combination with appropriate rewards, to incentivize useful reporting.
The key idea of the Peer-Prediction Method is the comparison of the inferred
probabilities with the report of a benchmark rater instead of a comparison of
actual reports.

The Bayesian Truth Serum (BTS) [13] is another mechanism for collecting
people’s honest responses. It rewards high scores to answers that are more fre-
quent than what would be predicted by the same population, rather than just
the most common answers. It maximizes the expected score even for respon-
dents who believe their answer is a minority opinion. Nevertheless, this method
is limited to use with multiple-choice questions [12].

In this context, Kyeong and Nam [8] introduced a new theoretical model to
improve the reliability of data used for business intelligence. That mechanism
incorporates the concept of influence through a network-based reasoning model.
Using the two-step flow theory, they found that using influence-based data col-
lection methods engenders data collection and analysis that are more efficient.

3 Model for Data Collection

Within the context of data collection, there are private and public uses. In the
former, the purpose of the utilization does not benefit the submitter, whereas the
latter does. In this study, we theoretically analyzed how rational the decision-
making process of the data submitter will be in the context of private use after
modeling the data collection from a game theory perspective.

Let N = {1, 2, . . . , n} be the set of data submitters (players). Also, let the
data owned by any player j ∈ N be dj = (dj

1, d
j
2, . . . , d

j
k). Therein, dj

i represents
the concrete content of data item i owned by player j. We envision a large data
collection of thousands of people and assume that the number of players n is
sufficiently large.

Any player j ∈ N bears the provision cost cj
i when providing each datum

dj
i . We designate the combination (cj

1, c
j
2, . . . , c

j
k) as the type of player j. This

designation reflects the effort necessary to arrange and provide each data item
and the willingness to provide it, which differ among players.

Here, each player knows the player’s own type, i.e., the set of provision costs
that the player has, but does not know the types of the other players. However,
players know that for ∀i ∈ {1, 2, . . . , k}, the provision cost cj

i of the data dj
i held

by any player j ∈ N follows an independently continuous distribution function
Fi.

The data collector gives all players a reward budget R plus the player’s
strategy set Sj . Then, each player j ∈ N conveys the distribution rule of the
reward rj received according to the combination of his own strategy sj and the
strategies of the other players s−j .

Let the player’s strategy sj ∈ Sj be a subset of {1, 2, . . . , k} ≡ s, which
represents the data items honestly provided by player j. For example, sj = {1, 4}
corresponds to player j providing data dj

1, d
j
4 but no other data, whereas sj = φ
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corresponds to player j providing no data at all. In this paper, we assume that
all players do not lie and honestly provide accurate data they own.

Using reward rj and the provided cost cj
i , the player’s utility function uj is

defined as follows.
uj(sj , s−j) := rj(sj , s−j) −

∑

i∈sj

cj
i . (1)

Subsequently, data collection from individuals for private use is modeled as a
Bayesian game. All players rationally make decisions to maximize their utility.
Additionally, we considered that the data collector wants to use a mechanism
in which the quality of the collected data q, determined by the Bayesian Nash
equilibrium of the game, reaches the threshold t under budget constraints.

3.1 Uniform Reward Mechanism

For general data collection, a uniform reward mechanism is adopted, giving a
uniform reward to all data submitters. For discussion in this section, we formu-
lated this mechanism as one in which players can choose to either provide all
or none of their data: an arbitrary player j ∈ N ’s strategy set is Sj = {s, φ}.
Each player has a strategy sj ∈ {s, φ}. Consequently, sj = s corresponds to the
provision of all data. In addition, sj = φ corresponds to not providing any data
at all.

Here, the reward rj for each player j ∈ N is independent of the strategy
combination s−j of the other players, i.e., a predetermined amount is given only
when data are provided (sj = s). Because the total reward

∑n
j=1 rj to the player

must not exceed the reward budget R, rj is defined as follows:

rj(sj , s−j) =
{

R/n (if sj = s),
0 (if sj = φ). (2)

From (1) and (2), the utility function uj for player j is

⎧
⎪⎨

⎪⎩

uj(s) = R/n −
k∑

i=1

cj
i ,

uj(φ) = 0 − ∑
i∈φ

cj
i = 0.

(3)

Therefore, a rational player j chooses a strategy that maximizes the player’s
own utility function (3). Then, the Bayesian Nash equilibrium is that all players
formulate the strategy sj according to the action strategy (4).

sj =

⎧
⎨

⎩
s (if R/n ≥

k∑
i=1

cj
i ),

φ (otherwise).
(4)
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3.2 Weighted Reward Allocation Mechanism

In our proposed mechanism, called the Weighted Reward Allocation Mechanism
(WRAM), the contribution from each player’s strategy is calculated using the
value of the weighted contribution evaluation vector w = (w1, w2, . . . , wk),
which the data collector defines. It is a mechanism that computes and distributes
the total reward budget R according to that value. For simplicity, the weighted
evaluation vector is simply designated as the weight.

First, the data collector determines the value of the weight1 w to be∑k
i=1 wi = 1. Here, the player’s strategy set is Sj := {m | m ⊆ {1, 2, . . . , k} },

which means that all players can freely choose any combination of the data items
they provide.

The contribution Cj of player j is defined as the sum of the weights of the
data items provided by j as

Cj(sj) :=
∑

i∈sj

wi ∈ [0, 1]. (5)

Subsequently, the reward rj received by player j is

rj(sj , s−j) :=
RCj∑
i∈N Ci

. (6)

Next, to derive the Bayesian Nash equilibrium under WRAM, we computed
the utility function of player j. By setting

∑
j′∈N\{j}

Cj′ = C−j ∈ [0, n − 1], we

obtained
rj =

RCj

C−j + Cj
.

Here, we assume that n is sufficiently large and a player’s contribution is
much smaller than the sum of all other players’ contributions. Therefore, C−j =∑
j′∈N\{j}

Cj′ � Cj . Then,

rj =
RCj

C−j
. (7)

Using this, the utility function for player j is

uj =
RCj

C−j
−

∑

i∈sj

cj
i =

∑

i∈sj

(Rwi

C−j
− cj

i

)
. (8)

From (8), the expected utility of player j is

E(uj) =
∑

i∈sj

(
E

( 1
C−j

)
Rwi − cj

i

)
. (9)

1 Here, weight w is simply a coefficient defined to determine the contribution of each
player. It is determined independently of the importance of each data item.
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Furthermore, conventional game theory approaches assume that players make
decisions to maximize the expected payoff determined by (9). However, numer-
ical analysis based on expected utility is very difficult to be conducted at this
time. Therefore, for this study, we analyzed this mechanism by taking a different
approach from the conventional game theory.

As presented earlier (8), C−j is a value determined by other players. Also,
R,wi, c

j
i are given constants. Subsequently, each player calculates the expected

value E(C−j) of the total contribution C−j of other players and makes decisions
based on that calculation. In addition, all players have expected utility2 that
shall be maximized.

Ẽ(sj) =
∑

i∈sj

( Rwi

E(C−j)
− cj

i

)
(10)

Because this game is a symmetric game, if E(C−j) can be calculated, its value
should not depend on j. Consequently, if E(C−j) = μ ∈ [0, n − 1], then

Ẽ(uj) =
∑

i∈sj

(Rwi

μ
− cj

i

)
. (11)

Also, the behavioral strategy which maximizes the expected utility of any
player j is expressed as follows.

{
i ∈ sj (if Rwi

μ > cj
i )

i /∈ sj (otherwise)
(12)

Below, we found that μ = E(C−j) when all players follow the action strategy
(12).

wj
i =

{
wi (if Rwi

μ > cj
i )

0 (otherwise)
(13)

By introducing a variable (13), the contribution of player j can be expressed
for ∀j ∈ N,∀i ∈ {1, . . . , k} as

Cj =
∑

i∈sj

wi =
k∑

i=1

wj
i . (14)

Moreover, because the probability Rwi

μ > cj
i becomes Fi(Rwi

μ ), then

E(wj
i ) = Fi

(Rwi

μ

)
wi.

Therefore, the expected value of contribution Cj for any player j ∈ N is

E(Cj) =
k∑

i=1

Fi

(Rwi

μ

)
wi (15)

2 In conventional game theory, expected utility is used to mean the expected value of
utility. However, the expected utility Ẽ(uj) here does not represent the mathematical
expected value of utility, but the expected utility based on the expected value.
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Because E(Cj) is independent of j, it was obtained that

μ = (n − 1)
k∑

i=1

Fi

(Rwi

μ

)
wi (∵ (15)) (16)

Here, equation (16) has a unique solution: μ∗ ∈ [0, n − 1].

Proof. Given that the distribution function Fi is a monotonically increasing
continuous function for any i, Fi(Rwi

x ) is a monotonically decreasing continuous
function for x. Therefore, the function (17) is also a monotonically decreasing
continuous function for x.

f(x) := (n − 1)
k∑

i=1

Fi

(Rwi

x

)
wi (17)

In addition,

lim
x→+0

f(x) = (n − 1)
k∑

i=1

(
wi lim

t→∞ Fi(t)
)

= n − 1. (18)

Therefore, line y = x and curve y = f(x) have only one intersection point at
(μ∗, μ∗) and 0 < μ∗ < n − 1. �

From the proof presented above, the optimal response for player j is the
Bayesian Nash equilibrium, where all players choose the action strategy (19).

{
i ∈ sj (if Rwi

μ∗ > cj
i )

i /∈ sj (otherwise)
(19)

4 Simulation Experiment

4.1 Description

For an arbitrary data item di, when the provision cost follows a uniform distri-
bution Fi = [ci, ci], the behavior strategy in the equilibrium state, μ∗ in (19), is
calculable as the only solution of (16) as

μ = (n − 1)
k∑

i=1

Fi

(Rwi

μ

)
wi

Because Fi is a uniform distribution on the closed interval [ci, ci], we obtain
the following:

Fi

(Rwi

μ

)
=

⎧
⎪⎪⎨

⎪⎪⎩

1 (if Rwi

μ ≥ ci)
Rwi/μ−ci

ci−ci
(if ci ≤ Rwi

μ ≤ ci)

0 (if Rwi

μ ≤ ci)

(20)
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Therein, if ∀i, ci ≤ Rwi

μ ≤ ci, then

∀i, Fi

(Rwi

μ

)
=

Rwi/μ − ci

ci − ci
. (21)

Consequently, μ∗ in the action strategy (19) is calculable as

μ∗ =
n − 1

2

(
− b +

√
b2 +

4aR

n − 1

)
. (∵ (16), (21)) (22)

However, for simplicity, we defined a and b as

a =
k∑

i=1

w2
i

ci − ci
, b =

k∑

i=1

ciwi

ci − ci
.

This solution is derived under the assumption that ci ≤ Rwi

μ ≤ ci holds for
any i. Although its validity remains unclear, it is analytically difficult to find a
solution without it. Therefore, we assumed that the value of (22) is sufficiently
close to the exact solution. Using this value, WRAM is optimized with the
equilibrium state in which all players adopt the action strategy (19).

Moreover, considering that data collectors want to use a mechanism that
allows the quality of the collected data q ∈ R to reach the predetermined target
value t, we used q as the evaluation index of the mechanism.

The evaluation vector of the data item of the collected data, which reflects
its relative importance in utilization, is v = (v1, v2, . . . , vk) ∈ R

k, satisfying∑m
i=1 vi = 1. For simplicity, the evaluation vector v of the data item is simply

called the evaluation value. Also, vi is called the evaluation value of the data
item i. Both v and vi are constants given by the data collector in advance,
irrespective of the reward budget R and the threshold t, and different from the
value of a data item for the data submitters wk. Subsequently, the quality of the
collected data q is defined as the amount of usefulness the data collector derives
from the data as

q =
∑

j∈N

∑

i∈sj

vi. (23)

This is the amount of evaluation value of the data item the data collector receives
as the consequence of deciding the optimal values of the weight w under the given
values of the data importance for himself v.

Under the uniform reward mechanism, the player’s strategy set in the equi-
librium state is uniquely determined by (4) after the player’s type is determined.
Furthermore, the player’s strategy set is {s, φ} and

∑
i∈s

vi = 1,
∑
i∈φ

vi = 0. Then,

the quality of the collected data is represented by the expressions below.

q =
∑

j∈N

∑

i∈sj

vi =
∑

j∈{j′∈N |sj′=φ}

∑

i∈φ

vi +
∑

j∈{j′∈N |sj′=s}

∑

i∈s

vi

= #{j ∈ N | sj = s} =: qu (24)
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On the other hand, under WRAM, after the player’s type is determined by
nature, its strategy set s∗ = (s∗

1, s
∗
2, . . . , s

∗
n) in the Bayesian Nash equilibrium

is determined by the value of the weight w ∈ R
k from (19). Here, the mapping

τj : Rk → Sj represents the correspondence between the weight w ∈ R
k and

strategy s∗
j ∈ Sj in the equilibrium state of any player j. Therefore, the quality

of collected data q depends on the weight w set by the data collector as

q =
∑

j∈N

∑

i∈τj(w )

vi =: G(w). (25)

For clarification, the data quality under the uniform reward mechanism is
expressed separately from qu. Under WRAM, it is expressed separately from
G : Rk → R using the function G(w).

Next, assuming a crowd-sourced questionnaire (outsourcing of tasks to a
large group of people through an online network), we set the distribution of the
provision cost Fi and the player’s actual provision cost cj

i . Then, we calculated
the quality of collected data q under each mechanism. Using as reference the
real-world data set of market prices for questionnaire surveys of CrowdWorks
[3], which is the real-world crowdsourcing service in Japan and uses the uniform
reward mechanism, we defined the settings of our hypothetical questionnaire. It
had n = 100 as the number of players (survey respondents), and k = 5 as the
number of survey items. It is assumed that questionnaire items d1 and d2 are
multiple-choice questions, d3, d4, and d5 are descriptive questions, and that the
player’s submission cost for each question had the distribution F1, F2 : [5, 15],
F3, F4 : [40, 140], and F5 : [100, 300]. Additionally, we considered four scenarios
for the v of each data item as shown below.

– All scores are equal to the expected provision cost ratio (ASEC):
v1 = (0.025, 0.025, 0.225, 0.225, 0.5)

– Low scores are for multiple-choice items and high scores are for descriptive
items (LMHD): v2 = (0.05, 0.05, 0.3, 0.3, 0.3)

– Uniform scores (US): v3 = (0.2, 0.2, 0.2, 0.2, 0.2)
– High scores are for multiple-choice items and low scores are for descriptive

items (HMLD) v4 = (0.44, 0.44, 0.04, 0.04, 0.04)

Therefore, first, for arbitrary player j ∈ N in the simulation, cj
i is determined

according to the probability distribution Fi. Each player’s type (cj
1, c

j
2, . . . , c

j
k)

is fixed. Then, for each reward budget R and evaluation value v, the quality
of collected data q when using the uniform reward mechanism was calculated
based on (4). In addition, under the same player type, the quality of collected
data G(w) when using WRAM for each R and evaluation value v was calculated
based on (19).

As the weight w of each data item, we considered all pat-
terns (0, 0, 0, 0, 1), (0, 0, 0, 0.01, 0.99), . . . , (1, 0, 0, 0, 0) that are the sum∑5

i=1 wi = 1 in increments of 0.01. Then we ascertained the maximum value
max G(w) and the minimum value minG(w) of the quality of the collected
data.
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4.2 Results

Figures 1a–1b show calculation results when the evaluated values v =
v1,v2,v3,v4. The horizontal axis represents the budget for compensation R. The
vertical axis represents q. Solid and dotted lines respectively represent maxG(w)
and minG(w) at each R. The dash-dot line shows qu when using the uniform
reward mechanism as a reference for comparison between the mechanisms, which
is the same for all figures because and independent of the value of v. Additionally,
Fig. 2 presents the result of calculating the value of G(w∗) under WRAM with
w as w∗ = (0.025, 0.025, 0.225, 0.225, 0.5) in the same ratio as the expected
value of the provision cost. As in Fig. 1, the dash-dot and solid lines represent q
and max G(w) respectively, whereas the dashed line represents G(w∗).

(a) ASEC (b) LMHD

(c) US (d) HMLD

Fig. 1. Results when v = v1, v2, v3, v4
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(a) G(w∗) when v = v1 (b) G(w∗) when v = v2

(c) G(w∗) when v = v3 (d) G(w∗) when v = v4

Fig. 2. G(w∗) results

5 Discussion and Conclusions

First, regarding the findings related to the uniform reward mechanism, shown
as the dash-dot line in Fig. 1, because this is independent of the evaluation value
v, all the subfigures portray the same behavior, including a noteworthy increase
of qu from 0 to 100 in the range of R = 20000 to R = 50000. Therefore, almost
no one responds to the questionnaire if the compensation budget R is smaller
than the provision cost, but all respondents respond if it is sufficiently large.
Subsequently, the results probably match the actual situation.

Second, specifically examining the WRAM results, the solid and dotted lines
in Fig. 1 of max G(w) and min G(w) differ because the value of G(w) depends
on the evaluation value of the data collector v based on the definition of the
quality of collected data G(w). Moreover, a large difference exists between the
values of max G(w) and minG(w) for any v, R. This finding suggests that the
quality of collected data G(w) changes greatly depending on the setting of w.

Third, comparing the uniform reward mechanism (dash-dot) and the worst
WRAM (dotted) (Fig. 1a–1b), when R = 10000, 20000, the uniform reward
mechanism is lower than the worst WRAM, which is attributable to the charac-
teristics of the two mechanisms. In WRAM, the player decides whether or not
to answer each questionnaire item. Therefore, even if R is small, there might be
items that increase the utility by answering. In contrast, for the uniform reward
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mechanism, the player makes decisions by lumping all of the questionnaire items
together. Consequently, if R is sufficiently small, then no answer will be obtained.

Next, when comparing the uniform reward mechanism (dash-dot) and the
optimized WRAM (solid), in R = 30000, 40000, WRAM shows much better
performance. Although within R = 50000, 60000, the uniform reward mechanism
performs slightly better. In R ≥ 60000, both data mechanisms exhibit similar
quality data provision. Therefore, if small differences in R = 50000, 60000 are
accepted, then one can say that the optimized WRAM performs better than the
uniform reward mechanism.

Moreover, we fixed the player type and calculated the quality of collected
data q. However, because the data collector does not know the true type of the
player, in real contexts, such q cannot be known in advance when using each
mechanism. For instance, if the evaluation value is v2, then using WRAM is
convenient when R ≤ 40000. Using the uniform reward mechanism is proper
when R = 50000, 60000. Moreover, both are suitable when R ≥ 70000. Figure 1b
shows that the quality of the collected data q might be maximized, but the
data collector cannot know this in advance. However, based on Fig. 2, the data
collector can infer that it is practically appropriate to use WRAM with the
weight of w∗ to realize the desired social state q ≥ t.

In addition, comparing WRAM (dashed) and the uniform reward mechanism
(dash-dot) for w∗ that normalizes the expected value of the provision cost in
Fig. 2, when the compensation budget is R ≥ 70000, both can get all answers.
When it is R = 50000, 60000, the uniform reward mechanism performs slightly
better. However, when the budget is R ≤ 40000, the w∗ of WRAM has a con-
siderably larger G value.

Furthermore, let A be the area surrounded by the upper dashed graph and
the lower dash-dot graph. Also, let B be the area of the upper dash-dot graph
and the lower dashed graph. Thereby, A can be interpreted as the number of
combinations of (R, t), where q ≥ t is realized when using WRAM with weight
w∗, but q < t is realized when using the uniform reward mechanism.

However, B can be interpreted as the number of patterns for which only the
uniform reward mechanism realizes the desired social state q ≥ t. Subsequently,
it is readily apparent that B is very small compared to A. Moreover, the same was
true when the distributions of delivery cost F1–F5 were assumed to be uniform
distributions over various different closed intervals.

By contrast, the comparison between the optimized WRAM (solid) and the
WRAM with w∗ weight (dashed) shows that WRAM with w∗ is not optimized.
However, as described above, the data collector cannot know the actual value of
the weight w which optimizes WRAM.

Considering all of these findings together, it can be concluded that using
WRAM with a ratio weight w∗ equal to the expected value of the provision
cost as a mechanism when conducting questionnaires is appropriate for data
collectors seeking to improve the quality of the collected data.
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In this paper, however, we assumed that all players do not lie and honestly
provide accurate data they own. Because this assumption may not fit the actual
contexts, considering the possibility of data submitters lying is our future work.
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