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1
Sustainable Digital Transformation 

in Finance, Tourism, Transport, 
Entertainment and Social Innovation

Alex Zarifis, Leonidas Efthymiou, and Xusen Cheng

1.1	� Introduction

There is an ongoing digital transformation with an increasing diffusion of 
technologies that are acting as a catalyst for business advancement. The 
first chapter discusses the importance of sustainable digital transforma-
tion at this point in time and explains why each case was chosen, the 
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common threads and some key findings. Each case brings a different 
piece of the puzzle, but it also serves to test and verify our current under-
standing of digital transformation. There are common lessons across all 
cases, along with the specific lessons some cases offer for those specific 
sectors of the economy. The research presented here is practical, with 
directly applicable lessons for organizations, but it also raises broader 
questions about how digital transformation is shaping the workplace, our 
private lives and society in general. There are cases of sustainable digital 
transformation in finance, tourism, transport, entertainment and social 
innovation that inform this discussion.

The main theme of the research presented here is to address organiza-
tional challenges and pitfalls experienced during the implementation of, 
and experimentation with, digital transformation. The research here aims 
to reveal an eclectic mix of examples, experiences and best practices in the 
business sector, where the seeds of digital transformation are set. The 
research here aims to provide historical cases as well as taxonomies of 
digital transformation in the business sector, along with their impact on 
selected corporate entities. It includes cases and best practices from indus-
try leaders in the technology and implementation of digital transforma-
tion. The interrelation among people, technology and organizational 
structures are significant themes of the research presented here. The use 
of new and emergent Artificial Intelligence (AI) tools to achieve digital 
transformation in businesses, as well as future trends in AI, is the domi-
nant characteristic of this research. The target audience of this research is 
all the stakeholders engaged in this process such as managers, software 
developers and researchers.

The nine main themes identified here are as follows: (1) Digital trans-
formation leaders will constantly innovate, while digital transformation 
laggards will have a stop-start approach. (2) There are no simple answers, 
or a single way to go forward, with digital transformation. (3) Each sector 
of the economy has its own opportunities, challenges and must find its 
own path forward. (4) Changes in one sector of the economy, such as the 
financial sector, will send a ripple of change across other sectors of the 
economy. (5) Change needs a shared vision, and digital transformation 
needs leaders to create the shared vision. (6) Digital transformation needs 
trust and cooperation on every level: Teams, organizations, governments 

  A. Zarifis et al.
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and super-organizations like the EU. (7) People will still have a role: Staff, 
customers and other stakeholders are still important. (8) There is a dark 
side to digital transformation that may not have been fully revealed to us 
yet. (9) Digital transformation should happen hand in hand with sustain-
ability and resilience.

The next section argues that sustainable digital transformation is an 
opportunity with far-reaching consequences. The third section builds on 
the cases presented here and finds nine common themes of successful 
digital transformation across the cases. Lastly the fourth section gives an 
overview of the fascinating chapters presented here.

1.2	� The Importance of Sustainable 
Digital Transformation

Sustainable digital transformation is a term that is being used frequently 
in the last few years (Shi et al., 2022). It involves the union of technologi-
cal change and innovative technologies. Digital transformation with 
Artificial Intelligence can offer scalability not seen before. It involves con-
stant innovation, evolution and acceleration. It is true that technology is 
an enabler of digital transformation, but transformation often involves 
people, technology and new business models. How are these interlinked? 
Do they function individually or together to make digital transformation 
a success? Is one force more decisive than others, or are they equally 
important? With the increasing capabilities of AI and the speed of auto-
mated services that can be delivered, is human involvement still neces-
sary? Will we keep human involvement out of nostalgia, so we have 
something to do, or will roles evolve so that the human involvement still 
adds value?

Leaders in large and small, public and private organizations appreciate 
the transformational impact of new technologies such as Artificial 
Intelligence, big data, cloud computing, Internet of Things (IoT), block-
chain and 5G but are unclear on what their organization should look like 
in the future and how to get there (Pflaum et  al., 2019; Zarifis et  al., 
2021). The environment they find themselves in, with almost daily steps 

1  Sustainable Digital Transformation in Finance, Tourism… 
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towards, and away from, globalization, new local and international regu-
lation, further adds to this uncertainty (Herbert et al., 2019). These lead-
ers are therefore looking for successful cases of digital transformation, in 
a variety of contexts, to guide them (Alt et  al., 2018; Bátiz-Lazo & 
Efthymiou, 2016; Zarifis & Cheng, 2023).

While the unstoppable march of technology and the global instability 
may seem like enough of a challenge for a leader to understand, these are 
by no means the only forces driving digital transformation. There are also 
some more subtle, but still influential, forces at play. The post-pandemic 
worker is not as willing to sacrifice their quality of life for the promise of 
career advancement and the status that comes with it (Gupta & 
Mukherjee, 2022). With this mindset, the promise of digital transforma-
tion delivering a more efficient machine may not be enough, and people 
want to know where they fit into this picture. This zeitgeist is reflected in 
the increased interest in sustainability in its many facets (Purvis 
et al., 2019).

These forces pushing and pulling digital transformation, but also hold-
ing it back, bring us to one overarching question: What is the destination 
of the digital transformation journey? While some companies automate 
their processes one by one, when the opportunity arises, as we see with AI 
chatbots (Zarifis et al., 2021), there should be a clear idea of where this 
journey will take an organization. Taking all this into account, the leader 
of digital transformation should act like a true leader, taking staff, cus-
tomers and other stakeholders with them on this journey.

Despite the challenges of a complex, ill-defined problem, there are also 
reasons to be optimistic (Vial, 2019). What emerges strongly from the 
research findings presented here and other literature reviewed here is the 
willingness to work together and learn from each other (Thrassou et al., 
2022a). Leaders in digital transformation must become experts of tech-
nology in their context but also be receptive of the solutions found in 
adjacent contexts or even further away. A leader of digital transformation 
must disassemble the technology, processes, business models and strate-
gies involved and then put together their own collage of what they want 
to achieve and their own montage of the journey there.

  A. Zarifis et al.
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1.3	� Common Themes Across the Chapters

As was touched on already, there were some common themes and key 
findings that came out strongly in this research that will be discussed in 
more detail here. The common themes from the chapters are also areas 
for future research to further explore (Table 1.1).

Major theme 1: Digital transformation leaders will constantly inno-
vate, while digital transformation laggards will have a stop-start approach. 
Digital transformation leaders will rapidly innovate going through regu-
lar iterative evolutions of their technologies, moving through repeated 
cycles of agile developments metaphorically forming a ‘spiral’ or a ‘spring’. 
New innovations and in-house skills are built up in this process of con-
stant innovation. Continuing with the metaphor this tightly coiled 
‘spring’ will store ‘energy’ propelling the organization forward. Digital 

Table 1.1  The major themes in digital transformation based on eight cases

Cases in digital 
transformation Major themes in sustainable digital transformation

Entertainment
(live broadcasts)

1. �Digital transformation leaders will constantly 
innovate, while digital transformation laggards will 
have a stop-start approach.

Transport and tourism
(airports)

2. �There are no simple answers, or a single way to go 
forward, with digital transformation.

Finance
(Fintech business 

models and trust)

3. �Each sector of the economy has its own 
opportunities, challenges and must find its own 
path forward.

Transport and tourism
(seaports and cruise 

ships)

4. �Changes in one sector of the economy, such as the 
financial sector, will send a ripple of change across 
other sectors of the economy.

5. �Change needs a shared vision, and digital 
transformation needs leaders to create the shared 
vision.

Finance
(Central Bank Digital 

Currencies and trust)

6. �Digital transformation needs trust and cooperation 
on every level: Teams, organizations, governments 
and super-organizations like the EU.

Local government
(information privacy)

7. �People will still have a role: Staff, customers and 
other stakeholders are still important.

Service sector
(Indian context)

8. �There is a dark side to digital transformation that 
may not have been fully revealed to us yet.

Social innovation
(sustainable 

development)

9. �Digital transformation should happen hand in hand 
with sustainability and resilience.

1  Sustainable Digital Transformation in Finance, Tourism… 
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transformation laggards will have a stop-start approach copying certain 
solutions of the leaders but not keeping up. Metaphorically a far less 
tightly coiled ‘spring’, more like a line touching the leader’s tightly coiled 
‘spring’ at some points and missing other points. Digital transformation 
followers will create less innovations and not build up in-house capabili-
ties as much (Fig. 1.1).

Major theme 2: There are no simple answers, or a single way to go 
forward, with digital transformation. If this were purely a case of technol-
ogy adoption, then there would be some typical approaches such as 
selecting the best of breed for each application, or by adopting a tried and 
tested Enterprise Resource Planning system (ERP). The importance of 
each context limits the availability of generalizable solutions. The avail-
ability of data is vastly different for different organizations. Due to the 
far-reaching consequences of digital transformation, it comes up against 
legal and regulatory limitations more often, and these are very context 
specific (Slok-Wodkowska & Mazur, 2021).

Major theme 3: Each sector of the economy has its own opportunities, 
challenges and must find its own path forward. Following on from the 
previous point, while it is difficult to identify generalizable solutions, 
there are more specific approaches that show promise. We see here exam-
ples from using machine learning to manipulate video in real time, block-
chain being utilized in a supply chain and how to build trust in Fintech. 
These solutions have often emerged after a variety of alternatives were 

Fig. 1.1  The tightly coiled ‘spring’ of digital transformation leader’s innovation 
and the followers

  A. Zarifis et al.
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explored. They are valuable lessons in digital transformation that can help 
a leader move forward with digitization and automation faster, more sus-
tainably and with lower risk of failure.

Major theme 4: Changes in one sector of the economy, such as the 
financial sector, will send a ripple of change across other sectors of the 
economy. Digital transformation may be happening at different speeds, 
and change may not be happening in  lockstep between sectors in the 
economy, but some changes in one place send ripples across business and 
society. For example, finance is a part of many other organizations’ value 
chain, and beyond that has responsibilities to the economy and the peo-
ple where it is active. Changes brought by Fintech, such as greater acces-
sibility to banking and loans, make it easier for small businesses, 
particularly in rural areas, to have access to credit and grow. The barriers 
to accessing finance and technology are being reduced in many cases. 
While it is asking too much from a leader to predict when and how a 
change somewhere else will impact them, they should be able to react 
quickly and should not be caught flat-footed.

Major theme 5: Change needs a shared vision, and digital transforma-
tion needs leaders to create the shared vision. Digital transformation 
requires changes to the organizational structure and culture of an organi-
zation. While machine learning may offer a solution for scalability and 
diversification, this also requires broader co-ordination to implement. 
The division between business and technology must be reduced, and a 
more innovative agile approach must be ingrained into people (Panetta, 
2016; Vial, 2019). A transformational leader is needed that will support 
the development of a new shared vision based on values that resonate 
with people. In most cases, these shared values include customer focus, 
ease of use, sustainability and resilience. In practice this means running 
more operations of a business as projects and taking advantage of the 
ecosystem around the organization.

Major theme 6: Digital transformation needs trust and cooperation on 
every level: Teams, organizations, governments and super-organizations 
like the EU.  There is evidence that organizations are appreciating the 
magnitude and far-reaching nature of digital transformation, and they 
are trying to reach some consensus in how to move forward. There are 
aspects of digital transformation that are opportunities to gain a 

1  Sustainable Digital Transformation in Finance, Tourism… 
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competitive advantage, but there are also areas that need co-ordination 
and collaboration between competitors, regulators and other stakehold-
ers. The collaboration will need trust so that there is openness between 
competitors on the challenges they face and even sharing of data, for 
example, for machine learning to be trained. The increasing role of tech-
nology not only requires more collaboration but also offers the means to 
do this by providing more immersive environments in virtual worlds, also 
known as the metaverse.

Major theme 7: People will still have a role: Staff, customers and other 
stakeholders are still important. This is not just about work, but many 
other aspects of our lives including digital transformation (Thrassou 
et al., 2022b). There are pitfalls to over-relying on technology and data. 
There is a long history of data being created and interpreted in a mislead-
ing way leading to tragic consequences (Hodson & Quaglia, 2009). The 
financial models that led to the 2008 economic crash often presented 
new investments as secure because the data on them did not go far back 
enough to include the previous busts in the almost inevitable boom-bust 
cycle. While the capabilities of machine learning are impressive, it does 
not escape the old adage of garbage in, garbage out. Despite the increased 
role of technology, it will not lead, and it will not dictate what will hap-
pen. Even in a scenario where the leaders of an organization are suffi-
ciently enamoured with AI to let this happen, there will be pushback 
from the increasingly knowledgeable and actively engaged consumer.

Major theme 8: There is a dark side to digital transformation that may 
not have been fully revealed to us yet. The research presented here pres-
ents several effective implementations but also some failures that could be 
useful lessons. However, all the research here, while acknowledging the 
occasional error of humans engaged in this process, illustrates the value of 
being ‘in the loop’, influencing decisions and learning from them. Being 
fully engaged on a daily basis is necessary so that people with skills and 
judgement are there to deal with the negative implications of digital 
transformation that are here and those that will come later. The negative 
implications that resonate most currently are the ethical issues and per-
sonal information privacy concerns. An artificial agent’s automated 

  A. Zarifis et al.
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reasoning may make judgements that are not acceptable by humans 
(Bonnemains et al., 2018). When we are looking at a simple case of cause 
and effect, this may be easy to resolve, but this becomes more challenging 
with interrelated processes that have indirect outcomes. For example, in 
the research we present here, particularly the research on Fintech and 
video augmentation, we see some indirect and unexpected 
consequences.

Most of us have heard the metaphors such as data being the new oil, 
the new gold and so on. What some people may not fully appreciate yet 
is how much personal information is being used and how invasive the 
insights can be. Most people are comfortable with data being collected on 
their purchases, but when the insight gained on them extends into their 
health and information on their beliefs that can be manipulated, this 
becomes harder to accept. The expansion of digital transformation and 
the data collected on staff and other stakeholders increases the power of 
those controlling the data, typically the employer, and reduces the power 
of the staff and others whose data was collected. There are two extremes 
to dealing with this. The first is to push digital transformation and ‘force’ 
staff to accept it. In a similar way to how an authoritarian leader would 
do. The second approach is to act with a more inclusive spirit and co-
create the digital transformation.

Major theme 9: Digital transformation should happen hand in hand 
with sustainability and resilience. Digital transformation and sustainabil-
ity are, rightly, two of the most researched topics in recent years. Both can 
be implemented in a small scale at the organizational level but require 
broader collaboration to harness the greatest benefits possible. AI and 
automated processes need to operate in a sustainable way (van Wynsberghe, 
2021), as there are limited resources. Sustainable AI must not harm the 
environment and be fair to society (van Wynsberghe, 2021). Similarly, 
many approaches to achieving sustainability, such as the circular econ-
omy, benefit from AI and automation (Wilson et al., 2022). The social, 
economic and environment pillars of sustainability will benefit from the 
way AI removes the barriers of scalability.

1  Sustainable Digital Transformation in Finance, Tourism… 
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1.4	� Overview of the Chapters

Chapter 2  The second chapter ‘What Are We Automating? On the 
Need for Vision and Expertise When Deploying AI Systems’ by Alexander 
Rast, Vivek Singh, Steve Plunkett, Andrew Crean and Fabio Cuzzolin 
offers a fascinating case of a cutting-edge application of machine learn-
ing. This research illustrates capabilities of machine learning that few 
people know about. This research offers a glimpse into the development 
of advanced AI solutions, but it also gives some useful lessons on the 
process of deployment. The process of deploying the AI solution involves 
the interplay of the developers, the business purchasing it and their cli-
ents. Along with many new insights this research reinforces some very 
familiar and repeating themes in digital transformation such as the 
importance of data and the limitations that insufficient data sets on 
a system.

Chapter 3  Like the second chapter, the third chapter provides another 
case of applying new technologies to solve a business problem. Many of 
us have had problems with our baggage when travelling, so this is a chap-
ter that resonates with many of us on a very personal level. The research 
is on ‘Blockchain in the Aviation Industry: A Decentralized Solution to 
the Transparency Issue in Baggage Handling’, and it is by Mads Jørgsholm 
Bierrings, Gerishanth Sivakumar and Nico Wunderlich. Airline travel is 
expanding drastically, and legacy systems are struggling to keep up. The 
existing legacy systems have proven over the years that they cannot be 
optimized beyond a certain point, and they have their inherent limita-
tions. The attributes of blockchain and RFID technologies can improve 
many of the processes in an airport, particularly the baggage handling as 
we see in this case. With low-cost airlines having very low profit margins 
and low flexibility to resolve customer problems, having a more reliable 
system will be beneficial. With blockchain and RFID as the underlying 
technologies, transparency is enhanced, and the value of data extracted 
from tracking luggage can be unlocked.

  A. Zarifis et al.
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Chapter 4  In the fourth chapter we move from the application of spe-
cific innovative technology to a taxonomy of business models. The chap-
ter ‘The Five Emerging Business Models of Fintech for AI Adoption, 
Growth and Building Trust’ is by Alex Zarifis and Xusen Cheng. The five 
Fintech business models are (a) disaggregating and focusing on one part 
of the value chain, (b) utilizing AI in the current processes without chang-
ing the business model, (c) finance incumbent extending their model to 
utilize AI and access new customers and data, (d) a startup finance dis-
ruptor only getting involved in finance, and (e) a tech company adding 
finance to their existing portfolio of services. For all five Fintech models 
the way trust is built should be part of the business model. Trust is not 
always built at the same point in the value chain or by the same type of 
organization. The trust building should happen where the customers are 
attracted and onboarded. The five Fintech business models give an orga-
nization five proven routes to AI adoption and growth. The five distinct 
approached identified also make it easier for a company in finance to 
understand what their competitors are doing. Simlarly, regulators in this 
area can benefit from the clarity the taxonomy offers.

Chapter 5  The fifth chapter explores the improvements technology can 
bring to seaports and the cruise industry, complementing the chapter on 
airports nicely. The chapter ‘Digital Transformation and System 
Interoperability in EU Seaports: A Platform Facilitating Supply Chain in 
the Cruise Industry’ is by Leonidas Efthymiou, Paraskevi Dekoulou, 
Yianna Orphanidou and Eleftherios Sdoukopoulos. The analysis exam-
ines the implementation of the National Maritime Single Window 
(NMSW), the adoption of a European Maritime Single Window 
(EMSW) and how these systems support the development of a supply-
chain platform in the cruise industry. The findings suggest that digital 
transformation through NMSWs and EMSW contributes to data trans-
fer in real time. Also, the interoperability of systems creates a digital envi-
ronment where other systems co-exist, facilitating connectivity between 
the public and private sectors. However, more formalized strategizing is 
needed, to leverage cooperation between public and private stakeholders 
in the ever-changing digitized environment.
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Chapter 6  The sixth chapter looks at the application of a new technol-
ogy with far-reaching consequences. ‘The Six Ways to Build Trust and 
Reduce Privacy Concern in a Central Bank Digital Currency (CBDC)’ is 
by Alex Zarifis and Xusen Cheng. A Central Bank Digital Currency 
(CBDC) offers many potential benefits for governments and citizens, 
such as faster transactions at a lower cost and richer information on con-
sumers’ behaviour. It is important however that the consumer’s perspec-
tive on the adoption of CBDCs is not neglected. A CBDC needs 
consumers to trust and use it, to avoid either a complete failure or a 
partial failure, leading to CBDCs being part of two parallel systems. This 
research identifies the six ways to build trust in a CBDC so it can be suc-
cessfully adopted: (1) Trust in the government and the central bank issu-
ing a CBDC, (2) expressed guarantees for the user of a CBDC, (3) the 
positive reputation of existing CBDCs active elsewhere, (4) automation 
and reduced human involvement achieved by a CBDC technology, (5) 
trust building functionality of a CBDC, and (6) privacy features of the 
CBDC wallet app and back-end processes such as anonymity.

Chapter 7  The seventh chapter explores the sensitive issue of personal 
information privacy and puts forward some innovative and practical 
solutions, illustrating the important role that the public sector has in 
digital transformation. The chapter ‘Insight and Control over Personal 
Data: A View from Sweden’ is by Theodor Andersson. The research 
explores ways to increase citizen engagement and knowledge of the value 
and use of personal information as a way to offer better and more indi-
vidualized services. There are some legal challenges that need to be inves-
tigated further so that they can be overcome, and an ecosystem can be 
implemented offering increased individual insight and control. The main 
focus of this research is on the potential conflict between an individual’s 
right to gain further insight and control and the prerequisites and incen-
tives for authorities to realize such insight and control. This research can 
inform a workable and sustainable solution for all the stakeholders on 
this important issue.
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Chapter 8  Several chapters have identified how important the context is 
to digital transformation, so it is useful to see in this chapter the context 
of the service sector in India being explored. The chapter ‘Digital 
Transformation in the Indian Service Sector: Benefits, Challenges and 
Future Implications’ is by Ambika Kulshrestha, Sandeep Kulshrestha, 
Leonidas Efthymiou and Despo Ktoridou. The chapter examines the 
impact of digital transformation in four areas of the organization, namely 
culture, processes, people and business model. The findings show that 
positives outweigh the negatives, hence it can be deduced that technology 
was as per the expectations of most managers. However, considering the 
impact on each individual ‘area’, it can be easily deciphered that digitaliza-
tion had neither a good nor a bad impact on the organizations. Interestingly, 
those who experience a positive impact by digitization are mostly chief 
executives and senior managers, whereas those who experience a negative 
impact are managers in middle and junior positions. Such findings reveal 
that digitization is experienced differently by people in different roles.

Chapter 9  The social implications of digital transformation are in the 
periphery of several of the other chapters, so it is beneficial that in this 
chapter they take centre stage. The chapter ‘The Impact of Digital 
Transformation on the Sustainable Development of Social Innovation, 
Socio-ecological Resilience and Governance’ José G.  Vargas-Hernández, 
M. C. Omar C. Vargas-González and Leonidas Efthymiou. This chapter 
examines how digital transformation influences Social Innovation, along 
with its impact on socio-ecological resilience and governance. The analysis 
departs from the assumption that Social Innovation has a strong depen-
dence relationship with socio-ecological resilience and governance. 
However, confronted with the imperatives of an increasingly digital work, 
social systems are challenged to maintain coherence and simultaneously 
explore innovating and sustainable paths. Therefore, we have to look more 
closely at Social Innovation alongside digital transformation. It is con-
cluded that digital transformation is itself a form of Social Innovation. This 
is because digitization facilitates a framework of enhanced communication, 
problem-solving and knowledge sharing. Within this framework, digital 
transformation becomes a driver of Social Innovation, while it enables 
greater interconnection with socio-ecological resilience and governance.
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2
What Are We Automating? On the Need 

for Vision and Expertise When 
Deploying AI Systems

Alexander Rast, Vivek Singh, Steve Plunkett, 
Andrew Crean, and Fabio Cuzzolin

2.1	� Introduction

The last two decades in business computing have seen the extraordinary 
development of Artificial Intelligence (AI) from a set of specialised tech-
niques for niche applications to a mainstream set of tools. Deploying 
Artificial Intelligence (AI) solutions in a business context has become 
extremely fashionable but can easily be done without a critical appraisal 
of what the underlying use case is. What is AI going to do that cannot be 
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achieved just as effectively by more mature (and arguably more transpar-
ent) technologies? A ‘top-down’ answer is typically not enough; it is, for 
instance, insufficient to say ‘this AI will allow us to discover more profit-
able trading patterns’ or ‘that AI will enable a dynamic Web site with 
content tuned to the needs of a particular customer’. Discussion of end 
goals like this may motivate considering AI-based solutions, but they do 
not constitute the kind of formal specification that makes it possible to 
evaluate whether, much less what implementation of, an AI system will 
realise its high-level goals (Calegari et al., 2020). AI solutions tend to be 
narrowly domain specific, data dependent, and sensitive to implementa-
tion details. The crucial point to be understood here is that AI systems are 
not guaranteed to solve anything.

Because of this sensitivity, a business aiming to deploy AI successfully 
generally has to have, or develop, substantial in-house expertise even 
before beginning the design process. This is a crucial step in digital trans-
formation. Most modern artificial intelligence methods use powerful but 
extremely nuanced mathematical techniques, and the in-house team will 
need to be, at least, conversant in these mathematical algorithms (and 
their associated pitfalls) to be able to make rational design choices. The 
first step in the design of a working AI system is (or perhaps, should be) 
the enumeration of the mathematical, data, and application assumptions 
involved; and this will need to be referred to often in order to make sure 
such assumptions are not being violated (or taken for granted). Most 
prominent in modern systems in the chain of assumptions are those 
about the nature and distribution of the data (Marcus, 2020).

An empirical approach to data collection or algorithm development 
generally yields inconsistent results. Design by trial and error tends to 
produce apparently working systems that then fail spectacularly when 
they encounter conditions outside the range of what had been thought of 
or tested ab initio (Cai & Koutsoukos, 2020). Data sensitivity is the most 
well known of these pathologies; even large companies have fallen afoul 
of this in situations that lead to serious PR embarrassments (The 
Guardian, 2018). Scaling is another major source of problems; it cannot 
be assumed that a system developed at prototype scale with a limited 
dataset will work at all, much less well, when scaled to a production 
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environment (Brigato & Iocchi, 2020). The converse is true as well; 
attempts to scale down large systems to a streamlined, efficient solution 
do not always succeed; and the results are often problem dependent 
(Passalis & Tefas, 2018). Another emerging issue is cross-domain transfer 
and generalisability; it is almost hypnotically alluring to attempt to apply 
a working AI solution developed for one domain to another, which may 
even appear to be relatively similar—for example, to transfer the knowl-
edge from a music recommendation system to one designed to recom-
mend books. But again, results have often been uneven (Long et  al., 
2015b; Tan et al., 2017; Ramirez et al., 2019). The pattern that seems to 
emerge is that (well-designed) AI systems can transfer knowledge rela-
tively well with very large systems and datasets, but smaller systems are 
less effective at such transfer (Hoefler et al., 2021). Quite aside from the 
fact that the largest-scale systems are out of scope for all but the largest, 
most well-resourced firms, a dilemma emerges: expend the resources, 
manpower, and development time to create one large ‘omnibus’ AI or 
develop a set of specialised AIs for each specialised task. Hence we return 
to the problem noted at the outset: what is AI going to do?

It is worth listing the major challenges involved in creating and deploy-
ing a successful AI system:

•	 Application scoping
•	 Problem specification
•	 Data acquisition, annotation, and curation
•	 Platform selection
•	 Model selection
•	 Model tuning
•	 System validation

This study will examine the practical implementation of a complex AI 
system in a real business case—a firm engaged in real-time media delivery 
for sporting events, transitioning from an older, physically based system 
to an AI-based approach. It will analyse the above challenges with a par-
ticular focus on the data acquisition, annotation, and curation problem 
(which turns out to dominate the considerations).
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2.2	� The General Background of AI

Before describing the specifics, it is useful to describe the general back-
ground of Artificial Intelligence to put solutions in context. As a compu-
tational discipline, the roots of practical AI extend back to the late 1950s, 
the ‘traditional’ birth date being the Dartmouth Workshop of 1956 
(McCarthy et al., 1955). However, despite several start-stop waves of AI 
adoption involving various techniques, the modern era of AI did not 
truly start to take shape until the emergence and eventual dominance of 
neural network techniques, based largely on the so-called deep networks. 
What it means for a network to be ‘deep’ is somewhat vaguely defined, 
but it refers, in general, to a network with considerably more ‘layers’ 
(arrays of neurons) that either the two originally introduced in the 
Perceptron (Rosenblatt, 1958) (and later shown to be seriously limited by 
Minsky in 1969 (Minsky & Papert, 1969)) or the three shown to be suf-
ficient to implement a universal function approximator (Hornik, 1991). 
Neural networks are often represented diagrammatically as large-scale 
parallel systems (Fig. 2.1); this provides a convenient conceptual under-
standing, but in fact, most computers represent neural networks as linear 
algebra operations over very large matrices.

Although they have a ‘different’ parallelism than their diagrammatic 
counterparts, such operations are very naturally suited to parallel systems 
and have become routinely implemented on specialised hardware, typi-
cally, Graphics Processing Units (e.g. nVIDIA RTX series) (https://www.
nvidia.com/en-us/design-visualization/ampere-architecture/), (https://
www.nvidia.com/en-gb/design-visualization/rtx-a6000/) that efficiently 
compute matrix-vector products, the core of neural networks in modern 
implementations. It is now understood that neural networks are an alter-
native formulation of Bayesian machine learning (Hoefler et al., 2021), 
which itself derives from the Bayesian reasoning systems that dominated 
AI in the early 2000s. Bayesian and other machine learning approaches 
still have significant applications and deployments in modern AI systems. 
In either case, similar challenges apply, but the deep neural network case 
can conveniently be used to illustrate many of the features of modern AI 
systems and indicate the main considerations.
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Fig. 2.1  A ‘typical’ modern deep convolutional neural network (CNN). Layers 
alternate between match-to-template convolutional layers and grouping ‘max-
pooling’ layers, ending in fully connected layers to the ‘heads’

Deep networks themselves have grown from relatively ‘shallow’ (in 
modern terms) networks involving ‘only’ 8–16 layers (Krizhevsky et al., 
2012) to very large-scale systems with 100+ layers (He et al., 2016; Justus 
et al., 2018) (Fig. 2.2). The most popular forms of modern neural net-
work are Convolutional Neural Networks (CNNs)—which internally do 
a complex match-to-template with the data (LeCun et  al., 1998), and 
Transformers—which correlate data elements across sequences of data 
(Vaswani et al., 2017). Many other models exist, each offering some trad-
eoff of different capabilities for different classes of problem, but CNNs, 
in particular, are widely used in machine vision applications (Jiao et al., 
2019; Abirami et  al., 2020), which is completely rational considering 
their original inspiration in the visual cortex of humans and other mam-
mals (Al-Aidroos et al., 2012). It is not thought CNNs actually imple-
ment the processing the visual cortex does, but the structural similarities 
do suggest some affinity. Most CNNs for real applications can be split 
into three structures. The ‘backbone’ is the early layers of the network 
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Fig. 2.2  CNN development. The network on the left has only 11 layers; by con-
trast the network on the right has 50 layers (and larger versions of the same 
ResNet architecture have up to 152). (a) A ‘shallow’ siamese CNN (Koch et  al., 
2015). (b) A ‘deep’ CNN (ResNet50) (He et al., 2016)

and is used for changing the input data representation into one the later 
network can use efficiently. Backbone networks are highly standard and 
go by names like AlexNet (Krizhevsky et al., 2012), VGG (Simonyan & 
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Zisserman, 2015), or ResNet (He et al., 2016). The ‘neck’ is the compo-
nent that computes the statistical distributions and correlations that map 
input spaces to output spaces, for example, ‘features’ to ‘classes’ or ‘blocks’ 
to ‘regions’. Neck structures are typically tuned to suit the application but 
remain general (and reusable) since their purpose is to produce universal 
representations. Typically a developer does not entirely hand-craft the 
neck but customises it from an off-the-shelf neck component. The 
‘head(s)’ transforms the general patterns represented in the neck to the 
specific output representations needed for the particular application, for 
example, a set of labels such as ‘ball’, ‘player’, and ‘grass’. There may be 
several heads (Masaki et al., 2021) representing different label classes or 
properties—and these are entirely designed by the developer for the spe-
cific use. It should thus be seen that in essence, what CNNs are actually 
doing is nothing more than juggling the representation. The entire pro-
cess of a CNN consists of finding an output representation that effi-
ciently encodes the latent information desired from the input data.

What has led, arguably, to the widespread adoption of CNNs and 
other deep neural networks is the emergence of ‘frameworks’, integrated 
toolchains that link naturally with hardware platforms like nVIDIA and 
allow a high-level specification to be compiled directly down into code 
heavily optimised for the hardware. Frameworks not only reduce the 
design cycle by allowing networks to be assembled in ‘building-block’-
like fashion from a library of standard components but also greatly 
improve the resultant performance by using powerful automated optimi-
sations that replace what would otherwise be possibly months of hand-
tuning. Popular frameworks include TensorFlow (https://www.tensorflow.
org), PyTorch (https://pytorch.org), and Keras (https://keras.io) (names 
that may be familiar to many readers). These tools allow rapid application 
development and may appear to make neural network development 
entirely straightforward but feature significant quirks which must be 
dealt with and require considerable experience (Dai et al., 2022), (https://
www.knowledgehut.com/blog/data-science/pytorch-vs-tensorflow). 
First, these frameworks are typically dependent on a very specific com-
puter and operating system environment including particular versions of 
support libraries, hardware, and environment variables. Merely configur-
ing a system to run any framework for the first time can take up to a week 
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(or more). Environment-manager software like Conda (https://conda.io) 
can, at least, manage the software dependencies reasonably, but hardware 
is another matter—and typically the user or developer must match their 
framework version and installation to the hardware they actually have on 
their system. Second, different framework versions can yield different 
performance for the same networks, and this means that an AI developed 
on one system does not necessarily migrate neatly to another; indeed, it 
is frequently the case that older versions or hardware might yield better 
performance than newer versions (Shahriari et al., 2022). This, in turn, 
leads to a third quirk: results may not be reproducible; one cannot, for 
example, rely on published benchmark studies to decide upon networks 
because the performance (or even functionality!) reported in such articles 
may depend upon a particular setup ((Elshawi et al., 2021), and see, e.g. 
(https://pytorch.org/docs/stable/notes/randomness.html)). Overall, then,  
frameworks are an essential but temperamental part of modern AI devel-
opment, rather like a Formula 1 race car: a high-performing vehicle but 
one which requires a competent driver and continuous maintenance by 
an expert crew.

It has already been noted that CNNs are really doing nothing more 
than finding efficient data representations. For them to do so, they need 
data, a LOT of data. The problem is more subtle than it may initially 
seem; essentially, since large-scale neural networks contain many millions 
or billions of weights (commonly called ‘parameters’ in modern terminol-
ogy), they may have the representational power to encode the entire data-
set, if the dataset is small (Hoefler et al., 2021). Therein lies the problem: 
if they do encode the entire dataset, the system is nothing more than a 
complex, opaque look-up table; the same results could have been had by 
simply storing the inputs as (input, class) pairs. This is useless; there is no 
‘intelligence’ in this case because the network is not representing general 
properties of the system but simply mirroring the data, the well-known 
problem known as ‘overfitting’ (Shorten & Koshgoftaar, 2019). 
Overtraining happens whenever a suitably large network is presented 
with a suitably ‘small’ dataset for a long enough training time. For bil-
lions of weights, corresponding billions of data values need to be pre-
sented. But now this in turn creates a pair of related problems. First, 
training takes time; billions of data items may take weeks of time to 
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process (Thompson et al., 2020), with enormous energy cost as well 
(Patterson et al., 2021), and this is likely entirely beyond the resources of 
most smaller firms, whilst being inefficient for larger firms (unless the 
result has unusually widespread application) (Brown et al., 2020). Second 
and more critically, using supervised learning methods, a very substantial 
chunk of this data needs to be annotated data—marked up with ‘correct’ 
identifications—and annotation is generally a tedious, labour-intensive 
manual process (Hinterstoisser et al., 2019). There are partial solutions 
from unsupervised or ‘semi-supervised’ learning methods (Ouali et al., 
2020; Li et al., 2022), but these are not usually complete, are typically 
less accurate, and involve even longer training times. Solving the data 
problem is now being discovered to be perhaps the crux issue in AI 
deployment, as indeed will be seen in the case study presented here.

2.3	� Case Study: Background

The company to be considered, Supponor, Ltd. (http://www.supponor.
com), is an emerging market leader in the field of targeted advertising 
provision. Specifically, Supponor operates at sporting events, to take LED 
billboards or other advertising placement points on the field or venue of 
play, and substitute the locally visible content for content more suitably 
targeted to the regions or countries where the event is being broadcast 
live via television. The problem is very dynamic: Supponor’s systems must 
be able to detect the regions of advertising content from the video stream, 
blank out these regions, and substitute different content without acci-
dentally blanking out critical video, such as players and balls. All of this 
must be done in real time, at full frame rate, whilst considering problems 
of, for example, distortion in the image, altered aspect ratio due to cam-
era angle, transient occlusions, weather, and lighting contrast across the 
scene. Supponor initially entered into the market using proprietary phys-
ical technology directly installed on the field of play to be able to perform 
the real-time substitutions. However, the system was cumbersome, instal-
lation and setup time was significant, cost to the sporting organisation 
was considerable, and the system represented a fixed capital investment 
with significant risks. As time went on it was clear there were further 
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problems with diversification and expansion: a system installed for a 
given venue or sport did not easily transfer to different venues or sports; 
progressive changes within the sport either to play or to venue facilities 
could mean opportunities lost and/or costly changes to the installed sys-
tem; the approach relied on long-term commitments from sporting 
organisations (generally, the leagues or associations in the relevant coun-
try for the relevant sport); the system was vulnerable to physical faults or 
disruptions; and perhaps most critically, the start-up costs were more 
than all but the most well-resourced organisations (generally, the ‘pre-
mier’ leagues in big-market sports) could afford. In short, the fixed-
installation nature of their existing technology prevented an agile business 
model. Supponor decided, therefore, to consider the possibility of full 
digital replacement, based purely on the video data as processed by an AI 
for video scene understanding. Their experience provides a good example 
of digital transformation in practice.

The company was put in contact with leading experts from Oxford 
Brookes University with a strong background in scene understanding; in 
particular, members of the Visual AI Lab (VAIL) (https://www.brookes.
ac.uk/research/units/tde/groups/visual-artificial-intelligence-
laboratory), led by Prof. Fabio Cuzzolin. The VAIL team outlined a pro-
gramme of work aimed at exploring the feasibility of using digital 
replacement approaches—technology that could not only substitute for 
the existing system but add additional capabilities, such as the ability to 
transfer directly to new sports or venues with little start-up time, or to 
overlay advertisements not just on the raw video, but potentially on that 
supplied by third-party broadcasters who have already overlain addi-
tional data layers (e.g. a running ‘score ticker’ at the bottom of the 
screen). The groups agreed to develop a Knowledge Transfer Partnership 
(KTP) with a dual purpose: on the one hand, to explore state-of-the-art 
AI video replacement solutions, and on the other to promote the devel-
opment of the necessary in-house expertise in AI noted in the introduc-
tion to permit Supponor to continue forward with further developments. 
KTPs are a particular funding route supported by UK Research and 
Innovation (UKRI) (https://www.ukri.org/opportunity/knowledge-
transfer-partnership/), the UK’s national research funding body, to sup-
port close collaborations between industry and academia, particularly 
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for de-risking exercises and/or development of in-house knowledge in 
leading-edge research at the margins of commercial viability. The project 
was eminently suited to this type of funding arrangement; work began 
in September 2021.

Forming such partnerships, however, takes time, and in the period 
between the initial contact between Supponor and Brookes, and the start 
of the actual project, Supponor itself had already begun the preliminary 
development of all-digital replacement technology. Much of this was in 
recognition of the clear limits of the original physical approach. But addi-
tional drivers included further developments in their target sports, par-
ticularly football, Supponor’s initial primary area of focus (and in which 
they have by far the largest market penetration). There, the introduction 
of features like second rows of billboards and advertising ‘carpets’ placed 
directly on the pitch offered new opportunities that could not be exploited 
with the existing system. Furthermore, diversification into additional 
sports such as basketball (in the NBA) and hockey (the NHL) presented 
a complex roll-out roadmap with considerable start-up time for organisa-
tions eager to go ‘live’ early and at a large scale. Only all-digital replace-
ment could solve these problems, and so Supponor built its own internal 
technical development group and an initial all-digital system, borrowing 
heavily from the existing technology, with a plan to transition away from 
the physical installations as quickly as the AI-based technology could 
mature. The state-of-play at the beginning of the project was thus that 
Supponor had what could be considered a prototype all-digital system 
(albeit in real deployments), but with significant limitations to its use or 
future potential.

2.4	� The Supponor Experience

In spite of the extremely early nature of the new digital solution, 
Supponor’s initial experience was reasonably positive. Deployments in 
football largely worked as a drop-in replacement for the physical technol-
ogy with minimal start-up time; perhaps this was not surprising given 
Supponor’s extensive experience and deployments in football. Viewer 
familiarity with the displayed effects also no doubt played a role; it is 
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considerably easier to deploy replacement technologies with marginally 
different behaviour to an audience already familiar with the overall effect 
than it is to introduce hitherto unseen technologies to completely inex-
perienced audiences not expecting significant changes to their existing 
experience.

An object lesson in how this can come into play was encountered in 
deployment to the NHL. Supponor itself was, in fact, well aware of the 
limitations and potential for teething problems and strongly recom-
mended a cautious roll-out, but NHL management was eager to get the 
system live at full scale across the league early and opted for a very aggres-
sive roll-out plan. Given that there were no immediate technology con-
cerns, just a general sense at Supponor that an ambitious deployment 
schedule would be inviting trouble, the groups proceeded with immedi-
ate roll-out. As things happened, the technical issues encountered 
revolved not around the AI components, which generally worked accept-
ably, but on integration issues such as video format, display resolution, 
and hardware. These generated a spike of technical support load for 
Supponor, but the larger problem was how these relatively minor issues 
affected the viewer experience. Although the roll-out was by and large 
successful, it produced something of an Internet backlash amongst die-
hard NHL fans who felt that the resulting effects were too visually intru-
sive or noticeable (Nixon, 2022). In turn, this wave of outrage generated 
a group of fans using their own video tools to isolate and characterise 
particular artefacts in the video stream which would probably pass for 
unnoticed to the casual observer, but pointed out in this way, suddenly 
became very distracting. As a consequence, Supponor was bombarded by 
a wave of online criticism, arguably unfairly directed at them, because 
they had already been keenly aware of the limitations of the existing sys-
tem. This demonstrates that it is not only important that a company have 
in-house expertise in AI but also that they need to be able to communi-
cate this effectively to their user base so that users do not end up with 
unrealistic expectations.

A level-headed analysis suggests that what was necessary in this situa-
tion was to temper expectations carefully for all parties. Undoubtedly, the 
NHL moved extremely aggressively and underestimated the strength of 
fan discontent, particularly with regard to heavily intrusive or distracting 
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advertisements that quite literally drew attention to themselves. This is to 
be contrasted with the cautious plan adopted by the Bundesliga in 
Germany, which requires extensive system validation and continuous 
analysis following each match to retain certification. Perhaps surprisingly, 
Supponor itself may have ended up being aided by the NHL experience 
because fan response provided an unforeseen torrent of debugging infor-
mation. In essence, the group of disgruntled fans provided free identifica-
tion of artefacts at scale without being so overwhelming in number as to 
colour the largely positive experience of the majority. Further disruptions 
are likely to decrease in scale as viewers become ‘acclimatised’ and the 
identified issues are ironed out. However, these transitions could have 
been made more smoothly if the roll-out had been preceded by a period 
of pilot trials and perhaps focus groups amongst the fan base—lessons 
which apply equally to any would-be deployer of state-of-the-art AI 
solutions.

Teething pains aside, Supponor’s immediate transition to AI technol-
ogy has been surprisingly rapid and successful. At the end of 2021 the 
company was just starting to transition, and their combined physical/
virtual deployments amounted to 800, up from about 150 from the pre-
vious year. By contrast, at the end of 2022, the company foresees 3000 
deployments (matches/events covered), the greatest part of the increase 
coming from the NHL deployment of approximately 1400 games (it 
should be noted that the scale of this roll-out alone, compared to the 
comparatively conservative growth in football roll-outs the previous year, 
indicates the ambitiousness of the NHL schedule). However, the jump 
from 150 to 800 and then subsequently to 3000 was entirely driven by 
the virtual technology—demonstrating how rapidly AI has overtaken the 
physical technology. Revenue growth was likewise strong, a gain of 140% 
between the 2021–22 and 2022–23 financial years. The company has 
now started to work with Formula 1, which, following the more cautious 
approach recommended, has seen a successful pilot project form the basis 
of talks for a more long-term, wide-scale deployment. AI will be particu-
larly important here because the international nature of F1 and the 
extremely unique, individual nature of each venue more-or-less necessi-
tate off-site processing not tied to a physical installation—something the 
virtual solution enables which had previously been infeasible. The 
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question then may be—what is left for the KTP to explore? Has not 
Supponor negotiated the learning curve in the digital transformation suc-
cessfully, and do they not, as a result, have the required in-house expertise 
already?

2.5	� Crafting State-of-the-Art Solutions

At first glance, it may seem like Supponor has already solved most, if not 
all, of the major issues involved in transitioning to an AI virtualisation 
solution. However, the truth—hinted at in who Supponor is working 
with—is that this process is still relatively expensive and resource inten-
sive. The AI must, in essence, be hand-crafted for each new sport, and less 
potential has been observed for cross-domain transfer than might have 
been hoped under the existing approach. Sports with relatively similar 
game play and venue setup like hockey and football might, for example, 
offer hope that the system could be generalised to work with an arbitrary 
such ‘players on a pitch’ format, yet the systems themselves are individual 
for each. F1, meanwhile, presents an entirely new class of sport with little 
expectation of direct transfer, and developing what is in essence a new 
system from the ground up requires considerable compute as well as 
human resources over many months. What is needed is an approach that 
can somehow generalise across sports, to the overall class of video infill-
ing, and this involves moving from simple video segmentation (bounding 
different objects in a scene) to true video understanding (identifying the 
type of object bounded and being able to characterise—and predict—its 
behaviour). If then, the original aim of the KTP was to build expertise 
and develop a proof-of-concept, the goal has now changed: a proof-of-
concept exists together with some in-house expertise, but what is wanted 
now is a more general system and a shift of design approach away from 
ad-hoc, hand-crafted AIs towards ones based on more universal, general-
isable methods.

Originally the analysis focussed on so-called whole-scene understand-
ing. Supponor’s existing virtual AI method trains only on cropped or 
masked patches of the original video stream—isolating the areas thought 
to be of interest and then implementing limited scene segmentation 
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within those areas. This has strong similarities with the ‘2-stage’ models 
(He et al., 2017) often used in perception systems for applications like 
autonomous driving: an initial model separates regions and a second 
stage of processing segments within the region by applying class labels. 
However, recent research suggests such 2-stage models may be discarding 
global information across the scene that can inform segmentation, in 
other words, that can provide further conditioning on the posterior 
region probabilities. ‘End-to-end’ systems (Long et al., 2015a) produce 
segmented objects without any division into regions; this is particularly 
useful for the case of relatively slow-moving objects which, over a series 
of frames, smoothly change position in the visual field; many sports have 
this characteristic, and so an end-to-end system based on full semantic 
segmentation of the scene appears to make sense (Fig. 2.3). It was also 
thought that this might allow better cross-domain transfer, as the net-
work is learning general properties of segmentable shapes, rather than 
properties of objects of a specific expected size or shape within the 
visual field.

However, it became quickly apparent that traditional full-scene seg-
mentation faced a daunting barrier: the need for labelled data. For seman-
tic segmentation to work, typical systems require training using large 

Fig. 2.3  End-to-end convolutional network for semantic segmentation. (From 
Long et al. (2015a))
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datasets annotated with the ground truth for both regions and labels. 
Thus, for example, a player on the pitch has to be given both an outline 
and a label indicating this object is of class ‘player’. It does not take long 
to realise that with complex, variable shapes like players, labelling video 
images will be a tedious and time-consuming process; many players in 
many postures and locations will have to be hand-annotated, the pixel 
boundaries may not be clear-cut, and if two objects intersect on the field, 
it is not immediately obvious how they should be segmented, particularly 
if prediction is desired for the next frame. Existing training data was, for 
the most part, only partial frames, which makes sense in the case of 
Supponor’s first-generation AI system but would not be useful to develop 
a full-scene understanding model. For new generations of AI to be 
deployed, some method of generating labelled data rapidly, cheaply, and 
at scale would be essential, and it became very apparent that this chal-
lenge, indeed, would dominate the entire process of transitioning to a 
virtual AI system.

2.6	� The Data Gap

The basic problem—the ‘data gap’—is starting to be understood 
throughout the AI industry as one of the most formidable ones to over-
come. Generating large, labelled datasets is both labour intensive and 
time consuming. There are firms that specialise in manual annotation of 
datasets, typically by outsourcing the annotation to a contract labour 
pool, for example, Mindy (https://mindy-support.com/services-post/
data-annotation-services) and Qualitas Global (https://www.qualitas-
global.com), but for the scale of annotation that makes effective training 
possible, costs remain significant. Quotes for annotation of only 2000 
frames of data for Supponor ranged from about $11,000 to about 
$27,000; and it was generally thought that this volume of labelled frames 
is not sufficient in itself (i.e. without the use of other ‘data augmenta-
tion’ methods) to train a full-scene understanding system to a produc-
tion standard.

This is a cost often overlooked in the deployment of AI systems. 
Research articles often quote impressive state-of-the-art performance fig-
ures for tasks like semantic segmentation (Chen et al., 2018), but these 
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articles often conceal two hard truths. In the first instance, many articles 
are written focussing on established standard benchmark datasets. Such 
datasets have typically been assembled by large teams or consortia over 
many years and reflect a very large prior investment (Lin et al., 2014). 
Furthermore, standard benchmark datasets may be somewhat informa-
tive as to abstract performance capabilities of a system but are typically 
not tuned to specific application requirements and are not suitable for 
training models for production applications. Some cross-domain transfer 
is possible, but results are often disappointing (Zhang & Davison, 2020; 
Zhang et al., 2021). In the second instance, state-of-the-art figures are 
often quoted in articles (Chen et al., 2020; Wang et al., 2021a) by large 
research teams working for the very largest firms in the field, for example, 
Google, Amazon, or Microsoft, who are lavishly resourced in computer 
hardware, staffing, and access to data sources. Such a level of data access 
is not generally available to most firms. Indeed, many times access to data 
is blocked behind paywalls, as companies, increasingly aware of the value 
of data, understandably attempt to monetise their assets. Frequently, this 
is at rates that, while reflecting the labour involved in their creation, 
remain utterly inaccessible to small- and medium-sized enterprises 
(SMEs). When one considers that even how much value the dataset 
would have to the customer company may not be easily assessable with-
out prior access to the data itself and some pilot trials, it becomes hard to 
justify what looks like a risky fixed investment in what could turn out to 
be a ‘pig in a poke’.

For specialised domains such as Supponor’s video-infill case, useful data 
may be unavailable even if the company has the resources to purchase it 
from an external source. Existing datasets, whether open-access or pay-
for-play, tend to focus on general scene understanding for generic scenes 
or videos—the sort of application most useful, for example, to label pho-
tos on an Internet picture gallery or provide annotations for a film data-
base. This may be useful to mass-market content providers but is of less 
interest to domain specialist companies, especially those whose business 
model is primarily B2B focussing on the needs of client organisations 
rather than end consumers. A quick inspection made it clear that there 
was very, very little in the way of pre-existing datasets for the Supponor 
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case. Hence there was a decision to be made: spend the time and money 
on extensive hand annotation or look for alternative methods to bridge 
the data gap.

2.7	� Solutions to the Data Gap

Efforts examined a variety of approaches. These include using standard 
automated ‘data augmentation’ strategies (Shorten & Koshgoftaar, 2019) 
to expand Supponor’s existing labelled datasets; use of simulation to cre-
ate complete ‘virtual worlds’ that come automatically available with 
ground-truth information (because it is inherent to the simulation itself ’); 
hybrid approaches combining both limited full-scene understanding and 
local scene segmentation similar to Supponor’s existing system; unsuper-
vised and ‘semi-supervised’ (Wang et al., 2019; Chen et al., 2020) learn-
ing techniques that can bootstrap the learning to the point where a 
smaller labelled dataset is sufficient to fine-tune the system; enhanced 
annotation tools that permit faster and more automated manual annota-
tion and simply ‘biting the bullet’ and outsourcing a large dataset to an 
annotation firm.

Even the most cursory look at the costs involved in hand annotation—
as seen above—quickly eliminated the full-annotation approach at the 
outset. Much more than $20K would not have been economically justi-
fied given uncertainty of outcomes—nor was it within the budget of the 
KTP. Data augmentation and hybrid strategies were also quickly elimi-
nated, in part by early trials that performed poorly, but more realistically, 
because transferring a partial-scene dataset to full-scene dataset would be 
complex, error prone, and dependent on prior assumptions. The simula-
tion approach was looked at more seriously; the existence of game engines 
that, for example, include football and hockey hinted at the possibility of 
progress. As a future research direction for the general annotation prob-
lem, such simulation-based approaches look promising because, in prin-
ciple, they can automatically generate arbitrary volumes of labelled data 
with almost infinite permutations (Hinterstoisser et al., 2019). However, 
again, a realistic appraisal concluded that game engines and other simula-
tion platforms are complex systems with steep learning curves, the 
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required expertise lay outside the skill sets of the team, and it was not at 
all immediately clear that off-the-shelf or even fully bespoke in-house 
simulation would be sufficiently similar to the real world to be useful for 
training. Simulation remains a very promising avenue for future explora-
tion but in the present is too dependent on personnel with match-
ing skills.

The remaining options were to leverage special-purpose annotation 
tools and to explore unsupervised and partially supervised methods. 
Supponor developed contacts with V7 Labs (https://www.v7labs.com), a 
firm offering a semi-automated annotation tool that promises dramatic 
reduction in annotation time. Although it was not yet definitely clear 
that it would reduce the costs to annotate significantly, it was reasoned 
that, given that the tool could potentially improve annotations for the 
production team working on Supponor’s existing AI solution as well as for 
the research team in the KTP, a trial was justified. A quick series of tests 
followed and resulted in the following conclusions. First, it was found 
that indeed the annotation time dropped significantly—from hours per 
frame to around 45 minutes per frame. Second, the annotator could be 
used to edit frames automatically annotated using other AI methods to 
produce accurate ground-truth data efficiently using a combination of 
automatic and manual methods. Finally, it was also concluded that whilst 
these results were effective and certainly justified the purchase of the V7 
tool, they would still be inadequate for the extent of data required.

Almost inevitably, then, the group was looking at using unsupervised/
semi-supervised methods. As it happened, such approaches were already 
built into the project, so these already looked like attractive options, but 
they were brought significantly forward in the project timeline by the 
pressing need to be able to use a minimum of hand-labelled data. Very 
recently, ‘self-supervised’ techniques which use information metrics to 
extract latent data have suddenly gained traction and seen promising 
reported results in the literature (Lai et al., 2020; Wang et al., 2021b). In 
part, this may be because the limitations of hand annotation and super-
vised learning are now becoming very evident to all research AI practitio-
ners. Nevertheless, it is an emerging field, not one where many firms have 
existing in-house expertise, and indeed, it lies entirely outside the experi-
ence of the existing Supponor technical team. By contrast, the KTP 
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Original Video Ground Truth Segmentation Self-Supervised Prediction

Fig. 2.4  Example of preliminary results from self-supervised learning on bench-
mark datasets. From presentation to KTP LMC4 meeting presentation, 29 
November 2022

partners at Brookes were already looking into these methods intensively 
and have some preliminary results, so it has proven a natural fit to extend 
these methods into the Supponor project, with the aim not only to 
improve the system but to embed the knowledge and expertise brought 
to the in-house team and create a core capability extending Supponor’s 
competitive advantage. Results (Fig. 2.4) thus far have been confined to 
benchmark datasets but already suggest that a semi-supervised learning 
stage can automate annotations to about 65% accuracy—not enough, 
yet, for production-quality full-scene understanding but enough to 
reduce the manual annotation requirements to a few thousand frames.

A staged path of development has been established with a network suc-
cessively augmented by self-supervised pre-training, partially supervised 
training, and fine-tuned training with full manual annotation using the 
V7 tools (Fig. 2.5).

It is still early to conclude exactly how effective this pipeline will be. It 
is, however, abundantly clear that this would not have been possible 
without the KTP partnership to transfer research expertise to the com-
mercial environment.

2.8	� Conclusions

The overall experience of both Supponor and Brookes in the KTP power-
fully reinforces how critical it is for firms to understand fully the techni-
cal as well as business implications of automation using AI.  In-house 
expertise is vital if initiatives are to be successful; without it, a company 
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Fig. 2.5  Development path. The system is being evolved from a self-supervised 
initial setup to a network ultimately implementing full-scene segmentation with 
a combination of annotated and unannotated data pre-trained using self-
supervised learning. From presentation to KTP LMC4, 29 November 2022

on the one hand is ill-prepared to handle the unexpected pitfalls of AI 
development, and on the other unable to take advantage of recent devel-
opments in a field still rapidly advancing. Indeed, Supponor has quickly 
recognised the importance of this and as a result has begun forming an 
in-house research team (based in France) to supplement the development 
team (based in Finland). The two teams have complementary roles; the 
development team is responsible for day-to-day deployments, bugfixes, 
and maintenance of the existing system, whilst the research team is 
responsible for taking recent advances from the academic research com-
munity and translating them into a strategic technology roadmap for the 
future. The Supponor-Brookes KTP, meanwhile, is a direct link into aca-
demic research at the edge of the state-of-the-art—an information con-
duit that gives Supponor access to skills and technologies beyond the 
commercial horizon. Where this leads to remains to be seen, but it seems 
clear that Supponor is now on a rapidly ascending trajectory with its 
wholehearted embrace of a fully virtual AI content infill technology.
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The entire process has also put the spotlight strongly on the data-
generation problem. It appears that for AI development of the future, this 
will dominate research, over and above even the creation of new models. 
In the past AI was thought about mostly as automating the problem of 
data processing; the future appears headed towards data creation. Both the 
research and the software pipeline under investigation in the Supponor-
Brookes KTP now look more like a process to automate the generation of 
information using AI and machine learning methods than it is to auto-
mate their interpretation. Perhaps fittingly, this is where Supponor 
started: the entire business is based on creative content infill; it now 
appears that their AI systems of the future will be performing content 
infill on themselves. In the end, AI may work best when it embodies the 
intelligence built into the company deploying it.
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3
Blockchain in the Aviation Industry: 

A Decentralized Solution 
to the Transparency Issue in Baggage 

Handling

Mads Jørgsholm Bierrings, Gerishanth Sivakumar, 
and Nico Wunderlich

3.1	� Baggage Handling as a Constraint 
of Growth in the Aviation Industry

The aviation industry has experienced tremendous growth in recent 
decades and is expected to recover and surpass pre-covid traveller num-
bers by 2024 (IATA, 2018, 2022a). This expansion has put additional 
strain on airport capacity and operations. However, one of the most 
important aspects of the flying experience—secure and reliable baggage 
handling—continues to rely on legacy technology from the previous cen-
tury. Baggage handling, as to many other operations in the aviation 
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industry, involves many stakeholders. These stakeholders collaborate to 
maintain a complex logistic chain of distributed activities at international 
locations, integrating multiple companies and airports and coordinating 
decentralized subcontractors. To accommodate the growing number of 
passengers, this chapter presents a transformative prototype of blockchain-
based baggage handling in airport logistics. As a consequence, the digi-
tally re-designed baggage handling process may provide transparency 
through decentralized stakeholder management and real-time traceability.

Baggage handling is the process of transporting the passengers’ luggage 
from check-in to arrival, which entails a plurality of cross-border pro-
cesses, stakeholders, and information systems. In 2018, 24.8 million bags 
were mishandled, of which 77% constituted delayed, 5% lost/stolen, and 
18% damaged. These mishandled bags provide the aviation industry with 
a yearly bill of USD 2.4 billion (SITA, 2019). In addition, failed luggage 
also creates dissatisfied passengers that on average waste 1.7 days of their 
vacation or business trip waiting for the mishandled bag (Ahmed et al., 
2013). On top of that, passengers may be discouraged to buy checked-in 
luggage to avoid risks of losing it and minimize overall travel time. Under 
the current conditions, it is the responsibility of the airline to pay the 
compensation to the customer, as the flight carrier is legally responsible 
for the transfer of the customer’s property. Considering the industry 
dynamics as well as the current technological infrastructure, it is neces-
sary to reconsider how the problem of mishandled luggage can be solved. 
Check-in, loading onto the aircraft, transfer, and arrival are the overall 
steps in the handling process, with transfer representing the critical bot-
tleneck in mishandled luggage (SITA, 2019). Based on extant literature 
and primary data collection, we identify the lack of transparency in this 
baggage transfer as a problem to be solved by developing and testing a 
transformative IT artefact for intervention and change in the air trans-
port organizations involved (Hevner et al., 2004).

In this chapter, we present and evaluate a prototype as well as insight-
ful activities for carrying out a digital transformation of an airport’s bag-
gage handling process. When IATA announced a baggage tracking 
resolution (753) for all members to implement by June 2018, airlines 
were required to comply with a minimum number of baggage 
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registration points at check-in, flight on-loading, transfer, and arrival 
(IATA, 2019b). Nonetheless, each airport bears some responsibility for 
how this standard is implemented (IATA, 2022b). We seek to understand 
the aviation industry’s transparency problem through a case study of an 
international hub airport as represented by one of the largest baggage 
service providers operating on-site. We arrive at a decentralized luggage 
management solution as a transformative IT artefact. Building on RFID 
and blockchain as the underlying digital technologies, the instantiation 
has the potential to revitalize the way we think about transparency and 
unlock the value of data extracted from tracking luggage. In Sect. 3.2, we 
investigate the problem in detail through a detailed problem definition 
and research motivation. Section 3.3 presents and organizes digitized 
baggage handling activities in a process sequence. We evaluate a transfor-
mative prototype of blockchain-based RFID scanning and state execut-
able business implications in Sect. 3.4. Section 3.5 summarizes our 
findings and brings this book chapter to a close with a brief reflection.

3.2	� The Digital Transformation 
of Baggage Handling

�Problem Definition

Following the ongoing discontent with mishandled luggage, it was neces-
sary to first establish the design problem. To provide a solid foundation 
for the comprehension of the case, relevant scientific research articles 
were incorporated into the process of formulating probable concerns 
with baggage mishandling, where airport infrastructure and customer 
service were determined to be the most critical factors. Regarding the first 
issue, Zhang et  al. (2008) conducted a case study at Beijing Capital 
International Airport and attributed the problem of mishandled luggage 
to the inefficient existing barcode system, which Singh et  al. (2016). 
D. Mishra and A. Mishra (2010) cite IATA research in which barcode 
reading issues and the failure to receive baggage status alerts account for 
20% of mishandled luggage.
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From the passengers’ viewpoint, luggage is expected to be delivered on 
time and at the right place; a need which is emphasized by Fitantri et al. 
(2017). Through a case study at Soekarno-Hatta Airport, Fitantri et al. 
(2017) find satisfactory baggage handling to be a decisive factor for pas-
sengers’ overall satisfaction. Furthermore, the lack of knowledge into 
where lost luggage is located is a concern for airlines not only financially 
but also in terms of passengers’ perceived service quality of airlines. 
According to Wyld et al. (2005), baggage delivery is a “all or nothing” 
occurrence in which passengers seeking information about the projected 
delivery of lost luggage are provided unambiguous responses. A more 
transparent solution could increase customer service levels and opera-
tional efficiency. Researchers agree on the importance of optimizing the 
luggage handling process and recommend radio frequency identification 
(RFID) technology to do so.

Although the rate of mishandled luggage is decreasing annually (SITA, 
2019), the air traffic industry is not utilizing the most recent technical 
advancements to further reduce this rate. Due to the interconnected 
structure of the baggage handling process, the interdependence and com-
plexity of the parties place huge demands on the global coordination of 
actors and systems. However, transparency is essential for a successful 
baggage handling process. This was highlighted in particular by a team 
leader from one of the airport’s luggage service providers, who explicated 
a deficiency which turned out to be a great frustration for the interviewed 
team leader.

And the worst of it is that the outstation cannot see that we have sent it 
[the luggage], because there is no scanning point when the luggage is 
loaded onto the plane. And a lot of stations cannot see that it has been 
scanned on arrival either.

— Team Leader, Baggage Service Provider

�Research Motivation

Stakeholders in luggage handling may be affected by the transparency 
issue heterogeneously, therefore pragmatic, and hedonic needs may differ. 
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Consequently, the applied IT artefacts should involve and connect stake-
holders to approach the problem from various perspectives. A solution is 
thus intended to involve the stakeholders of airports, passengers, airlines, 
and handling companies. The overall goal is to enhance the user experi-
ence (Djamasbi et al., 2016; Sein et al., 2011, p. 2). As a result, it is criti-
cal to comprehend how the incorporation of digital technology in the 
handling procedure reflects the logic of more satisfied clients. The research 
question addressed in this chapter thus focuses on the digital transforma-
tion of the handling process in the aviation industry:

How can the implementation of digital technology improve the baggage 
handling process?

At the process level, transparency is important to handling companies, 
as evidenced by an interview with the team leader of the baggage service 
provider in question.

Being able to track bags from start to finish and identify where something 
went wrong — that would be the absolute biggest.

— Team Leader, Baggage Service Provider

However, the perspectives of ground handlers who carry out the daily 
processes to implement transparency may vary. Consequently, the pro-
posed digital transformation of the handling process determines the 
potential transparency benefits from an increased number of registration 
points. In this digital transformation project, we deploy the following 
technologies of blockchain, RFID, digital dashboards, and mobile apps.

	1.	 Blockchain technology
Blockchain provides the backbone for baggage transparency and 
tracking and represents the crucial transformative technology applied 
in this case. Each luggage piece is recorded as transactions along the 
transfer journey and becomes validated against the pre-defined smart 
contracts, wherein policies and validation mandates are set.
Blockchain technology, like distributed ledger technologies in general, 
allows for decentralized business provisioning. Blockchain’s technical 
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properties enable distributed stakeholders to connect for mutual 
transactions without prior knowledge of each other. Blockchain, 
which is frequently touted as a trust-free technology, can replace a 
central market maker, which typically safeguards transactions and 
validates the identities of the actors. Blockchain, in turn, provides 
digitally enabled consensus mechanisms, smart contracts, and distrib-
uted databases, all of which enable decentralized transaction process-
ing. This decentralization is only possible because of newer blocks 
added to the chain as a result of consistent tracking of transactions 
and identification of ownership. Since decentralized databases provide 
comparable copies of prior transactions maintained at multiple nodes 
in a network, the present status, location, and ownership of a trans-
ferred object, such as luggage, may be transparently monitored by 
anybody with access to blockchain data. Several blockchain types 
define actors who can read or write on a blockchain, such as public or 
private blockchains. Following a stakeholder analysis, establishing a 
blockchain can thus facilitate the decentralized handling of luggage in 
an autonomous and transparent manner to all stakeholders engaged in 
the process, including customers, airports, and luggage carriers.

	2.	 RFID
RFID is the automated identification technology employed in this 
case to identify baggage. Through the RFID scanning points, luggage 
pieces can be tracked as they are transferred from the departure airport 
check-in to the destination airport baggage conveyor belt.
Radio frequency identification (RFID) technology permits a touch-
free tracking and tracing of objects through electromagnetic waves. 
RFID readers, sensors, or transponders, for instance, log the location 
of an object passing by, which generates data to be forwarded digitally. 
The location of an object, such as a piece of luggage, can thus be 
tracked without manual interference of physical contact, which sup-
ports automatic processing. Collecting and processing the transmitted 
location data can thus offer a seamless tracing of objects in their jour-
ney along a supply chain, such as baggage handling. RFID technology 
proves efficiency in scanning high volume and size of objects at short 
time. Apart from that, compared to the legacy technology of barcode 
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scanning, RFID can be set up easier and at lower cost and requires less 
manual correction of sources of error. RFID is thus preferred for the 
handling of critical objects in high-reliability processes to ensure con-
sistent and scalable tracing along critical transfer points.

	3.	 Digital Dashboards
Digital dashboards are suggested in the given case to monitor baggage 
handling transparently. As an artefact, digital dashboards are needed 
to help internal airport operations with real-time data on, inter alia, 
baggage handling with key metrics to monitor and manage baggage 
handling operations.
Digital dashboards enable business users to monitor and analyse their 
most important data sources in real time and in a digestible, presenta-
tional format, resulting in better decision-making. By providing a 
quick and easy way to visualize and understand complex data, the 
business decision-making process can be partially automated. When 
compared to traditional report-based analysis, the time spent analys-
ing data is drastically reduced. In general, organizations struggle with 
gathering data, retrieving information, and making decisions based on 
the information retrieved (Hansoti, 2010). In contrast, digital dash-
boards provide quick, transparent, and consistent access to data. A 
digital dashboard is an interface that allows organizations to have data 
available in the right form at the right time, which contributes to effi-
cient internal processes and reduces decision-making delays.

	4.	 Mobile Applications
In this case, a mobile application is provided as an IT artefact for end 
customers. A mobile application allows them to track and be notified 
of key events as their luggage pieces are transferred along the transfer 
journey from check-in to arrival.
Mobile apps, also called mobile application programs, offer limited 
functionality for a specific task at a maximum of usability. The limited 
functionality ensures that only essential features are provided, allow-
ing the user to maintain an overview and avoid becoming over-
whelmed by too many options. As a result, the design of mobile apps 
is optimized for touch screens and can even be personalized by the 
customer. Mobile apps benefit from reduced but necessary functionality 
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and integration into mobile operating systems for real-time usage 
requirements. The latter provide quick access to APIs, allowing for the 
quick and efficient synchronization of data stored on external (cloud) 
databases with the app’s status. Thus, any user who accesses the app 
can receive real-time information about tracked transactions. Mobile 
apps are often rolled out free of charge, to increase the user base easily 
without payment barriers that hinder its adoption. A wide-spread use 
of an app accelerates the utilization of the offered service and provides 
feedback mechanism from completed transactions to increase user sat-
isfaction in future periods.

3.3	� Digital Process Transformation

In the following, we develop components of digital technology that 
serve as the foundation for a digitally transformed baggage handling 
process. We rely on primary interview data with stakeholders, scien-
tific research publications, and external, industry-specific sources to 
gain a thorough understanding of the wicked transparency problem. 
For idea generation, sketching is iteratively used to explore several 
aspects of action design in collaboration with the stakeholders 
(Bellamy et al., 2011). Based on our divergent thinking, we thus seek 
to explore alternative ways of designing transparency to discover pos-
sibilities and realize constraints (Gallagher, 2017; Bellamy et  al., 
2011). As we become increasingly aware of the wicked problem as 
well as the diverse understanding and importance of transparency, we 
intend to adopt convergent thinking to narrow down the definition of 
and solution to the problem. According to our analysis, transparency 
is a problem whose importance varies depending on the individual 
actor in the baggage handling process, which we have also attempted 
to incorporate as part of the sketched process components and their 
implementation below.

Component 1: A blockchain- and RFID-based decentralized luggage 
management solution that redefines transparency and coordination 
through two key elements:
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1.	Changing the client/server architecture to a peer-to-peer architec-
ture that allows for increased collaboration and autonomous settle-
ment between the stakeholders and through

2.	Replacing inefficient barcode technology with RFID for bag-
gage tracking

Component 2: An internal software as a service (SaaS) which displays a 
data-driven dashboard to be used by luggage handlers for real-time 
monitoring of baggage handling operations, that is, designing trans-
parency for luggage handlers.

Component 3: A mobile application enables customers to track their lug-
gage using the baggage management data generated by baggage scan-
ning, hence creating transparency for passengers.

Digital Process: Following a process perspective, we illustrate the digital 
solution’s various states and key events based on its three components. 
This facilitates an appreciation of the need for transparency and tem-
porality of user behaviour when transporting luggage from departure 
to arrival.

�Digitized Process Components

The intention of the sketched process components is to demonstrate how 
to design transparency through implementing digital technology.

Component 1: Blockchain and RFID for Autonomous Baggage 
Tracking
The baggage handling procedure in the aviation industry is under 
increased pressure (SITA, 2019). To meet the need for more effective 
coordination between involved actors and information systems, the entire 
ecosystem may be designed to be transparent. Therefore, we have designed 
a baggage management solution based on a peer-to-peer architecture as 
opposed to the conventional client/server architecture.

To construct the solution, we utilized the analogy of framing as pre-
scribed by Dorst (2011), which resulted in a combination of RFID tags 
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and blockchain technology, a combination that has already been proven 
effective in the shipping industry. Using RFID, for instance, global logis-
tics companies can track containers from departure to arrival using a 
blockchain-based ecosystem. The problem arises in the air transportation 
industry when passengers arrive and wait for their luggage on the con-
veyor belt. This issue is recast in the context of the shipping industry, 
where a recipient may wait for a container to arrive at the destination 
port. A well-established global logistics company, for example, encoun-
tered similar container-disappearance issues but was unable to investigate 
the causes. The logistics company implemented RFID tags to identify 
and track containers in real-time to solve this transparency issue (Shi 
et al., 2011). As with the logistics company’s intention to connect all par-
ties in the blockchain-based ecosystem, the blockchain architecture could 
be envisioned to connect all luggage handling parties, that is, cross-border 
actors and systems, thereby simplifying the coordination and settlement 
processes.

For the present aviation scenario, Fig. 3.1 illustrates how RFID tran-
sponders record a suitcase on the blockchain continuously throughout 
the journey. As a result, smart contracts can trigger compensation pay-
outs in the event of mishandled luggage, providing an alternative to the 
cumbersome claim process. Smart contracts are programmable contracts 
that, enabled by blockchain, specify the rules that must be followed to 
validate a transaction (Mougayar & Buterin, 2016).

Component 2: Dashboard to Improve Internal Operations
One way to define and comprehend transparency is through the lens of 
baggage handlers. A dashboard may enable baggage handlers to (1) man-
age operations by simulating the pressure experienced on multiple param-
eters during baggage handling operations and (2) act if luggage is 
mishandled by identifying the registration point where the luggage was 
most recently registered. For the former, the provided insight may allow 
handlers to plan and prioritize resources in response to fluctuating pas-
senger demand. If 100 bags are checked in at the desk, but only 80 are 
registered at registration point number 5, the latter could be explained 
with a hypothetical example. In such a scenario, the remaining 20 bags 
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Fig. 3.1  Decentralized blockchain and RFID luggage handling solution

may be delayed or lost, and the dashboard allows the handlers to quickly 
identify the range in which a particular bag is mishandled.

Regarding Fig. 3.2, the dashboard solution may appear simple at first 
glance. Still, it may be adequate for managing resources required for bag-
gage handling and identifying intervention-required processes, resulting 
in a more efficient method for handling luggage. The current lack of 
registration points in the handling process is a major problem in terms of 
lack of transparency (Team Leader, Baggage Service Provider, 2019). If 
the number of registration points increases in accordance with Resolution 
753 of the International Air Transport Association, the dashboard may 
help increase transparency even further. The collection of data may also 
allow handling suppliers to use it for data analytics, such as the applica-
tion of machine learning to advise handlers on the allocation of resources 
across operational activities.
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Fig. 3.2  Dashboard for luggage tracking

Component 3: Mobile Application for Increased Passenger Satisfaction
Another technique for creating transparency is from the passengers’ per-
spective. In addition to the transparency of baggage tracking, passengers 
find the process of claiming compensation for a mishandled bag to be 
cumbersome and frustrating (Team Leader, Baggage Service Provider, 
2019). A mobile application with improved user experience should make 
it possible for passengers to claim compensation without having to con-
tact handling staff members directly. This scenario is depicted in Fig. 3.3 
to demonstrate our reasoning.

�A Digital Process of Baggage Handling

We present a time-sequenced perspective on how to integrate digital 
technology into baggage handling. The activities described below are 
combined into a single digital process (Fig.  3.4), relying on the three 
introduced technical components. With the blockchain-based luggage 
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Fig. 3.3  Mobile application for passengers

Fig. 3.4  Digital process of baggage handling along six activities

management system, the process is structured according to identified key 
activities.

Activity (1) The process begins when a passenger checks in their luggage, 
which causes the transaction to be recorded on the blockchain network. 
The RFID tag is printed at the check-in desk and attached to the lug-
gage, allowing it to be tracked from departure to arrival.
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Activity (2) Throughout the process, the RFID tags attached to the lug-
gage are scanned several times, including at the check-in desk, luggage 
distribution centre, loading/unloading points, arrival distribution cen-
tre, and so on (Fig. 3.5).

Activity (3) Transactions from the described scanning points are aggre-
gated into a block and affirmed by peers with validation rights. This 
means that every time a piece of luggage is scanned along the way, it is 
securely validated and stored in the blockchain.

Activity (4) Validated transaction blocks are added to the blockchain, 
ensuring that no data is lost and the status of each transaction is undis-
puted (Fig. 3.6).

Activity (5) Transactions are validated against smart contracts defined in 
the blockchain, which may result in additional actions. Handling 
companies, insurance companies, airlines, airports, passengers, and 
other stakeholders are all involved in the defined smart contract. This 
agreement and documentation ensure that responsibility is undeniably 
and clearly delegated among the parties involved, providing the pas-
senger with a sense of security in the event of lost or damaged luggage. 
It also makes it easier and faster for the companies involved to reach an 
agreement when, for example, compensation must be calculated 
and settled.

Activity (6) Throughout the journey from the departure airport to the 
arrival airport, the customer can track the luggage in real time via a 
mobile application linked to the decentralized luggage handling sys-

Fig. 3.5  Process activities 1 and 2
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Fig. 3.6  Process activities 3 and 4

Fig. 3.7  Process activities 5 and 6

tem. From the passenger’s perspective, this increases transparency 
because the passenger can track the luggage through several scanning 
points and know ahead of time if, for example, the luggage was not 
loaded onto the aircraft from the departure airport (Fig. 3.7).

In comparison to the conventional baggage handling process, a 
blockchain-based solution  offers increased transparency, security, effi-
ciency, and cost savings for all parties involved. The combination of 
RFID and blockchain enables the secure and efficient identification and 
registration of baggage based on a transparent and traceable log of each 
step of the baggage handling process. This means that passengers can eas-
ily track their bags, and airlines can easily identify potential problems 
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with bag handling. The decentralized nature of blockchain technology 
guarantees that records are secure and cannot be altered without the con-
sensus of validating parties. The availability of real-time data on the loca-
tion and status of bags enables faster and more efficient baggage handling, 
thereby reducing the risk of delays or lost bags. Finally, the streamlined 
process reduces the need for manual intervention, allowing airlines to 
reduce operational costs and improve their bottom line, which would 
otherwise be constrained.

3.4	� Prototype Evaluation 
and Business Implications

In the sketched digital process transformation, we illustrated and system-
atized several ways to increase transparency in baggage handling. In the 
following section, we focus on the blockchain and RFID-based solution, 
which we derive from using empirical data from a baggage service pro-
vider, aviation industry reports, and relevant research from identified sci-
entific publications. In this section, we evaluate a prototype that illustrates 
the registration of a piece of luggage on a private blockchain, which moti-
vates us to deduce the business implications of the examined case. The 
implications extrapolate illuminating examples from the prototype illus-
trating how a luggage transaction is recorded on a private blockchain.

�Prototype Evaluation: Recording Luggage 
on a Private Blockchain

This section is intended to illustrate our prototype hypothesis of register-
ing baggage items on a blockchain. First, we describe the materials and 
tools employed, followed by a fairly technical, step-by-step review of the 
described procedure and a unit test to determine its dependability. The 
result demonstrates the successful registration of luggage items on the 
blockchain, providing a starting point for further research into how the 
aviation industry can use the technology to simplify the otherwise com-
plex and rather unreliable luggage handling process.
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To demonstrate how the suggested process activities enhance baggage 
handling, we begin the evaluation with a testable hypothesis to demon-
strate the prototype’s contribution to the solution. The hypothesis serves 
as a prerequisite for the subsequent business implications and is stated as 
follows:

Prototype hypothesis: The system registers baggage items on the blockchain 
in an autonomous and reliable manner.

The example prototype is a decentralized application (Dapp) based on 
blockchain technology, a peer-to-peer-based ledger that is distributed 
among all actors in the ecosystem (Wang et al., 2018), which would be 
the baggage handling ecosystem in this case. Since Ethereum provides a 
blockchain platform that is renowned for its integration with smart con-
tracts, our prototype is a locally running Dapp based on a private 
Ethereum blockchain, where only selected participants have permission 
to enter and transact, in contrast to a public blockchain such as Bitcoin, 
where everyone has access and validation rights (Mougayar & Buterin, 
2016, p. 112).

Materials and Tools
The materials used to compile the example prototype include different 
frameworks, tools, and programming languages. The tools used are 
described in the following and includes Ganache, Truffle, Solidity and 
Metamask (Dapp University, 2019).

	1.	 Ganache is a tool we use to simulate a local in-memory Ethereum 
blockchain, enabling us to perform the actions that we would carry 
out using the real Ethereum blockchain just without the costs associ-
ated hereto. Thus, it allows for executing commands, running tests, 
and ensuring that our Dapp works as intended.

	2.	 Truffle is a developer environment that enables us to build, test, and 
deploy Dapps on the Ethereum blockchain. Using a suite of tools, 
smart contracts are deployed, and a client-side application is devel-
oped using HTML, CSS, and JavaScript.
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	3.	 Solidity is an object-oriented, high-level programming language that 
we use to develop and implement smart contracts on the Ethereum 
blockchain.

	4.	 Metamask is a software that enables us to simulate a crypto wallet 
used to engage with the Ethereum network as an actor (Ethereum 
node). It gives us the opportunity for interacting with the local block-
chain and its implemented smart contracts directly from the browser-
based Dapp.

Example Prototype Based on Private Ethereum Blockchain
The prototype illustrates how registration points of the luggage—in this 
case exemplified by the check-in and flight on-loading—are recorded as 
blockchain transactions. The prototype is explained through a process of 
(1) deploying smart contracts that allows for recording luggage on the 
blockchain, (2) adding luggage to the blockchain from the client-side 
application, and (3) inspecting the block in which the transaction has 
been executed.

After launching and deploying smart contracts to the blockchain, the 
client-side application can be used to add luggage items to the block-
chain. The left-hand side of Fig. 3.8 demonstrates how a piece of luggage 

Fig. 3.8  Recording luggage pieces on the blockchain
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can be added by its ID and then appear on the list of checked-in luggage. 
The yellow IDs represent checked-in baggage that has not yet been regis-
tered at the on-loading registration point. After baggage handlers register 
a piece of luggage at an on-loading point, the piece appears in green text. 
As depicted on the right-hand side of Fig. 3.9, a MetaMask alert appears 
when a piece of luggage with its ID is added. The transaction involving 
the registration of the piece of luggage must be confirmed (validated) by 
all nodes in the blockchain network with validation rights. After the 
transaction is validated and added to a block on the Ganache blockchain, 
the luggage ID is displayed under the “CHECKED IN” status. When a 
luggage ID is registered at the on-loading point, the status of the luggage 
ID changes from “CHECKED IN” to “REGISTERED”.

After the transactions are carried out, in this example either by adding 
a luggage ID or by changing the last registration point for the luggage, 
the blockchain allows for accessing the block by the participating actors, 
thus an enabler of transaction visibility and transparency. The example in 
Fig. 3.9 visualizes that the local blockchain currently contains 40 blocks, 
each of which being represented by a transaction. However, a real block-
chain may include several transactions within one block.

Finally, Ganache allows us to inspect each block and see various infor-
mation. As an example, Fig. 3.10 shows the information contained in 
block number 80. The most valuable information is the TH Hash, which 
is the unique identifier of the transaction (TX), enabling the parties to 
track and trace its status.

The smart contracts developed with Solidity are migrated (deployed) 
to the private blockchain network as a transaction, as illustrated in 
Fig. 3.11. Deploying smart contracts to the Ethereum blockchain imposes 

Fig. 3.9  Blocks on the blockchain
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Fig. 3.10  Inspecting a block

transaction costs (i.e. computation costs) to the deployer, which is illus-
trated in the appendix with the final costs being 0.0167 ether (ETH),1 a 
fee that is deducted from the account of the contract deployer. However, 
for the example prototype, it must be emphasized that the fee is fictitious 
and only used for validating the execution of the transaction (TX).

After executing the migration, it is observed in Fig. 3.12 that the fee of 
0.0167 ETH is deducted from the deployer’s account, while the remain-
ders maintain a default account balance of 100 ETH.

Prototyping: Inspecting a Block

TX Hash	 The unique identifier of the transaction, which can be used 
to track and trace the status of the TX by the involved 
actors. This may be used by the actors to track the status of 
the luggage, whether it is only registered at the check-in 
desk or loaded onto the flight.

Block Hash	 The unique identifier of the block, which can be used to 
track and trace the block in which TXs are carried out.

Addresses	 The block contains the address of the sender and the con-
tract. While the former is the address of the transactor (i.e. 
transaction initiator), for example, the check-in desk that 
registers the luggage, the latter is the address of the smart 
contract used to define the rules for the transaction.

Mined On	 The timestamp in which the TX was recorded (mined) on the 
blockchain.
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Fig. 3.11  Migration of smart contracts with Truffle

In this part, we conducted an evaluation of a prototype that demon-
strates the process of registering a piece of baggage on a private block-
chain. The primary emphasis is on the blockchain- and RFID-based 
solution, which was arrived at by analysing empirical data obtained from 
an airline industry study, relevant research obtained from selected 
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Fig. 3.12  Inspecting a block

scientific journals, and data provided by a luggage service provider. This 
serves as the impetus for us to derive the practical implications of the case 
that was investigated. The implications are derived by extrapolating inter-
esting instances from the prototype, which show how a transaction 
involving baggage is recorded on a private blockchain.

�Business Implications

Using the prototype evaluation results as a foundation, we discuss three 
business implications of a digitalized baggage handling process. Based on 
our theoretical assumptions and the diverse process activities described in 
the previous chapter, we derive the implications. Two of the implications 
focus on the technical value proposition of the blockchain-based solu-
tion, while the third focuses on the value-generating aspects of the bag-
gage handling process, that is, increasing efficiency and effectiveness.

Business Implication I
With the goal of reducing the rate of mishandled luggage, creating a solu-
tion to promote transparency and cooperation should optimize the pro-
cess of recognizing mishandled luggage at the airport for the assessed 
case. SITA (2019) highlighted the issue of mishandled luggage, and bag-
gage handling was identified as a significant service element for passen-
gers, who would receive vague statements for expected arrival, such as 
“sometime the next day” (Fitantri et al., 2017; Wyld et al., 2005, p. 384). 
Significantly, the papers agreed that replacing barcode technology with 
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RFID would reduce mishandled baggage, a change that the team leader 
for the airport in question approved. Idea sketching also demonstrated 
how the implementation of blockchain’s easily scalable design may allevi-
ate the growing pressure in the aviation industry, as well as how the tech-
nology’s coupling with RFID has proven to be beneficial in the shipping 
industry. This formed the basis for formulating the first implication (I1) 
as following:

I1: The blockchain-based baggage management system transforms the process 
of identifying delayed/lost luggage by digitally provided transparency of the 
baggage handling process.

Business Implication II
The team leader from the baggage service provider emphasized how dif-
ficult it is to determine who is accountable for mishandled luggage. 
Furthermore, he acknowledged that the airline is always held account-
able, regardless of who made the error. During the ideation process, it 
was discovered that blockchain contains programmable, smart contracts 
that may automatically assign responsibility and manage settlement 
between the parties involved. Therefore, we formulated the implication as:

I2: The blockchain-based Smart Contracts make it easier to identify the 
responsible parties of mishandled luggage and simplifies the process of man-
aging settlement between involved parties.

Business Implication III
As airlines face a squeeze on bottom-line profit margins (IATA, 2019a), 
the blockchain-based solution intends to reduce the costs by:

	1.	 Increasing transparency to improve the baggage handling process.
	2.	 Implementing smart contracts to automate the settlement process.

SITA (2019) describes the enhanced efficiencies of adopting baggage 
tracking, where tracking at on-loading was identified as the key to deliv-
ering tracking benefits, including cost savings. D. Mishra and A. Mishra 
(2010) also acknowledge the significant monetary loss resulting from 
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mishandled luggage and elaborate on the potential cost savings that can 
be realized with RFID. In continuation, we express the third implication 
as follows:

I3: The blockchain-based baggage management system reduces the airlines’ 
costs by reducing the rate of mishandled luggage and automating the settle-
ment process.

3.5	� The Digitally Transparent Baggage 
Handling Solution Through Decentralized 
Process Management

In this chapter, we reconsider how the aviation industry can implement 
digital technology to improve the reliability and service levels in baggage 
tracking. Based on the current state of legacy solutions from the previous 
century, the problem of mishandled luggage may be mitigated using digi-
tal technology to increase transparency. Based on existing literature and 
primary data, we propose a blockchain- and RFID-based solution to the 
problem of lack of transparency in the baggage handling process. In addi-
tion to considering dashboards and mobile apps, this analysis provides a 
process perspective on the digital handling of luggage that encompasses 
all involved stakeholders, including customers, airports, and carrier sub-
contractors, by building on an evaluated prototype. The implementation 
of digital technology suggests a greater degree of transparency and reli-
ability, which may lead to increased customer satisfaction because of 
lower mishandling rates and a reduction in the cost of compensation paid 
by the airlines involved.

Currently, the airline pays the full amount of compensation to the pas-
senger because it is unclear who is liable. The increased transparency 
resulting from the digital transformation of baggage handling may enable 
the identification of the various parties’ luggage responsibilities through-
out the baggage handling process. Such transparency may be useful  to 
assign blame if luggage is mishandled. For example, if a baggage handling 
supplier mishandles a piece of luggage, they should be assigned the most 
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responsibility to incentivize them to continuously improve baggage han-
dling. Consequently, smart contracts implemented as a component of the 
proposed blockchain can simplify the settlement between the parties by 
automatically delegating liability, as agreed upon by the parties. The pro-
posed RFID implementation appears especially suited for the efficient 
management of larger quantities of luggage. A lower rate of mishandling 
may increase customer satisfaction with the entire flight experience, 
which is crucial as airlines compete for customer loyalty in an increas-
ingly competitive air transport market. The use of mobile apps can also 
facilitate the sharing of achieved transparency with the customer, which 
contributes to a higher level of trust and service quality, leading to higher 
customer experience and satisfaction.

In addition to the insightful technical components that result from the 
implementation of digital technology, iterative development yields a 
holistic process perspective of digitized baggage handling. As the detailed 
descriptions of the process re-design suggest, the sequential application of 
the process activities reveals how the obtained data from the underlying 
blockchain-RFID solution can be reused to engage the distributed stake-
holders. From their respective points of view, the proposed digital trans-
formation promises computed process data to be displayed in dashboards 
for those involved in logistics or in mobile apps for customers. The 
underlying blockchain solution’s trustworthiness and reliability provide a 
performant technical backbone for integrating and coordinating all rele-
vant stakeholders. Even the commissioning airlines could gain access to 
the data and decide which stakeholders contribute to the blockchain in 
their various roles. In the still-growing global aviation industry, the 
implementation of RFID supplementary promises touch-free handling 
of higher volumes of baggage transport.

As a result of the validation, the proposed prototype has already proven 
to be useful. In terms of future implementation, the employment of the 
prototype would result in greater automation and the replacement of 
manual labour, such as existing barcode scanning. To improve the strate-
gic implication, we would continue to iteratively design, evaluate, and 
adapt the solution. Based on our prototype, we can argue that our design 
is made up of blockchain-based instantiations, rooted in existing litera-
ture and primary data. The creation of an instantiation as a new solution 
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to the problem of lack of transparency attests to the artefact’s generation 
rather than appropriation. In this context, we should prioritize evaluating 
the artefact with a focus on novelty and utility, with the goal of reducing 
the magnitude of the baggage handling problem using new, innovative 
methods of increasing transparency. The solution’s novelty is thus not 
only the application of blockchain to the baggage handling process in the 
industry but also the novelty in the organizational context of the involved 
airports, which have not used either RFID or blockchain in their baggage 
handling processes. However, the solution’s organizational implementa-
tion assumes that the infrastructure is in place, which is not yet the case 
on a global or even local scale. With a target implementation date of June 
2018, cf. IATA Resolution 753, the evaluation of a more reliable but 
potentially more expensive process opens the door to discussions about 
change management. The benefits of the digital transformation of bag-
gage handling  promise increased efficiency and effectiveness, but the 
costs of accelerating and increasing quality levels involve financial invest-
ments, which, in a highly decentralized setting, necessitate incentives for 
more stakeholders to participate (IATA, 2022b). Defining and imple-
menting respective incentives may require additional initiatives by influ-
ential market players, such as large airlines, world-leading airports, or 
industry associations to make the proposed solution a reality.
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4
The Five Emerging Business Models 
of Fintech for AI Adoption, Growth 

and Building Trust

Alex Zarifis and Xusen Cheng

4.1	� Introduction

Fintech is widening financial inclusion and bringing extraordinary ease of 
use and value to consumers (Jagtiani & Lemieux, 2018). The world is in 
the middle of a digital transformation the likes of which have not hap-
pened since the emergence of the Internet. New technologies like Artificial 
Intelligence (AI) are dovetailing with proven and widely used technolo-
gies like big data and cloud computing. While AI is the obvious catalyst, 
the wider adoption of technologies like cloud computing, 5G, 
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blockchain and the Internet of Things (IoT) is also important. Fintech is 
disrupting digital transformation, going beyond just making existing 
models leaner and faster (Ashta & Herrmann, 2021; Zarifis & Cheng, 
2023). This change is neither top-down nor bottom-up but is being 
driven by many different stakeholders in many different parts of the 
world, making it hard to predict its final form. Innovation does not just 
impact the organization’s business model, but the business model becomes 
a source of innovation (Zott & Amit, 2017). This research identifies the 
five prevailing approaches of digital transformation in Fintech so that the 
organization in finance and the other stakeholders can learn from the 
success stories and move forward more and grow.

The term Fintech is used quite narrowly at times to mean innovative 
financial companies that rely heavily on technology and automation, 
Fintech startups, or quite broadly to refer to any technology used in 
finance. While these definitions have their logic and will most likely con-
tinue to be used, a more accurate and potentially useful definition is that 
Fintech involves organizations that utilize the latest technologies, auto-
mation, and new processes to offer new services that are more centred on 
the customer’s needs (Puschman & Alt, 2016).

While this widely used definition is helpful, it does not fully capture 
the dynamic transformation in finance that is not only generated by the 
traditional businesses, but also by many startups and other unexpected 
sources (Zarifis & Cheng, 2021). There are signs that we are in the sec-
ond stage of this transformation with lessons learned on all sides and 
strategies refined. Incumbents often accept that they can no longer shape 
the market however they want, and no longer underestimate the new dis-
rupting businesses entering finance. The new businesses entering finance, 
some small startups, others larger organizations from other areas outside 
of finance, often no longer underestimate the ability of incumbents in 
managing risk, shaping regulation and so on. It appears that those 
that like ‘placing bets’ on either the incumbents or the disruptors domi-
nating will be disappointed.

While Decentralised Finance (DeFi) is a large part of Fintech it is 
important to make clear that it is not the only trend in Fintech and the 
spirit of decentralization is not the Zeitgeist of our times, as many Fintech 
solutions do the exact opposite, further centralizing services (Auer et al., 
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2023). An example of a technology further centralizing finance would be 
a one-tier Central Bank Digital Currency (CBDC).

The adoption of technologies and evolution of finance will never end, 
but this level of disruption seems like a transitionary period that will be 
followed by more stability. If we take the disruption the Internet caused as 
a guide, the higher degree of stability will be reached in finance when (1) 
the new business models are clarified and (2) when those that adopt them 
best drive those that did not utilize them as well, out of business. A third 
possible scenario is consolidation across finance with organizations work-
ing together in ecosystems to offer services together. For consolidation to 
happen there must be clarity on the processes and business models.

Given the uncertainty in this area, and the inadequacy of simply dis-
tinguishing between incumbents and startups, identifying the broad 
Fintech models that are successful will give traction to move forward. 
Where there is uncertainty, ambiguity and turmoil, there is also risk and 
a need for trust. The increased use of customers’ data also creates personal 
information privacy concerns that can challenge trust further (Zarifis 
et al., 2021). The issues around trust are not limited to acknowledging its 
importance, as there is also the question of who will build the trust with 
the consumer. In these broad dynamic collaborations between ‘friends’ 
and ‘frenemies’, building trust should not be seen just at the level of cus-
tomer facing processes but at the broader business model level. Therefore, 
the research questions are:

What are the prevailing Fintech business models?
How do the prevailing Fintech business models build trust with the consumer?

This research used a qualitative approach in three stages, utilizing focus 
groups, short case studies and longer case studies with interviews to come 
to a degree of consensus around five models of fintech that are (a) 
an  incumbent  disaggregating and focusing on one part of the supply 
chain, (b) an incumbent  utilizing AI in the current processes without 
changing their existing business model, (c) an incumbent extending their 
model to utilize AI and access new customers and data, (d) a  startup 
finance disruptor only getting involved in finance and (e) a tech company 
disruptor adding finance to their portfolio of services. The five Fintech 
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business models give an organization five proven routes to AI adoption 
and growth. Trust is not always built at the same point in the value chain 
or by the same type of organization. The trust building should usually 
happen where the customers are attracted and onboarded.

The following section presents the theoretical foundation from the lit-
erature on Fintech, trust in finance and technology and existing business 
models in related areas. This leads to the recommended model this 
research starts with (Zarifis & Cheng, 2023). The methodology explains 
the three qualitative methods and gives the demographic information. 
This is followed by the analysis, discussion and conclusion.

4.2	� Theoretical Foundation

�Digital Transformation with Fintech

Fintech is defined as using technology and innovation to provide new or 
more efficient services to individuals and organizations (Puschman & 
Alt, 2016). The term emerged around 2014 and gained popularity in 
both the industry press and academia as the role of technology increased. 
Fintech is driven by startups, incumbents, governments and supra-
organizations like the European Union. The variety of actors in Fintech 
is also reflected in different degrees of centralization in Fintech, from 
DeFi that is very decentralized to a one-tier CBDC that is very 
centralized.

The progress of digital transformation with Fintech is happening in 
many different areas at different speeds. Some transformations, such as 
moving services online, have been underway for 15–20  years since 
e-commerce gained popularity, while others such as the AI-enabled chat-
bot have gained traction more recently (Zarifis et al., 2021). The digital 
transformation can be separated into ‘front office’ the relationship with 
the customer, ‘back office’ the relationship with the suppliers and part-
ners, or ‘ecosystem’ with more dynamic links.

Digital transformation in the relationship with the consumer is the 
more visible part of this process that captures most of the attention 
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(Cheng et al., 2022). The use of chatbots that interact either by text or by 
voice is extensive. While the companies providing them can point to 
some numbers showing that they can handle simple cases and reduce the 
headcount in call centres, they are still far away from delivering the ser-
vice a human can. Front-office processes that have been transformed 
include (1) fast onboarding without the need to submit personal infor-
mation as this is taken from other sources by an Application Layer 
Programming (API) interphase with another organization; (2) fast 
response to requests 24 hours a day, 365 days a year due to automated 
analysis; (3) automated delivery of a service without the need to make a 
request, for example an insurance pay-out triggered by a smart contract 
and an IoT; (4) IoT, wearables such as smart watches used to collect data 
and adapt insurance rates; (5) ‘super-apps’ bringing together many ser-
vices including financial services, for example Tencent’s WeChat (Guo & 
Liu, 2021); (6) greater access to banking, finance and insurance, for 
example by not requiring from a new customer to visit a branch so people 
living far away from one can open an account and (7) understanding the 
customers’ emotions by analysing facial expressions and the tone of voice 
enabling more tailored solutions.

Back-office processes that have changed significantly with Fintech are 
(1) analysing risk with AI and Machine Learning; (2) better fraud detec-
tion utilizing big data; (3) analysing both structured and unstructured 
data; (4) bringing together the necessary information for an expert to 
make a decision, such as the relevant regulation needed by the insurance 
underwriter; (5) requesting and receiving data through APIs, processing 
applications; and (6) more regular, automated audit. These front-office 
and back-office capabilities are combining to offer many new services 
such as crowdfunding, peer-to-peer lending platforms, mobile payments 
and buy-now-pay-later services.

�Trust in Finance and Technology

Trust is necessary in many interactions, but its importance becomes more 
critical when the risk to the consumer is high. There are several dimen-
sions of Fintech that increase the perceived risk and need for trust from 
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the consumer’s perspective. Examples of how risk in the interaction 
increases with Fintech are the use of chatbots in the interaction (Zarifis 
et al., 2021), and the use of AI in decision making (Bankins et al., 2022). 
The decision making of AI may not be transparent or may use criteria 
that may not seem relevant to the consumer, such as the speed at which 
they type (Bankins et  al., 2022). Humans also change their approach 
when interacting with technology. For example, they may search  for 
financial services on the Internet more often based on attributes, such as 
lowest price, rather than brands (Klaus & Zaichkowsky, 2022).

In addition to the changes in interaction and decision making, Fintech 
also creates some potentially negative side-effects on human behaviour. 
New financial services may enable impulsive and wasteful purchases and 
investments. This criticism is often levelled at purchases utilizing ‘buy 
now, pay later’ services like Klarna (Johnson et al., 2021). This criticism 
is also levelled at non-professional investors using platforms like 
Robinhood (Eaton et al., 2022). In addition to these negative effects a 
customer can easily avoid by not using these services, there are some 
potentially negative effects on personal information privacy that may be 
harder to avoid. The effortless, smooth and seamless service Fintech pro-
vides is often achieved through the sharing of customers’ personal infor-
mation between organizations (Zarifis et al., 2021).

When a model has matured, many processes become a habit for peo-
ple, and they are not given too much thought (Polites & Karahanna, 
2012). Many processes that build trust are taken for granted in a mature 
model. This is not the case when a new model emerges. A metaphor to 
illustrate this point is that if we are in a busy café, we trust that adults will 
not bump into us, but we are not entirely sure about children’s behaviour. 
With the new models that rely on ecosystems that form and reform, 
adapting to changes in regulation for example, it should not be taken for 
granted that trust is being built. Some startups try to promote themselves 
and create a positive image and a climbing stock price, but this is like a 
band aid, and it does not build trust sufficiently.

Trust from the consumer towards the organization providing them a 
product or service requires trust in both the organizations and the insti-
tutions involved, such as the regulators, and the technology they interact 
with (Pavlou & Gefen, 2004). More specifically, trust in Fintech and 
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Insurtech has been found to be shaped by (1) the individual’s psychologi-
cal disposition to trust, (2) sociological factors influencing trust, (3) trust 
in the financial organization and (4) trust in AI and other technologies 
used (Zarifis & Cheng, 2022).

�Business Models

General Business Models: There are several approaches to what exactly a 
business model is and what it should include. As with many theories this 
might also evolve gradually over time. Some business models cover the 
value chain used to deliver services or products (Eling & Lehmann, 
2018). Other business models follow a similar approach but go into more 
detail, also covering some important processes (Zott et al., 2011). Other 
business models include the partners of the organizations capturing the 
ecosystem directly around the company (Ng et  al., 2013). Sources of 
customers and sources of data are included in some business models, as 
they are central to those models’ competitive or relative advantage (Zarifis 
& Cheng, 2023). To include a competitive advantage at the business 
model level it must offer a long term, resilient advantage (Morris et al., 
2005). A related approach is that the business model must cover the con-
tent (what), structure (how) and governance (who), and that the priori-
ties are novelty, lock-in, complementarities and efficiencies (Zott & 
Amit, 2017).

Business Models in Fintech: The literature on business models in 
Fintech is mostly on specific services related to a specific technology. 
There is less research on a taxonomy of broader business models of Fintech 
that identify the value chain. A taxonomy of business models attempts to 
identify a number of broad business models that cover all, or most Fintech 
organizations, as opposed to focusing on a narrower model that does not 
cover all of them. A broad taxonomy has been made in a subset of Fintech, 
the technology of insurance, Insurtech (Zarifis et al., 2019). This model 
identifies four general Insurtech models for getting the best out of 
AI. This model has been further developed into five business models that 
utilize AI (Zarifis & Cheng, 2023).
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Previous research has shown some convergence between incumbents 
and disruptors but finds that they will remain distinct (Zarifis & Cheng, 
2021). This is an indication that even after this transitionary period there 
will be distinct business models optimized for different types of Fintech, 
including incumbents and startups.

�Research Model

The research discussed support the importance of Fintech and the impor-
tance of providing clarity on the business models that are best suited for 
AI adoption and growth. Many Fintech business models exist that are 
focused on one technology and service, but a broad taxonomy of Fintech 
business models optimized for AI is necessary. Such a taxonomy does 
exist for the related area of Insurtech. Furthermore, the higher risk and 
uncertainty that technology brings, particularly AI, are supported by 
existing literature. Therefore, trust must be included as a parameter of the 
Fintech business model. Research has found that trust in Insurtech and 
Fintech is similar (Zarifis & Cheng, 2022). Therefore, the existing tax-
onomy of Insurtech business models should extend to Fintech. Therefore, 
this research uses the existing taxonomy and explores and further devel-
ops it for Fintech.

The initial taxonomy identified four models: (a) incumbents focusing 
on one part of the supply chain, (b) incumbents not changing the busi-
ness model, (c) incumbents expanding the business model and (d) new 
entrants utilizing technology to disrupt insurance (Zarifis et al., 2019). 
The further development of the taxonomy found support for splitting the 
fourth model into two. Therefore, the second version had five models: (a) 
focusing on one part of the supply chain, (b) utilizing AI in the current 
processes without changing the business model, (c) incumbent extending 
their model to utilize AI, (d) insurance disruptor only involved in insur-
ance, and (e) tech company disruptor adding insurance to their portfolio 
of services (Zarifis & Cheng, 2023).
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4.3	� Methodology

�Data Collection

The methodology chosen must not only develop insightful business 
model  taxonomies, but it must ensure that the models identified are 
robust and hold true in these turbulent times. Therefore, an iterative 
qualitative approach was taken with three stages (Eisenhardt, 1989). 
While qualitative data collection can start without a specific focus, with 
a more exploratory approach, having a specific focus from the start on 
what kind of data will be collected is beneficial (Miles & Huberman, 1994).

Focus Groups with Experts
The first stage involved three focus groups. Focus groups are also referred 
to as in-depth group interviews. The first group had four participants, the 
second had five and the third had five also. The participants came from 
three fintech companies,  two large and one small. The priority of this 
stage is to achieve a broad idea generation to capture all the perspectives 
on these issues and avoid any ‘blind spots’. A secondary objective was to 
gain a deeper understanding of the issues that emerge. The focus groups 
were carried out online by videoconference. The focus group was not 
recorded to ensure participants’ privacy, and so they feel more comfort-
able to speak freely. The topic put to the focus groups was what their 
experiences of Fintech are, and if they see some general patterns of what 
usually works and what does not. Then the five models of Fintech, based 
on the five Insurtech models, were put forward to them and explained. 
This was followed by looking at each of the five models one by one and 
discussing if it resonates with them, and if they think it is valid. It was 
then asked from the focus group what they thought the competitive 
advantage of each business model is. The next topic was about if they 
thought a different model should be added to the taxonomy. Lastly the 
topic put forward was the role of trust, in general, for each of the models 
put forward to them and in any additional models they put forward. The 
focus groups stopped when the topics were saturated.
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From the fourteen participants six have more technology-focused roles 
and the remaining eight have more managerial or administrative roles. 
Eight are women, and six are men. Their age ranges from twenty-five to 
fifty-seven with the average age of thirty-seven. They all have a university 
bachelor’s degree, and three have a master’s degree.

Short Case Studies
The second stage of the iterative, qualitative research involved short case 
studies often referred to as case vignettes. The case studies identified and 
explored three companies for each proposed Fintech business model. An 
effort was made to cover the typical types of Fintech companies such as 
retail banks, investment banks, insurers and brokerage firms. The pur-
pose for the short cases was to learn as much about the companies, and 
how well they fit into the proposed taxonomy. For the taxonomy to be 
valid, all the cases must match one of the five categories. Additionally, the 
cases within the same category must be similar across the criteria of that 
business model. The cases were chosen to cover a broad range of Fintech 
organizations. Five were incumbents and five were startups or disruptors. 
The companies chosen were active in Europe. Desk-based research 
reviewed these companies’ websites, reports, industry press and research 
to create a clear picture of their business models.

Interviews with Ten Experts (Two for Each of the Five Fintech 
Business Models)
The third stage involved interviewing ten professionals from five compa-
nies that represent the five Fintech business models. The third iterative 
stage further triangulates the results but also offers a deeper understand-
ing of each of the business models. The interview questions were semi 
structured. Unlike the focus groups, the interview questions were on one 
Fintech business model, the one the participant being interviewed is 
part of.
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Fig. 4.1  The stages of the qualitative methodology

From the ten participants four have more technology-focused roles 
and the remaining six have more managerial or administrative roles. Five 
are women and five are men. Their age ranges from twenty-eight to fifty-
four with the average age of thirty-four. They all have a university bach-
elor’s degree, and two have a master’s degree. The three stages are sumarised 
below (Fig. 4.1).

�Data Analysis

The focus groups were conducted for two reasons, firstly to better define 
the problem and secondly to validate the constructs. Template analysis 
was used, with the five business models and the role of trust being the six 
initial templates. The small case studies involved analysing data from sec-
ondary sources including company reports, research from academic and 
other sources, and reputable industry press such as The Financial Times 
and The Economist. Firstly, there was a within-case analysis to evaluate if 
the cases that were posited to be similar are indeed similar, and then there 
was a between-case analysis to evaluate if the cases that were posited to be 
different are indeed different. Finally, the interviews used template analy-
sis, but the templates were limited to one business model, the one that 
matched the company the interviewee worked for and the role of trust.
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4.4	� Analysis

�Focus Group

Trends in Fintech: The topic put to the focus groups asked what their 
experiences of Fintech are and if they see some general patterns of what is 
working and what is not working so well. Some of the themes touched on 
where how banks are adapting, how branches are closing and that banks 
are hiring more people with skills related to technology. Another popular 
theme was how cryptocurrencies, stablecoins and CBDCs are going to 
shape Fintech. More generally the role of technology in Finance was 
discussed.

Five models of Fintech for AI and growth: The five models of Fintech 
based on the five Insurtech models were put forward to them and 
explained. This was followed by looking at each of the five models one by 
one and discussing if it resonates with them and if they believe it is 
valid based on their experience.

The models put forward to the participants, adapted from Insurtech, 
are (a) disaggregating and focusing on one part of the supply chain, (b) 
utilizing AI in the current processes without changing the business model, 
(c) finance incumbent extending their model to utilize AI and access new 
customers and data, (d) startup finance disruptor only getting involved in 
finance, and (e) tech company disruptor adding finance to their portfolio 
of services (Zarifis & Cheng, 2023).

The participants discussed their understanding of the five models and 
put forward their examples for each one. For example, in the discussion 
around the first proposed Fintech businesses model, examples were given 
of local banks that collaborate with large tech companies over payments, 
investment functionality and other process, reducing their part in the 
value chain. In most cases the competitive advantage is seen as getting 
access to the best technology and the most data faster than the 
competition.

Additional fintech business models: The next topic was if they thought 
a different model should be added to the taxonomy. The participants 
identified several business models tied to specific services such as ‘retail’ 
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trading apps but not a general model that could be part of a high-level 
taxonomy.

Trust building: Lastly the topic put forward was the role of trust in 
general at each of the five models being discussed and in any additional 
approaches put forward by them. Most participants considered trust 
important both from the perspective of their role as professionals work-
ing in Fintech, as well as from their perspective as consumers of Fintech 
services. Several participants made the point that this should not be lost 
when there is business model innovation. It was mentioned in all three 
groups that the organization the customer engages with directly is respon-
sible for building trust and protecting it.

�Short Case Studies (Case Vignettes)

The within-case analysis evaluates if the three cases that were posited to 
be similar, in terms of their business model and how they utilize AI and 
build trust, are indeed similar. Despite the inevitable differences between 
different Fintech companies such as retail banks, investment banks, 
insurers and brokerage firms, there are similarities in relation to the part 
of the value chain they are active in, the competitive advantage achieved 
by AI and the way trust is built as illustrated in Table 4.1.

The between-case analysis evaluated if the cases that are posited to be 
different in terms of their business model and how they utilize AI and 
build trust are indeed different. Despite some similarities between the 
different models there were several differences supporting that they are 
indeed distinct models. For example, the companies that fall into the 
third model are indeed developing their in-house capabilities in AI exten-
sively, unlike those that fall into the first model.

�Longer Case Studies, Interviews and Documentation

The longer case studies involved two interviews from one company rep-
resenting each of the five Fintech business models and desk-based research 
of those companies. Several of the participants emphasized the unrivalled 
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Table 4.1  The fifteen short cases of the five Fintech business models

Case
Fintech business 
model

AI competitive 
advantage Trust building

1. �Retail bank 
active in 
Germany.

(a) �Disaggregating 
and focusing on 
one part of the 
supply chain.

Estimating risk, 
interacting with 
the customer 
twenty-four 
hours a day.

Reliable services, 
heritage.

2. �Retail bank 
active in 
Germany.

3. �Vehicle 
insurer active 
in Germany 
and several 
European 
countries.

4. �Retail bank 
active in 
Germany.

(b) �Utilizing AI in 
the current 
processes 
without 
changing the 
business model.

Estimating risk, 
interacting with 
the customer 
twenty-four 
hours a day, 
automating 
some processes.

Reliable services, 
heritage.

5. �Brokerage 
firm active 
primarily in 
Germany.

6. �Insurer active 
in one region 
of Germany.

7. �Retail bank 
active in 
Germany.

(c) �Finance 
incumbent 
extending their 
model to utilize 
AI and access 
new customers 
and data.

Estimating risk, 
interacting with 
the customer 
twenty-four 
hours a day, 
automating 
some processes, 
adding new 
highly 
automated 
services.

Reliable services, 
heritage, more 
extensive and 
deeper 
engagement with 
the customer.

8. �Investment 
bank active 
primarily in 
Germany.

9. �Brokerage 
firm 
(investment 
app) active in 
Germany and 
over ten 
countries.

(continued)
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Table 4.1  (continued)

Case
Fintech business 
model

AI competitive 
advantage Trust building

10. �Internet 
bank active 
in Germany 
and over 
twenty 
other 
countries.

(d) �Startup finance 
disruptor only 
getting 
involved in 
finance.

Extensive 
automation, fast 
onboarding, fast 
payments, 
customized 
offers.

Reliable services, 
transparent, 
customizations 
make consumer 
feel close to 
company.

11. �Internet 
bank active 
in Germany.

12. �Internet 
insurer 
active in 
Germany.

13. �Tech 
company 
offering 
financial 
services in 
Germany 
and over 
ten other 
countries.

(e) �Tech company 
disruptor 
adding finance 
to their 
portfolio of 
services.

Extensive 
automation, 
cross-selling, 
fast onboarding, 
fast payments, 
customized 
offers, 
identifying new 
patterns across 
diverse services.

Already familiar to 
the customer from 
a young age—
before they need 
their services, 
reliable services, 
transparent, 
customizations 
make consumer 
feel close to 
company.

14. �Tech 
company 
offering 
financial 
services in 
Germany.

15. �Tech 
company 
offering 
financial 
services in 
Germany 
and over 
thirty other 
countries.
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pace of change and the extraordinary times finance is going through. 
Many of interviewees made the point that there is an eagerness to move 
forward, combined with a hesitation to not move too quickly and make 
mistakes. The concern was often in both what the organization would 
evolve into and the process of business model innovation. Several of the 
interviewees stated that this change was in pursuit of a competitive 
advantage. All the interviewees believed trust plays an important role. 
Therefore, the interviews supported that the competitive advantage and 
trust are an integral part of the new business model.

The participants from the fourth Fintech business model, a startup 
finance disruptor only getting involved in finance, were very clear about 
what their business model is, and did not see the need to change at this 
point. This is very interesting as these Fintech organizations were created 
with a specific business model in mind and are probably the only ones 
out of the five models that are not in transition. It is a strength for a 
Fintech business when the staff know, and can explain, the Fintech’s mis-
sion statement and model. The participants from the fifth model explained 
how by using AI, big data and A/B testing they can approach risk differ-
ently, taking on far more risk than before.

The interviewees were also concerned about how they would fit into a 
new business model. Their comments also illustrate how clarity on the 
competitive advantage pursued and the form and governance of the trust 
building are necessary in order to go through the process. The interview-
ees explained their organization’s business model in their own words, but 
their explanation is in line with the taxonomy of five Fintech business 
models. While the impact on the individual working in a Fintech com-
pany going through business model transformation is not the primary 
focus of this research, it is worth being reminded that many, if not most, 
people working in a Fintech are primarily concerned with how the 
changes impact them as opposed to the organization’s future.

Several participants also took the issues put to them one step further, 
reflecting on how the business model innovation would influence society 
in general. This is outside the scope of this research but an important 
issue, nevertheless.
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4.5	� Discussion

While it is important to have narrow business models that typically 
explains a specific service tied to a specific technology, such a crowdfund-
ing or peer-to-peer lending, broader business models that identify the key 
processes and competitive advantages of businesses are also important. 
These models must be not only be insightful but also robust in turbu-
lent times.

�Contribution to Theory

There are four primary contributions to theory: (1) identifying the five 
Fintech models for AI adoption and growth, (2) identifying how trust is 
built in each of them, (3) that trust should be covered at the level of the 
business model, and (4) showing the similarities between Fintech and 
Insurtech. The five Fintech models that are based on the five Insurtech 
models (Zarifis & Cheng, 2023) are discussed in more detail below:

	(a)	 Disaggregating and focusing on one part of the supply chain. This 
model seeks to get complementarities with partners (Zott & Amit, 
2017) either through outsourcing or through an ecosystem. A finan-
cial organization utilizing this model may have less access to data and 
may need a way to overcome this. If it does not overcome this limited 
data, it will have less ability to identify trends and train Machine 
Learning. Using federated Machine Learning may be one of the solu-
tions to overcome this, as this approach allows a Fintech to utilize 
other organizations’ data without compromising privacy (Kaissis 
et al., 2020; Treleaven et al., 2022). Growth is achieved by attracting 
partners and utilizing the Fintech ecosystem better than others.

	(b)	 Utilizing AI in the current processes without changing the business 
model. In this scenario a financial organization that covers the main 
parts of their supply chain integrates AI into their processes. Some 
internal capability in AI may be developed, but typically off the shelf 
solutions are used. In this model trust is built by the financial organi-
zation as they did before their digital transformation. Building trust 
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is simpler in some ways, as it is easier to maintain customers’ personal 
information private when the processing is mostly done internally. 
Therefore, the organization moves forward keeping as much in-house 
as possible. This model will need a strong competitive advantage to 
overcome the challenges to scalling and achieving growth in this way.

	(c)	 Finance incumbent extending their model to utilize AI and access 
new customers and data. A financial institution applying this model 
builds up their in-house AI capability and their ability to offer inno-
vative services. By offering these new services they can reach new 
customers they would not have been able to access previously and 
obtain new data from those customers. Access to more data enhances 
their ability to utilize Machine Learning. An oversimplification of 
this approach would be an organization perceiving the increasing role 
of AI and automation as an opportunity for growth, not a threat. As 
AI favours large-scale operations and large-scale operations favour AI 
(Ashta & Herrmann, 2021), this model is a good fit for AI adoption 
and growth.

	(d)	 Startup finance disruptor only getting involved in finance. These are 
often ‘mobile-first’ or at least ‘born-digital’ companies. They are cre-
ated with a clear business model in mind with the purpose of utiliz-
ing the latest technologies, particularly AI.  The model, with high 
automation and a low headcount, can achieve growth at a pace rarely 
seen in this area. These models cannot cover all the financial services 
and often find difficulty with the more complicated ones, such as 
complex loans, complex investments or complex insurance under-
writing (Zarifis & Cheng, 2021).

	(e)	 Tech company disruptor adding finance to their portfolio of services. 
Tech companies are in a strong position because they have a competi-
tive advantage on AI, and they have existing customers and a vast 
volume of  data. Previous barriers such as the need for specialized 
experts in the various facets of finance, and regulatory hurdles, are 
not what they used to be. Unlike a traditional financial organization 
that must build trust in their financial services, a tech-focused orga-
nization builds trust when the customers are attracted and onboarded 
to their other services.
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The analysis supports the integral role of trust and why it should be 
included at the business model level. A business model should cover the 
governance of actions (Zott & Amit, 2017), and in the new Fintech busi-
ness models, it must be clarified where in the value chain, and by who, 
trust is built with the consumer. Trust can be built in the traditional way 
by a dedicated finance company or by a tech company offering financial 
services.

This research contributes to a better understanding of the relationship 
between Fintech and Insurtech. As with previous research (Zarifis & 
Cheng, 2022) it finds similarities, but it also identifies some differences. 
The taxonomy of busines models developed and illustrated in Fig. 4.2 is 
similar, but not entirely the same, as the taxonomy of Insurtech it 
evolved out of.

�Contribution to Practice

An innovative business model can increase the value for the organization, 
the customers and other stakeholders like suppliers and partners (Zott & 
Amit, 2017). Professionals working in Fintech or in a related field are 
looking for more clarity and direction in this transitionary period. Based 
on the literature review and the three stages of qualitative data collection 
and analysis, Fintech is going through a disruptive digital transformation. 
This transitionary period is happening in most parts of the world, but it 
may be happening at different speeds. The transition is not being driven 
by only one nation’s economy, so it is hard to predict its development.

The five Fintech business models give an organization five proven 
routes to AI adoption and growth. In addition to providing a path for an 
organization to follow, the five models also make it easier for an organiza-
tion in, or around, finance to understand what their ‘friends’, ‘frenemies’ 
or competitors are doing. This is helpful in a sector of the economy where 
success is highly dependent on choosing the best partners in the supply 
chain and fitting into the ecosystem better than the competition.

However, moving through a disruptive innovation in Fintech that 
started over five years ago and is still disrupting, with no clear sign of 
when this dramatic change will slow down, is not just about choosing the 
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Fig. 4.2  The five Fintech business models that are optimized for AI
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right business model. It is also about getting the timing right for each 
change that is implemented. For example, if customers are not comfort-
able interacting directly with AI for a claim on their insurance at this 
point in time, and it is implemented nevertheless, there will be pushback 
by the customers, and trust will be broken. While this research cannot 
resolve the challenge of getting the timing right on its own, it can inform 
these decisions. Fintech leaders can look at the taxonomy of the five 
Fintech business models and the dynamics of startups and tech compa-
nies entering and disrupting, and evaluate at what rate this is happening 
in their region.

In relation to trust, not only are Fintech managers given practical guid-
ance on how to build it, but they are given some guidance as to where in 
the ecosystem it is a suitable place to build it. Trust should usually be 
built by the organization in the value chain that attracts and onboards the 
customer. Leaders of Fintech organizations should be clear where in the 
value chain trust is built and who is responsible, who has governance, 
of this.

Most governments are involved in the financial sector in various ways. 
Some take a more hands-on approach actively shaping the sector, while 
others take a more hands-off approach following the innovation in the 
sector. This research gives public sector managers, and leaders, a broad 
overview of Fintech informing their decisions. This research also has 
practical implications for regulators that need to understand the Fintech 
value chain and governance of different stages like AI development.

4.6	� Conclusion

After three stages of iterative qualitative analysis this research identified 
five Fintech business models that are suitable for AI adoption and growth 
and how these models build trust. The five Fintech business models are 
(a) disaggregating and focusing on one part of the value chain, (b) utiliz-
ing AI in the current processes without changing the business model, (c) 
finance incumbent extending their model to utilize AI and access new 
customers and data, (d) startup finance disruptor only getting involved in 
finance, and (e) tech company disruptor adding finance to their portfolio 
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of services. The five Fintech business models give an organization five 
proven routes to AI adoption and growth.

This research also finds support that for all Fintech models the way 
trust is built should be part of the business model. Trust is often not cov-
ered at the level of the business model and is left to operation managers 
to handle, but for the complex ad-hoc relationships in Fintech ecosys-
tems this should be resolved before Fintech companies start trying to 
interlink their processes.

Trust is not always built at the same point in the value chain or by the 
same type of organization. The trust building is happening where the 
customers are attracted and onboarded. This means that while a tradi-
tional financial organization must build trust in their financial services, a 
tech-focused organization builds trust when the customers are attracted 
to other services.

Limitations and Future Research
The first limitation of this research is that the data was collected from 
people living in Germany and financial organizations active in Germany. 
The qualitative method, despite the iterative process, is based on peoples’ 
subjective beliefs. Future research can further explore and validate the 
model in other countries and economic zones.

The qualitative method had a clear focus, but it did not stop partici-
pants from sharing their views on related issues. Participants were inter-
ested and, in some cases, concerned about how Fintech business model 
innovation affected other aspects of the economy and society in general. 
The broader implications of business model innovation in Fintech could 
be explored in future research.
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A Platform Facilitating Supply Chain 

in the Cruise Industry
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Yianna Orphanidou, and Eleftherios Sdoukopoulos

5.1	� Introduction

Digital technology is a driving factor in contemporary businesses. It’s 
a dynamic and transformative force, which alters all areas of organiza-
tions, including how they get organized and deliver value to custom-
ers. It facilitates adaptation, continuous improvement, new processes, 
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innovativeness, development of new products and the invention of dis-
ruptive business models (Porter & Heppelmann, 2014; Thrassou et al., 
2022a). As a result, increasing digitization is rightly known as ‘Digital 
Transformation’. However, while digital transformation is a way of prog-
ress for many businesses, not all organizations are ready to adopt its 
requirements and overcome its barriers (Shahi & Sinha, 2021). Existing 
infrastructure, knowhow and workers’ skills differ from country to coun-
try. Therefore, technology diffusion takes place at different times and 
speeds in different parts of the world (Szabo et al., 2020).

Within this framework, the current chapter focuses on digital transfor-
mation in Greek and Cypriot seaports, along with its role in facilitating a 
sustainable supply chain for the cruise industry, within a broader frame-
work of sustainable development (Efthymiou et al., 2023). The study is 
undertaken during a major EU-wide turn towards digitization. Part of 
this turn entails that seaport authorities are ought to adopt a National 
Maritime Singe Window (NMSW), a European Maritime Single 
Window (EMSW), and facilitate the interoperability between various 
platforms and systems. Systems like the NMSW and EMSW are digital 
platforms capable of receiving, processing and exchanging data among 
ships that arrive at or depart in seaports across the EU (Efthymiou et al., 
2022a). Besides, in the context of ports, logistics and cruise supply chains, 
business processes are highly dependent on efficient information flows 
between seaport authorities and all involved organizations (Heilig et al., 
2017), including cruise ships, agents and operators. Specifically, the cur-
rent chapter examines the progress of the implementation of NMSW and 
EMSW in Greek and Cypriot ports. In addition, it examines the possible 
development of an e-marketplace platform, intended to support the 
cruise industry’s supply chain while being interoperable with other 
systems.

The analysis draws on findings collected through face-to-face inter-
views and electronic questionnaires with the leadership of Shipping 
Deputy Ministry, Cyprus Port authority (CPA), cruise companies and 
other key stakeholders. Also, certain stakeholder-groups (producers, sup-
pliers and cruise companies) were given the opportunity to test the 
supply-chain platform on a piloting basis, prior to participating in the 
survey. The chapter’s structure is organized in the following manner: in 
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the next section, the analysis offers a review of digitization, including the 
evolution of NMSW, EMSW and platform technology in the cruise 
industry. Then, a section presents the research design and methods of the 
study. After that, the chapter presents its findings concerning the progress 
of NMSW, EMSW and the pilot use of an e-marketplace platform. The 
final section summarizes the chapter’s key points while discussing possi-
ble implications of digital transformation on the cruise industry’s sup-
ply chain.

5.2	� Literature Review

Digital transformation is becoming increasingly prevalent as it enables 
the development of new processes, products and business models 
(Thrassou et  al., 2022b). Technologies like Artificial Intelligence (AI), 
Blockchain, Virtual Reality (VR), Metaverse, Augmented Reality (AR), 
platform-analytics and robots can now be found in various industries, 
including tourism (Buhalis, 2020), banking (Batiz-Lazo & Efthymiou, 
2016), maritime (Sdoukopoulos et  al., 2020; Kapidani et  al., 2020), 
accounting (Batiz-Lazo et  al., 2022), health-care (Garcia-Perez et  al., 
2022), hospitality (Efthymiou, 2018), aviation, insurance (Zarifis & 
Cheng, 2022), academia (Zarifis & Efthymiou, 2022; Efthymiou et al., 
2022b) and learning (Epaminonda et al., 2022). Following the fast and 
widespread diffusion of digitization in various sectors, seaports, shipping 
and cruise companies couldn’t be an exception.

Digital transformation in seaports concerns specific technologies, 
which have been deployed gradually over the last 40 years or so. According 
to Heilig et al. (2017), the evolution and diffusion of digital technology 
in seaports can be found in three main phases: (a) paperless procedures, 
(b) automated procedures and (c) smart procedures. In the first phase, 
important paper documents were transformed into electronic docu-
ments. During this phase, which took place in the 1980s, digital transfor-
mation was taking place at different levels through the deployment of 
isolated IT systems with basic IT functionality.

In the second phase, which took place in the 1990s and 2000s, existing 
Information Technology served as a foundation on which new systems 
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were added, contributing further to process automation. The new auto-
mated systems (e.g. laser technologies for distance detection and collision 
prevention) provided increased safety and time efficiency (Heilig et al., 
2017). Also, by the 2000s, the need to facilitate information exchange 
between governments and involved organizations led to the development 
of a National Maritime Single Window (NMSW). This time, neverthe-
less, digital transformation was intended to be institutionalized across all 
EU member states. On 20 October 2010, the ‘European Parliament and 
of the Council’ issued the ‘Directive 2010/65/EU on reporting formali-
ties for ships arriving in and/or departing from ports of the Member 
States and repealing Directive 2002/6/EC’ (Official Journal of the 
European Union, 2010). Through this directive, all electronic transmis-
sions had to become standardized through a national Single Window, 
which enables all involved organizations to input a specific set of infor-
mation electronically, using a single point of data entry and storage. The 
European Parliament set a deadline for implementation by 1 June 2015, 
offering to Member States five years to establish a National Maritime 
Single Window (NMSW).

However, despite being helpful, each country’s NMSW does not facili-
tate harmonization across EU ports. Therefore, the European Commission 
proposed to bring reporting requirements under one digital space through 
a ‘European Maritime Single Window—EMSW’(Official Journal of the 
European Union, 2010). This development is part of the third phase of 
digital transformation, which began in the 2010s and is currently ongo-
ing. The main aim of EMSW is to harmonize reporting procedures for 
shipping operators and ensure that data can be shared and reused effi-
ciently through the once-only principle, where ships can report once per 
port-call and the same information would be reused for subsequent port-
calls within the EU. The regulation was published on 25 July 2019 and 
entered into force on 14 August 2019 as Regulation (EU) 2019/1239 of 
the European Parliament and of the Council of 20 June 2019 establishing a 
European Maritime Single Window environment and repealing Directive 
2010/65/EU (EU Monitor, 2019).

Digital transformation through EMSW results to improved interoper-
ability between various systems, making it much easier to share and reuse 
data (Maritime Cyprus, 2019). Digitization facilitates information 
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transfer, retention, reuse and re-dissemination. Also, EMSW promotes 
cooperation between customs and business communities, enables traders 
to trade with a single administrative authority and support the smooth 
movement of goods through secure international supply chains (Koliousis 
& Katsoulakos, 2015).

The capabilities offered in the third phase of digital transformation 
enable us to explore further the development and application of an 
e-marketplace platform, capable of supporting a supply chain in the 
Cruise Industry in Greece and Cyprus. More specifically, we explore the 
progress of the implementation of EMSW in Greece and Cyprus and 
whether the interoperability of systems could enable the development of 
an e-marketplace platform that brings together small producers, local 
suppliers and international cruise companies, as part of sustainable sup-
ply chains.

5.3	� Research Design and Methods

Two different studies have been conducted for the purposes of this chap-
ter. The first study was qualitative and included face-to-face interviews 
with different stakeholders. The purpose was to explore the progress of 
the implementation of NMSW and EMSW in Greek and Cypriot sea-
ports. The interviews were conducted with government officials from the 
Shipping Deputy Ministry, Port Managers, cruise-company representa-
tives, local producers, suppliers, Information Technology and 
Communication companies, International Ship Management compa-
nies, International Cruise and Infrastructure Consultants, and represen-
tatives of DP World (operator of the largest port in Cyprus). During 
face-to-face interviews, we also had the opportunity to observe how dif-
ferent platforms operate. For example, in one of our visits, the Cyprus 
Port Authority’s (CPA) representative offered a tour of NMSW by shar-
ing his computer screen with us. To align with established ethical stan-
dards on anonymity, all participants’ names are kept confidential.

The second study was quantitative, aiming to collect findings concern-
ing the evaluation of the e-marketplace platform. Prior to circulating the 
questionnaire, responders were asked to test the platform (e-marketplace). 
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The Platform was put into trial operation at the beginning of 2021, and 
a pilot implementation was carried out for the ports of Heraklion, 
Chania, Rhodes, Mytilene, Chios, Santorini, Larnaca and Limassol.

The total population from which the primary data of this research was 
drawn is composed of the two main categories of users involved: (a) sup-
pliers/producers of local products and (b) cruise companies/agencies. 
Primary data were collected with the aid of a structured self-completion 
questionnaire. The questionnaire was created with the help of the Google 
Forms web tool and distributed electronically. The completion of the 
questionnaire was anonymous and was delivered only to respondents 
being registered on the Platform.

The questionnaire was distributed to:

•	 One hundred seventy-nine companies, members of the Cyprus 
Chamber of Commerce and Industry. These enterprises were invited 
to register on the Platform and to take part in the pilot application. 
These are enterprises active in the primary and secondary sector—dair-
ies, mills, wineries, producers of sausages, traditional sweets and bakeries

•	 Two cruise companies in Cyprus
•	 Members of the Cyprus Sustainable Tourism Association (local pro-

ducers and passengers)

The evaluation of the Platform in Greece, which followed the pilot 
implementation stage, was developed in two levels. At the first level, pro-
ducers and suppliers of local traditional products registered on the 
Platform. At the second level, they responded to the evaluation question-
naire. The questionnaire was created with the use of the Google Forms 
online tool, was not anonymous and was distributed to the 71 businesses 
that had registered on the Platform to take part in the pilot. Convenience 
sampling method was selected, and 38 questionnaires were collected. The 
businesses that participated in the survey are active in the primary and 
secondary processing sectors—mills, cheese dairies, wineries, distilleries, 
beekeepers, producers of local sweets and local traditional products—and 
the trade of their products.
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5.4	� Findings

�Study 1: Implementation of NMSW, EMSW and Links 
to the Cruise Supply Chain

The findings of the first study suggest that the National Maritime Single 
Window was established fully in most EU countries, including Cyprus, 
in line with the Directive 2010/65/EU. However, the system in Greece 
has only been implemented partially. The delay has to do with a number 
of factors, such as the numerous Greek islands and ports, often with lim-
ited availability of human resources. Also, our findings suggest that dif-
ferent stakeholder-groups are trained on how to use it, such as the private 
shipping agents who interact with the NMSW system directly via the 
Cyprus Port Authority (CPA).

At the same time, authorities in each EU member state (e.g. Ministries 
of Shipping) work in a coordinated way to implement the European 
Maritime Single Window (EMSW). The deadline for implementation is 
15 August 2025. Representatives of CPA and the Shipping Deputy 
Ministry of Cyprus explained that much of the work has already been 
done. Although its full implementation is going to take some years, many 
of the processes have already been established, employees have attended 
relevant training and much of the infrastructure is already in place. 
According to officials in CPA’s IT Department, several meetings took 
place with the other 26 member states, where they decided what exactly 
the EMSW should include. The system will be standardized for all ports 
across the EU. The components and forms used will be the same across 
the entire network, and no changes will be allowed on the platform by 
individual member states.

When we asked about the possible contribution of EMSW to the sup-
ply chain, the immediate response was No. EMSW will neither be related 
to, nor enhance the cruise supply chain. The system will be so standardized 
that leaves no space for modifications relating to the supply chain. As we 
understand by such statements, due to its standardized structure, EMSW 
will have no direct impact on the cruise supply chain. However, some of 
its benefits, which concern time efficiency and information transfer in 
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real time across EU ports, are likely to enhance cooperation between cus-
toms and business communities, facilitate smooth movement of goods 
and minimize the complexity of inter-stakeholder relationships (Interview 
5 in a Ship Management Company, Control Room Manager). Also, due 
to the interoperability of systems, EMSW can work in parallel with exist-
ing systems, such as the NMSW and SafeSeaNet, to enhance the utiliza-
tion of information in the cruise supply chain. In other words, while 
EMSW will not contribute directly, it adds to the development of a digi-
tal environment, in which other systems and stakeholders coexist.

Moreover, departing by the benefits stemming by the EMSW environ-
ment, we attempted to identify the intention of stakeholders in using an 
e-marketplace platform through a second study. Below we present the 
survey’s findings.

�Study 2: Stakeholders’ Opinion About 
the Development of a Platform-Based e-Marketplace

The findings in this section were collected through a survey, by respond-
ers who tested the actual e-marketplace platform. In Cyprus, the majority 
of participants in the evaluation process (60%) state that they are satisfied 
with the Platform, while 20% are very satisfied. Similarly, in Greece, the 
vast majority of respondents (82%) from the three regions expressed an 
overall satisfaction with the Platform, with 53% stating that they are 
satisfied and 29% very satisfied. A comparative assessment of the responses 
from the three regions shows a common positive view of the 
participants.

�Platform Strengths

Concerning the Platform’s strengths, companies in Cyprus indicated the 
ease of registering a new user, with which the majority of respondents 
said they were satisfied (55%) or very satisfied (25%), as well as the ease 
of access, which gained the satisfaction of all respondents (90%). Almost 
all participants (90%) in the evaluation process expressed their 
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Graph 5.1  Intention to use the Platform in Cyprus

satisfaction with the usability of the Platform, while the majority of them 
positively evaluated the loading speed (Graph 5.1) and the way products 
are presented, and described the Platform as elegant and user-friendly. 
One element of the Platform that, according to the participants, is sub-
ject to significant improvement is the support through the submission of 
queries.

Similarly, businesses in Greece pointed out the ease of user registration 
as the strongest point of the platform, followed by the platform’s aesthet-
ics and friendliness and the speed of loading. One element of the plat-
form that, according to the participants, is subject to significant 
improvement is its usability and ease of access to it.

�Use of the Platform by PDO Organizations 
and Products

One of the most important findings of the survey is the view expressed by 
respondents in Cyprus that the Platform is quite (40%) to very (35%) 
likely to be used by organizations related to the cruise industry 
(Graph 5.2).

In Greece, regarding the likelihood of the Platform being used by local 
producers/suppliers, a generally positive attitude emerges, with 21% 
responding that it is very likely and 58% responding that it is very or 
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Graph 5.2  Intention to utilize the Platform in Greece

likely that the platform will be used by organizations related to the cruise 
industry (Graph 5.2).

In both Cyprus (60%) and Greece (59%) the majority of respondents 
expect that the new products available through the Platform will meet 
the market needs for PDO (protected designation of origin) products. 
Regarding the possibility to carry out economic transactions through the 
Platform, in Cyprus, a sufficient number of evaluation participants 
expressed their distrust, which may be due to the lack of sufficient infor-
mation on how the Platform is managed. On the contrary, in Greece, the 
majority of participants (64%) in the evaluation expressed a positive atti-
tude towards the possibility of conducting financial transactions through 
the Platform if the Platform operates smoothly and under certain 
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conditions to secure transactions. Noteworthy, however, is the percentage 
of participants (32%) who expressed reservations about the Platform’s 
ability to support financial transactions.

5.5	� Competitive Advantages of the Platform 
(Graph 5.3)

Exploring the potential competitive advantages of the Platform, partici-
pants both in Cyprus and in Greece acknowledge its important role as a 
source of information and consider it an important marketing tool. The 
Platform’s contribution to the development of new sales channels and the 
promotion of innovation has been regarded as less important. In Cyprus, 
half of the respondents state that the Platform could improve 
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employability, while 45 of them highlight the possibility of local products 
being offered through interconnection with other ports. In Greece, the 
vast majority of respondents stress that the Platform could significantly 
enhance employability, while 70% of them consider possible the provi-
sion of local products through other ports.

5.6	� Discussion and Conclusion

Our findings reconfirm that digital transformation is subject to localized 
conditions and takes place in different places at different times. The 
example of National Maritime Single Window (NMSW) is quite indica-
tive. While Cyprus has implemented the 2010/65/EU directive in all 
ports, other EU member states are yet to complete its deployment. This 
finding resembles with previous studies, suggesting that some technolo-
gies are implemented easier and more frequently, depending on different 
factors, such as each country’s available resources, specialization, existing 
technology, expertise and workers’ skills (Szabo et al., 2020).

Moreover, digital transformation these days is also about institutional-
ized standardization and efficiency. For example, the EU2019/1239 
directive concerns the implementation of the European Maritime Single 
Window (EMSW) by 15 August 2025, across all EU member states. The 
system will be standardized in all EU ports, and no changes will be 
allowed on the platform by individual member states. According to our 
participants, standardization is the only way towards materialization.

Another finding concerns the interoperability of EMSW and 
e-marketplace platforms. While EMSW is not expected to contribute 
directly to an enhanced supply chain for the cruise industry, there are a 
number of indirect benefits. Time efficiency, fast turnover, information 
transfer amongst EU ports and reuse of that information are amongst the 
benefits, creating an environment where supply chains can improve along 
with enhanced interconnectivity among stakeholders.

Then, another purpose of this study was to explore the possible devel-
opment of a platform-based e-marketplace, aiming to elicit the involve-
ment of various stakeholders in the cruise supply chain in Greek and 
Cypriot ports. More specifically, the idea was to examine whether 
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different stakeholders are willing to become users of a platform that links 
end-users directly with local producers through trustworthy and secured 
transactions while promoting tourism authenticity with the provision of 
local products. According to the responders and participants, the Platform 
is an innovative tool for the supply chain in Greek and Cypriot ports. It 
strengthens interoperability with other systems while enhancing the dis-
semination of information between stakeholders. Also, the Platform can 
significantly strengthen local economies, offering opportunities for local 
producers in both Greece and Cyprus to promote their products in the 
cruise sector without mediation.

In terms of Authenticity, the promotion of certified local products, 
which promise guaranteed quality while promoting their traditional pro-
file, can contribute significantly to the enhancement of tourists’ experi-
ence. Also, new products can be made available that are labelled as PDO 
(Protected Designation of Origin). In other words, it can be a means of 
promoting and exhibiting local products.

The evaluation survey of the NAYS e-marketplace platform in both 
Cyprus and Greece shows the remarkable overall satisfaction of the 
respondents from the operation of the Platform. However, while in 
Greece the majority of the respondents underlined that the Platform can 
significantly facilitate the sale and distribution of products through inter-
connection with other ports, in Cyprus more than half of the respon-
dents expressed their distrust regarding the ability of the Platform to 
facilitate the sale and distribution of products through interoperability 
with other ports. This reveals that the Cypriot market is not yet ready to 
interchange through the Platform. Also, it goes back to the main point 
discussed in this section, suggesting the digital transformation is also sub-
ject to local conditions. Furthermore, participants suggested that the 
Platform needs to be centrally managed and marketed to the cruise mar-
ket. If done properly, the Platform can boost employment.

Finally, the current study makes a significant contribution to literature 
as it is driven by the voice of leading stakeholders to explore the digitiza-
tion of the cruise industry and its impact on its supply chain. It’s not a 
study that generalizes its findings. Rather, it provides a micro-snapshot of 
how two countries influence and are influenced by digital transforma-
tion. Also, the digital transformation presented in this study concerns 
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both institutionalized and private initiatives, which can both contribute 
towards efficiency in a digitized supply chain for the cruise industry. The 
study’s findings can be useful to ports in the Mediterranean region and 
other member states. Future research can examine EMSW’s progress of 
implementation and how new technologies contribute further to inclu-
sion and interoperability.
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6
The Six Ways to Build Trust and Reduce 

Privacy Concern in a Central Bank 
Digital Currency (CBDC)

Alex Zarifis and Xusen Cheng

6.1	� Introduction

Central Bank Digital Currencies (CBDCs) have been implemented by only 
a handful of countries, but they are being explored by many more (Kosse & 
Mattei, 2022). CBDCs are digital currencies issued and backed by a central 
bank. Consumer trust can encourage or discoura ge the adoption of this 
currency, which is also a payment system and a technology. This research 
attempts to understand consumer trust in CBDCs so that the development 
and adoption stages are more effective and satisfying for all the stakeholders.
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The digital transformation sweeping through many sectors of the 
economy and facets of people’s lives is also disrupting money and pay-
ment systems. Governments want a currency and payment solution that 
is more efficient and intelligent, and consumers want to make transac-
tions faster and cheaper (Abramova et al., 2021). Consumers have shown 
an interest in the functionality provided by cryptocurrencies, but the 
recurring problems with cryptoassets, such as the FTX collapse, suggest 
that a more centralized and regulated cryptocurrency solution should be 
provided by governments to offer similar functionality with less risk. If 
this is not achieved however, history shows that when consumers do not 
want a currency or payment system, they chose alternatives such as other 
countries’ currencies, cryptoassets, Decentralized Finance (DeFi), or the 
grey economy (Grassi et  al., 2022). Therefore, as with many solutions 
involving technology, it is more effective to design something appealing 
to the consumer than push a flawed solution onto them, either with pro-
motions, regulations, or laws. It may seem like a simple choice to imple-
ment CBDCs, but however, it is far from simple. The cautious, slow 
progress of some central banks through many pilot implementations is 
probably warranted (Xu, 2022). Unlike some technologies like the meta-
verse that can be repeatedly pitched to the consumer year after year until 
they are successfully adopted, a failed implementation of a CBDC would 
have far-reaching consequences. This cautious approach, however, must 
not take longer than necessary, and the optimum solutions for CBDCs, 
including trust, must be reached. Recent events showed that govern-
ments around the world want to make a variety of interventions as fast as 
possible, such as giving citizens of a whole country some additional 
money to deal with high inflation (Walker & Sexton, 2022). Many con-
sumers lives seem to be going from one disruption to the other recently 
(Gielens, 2022), with the word ‘permacrisis’ being selected as the word of 
the year by Collins Dictionary (Shariatmadari, 2022). The uncertainty 
many consumers face, and will probably face for some time to come, 
means having their trust should not be taken as a given. Research into 
CBDCs recognizes that more needs to be done to understand this phe-
nomenon and, in particular, the role the technology plays from the con-
sumer’s perspective (Bhaskar et al., 2022). Consumer trust is an important 
factor in technology adoption (Lankton et al., 2015). Therefore, the two 
related research questions are:
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What are the methods to build consumer trust in a CBDC?
Does trust in a CBDC encourage its adoption by a consumer?

There are a variety of CBDC solutions. The primary distinctions are 
between wholesale and retail CBDCs, and one or two-tier CBDCs (Auer 
& Böhme, 2020). For this research we are considering the one-tier CBDC 
solution. This is for two reasons. Firstly because of its popularity within 
early movers like the Chinese CBDC, formally known as the electronic 
Chinese Yuan or the e-CNY (Xu, 2022). The second reason is because it 
is a simpler implementation, with fewer factors influencing the consum-
er’s perspective, and therefore easier to create a representative model and 
validate it.

This research found support for a model with six factors influencing 
trust in a CBDC and found that trust in the CBDC did indeed encour-
age its adoption. The six factors that influence trust in a CBDC identified 
in this research are the following: (1) Trust in the government and the 
central bank issuing a CBDC, (2) expressed guarantees for the user of a 
CBDC, (3) positive reputation of existing CBDCs implemented in other 
countries, (4) automation and reduced human involvement achieved by 
a CBDC technology, (5) trust-building functionality of a CBDC, and (6) 
privacy features of the CBDC wallet app and back-end processes such as 
anonymity.

The following literature review of CBDCs and trust gives a sufficient 
foundation for the research model, that is presented in the third section. 
This is followed by the methodology section, where the quantitative 
approach using Structural Equation Modelling (SEM) is outlined. After 
that comes the analysis and results, the discussion of the findings, and 
finally the conclusion, which includes suggestions for future research.

6.2	� Theoretical Foundation

This review first explores the various models and implementations of 
CBDCs before moving on to trust in the related areas of currencies, pay-
ments, and technology. While the literature of trust in CBDCs does not 
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sufficiently cover this topic, the extensive literature of trust in the con-
stituent parts of a CBDC (currency, payment system, and technology) 
gives this research a sufficient theoretical foundation to build on.

�Central Bank Digital Currencies (CBDCs)

CBDCs are different to other cryptocurrencies like Bitcoin as they are 
issued by a country’s central bank and cannot be mined. Therefore, they 
are very centralized and not decentralized at all. The use of cash is declin-
ing over time in most countries, and the idea to offer a purely digital 
currency and payment system is not new (Tee & Ong, 2016). As is often 
the case with new technologies, the timing can make the difference 
between successful adoption by consumers or failure. The confluence of 
cryptoasset popularity, DeFi popularity, the digital transformation in 
many sectors of the economy and several other factors have convinced 
many countries that the right time is now (Luu et  al., 2022; Lee 
et al., 2021).

There are several variations of CBDCs. The most important variations 
are between (a) retail and wholesale and (b) one and two tiers (Auer & 
Böhme, 2020): (a) A CBDC can either be retail or wholesale. A retail 
CBDC is used by individuals for their savings and to make purchases. A 
wholesale CBDC is primarily used by financial institutions for their 
reserves and large payments. (b) The operations of a CBDC can either be 
over one or two tiers. If it operates over one tier, a central bank provides 
an electronic wallet to the individual to use it. The Chinese e-CNY oper-
ates in this way (Xu, 2022). A CBDC that operates with two tiers essen-
tially replicates the current design where a currency is issued by a central 
bank but private banks hold individuals’ savings and process their pay-
ments. It is possible to have both systems in parallel, a hybrid CBDC, so 
the user has a choice.

CBDC advantages: There are several advantages to CBDCs. Firstly, as 
it is entirely digital it is more efficient than the current solution of paper 
money, both within and between borders (Bossone & Ardic, 2021). In a 
one-tier system there is also disintermediation which further increases 
efficiency (Ahn & Chen, 2022). Secondly, transactions can be tracked 
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which should reduce crime, particularly money laundering and fraud. 
Thirdly, by offering a CBDC a government reduces the appeal of risky 
cryptocurrencies and stablecoins. From the user’s perspective, opening an 
account is easier as their government already has the necessary personal 
details. It should also make having a bank account easier for citizens that 
live in remote areas as they do not need to travel to a physical bank.

CBDC risks: CBDCs may introduce some risks that must be analysed 
and understood before an implementation. The three main ones are as 
follows: (a) Inevitably, a greater reliance on technology makes cybersecu-
rity risks more dangerous. The vulnerabilities can be with the infrastruc-
ture providers, the operators of the CBDC and the users (Banxico, 2021). 
(b) A problematic implementation may lead to low adoption or even 
reduce trust and confidence in CBDCs. (c) The ease of use of CBDCs 
may lead to competition between several CBDCs. If a user can easily 
access several CBDCs they will compare them based on how well they 
keep their value, as with current currencies. However, unlike current cur-
rencies the functionality of the digital wallet may also play a role and 
become a relative advantage.

�Trust in Currencies, Payments, and Technology

Despite trust typically being based on principles from psychology and 
sociology that remain relatively consistent, it often has significant differ-
ences in a new context where the relationship between the trustor and the 
trustee is different. For the digital Euro, early signs suggest that image 
and credibility influence trust (Tronnier et al., 2022). The trustor, in this 
context a citizen, must trust a government to back the monetary value of 
the cash they have. In many countries this used to be backed by gold, 
meaning a citizen in theory could receive gold to the monetary value of 
the cash they had. This then evolved, leaving gold out of the equation, 
but the citizen could still hold cash in the form of physical notes if they 
wanted to. CBDCs once again change this relationship leaving any physi-
cal proof out of the equation. This is a fundamental change, and hence 
‘digital’ is in the name of this new form of currency and payment system. 
While in many countries cash has been on the way out for some time 
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(Tee & Ong, 2016), its role in the relationship with the user, and its role 
in building trust with the user, should not be underestimated. The new 
relationship between the trustor (citizen) and trustee (government and 
central bank) replaces previous physical assurances, with technology. 
Therefore, trust in the technology is important. Previous research has 
shown that trust in technology is different to trust in people (Lankton 
et al., 2015).

In addition to technology, in the relationship between the trustor (citi-
zen) and trustee (government and central bank), there are still people that 
play a role in the process on the side of the trustee. However, there is a 
limited direct interaction between the citizen and the people that make 
up the government and the central bank, and a limited or no personal 
relationship. Therefore, in this relationship, as with other similar ones, it 
is better to look at trust in the institutions (Pavlou & Gefen, 2004). The 
literature therefore suggests that the citizen’s trust in a CBDC may be 
based firstly on trust in institutions and secondly trust in technology. 
Institutional trust is defined as the consumer’s perception that third-party 
organizations (not the one purchasing or making a sale) can effectively 
support the exchange (Pavlou & Gefen, 2004).

The term institutional trust has been used since the 1980s to describe 
the ability of institutions to build trust (Zucker, 1986). For CBDCs insti-
tutional trust will depend on the specific risks people and societies face, 
and which institutions are in an ideal position to build trust back up to 
the necessary level. These institutions are not just a third party that the 
consumer is familiar with. There is ‘trust transference’ between the third 
party and the trustee. This trust transference is covered by literature on 
network trust (McEvily et al., 2003), but it is not the only way institu-
tions build trust. The primary way an organization builds institutional 
trust is by fulfilling a related role to the transaction effectively.

For example, for someone purchasing insurance the institutions that 
regulate the internet and insurance, are in a position to build trust.

Trust in technology plays a role in the consumer trusting a CBDC 
because the reduced contact with humans, is replaced with an increased 
interaction with technology. For example, if a user relies on a CBDC for 
their payments and they cannot access their electronic wallet due to prob-
lems with the Internet connection, or the shop they are trying to pay does 
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not receive the payment, their trust will be reduced. Trust in a technology 
can be based on different criteria to trust in a person (Lankton et  al., 
2015). Trust in a system can be influenced by functionality, helpfulness, 
and reliability (Lankton et al., 2015).

6.3	� Research Model

Trust has been separated into several different categories by previous 
research. Two of the most popular distinctions are (1) into people-centric 
trust and technology-centric trust (Lankton et al., 2015) and (2) institu-
tional trust and technology-focused trust (Pavlou & Gefen, 2004). In a 
similar way, this research puts forward a model that separates trust in 
CBDCs into (1) trust in institutions implementing CBDCs and (2) trust 
in a specific CBDC technology. The four hypotheses related to the influ-
ence of trust associated to the institutions involved in CBDCs are pre-
sented first, followed by three hypotheses related to the technology used 
by CBDCs. The eighth and final hypothesis tests whether trust positively 
influences the intention to use a CBDC.

�Trust Built by Institutions Implementing CBDCs

If institutions directly involved in the implementation of a CBDC such 
as the government and the central bank are trusted, this will increase trust 
in the CBDC. The exact role of a government and a central bank may not 
be the same in all cases, but in the cases implemented so far and the main 
ones proposed, both have a role. For example, an EU and UK implemen-
tation involves different responsibilities for the respective governments 
and central banks, but in both cases both institutions are involved 
(Morgan, 2022; Mooij, 2022). Typically, a government will pass certain 
related laws, and the central bank will implement and run the operations 
of a CBDC.  Some countries’ central banks, or equivalent, have more 
independence from the government, but in most cases, there is close 
cooperation. For a historical decision such as implementing a CBDC 
there is no evidence to this day of governments not working closely with 
their central banks. Therefore, the first hypothesis is:
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H1: Trust in the government and the central bank issuing a CBDC will 
increase trust in the CBDC.

A guarantee is a formal assurance in writing that something will hap-
pen. Guarantees have a history of being used to reassure users of technol-
ogy or consumers of financial services, and they are often beneficial 
(Martínez-López et al., 2020). Specific guarantees offered to the user of a 
CBDC will increase trust in the CBDC. The guarantees can be on any 
aspect of the CBDC including the currency retaining its value or it being 
able to complete all the forms of payment necessary. Therefore, the sec-
ond hypothesis is:

H2: Expressed guarantees for the user of a CBDC will increase trust 
in the CBDC.

Personal information privacy concern is caused when consumers must 
share sensitive personal information to receive a product or service (Yun 
et al., 2019). New privacy concerns can emerge each additional time this 
personal information must be shared with a new organization (Dinev 
et al., 2013). Evidence of this is the extent to which consumers will pro-
vide false personal information to avoid revealing their genuine personal 
information (Miltgen & Jeff Smith, 2019). As the government already 
holds personal information of the consumer, this might increase trust. 
Therefore, the third hypothesis is:

H3: Personal data handled when operating a CBDC by a government, 
that already holds personal information of the user, will increase trust 
in the CBDC.

While the trust in the organizations implementing the technology is 
clearly important, it is not sufficient on its own. This technology, as most 
technologies, has been implemented for some time before the consumer 
is considering adopting it. During this time a reputation has been built. 
Reputation has been proven to influence trust in a variety of contexts 
involving technology (Einwiller, 2003), including trust in financial ser-
vices (Dupont & Karpoff, 2020). Therefore, it is hypothesized that:
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H4: The positive reputation of existing CBDCs implemented in other 
countries will increase trust in the CBDC.

�Trust Built by the Specific CBDC 
Technology Implemented

The process of using a CBDC is digital and over the Internet, so the tech-
nology, including blockchain, handles the necessary processes (Bossone 
& Ardic, 2021). This automation reduces human involvement and cor-
ruption (Ahn & Chen, 2022). As human involvement is reduced, so is 
the need to trust humans. Therefore, it is hypothesized that:

H5: The automation and reduced human involvement achieved by a 
CBDC technology increases trust.

A service can include trust-building functionality such as third-party 
certification, and policies that protect the consumer (Chang et al., 2013). 
For example, in the European Union like many other parts of the world, 
there are policies protecting the consumer’s bank savings, up to a certain 
point (Chiaramonte et al., 2020). Similarly, the technology of a CBDC 
and the policies around it can have specific trust-building features. These 
can include a well-designed interphase and two-factor authentication to 
give the user a strong sense that they are in control of their money (Reese 
et al., 2019). Therefore, it is hypothesized that:

H6: The trust-building functionality of a CBDC wallet app will increase 
trust in the CBDC.

Despite the large volume of data provided by a typical consumer so 
that they can receive the products and services they want, this does not 
happen without some privacy concerns (Gu et al., 2022). CBDCs have 
already generated some privacy concerns (Pocher & Veneris, 2022) 
despite not being widely available yet for most people. Additional privacy 
features of the CBDC wallet app and back-end processes, such as ano-
nymity, can reduce personal information privacy concern (Dinev et al., 
2013). Therefore, it is hypothesized that:
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H7: Privacy features of the CBDC wallet app and back-end processes 
such as anonymity will increase trust in the CBDC.

The previous seven hypotheses identified the institutional and techno-
logical ways trust is built. The eighth and final hypothesis attempts to 
verify that consumer trust in a CBDC does, indeed, encourage the use of 
CBDCs. The originality and contribution of this research lies primarily 
in the previous seven hypotheses, but the final hypothesis is necessary to 
confirm that trust plays a role in this context as it does in many other 
similar contexts (Lankton et al., 2015; McKnight & Chervany, 2002). 
Therefore, the final hypothesis is:

H8: Trust in a CBDC will increase the willingness to use a CBDC.

The initial research model on how trust in a CBDC is built in seven 
ways, and how trust in CBDCs increased the willingness to use them, is 
illustrated in Fig. 6.1.

6.4	� Method

�Data Collection

The data for the quantitative analysis was collected by online survey 
hosted on the SoSci Survey tool (www.soscisurvey.de). The survey items 
are based on measures validated in similar contexts and use a seven-point 
Likert-type scale. The classic Likert-type scale started from 1, strongly 
disagree, up to 7, strongly agree. Each latent variable was measured by 
three measured variables, as illustrated in Table  6.1. The survey was 
designed to take less than ten minutes to complete. These ten minutes 
included the time needed to read the instructions, complete the demo-
graphic questions and those related to the model.

The minimum sample size necessary was calculated based on the 
guidelines for SmartPLS (Hair et  al., 2021). Based on the maximum 
number of arrows pointing to a latent variable being seven, the minimum 
sample size is 228, for a statistical power of 80% (Hair et al., 2021). The 
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Fig. 6.1  Initial research model on how trust in a CBDC is built in seven ways

minimum number was exceeded as after 429 were collected, 388 were 
considered to be valid. Using a higher number than the minimum 
increases the precision of the estimations (Hair et al., 2021). Of the 429 
surveys collected, 41 raised a red flag and did not pass the survey quality 
checks. Firstly, there was a question at the start asking the participant to 
select a definition of what a CBDC is, to test if they had sufficient knowl-
edge to give useful answers. Additionally, there was a question that was 
asked twice with a different wording to check if conflicting answers were 
given. Surveys were also rejected for other typical reasons such as being 
incomplete, completed too fast known as ‘speeder flag’, and for the same 
response being selected for all the questions known as ‘straight-lining 
flag’. The demographic analysis of the 388 valid surveys completed, pre-
sented in Table 6.2, show a good balance between genders, age groups, 
education levels, and incomes.
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Table 6.1  Latent variables and their measures

Latent variables Measures
Source of construct measures 
adapted

Trust in government and central 
bank (TG)

TG1, TG2, TG3 Grimmelikhuijsen and Knies 
(2017)

Expressed guarantees (EG) EG1, EG2, EG3 Martínez-López et al. (2020)

Privacy: Personal data used by 
government that already holds 
extensive data (PG)

PG1, PG2, PG3 Dinev et al. (2013), and Yun 
et al. (2019)

Reputation of existing CBDCs (R) R1, R2, R3 Einwiller (2003)
Trust in technology and 

automation (TA)
TA1, TA2, TA3 Lankton et al. (2015), 

McKnight and Chervany 
(2002)

Wallet app trust-building 
functionality (AF)

AF1, AF2, AF3 Pavlou (2002)

Wallet app privacy-protecting 
features (PF)

PF1, PF2, PF3 Dinev et al. (2013)

Trust in CBDC (TC) TC1, TC2, TC3 Lankton et al. (2015), 
McKnight and Chervany 
(2002)

Intention to use CBDC (UC) UC1, UC2, UC3 Venkatesh et al. (2003)

�Data Analysis Technique

The quantitative method evaluated the model developed using Structural 
Equation Modelling (SEM) with the variance-based Partial Least Squares 
(PLS) approach. This is an Ordinary Least Squares regression method. 
An initial model was tested and improved so that a model with strong 
empirical and theoretical support is generated. The SmartPLS 4.0 soft-
ware was used to explore and evaluate the model. The PLS algorithm was 
set to run for 3000 iterations. Because the model has a degree of com-
plexity with three tiers of latent variables, the analysis first evaluated the 
measurement model, followed by the evaluation of the structural model. 
The reflective measurement model evaluates the relationship between the 
measured variables and their respective latent variables, while the struc-
tural model evaluates the relationship between the latent variables them-
selves (Hair et  al., 2021). It is necessary to verify that the measured 
variables do indeed represent the latent variables, before moving on to 
exploring the relationship between the latent variables.
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Table 6.2  Demographic information of the survey sample group

Measure Category Frequency

Gender Female 222
Male 166

Age Younger than 18 0
18–24 147
25–44 126
45–64 84
64 or older 31

Education level No high school education 4
High school graduate 193
University bachelor degree 154
University master or doctoral degree 37

Income
(in Euro per month)

No regular income 48
400–1200 57
1201–3000 147
3001–5000 110
More than 5000 26

6.5	� Analysis and Results

�Measurement Model

Before the relationships between the latent variables can be tested, the 
relationship between each latent variable and its respective measured vari-
ables must be tested to see if it meets the necessary criteria (Hair et al., 
2021). The first thing to be evaluated are the measured variables’ factor 
loadings. These are above the minimum required level of 0.7 with the 
lowest being 0.864. The Average Variance Expected (AVE) should be 
above 0.5, and this requirement is met by all of them as the lowest is 
0.807. Therefore, both the factor loadings and AVE meet the require-
ments and show a sufficient level of convergent validity. The Composite 
Reliability (CR) is above 0.7 for all the variables with the lowest value 
being 0.883. This indicates that there is adequate internal consistency 
and individual construct reliability, between the latent variable and the 
measured variables. The discriminant validity, presented in Table  6.3 
evaluated using the Fornell-Larcker criterion, shows that the measured 
variables have a stronger relationship with their  own latent variable 
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compared to any of the other variables. Based on the analysis discussed 
above and present in Table 6.3, the measurement model is supported, 
and the analysis can move on to the structural model.

�Structural Model

The structural model, also referred to as the inner model, evaluates the 
relationship between the latent variables, also known as constructs (Hair 
et al., 2021). As with the measurement model, several criteria must be 
met. The coefficient of determination R2 for the endogenous latent vari-
able TC is 0.898, and for the second endogenous variable UC is 0.817. 
Both are above 0.67 and can be considered ‘substantial’ (Chin, 1998). 
The effect size (ƒ2) for the paths TG-TC (0.020), EG-TC (0.035), R-TC 
(0.025), TA-TC (0.107), AF-TC (0.048), PF-TC (0.111) are weak but 
significant. TC-UC (4.460) is strong. The effect size of the path PG-TC 
(0.000) can be considered insignificant. Effect sizes are typically inter-
preted in the following way: insignificant under 0.02, weak between 0.02 
and 0.15, moderate between 0.15 to 0.35 and strong above 0.35 (Chin, 
1998). PLS-SEM is not focused on model fit, and there is a debate as to 
whether the estimations of fit it produces should be reported (Hair et al., 
2021). However, as an additional indication, with the reservations noted, 
the Standardized Root-Mean Residual (SRMR) for a saturated model is 
0.051. Values below 0.08 indicate a good model fit (Hu & Bentler, 1999). 
The structural model was further explored with the bootstrapping method 
set to 5000 samples, and the results were similar, as illustrated in Table 6.4. 
We see that there is support for all the relationships apart from PG-TC.

There are three typical approaches to SEM analysis. The first is to test 
a model and the second is to compare alternative models. The third 
approach, which is followed here, is to generate a model. This is achieved 
by first proposing an initial model and then making adjustments to 
improve the statistical support for it. Given the insufficient support for 
the relationship PG-TC, this variable was removed, and the PLS algo-
rithm and Bootstrapping tests were repeated. The final supported model 
with one variable omitted is still logical and supported by the literature.
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Table 6.4  Results of the initial structural model

Path Sample mean Standard deviation T statistics p-value

TG-TC 0.127 0.052 2.436 0.015
EG-TC 0.160 0.044 3.606 0.001
PG-TC 0.012 0.051 0.318 0.750
R-TC 0.113 0.039 2.869 0.004
TA-TC 0.246 0.044 5.510 0.001
AF-TC 0.164 0.047 3.546 0.001
PF-TC 0.236 0.040 5.850 0.001
TC-UC 0.904 0.012 72.768 0.001

The effect size (ƒ2) for the paths TG-TC (0.026), EG-TC (0.036), 
R-TC (0.026), TA-TC (0.126), AF-TC (0.050), PF-TC (0.111) are weak 
but significant. TC-UC remains strong as it is not affected by removing 
the variable PG. Therefore, removing the variable PG has increased the 
effect sizes of the remaining variables and thus improved the model. The 
model fit did not change significantly as the SRMR for a saturated model 
remains at 0.051. The SRMR for the estimated model had an insignifi-
cant change from 0.053 to 0.052. As mentioned earlier, values below 
0.08 indicate a good model fit (Hu & Bentler, 1999). The structural 
model was further explored with the bootstrapping method set to 5000 
samples, and the results were similar as illustrated in Table 6.5.

6.6	� Findings

Several countries have plans to implement CBDCs, while many others 
are exploring this option (Xu, 2022; Banxico, 2021). The starting point 
of this research was reviewing the literature and identifying both the 
potential benefits of CBDCs and the importance of consumer trust in its 
adoption. An initial model recommended seven ways trust in a CBDC is 
built. This was evaluated and further developed using Structural Equation 
Modelling (SEM). The fourth hypothesis, which is the only one not sup-
ported, states: ‘Personal data handled when operating a CBDC by a gov-
ernment, that already holds personal information of the user, will increase 
trust in the CBDC’. It appears that users of a CBDC do not see it as an 
advantage that their personal information is shared with an organization 
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Table 6.5  Results of the final structural model

Path Sample mean Standard deviation T statistics p-value

TG-TC 0.127 0.052 2.436 0.015
EG-TC 0.160 0.044 3.606 0.001
R-TC 0.113 0.039 2.869 0.004
TA-TC 0.246 0.044 5.510 0.001
AF-TC 0.164 0.047 3.546 0.001
PF-TC 0.236 0.040 5.850 0.001
TC-UC 0.904 0.012 72.768 0.001

that already has extensive information on them. The final model, with six 
ways trust in a CBDC is built, is supported by the data and literature and 
is illustrated in Fig. 6.2.

�Theoretical Contribution

This research makes three primary theoretical contributions: (1) The first 
contribution is the model of trust in CBDCs that identifies six ways to 
build trust in a CBDC. (2) The second contribution is that the model 
supports the importance of consumer trust in the adoption of a CBDC. (3) 
Thirdly, this research links the literature on trust to CBDCs and high-
lights the benefits of exiting literature to understanding CBDCs and 
overcoming their challenges to adoption.

From the six approaches to building trust, the first three apply to trust 
in the institutions involved, while the final three apply to trust in the 
technology used. The first three that apply to trust in the institutions 
involved are as follows: (1) Trust in government and central bank, (2) 
expressed guarantees for the user, and (3) the positive reputation of exist-
ing CBDCs active elsewhere. The final three that apply to trust in the 
technology used are thus: (4) The automation and reduced human 
involvement achieved by a CBDC technology, (5) the trust-building 
functionality of a CBDC wallet app, and (6) privacy features of the 
CBDC wallet app and back-end processes such as anonymity.

These six methods to build trust in CBDCs now extend the literature 
they were based on to CBDCs. The literature on institutional trust 
(Pavlou & Gefen, 2004), the benefits of guarantees to building trust 
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Fig. 6.2  Final, supported research model on how trust in a CBDC is built in 
six ways

(Martínez-López et al., 2020), and the role of reputation in building trust 
(Dupont & Karpoff, 2020) are extended to CBDCs. Similarly, the litera-
ture of the three more technology-focused variables is extended to 
CBDCs. These are automation and AI (Ahn & Chen, 2022), trust-
building functionality in technology (Chang et al., 2013), and privacy 
features in a technology (Dinev et al., 2013).

�Practical Contribution

This research has practical implications for the various stakeholders 
involved in implementing and operating a CBDC but also the stakehold-
ers in the ecosystem using a CBDC. The stakeholders involved in deliver-
ing and operating CBDCs such as governments, central banks, regulators, 
retail banks, and technology providers can apply the six trust-building 
approaches so that the consumer trusts a CBDC sufficiently and adopts 
them. The many organizations that are not directly involved in operating 
the CBDC, but are affected by it, such as retailers can also build trust 
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with some of the six methods. The six methods may not apply to all the 
stakeholders, and a stakeholder may not be able to implement all six, but 
they can identify those that do apply.

6.7	� Conclusion, Limitations, and Future  
Research

CBDCs are an important part of the new Fintech solutions disrupting 
finance, but also more generally society. This research evaluated a model 
on how trust in a CBDC is built. Data was collected by survey and anal-
ysed with PLS-SEM.  This research verified the importance of trust in 
CBDC adoption and identified six ways to build trust in CBDCs. These 
are (1) trust in government and central bank issuing the CBDC, (2) 
expressed guarantees for the user, (3) the positive reputation of existing 
CBDCs active elsewhere, (4) the automation and reduced human 
involvement achieved by a CBDC technology, (5) the trust-building 
functionality of a CBDC wallet app, and (6) privacy features of the 
CBDC wallet app and back-end processes such as anonymity. The first 
three trust-building methods relate to trust in the institutions involved, 
while the final three relate to trust in the technology used. Trust in the 
technology is like the walls of a new building, and institutional trust is 
like the buttresses that support it.

This research has practical implications for the various stakeholders 
involved in implementing and operating a CBDC but also the stakehold-
ers in the ecosystem using CBDCs. The stakeholders involved in deliver-
ing and operating CBDCs such as governments, central banks, regulators, 
retail banks, and technology providers can apply the six trust-building 
approaches so that the consumer trusts a CBDC and adopts it.

The limitations of this research open new paths for future research. 
The use of CBDCs is still at a nascent stage. Firstly, while the few existing 
and many planned implementations give us a sufficiently stable founda-
tion to build on, the findings should be taken in the context of a technol-
ogy in the early stages of adoption. Secondly, the sample was from one 
country, Germany, so the findings can be tested in other countries and 
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regions of the world. Thirdly, in the future, new measures can be taken to 
build trust in CBDCs, so this space should be reviewed regularly. Finally, 
this research recommends that Fintech is not only treated as an interdis-
ciplinary topic, as it rightly is until now, but also as a distinct field of 
research that needs specialized research that captures its idiosyncrasies. 
The full impact of Fintech may not be captured just by repurposing the-
ory from adjacent fields like finance and information systems.
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7
Insight and Control Over Personal Data: 

A View from Sweden

Theodor Andersson

7.1	� Introduction

In July 2020, the Swedish Public Employment Service, the Swedish 
eHealth Agency, the Agency for Digital Government (DIGG) and the 
Swedish Tax Agency were collectively tasked with showing how an indi-
vidual’s ability to have insight and control over data that have been stored 
about them by the public sector—and, in the long term, also data about 
the individual that are stored in the private sector—can be enhanced1 
(Andersson et al., 2021).

The assignment was given in response to a growing interest in the pos-
sibility of increasing citizen engagement, and understanding, of the value 
and potential use of personal data as a tool of empowerment and better, 
more individualised public digital services. Although the assignment’s 

1 https://www.regeringen.se/regeringsuppdrag/2020/09/uppdrag-att-mojliggora-losningar- 
for-individen-till-kontroll-och-insyn-av-data-om-individen/

T. Andersson (*) 
Agency for Digital Government (DIGG), Sundsvall, Sweden

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Zarifis et al. (eds.), Business Digital Transformation, 
https://doi.org/10.1007/978-3-031-33665-2_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33665-2_7&domain=pdf
https://www.regeringen.se/regeringsuppdrag/2020/09/uppdrag-att-mojliggora-losningar-for-individen-till-kontroll-och-insyn-av-data-om-individen/
https://www.regeringen.se/regeringsuppdrag/2020/09/uppdrag-att-mojliggora-losningar-for-individen-till-kontroll-och-insyn-av-data-om-individen/
https://doi.org/10.1007/978-3-031-33665-2_7


140

resulting recommendations were not acted on by the then government, it 
did lead to a number of insights into the potential benefits and obstacles 
to such a development that will be highlighted in this chapter. Several 
legal challenges were identified that need to be investigated further before 
ideas about an ecosystem for increased individual insight and control can 
become a reality. The main insight, however, that will be further devel-
oped herein, circles around a potential conflict between an individual’s 
entitlement to insight and control on the one hand, and the prerequisites 
and incentives for authorities to realise such insight and control on the 
other. Information, including personal information, is the lifeblood of 
digital transformation. Digital transformations cannot be successful 
without citizens being satisfied that their personal information is pro-
tected. Firstly, it is important, however, to place this topic into a European 
context and then say something about the specifics of the Swedish public 
sector’s decentralised model.

�The European Context

The EU Data Strategy (Commission, 2020) established that it is in line 
with the General Data Protection Regulation (GDPR) to allow users to 
be able to influence their own data and to give them the possibility of 
asserting their rights with regard to the use of the data they generate. The 
GDPR actually goes further, stating that individuals in the EU must be 
able to exercise their right to insight and control over their personal infor-
mation, which creates new obligations for everyone processing per-
sonal data.2

Personal data is commonly viewed as the most valuable resource fuel-
ling the new data economy. The voluntary (or involuntary) sharing of 
this data is what enables the algorithms of the largest social media and 
other platform-providing companies to personalise content, drive engage-
ment and monetise behaviour and the demand for customised services. 
In general, the vast majority of people have accepted this trade-off. 

2 Communication from the Commission to the European Parliament, the Council, the European 
Economic and Social Committee and the Committee of the Regions, A European strategy for data, 
Brussels, 19.2.2020 COM (2020) p.10.

  T. Andersson



141

Personal data has become the subject of transactions within the social 
contract, much like taxes. The main issue with such transactions is that 
the deliverables of the transactions must perpetuate trust in the system 
and its actors, both public and private, in order for the trade-off to be 
viewed as benign to the well-being of the individual as well as of society 
as a whole.

A main problem for the EU and its citizens has been the lack of home-
grown significant companies operating within the digital platform econ-
omy (Smit et al., 2022). Both the monetary gains of this economy and 
the insights into behavioural patterns and individual preferences used to 
further develop and improve the services of these companies do not 
remain within the jurisdictions of the European citizens using the ser-
vices and neither does their personal data.

Whether driven by private sector ingenuity and market forces like in 
the US or by a coordinated long-term market plan with political goals 
like in the People’s Republic of China (PRC), the fact remains that the 
EU has failed to create a competitive inner market for personal data-
driven companies and services. This has several consequences regarding 
the development and implementation of new technologies as well as for 
the retention and attraction of much-needed skilled labour in the innova-
tion and advances technology sectors of Europe.

For Europe to succeed in securing an internal data market it has 
decided to create a third alternative to the US and PRC examples. This 
alternative needs to be competitive without acting too protectionist, it 
needs to pursue value-driven policies that differentiate it but doesn’t 
alienate non-European companies, and it needs to offer unique premises 
for attracting talent that differs from existing business models but never-
theless make use of the same technologies and so on. The EU data strat-
egy gives answers to many of the questions of how the EU intends to 
manage this.

Strict data protection regulations like the GDPR are considered ethi-
cally justified but can also be seen as a tool for ensuring trust on the part 
of the general public towards sharing personal data within the EU. Trust, 
security and empowerment of the individual can be said to be the main 
ingredients of this differentiation strategy. EU-funding will be provided 
to member states until 2027 for developing infrastructure, data-sharing 
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tools, architecture and control mechanisms for robust data-sharing eco-
systems and artificial intelligence. Data-sharing tools must be able to 
handle consent, applications for managing personal information (includ-
ing completely decentralised solutions built on, e.g. blockchain technol-
ogy), and cooperatives or trusts for personal data that serve as neutral 
intermediaries in the personal data economy.3

Standardising interfaces for accessing data in real time and making it 
obligatory to use machine-readable formats for data from certain prod-
ucts and services are considered to be essential prerequisites. The 
EU-Commission will support the establishment of nine common 
European data spaces, including a common European data space for pub-
lic administration. Measures taken for the public administration data 
space focus on legal data and that from public procurement.4

Reading the finer detail of the European data strategy will give you a 
good idea of the vision but not much in the way of how to practically 
achieve it on the ground. The right to have insight into who holds your 
personal data, why and for what it is used seems logical and just, but how 
this insight is to be accessed remains in question. The same applies 
to matters relating to exercising control over the data, which in practical 
terms means opting out of data sharing with private as well as public enti-
ties. It also includes a right to initiate public errands from a position of 
being able to follow the handling of an errand, direct the flow of informa-
tion between government agencies in service of your errand being han-
dled efficiently, as well as being able to identify and act when and where 
you believe a mistake or wrongful decision has been made regarding the 
outcome of your errand.

Sweden is here an anomaly in not just Europe but amongst its north-
ern European and Scandinavian neighbours as well as its public gover-
nance model is extremely decentralised with government agencies and 
municipalities alike enjoying the right (or bearing the burden) of being 
able to decide on its own which IT-solutions to develop, procure or 
license for the handling of data. Hitherto this right has not been 

3 Communication from the Commission to the European Parliament, the Council, the European 
Economic and Social Committee and the Committee of the Regions, A European strategy for data, 
Brussels, 19.2.2020 COM (2020) p.11.
4 http://dataspaces.info/common-european-data-spaces/#page-content
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accompanied by any demand for interoperable systems that can commu-
nicate with each other or for standards in the labelling and further man-
aging of data. This means that a country where the first archive was 
established in 1618 to hold government and court records5 has not been 
able to systematically share data between municipalities within a region, 
between regions, between government agencies or even, in some cases, 
between departments of the same agency.

Within the European context, EU-regulation such as the eIDAS-
regulation6 is mandating the sharing of some personal data and data files 
(e.g. exam records or health data) between member states. This poses a 
great challenge to a nation with a decentralised governance system such 
as Sweden although strides are being made to solve these challenges 
within affected sectors. The problem is however that a solution is needed 
that is independent of which type of personal data that is in question for 
any single EU-regulation. One solution is to simply give each citizen 
control over their own personal data and provide tools for retrieving data 
from one source and pass it on to another.

Seen as a common challenge for all EU member states, efforts are under 
way to strengthen the European interoperability framework for public ser-
vices that aim to ensure that the collection and processing of data from 
different sources is done in a standardised and interoperable manner.7

�Personal Data Spaces

Further measures for strengthening trust in the use of data in Europe are 
needed. Trust increases with empowering citizens with their own per-
sonal data. Individuals can be allowed to have an influence over their data 
by means of tools and methods that allow for detailed decisions to be 
made regarding what is done with the information via what the European 
Commission calls “personal data spaces”. An individual’s entitlement to 
data portability is supported by Article 20 of the General Data Protection 
Regulation and would provide people with greater control over who is 

5 https://riksarkivet.se/history
6 https://digital-strategy.ec.europa.eu/en/policies/eidas-regulation
7 https://joinup.ec.europa.eu/collection/interoperable-europe/interoperable-europe
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able to access and use machine-generated data. This development is pre-
dicted to be able to provide significant benefits for private individuals, 
such as better personal finances, reduced environmental impact, simpli-
fied access to public and private services and improved health. 
Standardising interfaces for accessing data in real time and making it 
obligatory to use machine-readable formats for data from certain prod-
ucts and services are considered essential prerequisites for this.

The legal basis for sharing data in a citizen-centric way is being inves-
tigated with the purpose of clarifying rules, responsibilities and possibili-
ties. The EU’s ultimate objective is to take advantage of the benefits of 
improved and increased data use, where data that includes personal infor-
mation is secure, but can nevertheless be used for promoting growth and 
generating value in an ecologically sustainable manner.

At the time of the assignment, the Data Governance Act (DGA) had 
not yet entered into force.8 The DGA seeks to increase trust in data shar-
ing, strengthen mechanisms to increase data availability and overcome 
technical obstacles to the reuse of data. It will also support the set-up and 
development of common European data spaces.

It aims to increase data availability by addressing four different points:

•	 Making public sector data available for reuse in situations where such 
data is subject to the rights of others

•	 Data sharing amongst businesses
•	 Allowing personal data to be used with the help of a “personal data-

sharing intermediary”, who is supposed to help individuals exercise 
their rights under the GDPR

•	 Allowing data sharing and use for purposes of general interest (“data 
altruism”)

Personal data-sharing intermediaries are not yet established, and it is 
not clear how current public agency efforts to create a legal, robust and 
secure infrastructure for the sharing of data relate to the establishment of 

8 The Data Governance entered into force on 23 June 2022 and, following a 15-month grace 
period, will be applicable from September 2023.
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a new market segment where these intermediaries are intended to act as a 
trusted partner to citizens, companies and public agencies.

7.2	� European Building Blocks

A more immediate area of interest for exploring giving increased insight 
and control to citizens over their personal data was the common European 
building blocks. In order to support the digital internal market, the 
Connecting Europe Facility (CEF) programme funds an arrangement of 
generic reusable digital service infrastructures (DSI), also known as com-
mon European Building Blocks.9 The building blocks offer basic func-
tions that can be reused in all European projects in order to facilitate the 
delivery of digital public services across borders and sectors. The objective 
of the building blocks is to ensure interoperability between IT systems so 
that private individuals, businesses and administrations can benefit from 
seamless digital public services wherever they are in Europe. By means of 
a certification review mechanism, users ought to retain their control.

This can be interpreted as meaning that the certification goes via the 
user, whilst previous assessments have indicated that it is a question of an 
exchange between authorities. According to Swedish law, the discrepancy 
is crucial in order to determine the need of regulatory measures regard-
ing, for example, Swedish privacy legislation or registry laws.

7.3	� Blockchains and Self-Sovereign Identity

Since 2018, the EU has been carrying out exploratory development 
efforts for self-sovereign identity (SSI) and blockchain-based solutions 
via the European Blockchain Partnership (EBP) initiative, which has 29 
participating countries.10 Through EBP, the European Blockchain 
Services Infrastructure (EBSI) is being developed, with the vision of 

9 https://ec.europa.eu/cefdigital/wiki/display/CEFDIGITAL/What%2Bis%2Ba%2BBuildi
ng%2BBlock
10 https://digital-strategy.ec.europa.eu/en/news/european-countries-join-blockchain-partnership
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utilising blockchains for cross-border digital services as part of European 
public administration.

Within the scope of EBSI, work is under way on the European Self-
Sovereign Identity Framework (ESSIF), which, amongst other things, 
focuses on cross-border information exchange via SSI using specific stan-
dards. These efforts are considered to increase in importance as additional 
fields of application are investigated for these technical solutions, espe-
cially with regard to the enabling of an individual’s increased insight and 
control over their personal data.

For any nation in the EU looking to address problems of inefficiency 
in public administration and non-personalised public digital services, it is 
increasingly important to track developments and roll-outs of 
EU-regulation as to avoid creating architectural solutions that will have 
to be amended in the short term to either meet demands of pan-European 
interoperability or due to new resources being made available that would 
save a lot of public expenditure on developing own solutions.

The Single Digital Gateway (SDG) regulation is one such regulation to 
be considered when developing national systems for sharing personal 
data and making use of data that has already been collected, in order for 
the EU to be able to realise the full potential for the internal market. The 
SDG involves providing 20 cross-border e-administration services that 
require public administration to reuse data already provided by citizens 
and businesses (the Once-Only Principle—OOP). In order to achieve 
this, standardised data sets, semantics and an infrastructure for cross-
border data exchange are needed.

7.4	� A Swedish Context

eSam is a member-driven programme for cooperation between 34 
Swedish government agencies formed in 2015. The purpose of this cross-
agency cooperation is to take advantage of the possibilities of digitisation 
to make it easier for private individuals and companies to utilise digital 
public services and for public agencies to use common resources in a 
more efficient way. In 2018 eSam published a report “An agency’s user 
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area – a further development”,11 which sought to further the conceptuali-
sation of citizens’ user areas (the equivalent of a log-in “my page” area at 
a public agency’s website). The concept sought to develop common user 
areas where different agencies can be reached from the same home page. 
The idea is that a single agency should be seen as the owner of the area, 
whilst various authorities provide content and access to the area. The 
common user area is a portal service where users authenticate themselves, 
and once inside the common user area, they can interact with a single 
common area for various agency services.

The way the common user area is run and managed needs to be con-
sistent with applicable laws, and, according to the report, a number of 
questions arose regarding who is responsible for what with regard to the 
area. In addition, questions arose regarding which agency should exam-
ine a request for an official document, be responsible for the confidential-
ity of information stored in the area, and be responsible for data protection 
and information security. Common areas can generate ambiguities with 
regard to responsibility between agencies, but also between agencies and 
an individual using the area who needs to know who to turn to if they 
wish to exercise their rights according to applicable law. eSam notes that 
long-term sustainability is promoted when each agency has legal control 
over its own information assets and is solely responsible for functions that 
they provide for others which makes common user areas a non-viable 
solution as it can provide more insight but not necessarily more control 
for the individual wishing to have agency over the flow of data to and 
from the user area.

�Open Data and Data Sharing

In an international context, Sweden is often considered a digitally 
advanced nation with a digitally mature population, a digitalised public 
sector and a disproportionally high number of so-called unicorn compa-
nies per capita within the tech-sector. However, this image has in recent 
years been tarnished by low rankings in certain international indexes 

11 https://www.esamverka.se/download/18.4472a99d1784abb64fe55a6e/1617090755211/ 
V%C3%A4gledning%20eget%20ut

7  Insight and Control Over Personal Data: A View from Sweden 

https://www.esamverka.se/download/18.4472a99d1784abb64fe55a6e/1617090755211/V%C3%A4gledning%20eget%20ut
https://www.esamverka.se/download/18.4472a99d1784abb64fe55a6e/1617090755211/V%C3%A4gledning%20eget%20ut


148

measuring digital transformation of, amongst other things, the pub-
lic sector.

The OECD Digital Government Index (DGI) is such a ranking tool, 
often cited by internal critics of the pace of digitalisation in the Swedish 
public sector. The evaluation is based on how different countries have 
performed according to dimensions that a completely digital public 
administration should exhibit. The United Kingdom, Japan and Denmark 
are highlighted as examples of countries that have been most successful 
by means of a holistic approach in their respective digitalisation strate-
gies. The index consists of recurring proposals for improved and clearer 
governance, the importance of the right skills within public administra-
tion and the benefits of including the users of digital services in design 
processes.

No direct connection is made to the subject of increased insight and 
control for individuals over personal data and how this should affect a 
country’s ranking in the DGI. The open and transparent public sector 
dimension does not highlight increased insight into personal data as a 
factor; instead, the focus is on published open data and requirements for 
standards and interoperability that this entails. It is mainly in this dimen-
sion that Sweden has suffered a blow to its image as a digitally advanced 
country, although considerable work has been done since the latest 
ranking.

In the evaluation of the data-driven public sector dimension, the result 
is affected by whether citizens and businesses have access to, the possibil-
ity of granting approval for and the entitlement to refuse data sharing 
with the public sector and third parties.12 How this has been achieved 
according to the way that actual and perceived legal obstacles have been 
handled on the basis of the GDPR, national legislation or praxis is not 
analysed. Neither is any comparison made regarding national governance 
models and the potential these give for achieving the desired results in a 
specific manner valued by this index. In some ways, national strategies 
that seek to centralise the management, storage and sharing of data and 
that give broad mandates to a national coordinator to govern a common 
digitalisation policy among public authorities are rewarded. As 

12 Digital Government Index: 2019 results, p. 20 4de9f5bb-en.pdf (oecd-ilibrary.org).
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mentioned earlier, this is in stark contrast to the Swedish model of 
governance.

The authorities in the Nordic countries have a long tradition of collect-
ing data about individuals, but there are challenges for authorities to 
develop their management strategies in a digital ecosystem where innova-
tion and data economy are watchwords. Sweden, Finland and Norway 
have had ambitious goals of being world leaders in developing eGovern-
ment, and Denmark has been especially noted for restructuring its public 
administration in order to seek to incorporate sustainable development as 
encouraged by the EU.

The data registers used by the Nordic countries are unique not only in 
that they have existed for such a long time but also because they have a 
legal mandate that allows various authorities to collect and maintain 
information about the population. Citizens lack an ability to opt out 
because the systems comprise a key part of the way that the welfare sys-
tem itself works. In order to keep the system working in accordance with 
the increasing expectations that citizens have for public services, there is 
a risk that it be assumed that all eligible citizens understand the conse-
quences, costs, benefits and risks of sharing personal data (or not doing 
so). Without this assumption, the basis upon which more and more col-
lected data is expected to be used for more effective public services based 
on data that are shared by consent becomes a problem.

The way that efficiency, legal security, focus on citizens and harmonisa-
tion with supra national initiatives are ensured is something characteristic 
of not only the Nordic countries but is also a distinguishing mark for all 
countries when combined with other circumstances, such as the country’s 
digital maturity, the prevailing model of governance and whether it is a 
country with a relatively large or small population.

7.5	� Finland and MyData

Finland is often mentioned as a frontrunner with regard to data portabil-
ity, not least due to the fact that the MyData principles (Various, 2017), 
which have become widespread internationally and are mentioned in the 
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EU Data Strategy,13 originate in the Finnish Open Knowledge Festival, 
and the fact that the MyData Global headquarters are located in Finland. 
In its data strategy, the European Commission has stated that great value 
can be achieved by allowing individuals to have increased control over 
their data.

Consideration for consumer influence is part of the reason for the pro-
visions on access to and reuse of data in the Payment Services Directive. 
Similar to what is advocated by the MyData movement and others, the 
view of the Commission is that tools and methods allowing people to 
make detailed decisions about what is done with their data will provide 
significant advantages to individuals, including financial benefits.14

�The MyData Example

MyData Global is an interesting organisation that, amongst other things, 
aims to strengthen the empowerment of individuals in relation to data 
about themselves, improve people’s ability to make well-informed deci-
sions and work more consciously and effectively with organisations that 
create or use an individual’s personal data. In Sweden, the term MinaData 
is used to describe MyData.

MyData Global has developed the following principles for designing 
user-centric data ecosystems:

•	 Individuals must have a complete understanding of and insight into 
policies, agreements and how their data is used.

•	 Individuals must have the power to give, refuse or withdraw their con-
sent to the sharing of data.

•	 Individuals in focus when services need data from each other.
•	 Individuals must be able to safely manage their personal information 

in the manner they prefer.

13 Communication from the commission to the European parliament, the council, the European 
economic and social committee and the committee of the regions—A European strategy for 
data p.10.
14 Communication from the commission to the European parliament, the council, the European 
economic and social committee and the committee of the regions—A European strategy for 
data p.12.
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•	 Data portability between services and storage areas must be promoted.
•	 Interoperability must be promoted so that all personal information is 

transferable and reusable without individuals losing control.

Finland has distinguished itself by, amongst other things, intercon-
necting certain digital public services and by collecting information on 
digital public services in one location (see Soumi.fi below). This allows 
citizens to experience more seamless flows between different authorities 
when carrying out errands related to handling life-events that demand 
interacting with public services. The objective is to increasingly enable 
authorities to act proactively in individual cases in order to generate wel-
fare for individuals and society in general. An example would be by mak-
ing use of various sources of data to create an individualised health profile.

Finland saw early that providing more individualised digital public 
services would have to make use of new technologies. The national strat-
egy for handling life-event management was therefore a part of Aurora, 
the national artificial intelligence (AI) programme.15 The Aurora network 
is an AI-based virtual assistant that guides citizens to public services based 
on their user data and personal circumstances. The aim is to allow for an 
individual to complete an errand that demands contacts with multiple 
government agencies through a single point of entry.

7.6	� Is It All About Life-Event Management?

The example from Finland touches on an important realisation about the 
uses for individuals in having more insight and control over their data. 
For some this is an ideological standpoint, but often the use-cases have 
shown limited interest and engagement from citizens regarding handling 
one’s own data.

There are several examples of bottom-up initiatives, often inspired by 
the MyData principles, where start-ups and innovative economic associa-
tions create various pilot projects in test environments and within regula-
tory sandboxes. In France, MesInfos is France’s equivalent of MyData, 

15 https://vm.fi/en/auroraai-en
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and the governing principle is that if someone else can use your data, you 
should be able to do so as well. Experiments have been carried out since 
2013 in test environments between private individuals and companies. 
Customer data were provided to the individual customers of participat-
ing companies within a dedicated space with a personal cloud storage 
provider. Results from such tests showed an initial increase in trust for the 
companied making customer data available. As more companies and 
organisations added their data to the personal cloud, focus shifted to 
visualisation tools and making the data manageable and meaningful. The 
final report of one such large project showed how important the interface 
is for customer retention since only about 10% used the service after 
150 days.16

In 2016, the EU adopted the General Data Protection Regulation 
(GDPR), and focus shifted towards adhering to the regulation rather 
than exploring more innovative methods for giving individuals control 
over their personal data. This may be especially true of the public sector, 
which nevertheless has had some novel projects although within narrow 
use-cases. For government-initiated projects around access and control 
over personal data, political will in combination with an opportunity and 
desire to fund projects can generate commitment from several different 
parties. To generate commitment and political goodwill, the targeted 
group the project aims to help or the problem to which a solution is 
being sought have to be of an apolitical nature, that is, something both 
sides of the political spectrum can agree on.

In the US, the so-called “Blue Button” was just such a case where vet-
eran health provided an area for political cooperation that neither side 
wished to be perceived as being opposed to. Veterans could not download 
their personal health information and share it with doctors or other per-
sons of interest. Veterans or not, people have the same challenge of being 
able to quickly access their records, regardless of what health plan they 
have, what doctor they see or where they receive their care. The solution 
was to allow veterans who have identity verified access to a central site 
called My HealtheVet, to click a “Blue Button” on the website and thus 

16 http://mesinfos.fing.org/wp-content/uploads/2018/12/MesInfos-2016-2018-final-research-
report.pdf
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download their health information to their own home computer or por-
table memory device. They were then free to share that information with 
other providers, caregivers or family members safely, securely and 
privately.17

Such a solution may seem simplistic in comparison to the EU’s vision 
for the eIDAS-regulation on how personal information is to be retrieved 
and shared but nevertheless set an example for solving data-sharing prob-
lems that afflict vulnerable groups that can be up-scaled to the broader 
population. Health-related data is a primary example of an area where 
data-sharing between public and private healthcare actors as well as the 
individual citizen can be life-saving. It can not only provide better and 
timely care on an individual basis, but consensus around what data is 
shared, with whom and for what purpose could also enable a greater use 
of personal data for research into the development of new medicines and 
care methodology. Health data spaces, supporting individuals to take 
control of their own health data, are thus a priority for the EU, and the 
European Health Data Space18 is the first common EU data space in a 
specific area to emerge from the European strategy for data. Due to the 
sensitivity of the data involved, progress in this area that builds further on 
the GDPR, the proposed Data Governance Act, the draft Data Act and 
the Network and Information Systems Directive will likely accelerate the 
development of other data spaces with less sensitive data.

The involvement of the public sector is viewed as necessary in order to 
create trust in data-sharing systems as well as security and robustness in 
the necessary digital infrastructure (Zarifis et al., 2022). There is in gen-
eral a need for venues in which public and private entities can jointly 
produce solutions based on clearly identified needs amongst citizens. In 
order to motivate the allocation of public funds to such projects, life-
events that are particularly complex to navigate for citizens and/or fre-
quently occurring are selected for a proof-of-concept solution.

Public agencies, private companies, citizens and trade and industry 
organisations need a common understanding of what is meant by data 
portability and how existing structures, business models and policies are 

17 https://obamawhitehouse.archives.gov/open/innovations/BlueButton
18 https://health.ec.europa.eu/ehealth-digital-health-and-care/european-health-data-space_en
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affected by giving individuals insight and control into personal data. 
Some of the data is held by public administration, while consumer and 
behavioural data are typically kept by businesses and other organisations. 
The transition is complex, and the need of test environments and exper-
tise in designing digital environments is therefore of paramount 
importance.

Clear incentives need to be created for all parties in the value chain to 
use shared data. Individuals need to understand how data can be used 
and what benefit this can bring for them, such as new services that create 
value; otherwise, solutions for providing increased insight and control 
will only result in inactivity and disengagement (as in the MesInfos pilots) 
and potentially a reduction rather than an increase of shared data. This 
places high demands on the design and interfaces that affect the user 
experience, and the generation of commitment to continued use of the 
services that suppliers in different areas of insight and control can offer.

Likewise, companies need to see new possibilities and business models 
due to their customers controlling more of the interaction between them. 
Otherwise, they will not take part in initiatives that attempt to explore 
the opportunities for increased innovation and value creation. There is 
also a clear link between the interest of trade and industry to explore new 
possibilities and the opportunity to fund participation in an experiment 
or government initiative by means of funds earmarked for projects within 
the company’s social responsibility strategy. That is, in cases where poten-
tial profits cannot be used to engage businesses, there may be an interest 
in participating if the participation itself can generate goodwill amongst 
the public and contribute positively to brand development for a certain 
company or organisation.

These prerequisites lend themselves to life-event management projects 
within the public sector as there exists within such projects incentives for 
public-private cooperation with citizen needs in focus. There exist meth-
odologies for analysing customer journeys and interactions with available 
services and, in many cases, inhouse expertise in designing digital services 
from a humancentric perspective. Furthermore, life-event management 
projects in the public sector have a special attention on legality issues as 
well as criteria for security measures and the robustness of the system, not 
at least in the EU, where several already mentioned regulations affecting 
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data-sharing rights and practices are close to being adopted and passed 
into European law.

�Suomi.fi: Information and Services for Your Life-Events

Suomi.fi19 is an online citizen-portal in Finland that collects together 
other services and instructions for citizens and businesses organised by 
life-events. Individuals can use the website to request authorisation and 
check their personal data and which public agencies have what data on 
them. An individual can thus use Suomi.fi to see data that are saved in 
registers belonging to certain agencies. Each data processor decides what 
information is shown, and each register has instructions regarding how 
an individual can correct or request corrections to inaccurate information.

Likewise, and similar to the Blue button example from the US, Finish 
citizens can see their own health data and prescriptions online,20 where 
patients are also able to give or withdraw consent regarding who else can 
see the patients’ health information. Self-generated data from approved 
healthcare applications can be saved in the data warehouse for a person’s 
own information including current weight, steps and daily activity. All 
use of the Kanta-services is recorded in a log, which provides insight into 
which healthcare organisations have processed a person’s data. However, 
patients are not able to control whether their health data may be used in 
research or not.

7.7	� User-Centric Data Ecosystems

In the Swedish government assignment for exploring possibilities for 
increased individual control and insight into personal data held by public 
agencies, certain characteristics for user-centric data ecosystems were 
identified that are fundamentally important to include. Amongst other 
things, the data ecosystem must:

19 https://www.suomi.fi/frontpage
20 https://www.kanta.fi/en/citizens
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•	 Meet the needs of individuals regarding control and insight
•	 Enable individuals to personally store information in their own chosen 

place in the ecosystem
•	 Have an entity responsible for the ecosystem
•	 Have a functioning infrastructure that bridges interoperability issues 

as a basis for data sharing
•	 Have a clear framework for roles, responsibility, approaches and 

authorisation for the various features of the ecosystem

�Health Journals

As in Finland and other countries, Sweden too provides the possibility to 
digitally access health records online. The service is called “patient records 
online” (journalen på nätet) and is accessed via a secure log-in via 1177.
se, which is the national portal for health-related matters. Individuals 
over 16 years of age can access all or parts of their patient records via a 
service provided by Inera AB,21 a Swedish limited company jointly owned 
by Sweden’s regions and municipalities and tasked with creating the con-
ditions for digitising welfare by providing the owners with common digi-
tal infrastructure and architecture.

The details shown vary between regions, and joining the service is vol-
untary. No region shows all of the information contained in the patient 
records to private individuals. Each healthcare provider also chooses what 
information from their system should be made visible to the individual, 
which results in variation even within regions.

Individuals have direct access to details in their patient records, but 
there is currently no way for them to download or forward information 
to other parties. Additionally, individuals also have the ability to seal, that 
is, remove the possibility of direct access to all or parts of the journal. 
Individuals can do this themselves or request the healthcare services to do 
it for them. Sealing can also be initiated by the healthcare services if it is 
assessed that the information is harmful to the individual, healthcare staff 
or third parties.

21 https://www.inera.se/om-inera/ineras-uppdrag/
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�Pensions

Similarly, everyone who has earned towards a pension in Sweden can log 
in to My Pension (minPension) to see their entire pension and pension 
projections. The service is run and funded half by the government and 
half by the pension providers themselves.

The Swedish Pensions Agency is assigned to provide pension savers an 
overview of their entire pension with projections based on the needs of 
the individual. Everyone who earns a pension in Sweden is provided a 
general picture of their pensions, a projection for future pensions, and 
information about what affects pensions. Data is retrieved from the gov-
ernment as well as the insurance industry and is a good example of col-
laboration between the private and public sectors providing citizens with 
greater insight into the information upon which future pensions are based.

�Digital Post

The Swedish Agency for Digital Government (Digg) is responsible for the 
infrastructure for digital post from public entities called My Messages 
(Mina meddelanden). Digg is also one of four entities that provide a digi-
tal post box service. Joining My Messages means that a person agrees to 
receive digital post from public entities that have also joined the service 
or that will join it in the future. It is possible for an individual to decide 
if they do not wish to receive digital post from specific senders.

The Address Forwarding Register (FaR) is the basis of the infrastruc-
ture for digital post. The register contains information about everyone 
who is in some way connected to the infrastructure. This includes recipi-
ents, public entities who are sending post, distributors and post box oper-
ators. When the recipient acquires a digital post box, they are registered 
in FaR, and a profile is created. The profile that is created during registra-
tion contains the recipient’s Swedish personal identity number and the 
individual’s choice of post box operator. The profile also contains infor-
mation about how the recipient wishes to receive messages. Messages that 
are stored in a digital post box cannot be requested as official documents 
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because the digital post box should be considered as the post box holder’s 
personal user area.

These are examples of how access to data is perceived to be important 
for increasing the agency of citizens in dealing with life-events and stay-
ing informed about errands that can affect their well-being and financial 
status. However, many parts of the data-sharing ecosystem are based on 
voluntary adoption by public agencies, and there is as yet no standardised 
mandatory guide to how data should be managed and shared. Where 
access to personal data is granted it is often a form of one-way communi-
cation or mirroring of what data is kept. The insight part of the equation 
is prioritised, in other words, while the control part is lagging. There is no 
possibility, for example, to answer digital post digitally (although certain 
invoices sent digitally allow the recipient to pay the invoice directly link-
ing the invoice to a digital payment system authorised with eID). There 
is no way to send information about, for example, your health from your 
journal to a chosen recipient from within the journal online service 
and so on.

�Health for Me: A Failed Attempt at More

Health for me (Hälsa för mig) was a government initiative started in 
2012 by the Swedish eHealth Agency. The service would contain a user 
area at the Swedish eHealth Agency for storing information, a “health 
account” that would make it possible for individuals to collect, get an 
overview of and share their health information. The personal health 
account would be free of charge, and the aim of the initiative was to 
strengthen the involvement of individuals in their own health and to give 
them the right and ability to exercise control over their own health data. 
The personal health account would give private individuals in Sweden the 
possibility to save, manage and share their health data throughout 
their lives.

The initiative would consist of a platform upon which businesses and 
organisations could build innovative health-related services for private 
individuals in the form of applications. People would be able to use their 
personal health accounts to decide for themselves what information 
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would be saved and shared with other parties and to ensure the accuracy 
and quality of the information. Information from the health account 
would only be made available to others after a user had granted their 
consent by means of a consent feature built into the service. If an applica-
tion were to be linked to the health account and the individual had given 
consent to his or her information being shared, the recipient of that per-
sonal data (i.e. the application provider) would be responsible for the 
continued use of the information in the application.

In its agreement with application providers, the Swedish eHealth 
Agency aimed to set requirements that personal information could be 
used only in accordance with the current data protection legislation and 
that consent would be required each time information was to be disclosed.

Using the infrastructure that the Swedish eHealth Agency was sup-
posed to provide, an API-based ecosystem would have been created so 
that both public and private organisations would be able to offer services 
over which the individual would have control and be in the centre of.

Following a judicial review, the Swedish Data Inspection Board,22 and 
later the Administrative Court,23 did not approve the Swedish eHealth 
Agency’s interpretation of the legal bases for carrying out the assignment.

In its review, the Swedish Data Inspection Board found that the health 
account did not meet the requirements of the data protection legislation 
and therefore issued a number of injunctions. The Swedish eHealth 
Agency appealed against the decision to the Administrative Court of 
Stockholm, which in turn rejected the appeal.

In its ruling, the Administrative Court of Stockholm assessed that con-
trollership of the health account fell on the Swedish eHealth Agency, 
since it was the entity that determined the outer framework for process-
ing personal data and, in the long term, the purposes and means of pro-
cessing operations. The court found that this was not a case of a so-called 
user area (e.g. My Pages, My Profile) as offered by some agencies as digital 
storage for individual user data. The Administrative Court also found 
that, although individual users of the service would retrieve information 

22 Supervision according to the Personal Data Act (1998:204)  – the Swedish eHealth Agency’s 
Hälsa För Mig service, 2017-04-21, Reg. No.: 2276-2016.
23 Administrative Court of Stockholm, judgement of 2018-05-24, Case No. 11458-17.
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and share data, it was only the Swedish eHealth Agency and its personal 
data processors that would manage data collection as a whole. According 
to the Administrative Court, the fact that registered users would have 
considerable influence over the service and that information was to be 
retrieved from other data controllers did not reduce or limit the account-
ability of the Swedish eHealth Agency for the data contained within the 
data-sharing ecosystem or for how it was used. Neither did the fact that 
data subjects would have given their consent to having their information 
processed mean an end to the responsibility of the data controller, as 
asymmetries in power between the individual user on one side and the 
public agencies and private companies involved in the data-sharing pro-
cess were deemed too large, making the consent null and void in matters 
of legal responsibility.

Following the verdict of the Administrative Court, the Swedish eHealth 
Agency assessed that legal support for the health account was insufficient, 
so the authority chose not to appeal against the judgement, abandoning 
the project days before its official launch.

7.8	� Conclusion

Individual services as described above are good examples that can be con-
sidered ecosystems based on collaboration between the private and public 
sectors.

Digital post, the online pension service and the digital health journals 
all focus on improving an individual’s ability to have insight. The fourth 
example “Health for me” aimed to go further than merely giving insight 
by also providing individuals with control over their information and the 
possibility of sharing data with other parties, be they public or private 
entities. The project showed that there are considerable challenges, espe-
cially legal ones, in providing individuals with control over their informa-
tion, not least in relation to public agencies.

The services shown are largely sector-specific solutions, but there are 
experiences from all of the above services, where issues concerning col-
laboration between the public and private sectors, business interests, 
funding, legal questions, development and administration are all of 
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interest for further efforts in developing individual solutions for insight 
and control. The question is if the current mode of thinking about an 
individual’s access to data will enable us to design and develop data-shar-
ing ecosystems that are fully in line with national and European laws. 
Perhaps, a paradigm shift is necessary whereby each individual is granted 
ownership of their personal data in order to fully realise the potential of 
more informed and engaged citizens, using their personal data for com-
mon solutions to common problems facing entire societies such as health 
pandemics, ageing populations, inefficient government and eroding trust 
in public institutions.

This option, as set out in the MyData principles, shifts a large portion 
of responsibility for sharing but also for protecting data onto the indi-
vidual. Therefore, a digitally mature population is needed to support such 
a shift, but the population also needs to be trusted to act in their own 
self-interest and the best interest of society at large, and this is an unex-
plored area from the perspective of data-ownership. In the past few years, 
terms such as data-unions or data altruism have gained some attention, 
people working together or in solitude to ensure that their personal data 
is used wisely and for the benefit of other people through scientific 
research and for the more targeted, individually adopted and proactive 
digital services. How to handle your personal data, what the relationship 
between you and your data is, how it can affect your future and how it 
influences the relationship between you and the wider community are 
perhaps suitable subjects to teach our children in school before a national 
system is adopted that is based on the competence of each citizen to 
understand such relations.

As the Swedish Agency for Data Protection (IMY) states; “in order to 
be able to use consent as a legal basis, the power relationship must be equal. 
Keep in mind that the power relationship is often unequal in the relationship 
between authorities and citizens, and between employers and employees. If 
there is an unequal power relationship, you cannot rely on consent”.24

If consent is not sufficient it is hard to imagine a system for data shar-
ing, where the individual is empowered by other means, to have greater 

24 https://www.imy.se/en/organisations/data-protection/this-applies-accordning-to-gdpr/lawful-
grounds-for-personal-data-processing/—quoted from the Swedish language site.
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agency over their personal data, while ownership of the data still resides 
with public or private entities. At the same time, it is hard to imagine a 
system of data-sharing based on individual ownership of personal data 
and where consent is binding that will function to provide corporate 
interests with the data they need for their current business models and 
public agencies with the data they need to design better digital public 
services. The risk is that the complexity, each individual is expected to 
handle with regard to decisions over data-sharing and the resulting con-
sequences of sharing, not sharing, opting out and so on, will overwhelm 
the individual and result in a passive, non-directional handling of per-
sonal data by the individual owner.

While there are no easy answers to these questions, education on the 
empowerment of the individual through the usage of one’s own personal 
data is one necessary component. Another is creating and communicat-
ing a shared vision for the kind of society each nation is wanting to pur-
sue and how the role of the individual within that society’s social contract 
is likely to change as a result of further empowerment in relation to the 
public and private sectors. This vision must also serve to answer the ques-
tions of what the prioritised challenges (global and local) that a change in 
data-management and ownership over personal data is likely to contrib-
ute solution to and how.

Lastly, the capabilities of each individual and indeed willingness to 
participate in this ongoing digital transformation that makes up the 
Fourth Industrial Revolution or Industry 4.0 era must also be considered. 
Perhaps the well-known statement that the greatness of a nation can be 
judged by how it treats its weakest members needs an update for this era. 
The treatment and quality of life of those not able or willing to participate 
in this digital transformation are what we first must agree on before any 
further empowerment of the able and willing can be explored so as to not 
needlessly endanger the socioeconomical sustainability of our current 
models for using personal data for digital services, however flawed or 
inefficient the current system may be.
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8
Digital Transformation in the Indian 
Service Sector: Benefits, Challenges 

and Future Implications

Ambika Kulshrestha, Sandeep Kulshrestha, 
Leonidas Efthymiou, and Despo Ktoridou

8.1	� Introduction

Currently, India has the fastest growing service sector in the world, con-
tributing over 60% to the country’s Gross Domestic Product (Deloitte, 
2022). The growth of the service sector is facilitated by government-led 
initiatives, aiming to encourage cooperation among firms and start-ups 
in the field of Information Technology (IT), media, banking, transporta-
tion, energy, logistics and education. However, amidst the increasing dif-
fusion of technology (Thrassou et al., 2022a, b), it’s important to examine 
how digitization influences the service sector, including its challenges and 
long-term prospects. Therefore, the current chapter explores how service-
sector organizations in India have transitioned towards digitalization, the 
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implications they had to face owing to technology adoption and the 
strategies they implemented towards adaptation.

The analysis draws on findings collected through a survey among man-
agers in the service sector. The survey responders belong to middle, senior 
and top management levels—all of them empowered with decision-
making authority. The responders work in IT Enabled Services, 
Information Technology, Financial Services, Business Consulting, and 
e-Commerce firms.

It is worth mentioning two distinctive points about this chapter. First, 
two of the chapter’s co-authors are business consultants in India. 
Therefore, they have direct access to businesses and managers, who have 
then provided us with the contact details of other managers, as part of the 
snowball sampling approach. The second point is that most of the litera-
ture review relies on sources focusing on the Indian context, to enable a 
more accurate conceptualization prior to conducting primary research.

The remaining chapter is structured as follows: the next section pres-
ents a review of the literature. Then, the analysis presents the research 
design and methods of the study. The findings are presented in the subse-
quent chapter prior to summarizing the main points in the conclusion.

8.2	� Review of Literature

Contemporary digitization concerns cross-boundary digital technologies 
such as the Internet of Things (IoT) (Nadkarni & Prügl, 2020; Ng & 
Wakenshaw, 2017), 3D printing (Rayna & Striukova, 2016), Artificial 
Intelligence (Zarifis & Efthymiou, 2022), learning platforms (Ktoridou 
et al., 2022) and big data analytics (Dremel et al., 2017). Such technolo-
gies have induced transformations, which are way ahead of simply opti-
mizing internal operational processes and thus creating radical changes to 
business models (Rayna & Striukova, 2016), organizational strategy 
(Bharadwaj et  al., 2013), corporate culture (Dremel et  al., 2017) and 
industry re-structuring (Kohli & Johnson, 2011). But what exactly is 
digitization, and how did we reach this point?

Digital transformation is about changes arising from digital technolo-
gies and the automation of processes facilitated by Information 

  A. Kulshrestha et al.



167

Technology (Hess et  al., 2016). In the digitization process, analogue 
information is encoded into strings of zeros and ones, resulting in a digi-
tal format. This conversion enables systems to store, process and transit 
data (Efthymiou et al., 2023; Loebbecke & Picot, 2015). The conversion 
process of digitization, nevertheless, focuses upon converting only the 
internal and external documentation processes, whereas value creation 
activities do not undergo any change (Verhoef et al., 2021).

However, when we refer to digitization across an industry or sector, we 
mean that organizations utilize technologies that change existing business 
processes (Li et al., 2017). For example, the creation of communication 
channels allows customers to have ease in connectivity with firms, thus 
changing the conventional customer-firm interactions by using online 
and mobile technologies (Ramaswamy & Ozcan, 2016). In this process, 
digitization has three key components: process, organization and tech-
nology (Talamo & Bonanomi, 2020). Also, while some technologies 
improve certain aspects of the job, some inventions are so innovative that 
are capable of developing new business models (Pagani & Pardo, 2017; 
Ktoridou, 2013).

�Brief History of Digital Transformation

In the early 1990s and 2000s, digitizing business processes, products and 
services was introduced with many organizations commencing their jour-
ney towards digital transformation. However, the entire change process 
towards technology paced up in the 2010s, when smartphones and social 
media came into being (Bhattarai, 2020; Christou et al., 2015). Digital 
transformation was made possible through the development of infra-
structure. The current hybrid environment is the result of mainframes to 
servers to networks to cloud hosting. A 2GB server changed their infra-
structure when it began hosting the World Wide Web in 1991, and every 
business needing internet needed access to a server (Red Hat, 2018).

Infrastructure was also about applications. Servers became the popular 
infrastructural tool, and applications began disrupting the market. 
Monolithic applications were first: one application had one server. N-tier 
architecture of some monoliths breaks functional pieces of architecture 
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thus allowing one server to handle more than one application. A client 
server method process was used to pool requests in two tiers running on 
client systems (tier 1) connecting back to servers (tier 2). Evolution in 
application architecture was preceded by market disruption of server and 
gave rise to applications prevailing in business (Red Hat, 2018). In the 
past an entire mainframe was required to run complex mathematical cal-
culations, and the mainframe was larger in size, took more than 350 
square feet of space and was more expensive compared to machines of the 
current era. Agile development processes were possible due to multitier 
processing, although development and operations teams yet worked sep-
arately with the teams needing different workflows and environments.

�Benefits and Challenges of Digital Transformation

Nadkarni and Prügl (2020) provide points of difference between product 
and process disruptiveness. The former includes new product classes, 
substitutions or primary improvements in the products, while the latter 
is about process substitutions and innovations radically improving 
industry-specific dimensions. Disruptive technologies, nevertheless, 
impose challenges on employees. For example, Ambrosio et  al. (2020) 
claim that labour markets and business regulations force employees to 
delay the adoption of digital technology. Also, employees are likely to 
experience technostress and digital stress, which blur the boundaries of 
work-life balance (Trenerry et al., 2021).

According to Fareri et al. (2020), the onus of learning new digital skills 
and getting accustomed to newer technologies is directly placed on 
employees by their employers. They also claim that the employee’s refusal 
to adapt to changes is a primary barrier to upskilling. On the other hand, 
around 52% of employees blame their organizations for focusing only on 
maximizing their returns on investments, thereby trying to align their 
talent towards it, and hence they vehemently get critical of their employ-
ers, pointing out that the training programmes do not help them in 
enhancing and gaining new digital skills. In addition, technology is often 
responsible for demeaning interpersonal relationships between top 
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management and middle managers, at they get severely affected during 
the digital transformation process (Nadkarni & Prügl, 2020).

Furthermore, Aeppel (2015) state that over the last 30 years the revo-
lution that occurred in the field of digital technology has taken away 
many middle skill jobs. In the same vein, Rotman (2013) argues that jobs 
of typical workers have been replaced by machines thus adversely affect-
ing their financial sustenance. On the other hand, the jobs for computer 
programmers and web designers have increased (Aeppel, 2015). Also, 
many organizations, machinery, shipments, infrastructure, devices and 
employees are being equipped with networked sensors to enable moni-
toring of the environment, guidance and informed decision-making 
(Cascio & Montealegre, 2016)—a process that is also known as Internet 
of Things (IOT). Such technologies facilitate control over the flow of 
operations and help avoid disruptions by taking immediate steps to 
deploy preventive strategies as and when issues occur.

Moving further ahead with their narrative, Cascio and Montealegre 
(2016) state that systems enabling employees to track their work status 
aid in enhancing their productive levels help them in managing their 
timelines as per tasks in hand and assist them in achieving their goals 
efficiently. Yet, tracking technology often lacks the capabilities that effec-
tive managers portray. This occurs because machines cannot comprehend 
high levels of emotional ambiguity and lack the capability to motivate 
people at all levels of the organization. Also, while tracking technologies 
may be helpful, this kind of monitoring may also increase employees’ 
stress levels as they feel that they are being controlled at all times 
(Castanheira & Chambel, 2010; Efthymiou, 2010). About wearable 
computing devices like smartphones, Vanderkam (2015) state that there 
is a deficit in the attention span of the people since they are half present 
and half absent, with them checking their phones an average of 150 times 
a day. This may result in major issues in work-life balance owing to lack 
of boundaries of time.

Moreover, Delaney and D’Agostino (2015) provide two examples of 
employees’ resistance to new technologies. Employees at the ALMAC 
Clinical Technologies, Souderton, PA, resisted a new testing tool (HP 
Quality Centre), which was needed to improvise their system testing abil-
ity. A similar example concerns employees in the New Jersey Division of 
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Gaming Enforcement (NJDGE), which adopted a Business Intelligence 
tool. Again, the adoption of technology was resisted by employees since 
they thought it took them much time to learn and would provide mini-
mum efficiency. They preferred their regular routine of conducting their 
investigations rather than optimizing the new system. In both examples, 
employees were forced into using the new system by their management.

Furthermore, technology does not only challenge labour. Disruptions 
can also occur in processes, due to process substitutions or innovations 
(Nadkarni & Prügl, 2020). An example is provided by Vial (2019), sug-
gesting that banking using mobile applications for transactions is pre-
ferred by Asian consumers. This has created a pressure on DBS bank to 
offer such new services to their customers to remain competitive.

Despite the challenges there have been examples where organizations 
have benefitted owing to technology. A digital simulation of a Product 
Life Cycle Management (PLM) system was created by a leading automo-
tive company, enabling its teams to work and identify complex collabora-
tion processes. The system also aimed at improving the teams’ cohesiveness 
thus speeding up the release of features (Defossez et al., 2020). Likewise, 
Tabrizi et al. (2019) provide an example of the department of planning 
and development of Santa Clara County in California. The department’s 
customer portal was enriched so that customers could track their applica-
tion progress from one part to the other. The organization also managed 
to configure staff software that could automatically identify applications 
that were stalled. Also, in the banking and accounting sectors, Artificial 
Intelligence is utilized for recruitment, selection and hiring purposes 
(Batiz-Lazo et al., 2022).

Such examples reveal that digital transformation is capable of trans-
forming a wide range of processes and functions within firms. The list of 
course is by no means exhaustive. However, our review reveals that peo-
ple, processes, functions and business models do get affected owing to 
adoption of digital technologies. At the same time, technology diffusion 
is sometimes beneficial and sometimes challenging. Within this frame-
work, the goal of this chapter is to examine digitization in organizations 
in the Indian service sector and the trajectory that they have adopted to 
sustain its positive effects and mitigate the negative ones.
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8.3	� Methodology

To explore the impact of digitization on service-sector organizations in 
India, a primary research has been conducted through questionnaires. 
The survey responders belong to middle, senior and top management 
levels. All of them were empowered with decision-making capabilities in 
their respective organizations. The data which is collected is descriptive 
since it describes the way the organizations have managed to cope up 
with technological adoptions by using strategies, thereby trying to man-
age its adversities and imbibe the positive effects.

The questionnaire comprised multiple-choice questions. Questions 
could be answered without intervention or influence by researchers. The 
questions were directly related to the topic thus ensuring face validity. 
Also, content validity is ensured since the data collected and tested is 
focused upon the technologies adopted by organizations, the impact it 
has had and the strategies that have been adopted to manage the impact.

Based on the objective of the study, the population size is limited to 
two parameters:

	1.	 The services sector
	2.	 India

The sampling frame included the above two parameters in a precise 
way. Also, owing to the research methods applied, non-probability sam-
pling technique is used with a sampling mix of convenient, snowball and 
purposive sampling methods. Below, the analysis presents the specifics of 
each method.

�Survey

The aim of the survey is to explore (a) the impact of digitization on peo-
ple, processes, business models and culture in organizations in the ser-
vices sector, and (b) the adaptive strategies towards adopting and 
managing digitization. Hence, it is imperative to analyse, initially, 
whether a relationship exists between the two variables ( ‘Areas in 
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organizations’ and ‘technology/digitalization’). For this purpose, the 
responses received through the survey are analysed using quantitative 
data analysis techniques. Hypothesis is formulated using the Chi-Square 
test to find out the result. The research hypotheses to be studied in this 
chapter are:

H1: Technology/digitalization has impacted people.
H2: Technology/digitalization has impacted processes.
H3: Technology/digitalization has impacted business model.
H4: Technology/digitalization has impacted the culture.

The hypotheses are designed to investigate the level of impact due to 
technology/digitalization on the various areas in the organizations, in the 
service sector after they commenced using it. These hypotheses, if true, 
would prove that technology/digitalization did impact the areas.

The questionnaire was created on ‘Google Forms’. A convenient sam-
pling has been used by forwarding the questionnaire’s link online to all 
those directly associated with and working in the services sector. The 
questionnaire was emailed through WhatsApp and LinkedIn. Hence, 
purposive sampling is used to ensure all those working in the services sec-
tor including their organizations get an equal opportunity to get selected 
for responding to the survey to gain maximum data on various technolo-
gies adopted and used by the respective organizations. Also, the snowball 
sampling was used so that the first responders could forward the survey 
link to their contacts who work in the service sector, and they in turn 
forward it to their contacts. The names of the responders and their respec-
tive organizations are unknown to the authors since the survey is 
anonymous.

The survey consists of a mix of multiple-choice questions and ques-
tions that require long answers. Some of the multiple-choice questions 
are based on specific variables like the hierarchical level in the organiza-
tion, the domain/vertical the responder works in and organizational vari-
ables like size, success level of the digitalization process adopted and 
whether the technological impact was as per set standards/there were 
deviations. The long questions included the years of existence of the orga-
nization in the market, digital technology adopted with its name, 
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functional unit where it was adopted, areas/departments impacted by 
technology, influence of technology on different stakeholders, deviations 
due to technology adoption from set standards and strategies adopted to 
manage the deviations. Chi-Square test was used to test and analyse the 
data received regarding the impact of technology/digitalization. The 
selection of the areas impacted was done based on a review of the litera-
ture in the field of digitization.

At the time of writing these lines, the number of responders who had 
already responded to the survey was 22. Although the collection of find-
ings is still in progress, the current analysis draws on the findings col-
lected by the sample of 22 responders, whereas additional findings will be 
utilized in future research.

8.4	� Findings

The findings presented in this section reveal the direct impact of Digital 
Transformation on employees’ managerial and everyday processes in the 
Indian service sector.

To start with, out of the 22 survey responders, 9 work in IT Enabled 
Services, 6  in Information Technology, 5  in Financial Services, 8  in 
Business Consulting and 4 in e-Commerce. Out of the total sample of 
responders, 7 belong to organizations having a size between 0 and 50, 21 
belong to organizations having a size between 51 and 500 and 4 belong 
to organizations having a size which is over 500. Table 8.1 presents the 
responders’ level on the managerial hierarchy.

All 22 survey responders mentioned that their organizations were 
impacted by digitalization, in regard to the firm’s processes, business 
models, culture and people. The details are presented in Table 8.2.

Table 8.1  Managerial level of responders

Hierarchical level Survey responders

Junior management 4
Middle management 8
Senior management 4
Top management 6
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Table 8.2  The areas impacted by digitalization

Positive Negative

In areas By respondents

Number % Number %

Processes 11 50 6 27.27
Business model 11 50 9 40.91
Culture 8 36.36 3 13.64
People 9 40.91 2 9.09

Note: The responses are grouped since there is more than one area where the 
responders experienced the impact

As shown in Table 8.2, 11 out of 22 responders in middle and senior 
management in IT Enabled Services, Financial Services, and IT firms felt 
that digitalization had a positive impact on the processes in their organi-
zations. Individual accountability improved due to the reports of work 
done provided by technology system software, like ‘Zoom’ based on 
‘Chrome OS Linux’ and ‘Google Meet’ based on ‘WebRTC’ technolo-
gies. Also, video meetings could be recorded, assisting in minutes devel-
opment and drafting of the subsequent agendas. In the case of ‘Slack’ 
based on ‘Java’ and ‘Kotlin’ technologies, workspace analytics dashboard 
could also be utilized, as discussed earlier in the literature (e.g. Rayna & 
Striukova, 2016; Hess et al., 2016). Such findings reveal the direct effect 
of Digital Transformation, and how it facilitated positively some of 
employees’ everyday processes.

Also, six responders in junior and middle management levels, in 
IT-Enabled and e-Commerce, felt that they faced a negative impact. 
Three of them are still struggling with ‘Salesforce IOT Cloud platform’ 
and ‘XMPP’ software on WhatsApp. Especially in WhatsApp three of the 
responders mentioned that they had to deal with several connection 
issues. Six responders claimed that using ‘Microsoft Teams’ based on 
‘Azure’ makes the work process more complicated and results to increased 
stress level. Such findings resonate with some of the studies we discussed 
earlier in the literature review (e.g. Trenerry et al., 2021). In addition, it 
is worth adding that technology is often introduced unexpectedly, under 
the pressure of crises and critical events (Vrontis et al., 2022; Thrassou 
et al., 2022c, d).
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Moreover, 11 of the responders in senior and top management posi-
tions, in Financial Services and IT Enabled Services, felt that digitaliza-
tion had a positive impact on the business model. This is because their 
customers had better experiences; they could attract talent; and their 
margins increased through the application of CRM software, such as 
‘Salesforce’ and ‘Zoho Analytics’ based on ‘Google Analytics’, ‘HTML 5’, 
and ‘jQuery’. This finding resembles the findings of Rayna and Striukova 
(2016), who analysed how CRM software enhances margins. On the 
other hand, nine of the responders who experienced a positive impact 
also felt that it had a negative impact due to security breaches, whereas 
technology was expensive, thus impacting their margins negatively.

Eight responders in the middle and senior management in Business 
Consulting, e-Commerce and IT Enabled Services felt culture was 
affected positively by digitalization since collaboration between teams 
throughout the organization was enhanced. Also, technology makes it 
easier to communicate key performance indicators (KPIs). Accurate data 
can be collected with the use of software like Zendesk based on ‘Google 
Analytics’, ‘HTML 5’ and ‘jQuery’ for better customer services, as previ-
ously discussed by Rayna and Striukova (2016) and Dremel et al. (2017).

Three responders who had responded positively about digitization felt 
that there are occasions of negative impact due to lack of privacy, espe-
cially for employees working from home. Also, once again the responders 
had to deal with increased stress levels, as explained previously by 
Castanheira and Chambel (2010). Nine responders felt that people in the 
organization were affected positively by digitalization: chief executives 
and senior management leaders in IT Enabled Services and Financial 
Services felt that using software like ‘Zoom’, ‘Google Meet’ and ‘Microsoft 
Teams’ based on ‘Azure’ enabled them to keep track of meetings and 
verify productivity levels, as discussed in a previous study by Bharadwaj 
et al. (2013). On the other hand, two responders from middle and junior 
management in IT Enabled firms were affected negatively as existing and 
newly hired employees found it difficult to adapt to newly installed sys-
tems, such as the ‘Salesforce’ IOT cloud platform. In this situation, exist-
ing employees could not help newly hired employees, as technology was 
new to both categories of employees. One responder mentioned that 
employees feel they work hard on the new software, but the fruits of their 
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labour are taken by the organization leaving them without a pay hike or 
motivation (Rotman, 2013). What is interesting, overall, is how execu-
tives and senior management expressed themselves positively about tech-
nology, whereas middle and junior management felt a negative impact, 
due to their different roles, performed at different levels.

Overall considering the impact on ‘Areas’, the positives outweigh the 
negatives; hence, it can be easily deduced that technology was as per the 
expectations of many responders. This is presented in Table 8.3. However, 
considering the impact on each individual ‘Area’, as presented in Table 8.2 
in conjunction with Table  8.3, it is deciphered that digitalization had 
neither a good nor a bad impact on the organizations.

As presented in Table 8.3, one responder felt that the success of the 
digitalization process exceeded their expectations. Nine felt it was as per 
their expectations, four felt it was average and thirteen believed it was 
neither good nor bad. Based on the survey responses, further analysis is 
done using the Chi-Square test, as mentioned in section “Pearson’s Chi-
Square” and presented in Table 8.4.

Table 8.3  Success level of digitalization process adopted

Respondents

Number %

Exceeded expectations 1 9.09
According to expectations 9 40.91
Average 4 13.64
Neither good nor bad 13 59.09

Note: The responses are grouped since there is more than one alternative selected 
by the responders

Table 8.4  Chi-Square test

Areas Chi-Square value df p Value Result

People 8.91 1 3.84 Significant
Processes 5.778 1 3.84 Significant
Business model 2.2 1 3.84 Insignificant
Culture 4.54 1 3.84 Significant
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�Pearson’s Chi-Square

For the Chi-Square test, categorical discrete variables are used, which are 
the number of responders in the survey who have specifically selected the 
areas impacted by digitization in their respective organizations. 
Experimental design is used because cause is digitalization and effect is 
the impact in various areas. Also, the reason for using experimental design 
is to understand the result of using technology or digitalizing the entire 
organization, and it turns out to be an experiment that organizations 
could have undertaken to learn what could happen after adopting tech-
nology. Whether they would succeed or fail.

To identify the impact of digitalization on these organizations, while 
calculating the Chi-Square test, the number of people who pointed out 
the positive impact on the relevant areas, as mentioned in Table 8.2, is 
considered together with those who pointed out the negative impact in 
the same areas.

As presented in Table 8.4, there is a relationship between digitalization 
and processes (Chi-Square = 5.778). There is no relationship between 
digitalization and business model (Chi-Square = 2.2). There is a relation-
ship between digitalization and culture (Chi-Square = 4.54) and people 
(Chi-Square = 8.91).

The Chi-Square test is used by the authors since the variables to be 
tested are categorical and discrete, and they need to be tested to identify 
whether they are associated with each other or not, thus trying to draw an 
inference, thereby using inferential statistics. The results of the test reveal 
the following.

The ‘Areas in Organization: Processes, People, Culture’ have a Chi-
Square value which is more than the p value thus indicating that these 
variables are statistically significant. Also, it means that the hypothesis 
can be accepted since the independent variable ‘Technology/Digitalization’ 
and the dependent variable ‘Areas in Organization’ have an association 
with each other, thereby concluding that the use of technology by the 
respective organizations has had an impact on the above-mentioned 
‘Areas’, which have been enumerated in the Sect. 8.4.

The ‘Area in Organization: Business Model’ has a Chi-Square value 
which is less than the p value thus indicating that this variable is statisti-
cally insignificant. Also, it means that the hypothesis can be rejected since 
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the independent variable ‘Technology/Digitalization’ and the dependent 
variable ‘Areas in Organization’ have no association with each other 
thereby concluding that the use of technology by the respective organiza-
tions had an insignificant impact on the above-mentioned ‘Area’ and 
which has been enumerated in the Sect. 8.4.

From the paragraph above it can be observed that the Chi-Square test 
presents the relationship as it exists/does not exist between the categorical 
variables ‘Areas in Organizations’ and ‘Technology/Digitalization’, 
through its results. Hence it is evident from Table 8.4 that there does exist 
a relationship between ‘Processes, People and Culture’ which comprise 
the ‘Areas in Organizations’ and ‘Technology/Digitalization’. On the 
other hand, there is no relationship between ‘Business Model’ which also 
comprises the ‘Areas in Organizations’ and ‘Technology/Digitalization’.

To prove that a relationship does exist between variables (independent 
and dependent), the observed values (discrete and categorial variables: 
number of responses positive/negative for the ‘Areas in Organizations’) 
have been compared with the expected values derived through the pro-
cess of using the Chi-Square test. The observed values are compared with 
the expected values after providing a sufficient scope for ‘Degrees of 
Freedom’, which is used in inferential statistics to help derive the conclu-
sion, specifically in this case, as depicted in Table 8.4 (df = 1), the level of 
effect the independent variable ‘Technology/Digitalization’ has had on 
the dependent variable ‘Areas in Organization’. The calculated values of 
Chi-Square as per Table 8.4 are compared with the p value [(3.84) with 
0.05 as the level of significance as per standard normal distribution], as 
per the Chi-Square distribution table, aligned with specific degrees of 
freedom (df = 1).

In the case of ‘Area: Business Model’ having a Chi-Square, which is less 
than 3.84, there is no association between the independent variable 
‘Technology/Digitalization’ and the dependent variable ‘Business Model’ 
thus rejecting the hypothesis that ‘Technology/Digitalization’ has 
impacted the ‘Area: Business Model’. And the reverse is applicable in the 
case of ‘Areas: Processes, People and Culture’, where the Chi-Square is 
more than the p value of 3.84. It indicates that there is an association 
between the independent variable ‘Technology/Digitalization’ and the 
dependent variable ‘Areas in Organization’, thus accepting the hypothesis 
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that ‘Technology/Digitalization’ has impacted the ‘Areas: Processes, 
People and Culture’.

Thus, based on the explanation in the above paragraphs it can be 
deduced that the Chi-Square test has aided in identifying the gaps 
between the observed data based on the ‘Survey’ samples and the expected 
data as per the Chi-Square test model. The test enables an analysis of the 
reasons/causes of the gaps, which can be observed in the Sect. 8.4. The 
differences/gaps emerging by the Chi-Square test have revealed that the 
hypotheses are ‘True’ or ‘False’ and ‘Why’ did they comply/not comply 
with the hypothesis set.

The authors used Chi-Square test of independence to analyse the data 
collected because it was able to determine whether the observed values 
were in line with the expected results, thereby testing the hypothesis set 
by them. The observed data that was analysed is from a random sample 
where survey questions were used to draw the sample. The two variables 
(independent and dependent) are categorical variables.

It can also be deduced that since the sample size is not large enough, 
the test showed a significant result for the ‘Areas: Processes, People, 
Culture’. Had the sample size been large enough, the probability of these 
areas being insignificant or the ‘Area: Business Model’ having a significant 
relationship with the independent variable ‘Technology/Digitalization’ 
cannot be ruled out.

Finally, the survey responses are a small sample that is representative of 
the entire population. This is because the entire population would com-
prise all employees at all levels in all organizations across the service sector 
in the country. Although small, the sample size represents employees at 
all levels, in various organizations in the service sector. Also, in each orga-
nization, there is a probability of at least one employee, in at least one 
level having responded to the survey questions. And since the population 
parameter is unknown here, inferential statistics is used, which will take 
the sampling error into account, although there is an increased probabil-
ity of there being a difference between the population parameter and the 
sample statistic. The probability of sampling error is increased in the case 
of the survey because non-probability sampling techniques are used. All 
the organizations in this sector in the country did not receive equal 
chance of getting chosen in the sample. Over this aspect, the authors had 
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no control since snowball sampling method is used. Under Snowball 
sampling, randomly people who received the link to the survey question-
naire have managed to respond to the questions, and hence, random 
responders have been able to answer the questions. This process has given 
rise to two issues: (1) all the organizations in the service sector have not 
received an opportunity to take part in research; hence there is a gap 
between the population parameter and the sample statistic, which is cov-
ered under the sampling error; and (2) there is a gap between the data 
received by the authors and the actual data as it would be, but it is 
unknown to the authors. Hence the authors will have to form their con-
clusions be drawing on the limited data received.

8.5	� Discussion and Conclusion

The service sector in India began to develop dynamically from the second 
half of the twentieth century. Today this sector contributes over 60% to 
GDP and 70% to employment (Deloitte, 2022). The service-sector firms 
examined in the study included a sample of IT Enabled Services, 
Information Technology, Financial Services, Business Consulting and 
e-Commerce. Our findings revealed the direct effect of Digital 
Transformation on organizations and how it influenced positively or neg-
atively their processes, employees, culture and business model.

The findings of the survey were scattered between positive and nega-
tive perceptions. In all categories, there were managers who experience 
digitization positively in certain areas managers who experience digitiza-
tion negatively in other areas, and same managers who expressed them-
selves both positively and negatively for different technologies. Overall, 
the positives outweigh the negatives; hence it can be easily deduced that 
technology was as per the expectations of many responders (see Table 8.3). 
However, considering the impact on each individual ‘Area’ (as presented 
in Table 8.2 in conjunction with Table 8.3), it is deciphered that digitali-
zation had neither good nor bad impact on organizations.

Moreover, responders referred to both benefits and challenges. For 
example, some responders linked digitization to improved accountability, 
time efficiency, higher profit margins, better collaboration between teams, 
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talent management, enhanced communication of KPIs, data collection, 
better customer reservice and an overall positive impact on organizational 
culture. At the same time, some responders referred to challenges, which 
largely concern the work becoming more complex, resulting to increased 
stress, security breaches, lack of privacy and high costs of technology 
acquisition.

Also, those who experienced a positive impact by digitization are 
mostly chief executives and managers in senior positions, whereas those 
who experienced a negative impact were managers in middle and junior 
positions. This is because, on the one hand, senior management and chief 
executives are satisfied since technology enables them to monitor work, 
exercise control over employees, keep track of meetings and verify pro-
ductivity levels. On the other hand, middle and junior managers had to 
overview the application of new technologies, train existing and new 
employees on those technologies, work extra hours without being com-
pensated, deal with employees’ increased stress levels, and deal with the 
resistance that is often associated with employees’ reaction to change 
and stress.

Such findings reveal that technology is experienced differently by peo-
ple in different roles, with different kinds of authority and at different 
levels of the managerial hierarchy. Thus, the current study generates a 
number of implications for organizations. It seems that executive and top 
management should do more to involve lower-level managers in the 
decision-making processes of selecting and purchasing different technol-
ogies. In addition, the likely benefits of each technology should be com-
municated to the entire workforce in advance, so that all employees 
understand the advantages of committing themselves to new technolo-
gies. At the same time, challenges and difficulties expressed by first-line 
managers and employees should not be neglected. Moreover, different 
types of training should be offered to existing and new employees, whereas 
the time invested on learning new technologies may somehow be com-
pensated. All these actions will contribute to bridging the gap between 
positive experiences at top managerial levels and negative experiences at 
lower managerial levels and make digital transformation more sustainable 
in the long term.
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9
The Impact of Digital Transformation 

on the Sustainable Development 
of Social Innovation, Socio-ecological 

Resilience and Governance

José G. Vargas-Hernández, M. C. Omar C. Vargas-
González, and Leonidas Efthymiou

9.1	� Introduction

The concept of Social Innovation (SI) initially relates to national systems 
and sites of Innovation. It is defined as the improvement in a social sys-
tem supported by the changes in social relations, political arrangements 
and governance processes, identified in components of satisfaction of 
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needs, empowerment and social relations reconfiguration (Moulaert 
et al., 2013). The notion of SI is inherently territorialized and refers to 
processes such as governance structures, stronger social fabric and new 
services delivery, operating at multiple spatial scales (Van Dyck & Van 
den Broeck, 2015). It also refers to modified social structures and revis-
ited ethical norms to meet the socio-ecological needs and social issues 
related to inequality, power relationships and environmental degradation 
(Avelino et al., 2015; Vercher et al., 2020).

SI theory and processes contribute to socio-ecological resilience from a 
socio-political perspective. The dynamic of SI is combined with the 
socio-ecological perspective, the interactions of natural environments 
embedded in social systems and a set of governance institutions (Ostrom, 
2009). Also, SI strives to meet material and non-material societal needs, 
assuming vulnerability to environmental risks, through socio-ecological 
resilience. In addition, secure socio-political environments favor SI in the 
public sector (Martinelli, 2013; Spijker & Parra, 2018). The socio-
political aspects are central to human well-being incorporated into the 
resilience building process.

Moreover, from a socio-technical perspective, IS integrates and com-
plements technological innovation. By the same token, governments, 
companies, non-governmental organizations and other entities explore 
ways to innovate by embracing the implications of digital transforma-
tion, and driving better operational performance (Batiz-Lazo et al., 2022; 
Thrassou et al., 2022a, b). Within this framework, the current chapter 
explores SI, socio-ecology and governance, amidst the ongoing digital 
transformation. While such fields attract attention by researchers, we cur-
rently lack a comprehensive understanding of the impact of digitization 
on SI. Therefore, we have to look more closely at SI alongside digital 
transformation and sustainability. The analysis continues in the next sec-
tion with a review of SI amidst digitization.
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9.2	� Literature Review

�Social Innovation Amidst Digitization

The foundational economic thinking of SI is based on established econ-
omy, society and political assumptions (Foundational Economy 
Collective, 2018). The foundational economy perspective in SI can be 
juxtaposed with foundational technological sectors, generating a knowl-
edge economy, using knowledge-intensive sectors, similar to the concept 
of low-tech (Hansen & Winther, 2011). SI contrasts with digitization 
and technological innovation in a dichotomous manner rather than being 
in a continuum (Moulaert et al., 2013). This dichotomy between social 
and technological innovation understates the potential of digitization 
and the intensity of knowledge to SI and other forms, such as grass-roots 
innovation in community initiatives, the sharing economy, recycling 
workshops and more (Seyfang & Smith, 2007).

The foundational economy model of SI in safe, civilized, sound ordi-
nary sectors such as education, health, and housing, including goods and 
services, contrasts with the conventional innovation models focused on 
high-technology sectors in knowledge economy (Marques et al., 2018). 
The foundational economy sectors in SI use digitization in knowledge-
intensive sectors and is not antithetical to technology (Hansen & 
Winther, 2011).

SI has considerable ambiguity in foundational economy. The founda-
tional economy of SI is a positive-sum game in contrast to the zero-sum 
game, considering that regions and local cities have a stock of employ-
ment in sectors that tends to be more than one-third of total employment 
in lagging regions with a significant function in meeting the human 
needs (Foundational Economy Collective, 2018). Satisfaction awareness 
of individual and collective needs are considered to be outcomes of SI 
processes. The foundational economy considered within the SI perspec-
tive is politically challenged by constraints to provide funding for public 
services, engaged in regulations to deliver foundational services and the 
active citizenship deemed to become producers of goods and services or 
collective consumption (Morgan, 2018).
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Governments promote mission-driven SI under an age of austerity in 
an ideological quest to secure a shrinking state as a counter-factual to the 
challenges of experimentalism in public and societal innovation sectors in 
the provision of goods and services in public health, food, and energy 
transport. Such austerity also has an impact on technology adoption. For 
example, supply-based SI focuses on mapping and collective articulations 
of organized intermediation processes of unmet needs related to socio-
environmental challenges to meet problem-solving innovative capabili-
ties funded and governed across the spaces. Problem-solving in SI 
incentives are based on entrepreneurial opportunities and articulated 
demands for solving local problems. Arguably, digital technologies can 
further enhance such SI incentives, especially in terms of knowledge shar-
ing, communication among stakeholders, and problem solving.

The foundational economy approach to SI is analogous to public 
goods deemed not rivalrous aimed to promote growth breaking with 
local tournaments and zero-sum games reducing the scope for territorial 
competition among countries, regions, local communities, and cities. 
Some regions of the world are currently suffering from social innovative 
power, leading to a sluggish economy, public debt, and high rates of 
unemployment. Local communities can make decisions to act upon SI 
and make experimental improvements (Long & Long, 1992). 
Experimentation emphasizes selection and investment in SI opportuni-
ties to align supply and demand rather than focusing solely on the supply 
side of SI systems.

The metrics domain is changing in the SI processes, requiring manage-
ment to encourage their development, due to the difficulties of identify-
ing relevant impacts of externalities, despite it being costly to measure the 
impact. SI processes may lead to second-order and unanticipated effects 
and consequences, such as projects to reduce homelessness resulting in 
the construction of buildings that increase carbon emissions. Notions of 
materiality, identification and the ranking of stakeholders’ perspectives 
are among the most significant measures of SI processes. Once again, 
digitization has a role to place here. Platform infrastructures, including 
technological measurement equipment, facilitate the implementation of 
SI processes, integrating transdisciplinary research in order to yield added 
value in regions and localities (Haberl et al., 2006).

  J. G. Vargas-Hernández et al.



191

Digitization can also enhance interaction among stakeholders and 
agents from government and civil society who are sharing knowledge, 
negotiating, reducing uncertainty, and experiencing SI. It can also facili-
tate new ways of learning among social actors, including iterative doing-
by-learning and learning-by-doing  – thereby minimizing the learning 
gap. Exogenous interventions in SI induce local agents to commit their 
knowledge resources and energy to untapped potential in their territory 
and engaging in rent-seeking, using the principles of democratic experi-
mentalism to make local decisions (Sabel & Zeitlin, 2012).

Place-based SI is social in terms of their means and ends, which are 
good for society and enhance the capacity to act based on the founda-
tional economy (European Commission, 2012). SI capacity is built into 
adaptive cycles in complex systems to generate social finance thinking 
and the need to measure the impact between the metrics through reorga-
nization and organizational innovation (Pradhan et al., 1998).

This SI place-based approach has an entrenched nature of the public 
sector barriers with implications to be addressed through multilevel 
actions rather than the multiscalar approach. The nature of the SI process 
is a complex and multi-phased adaptive cycle referred to as developmen-
tal impact investing used to build a rationale for an alternative social 
finance evaluation model. The technology-led developmental approach 
of SI processes and complex socio-ecological systems feedback ensures 
change. The foundational economy in SI upgrades employment in condi-
tions of work in sectors of high social value and low in economic reward 
at the societal level, governments, civil societies and significance to human 
well-being (Bentham et al., 2013).

Local distribution of goods and services leads to immobile founda-
tional activities of SI from regulations for investments and global compe-
tition, planning permission and government contracts (Barbera et  al., 
2018). Adaptive planning emerged as the synthesis of these opposing 
perspectives with an emphasis on the normative level, and flexible and 
innovative changes in the system (Ozbekhan, 1973), which is appropri-
ate for a dual organizational technological and SI. The investment experi-
ment informs capital decisions on allocation, blending diverse types of 
capital in innovative financial deals to make an impact in complex 
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environmental systems and thereby increasing the likelihood of impacts 
on the outcomes of SI.

Furthermore, Research and Innovation Strategies for Smart 
Specializations (RIS 3) states that SI creates new business opportunities 
that provide perspectives to citizens, and contribute to the modernization 
of the public sector and also to regional development (European 
Commission, 2012). Removed from real-world complexities, public sec-
tor innovation technologies and labs introduce small-scale innovations 
into public niche services innovations. These can later be scale up in the 
transition from local SIs to systemic SIs (Geels et  al., 2008; Bugge 
et al., 2017).

SI processes may emerge within the environmental complexity, co-
evolving with the availabiliy of resources. Environmental sustainability 
warns of the likelihood of damage to the socio-ecological system given 
the inability of humanity to respond to crises and emergencies (Efthymiou 
et al., 2023). This is leading to the need for a turning point in the global 
socio-ecological system, based on technological and SI systems which are 
looking to establish alternatives in order to ameliorate the impact of 
external shocks. Digital transformation and changes in investment in the 
socio-ecological system engage in sensemaking, reframing the system and 
revealing further opportunities for radical SI. High natural value assets 
address challenges of socio-ecological systems to ensure SI (Bennett et al., 
2016; Fischer et al., 2017).

Complex socio-ecological and SI process systems are ensured to change 
in a timely manner by the establishment of a developmental approach. 
The feedback of complex socio-ecological and SI processes is ensured to 
change through a developmental approach with an impact on an invest-
ing cycle. The components of this cycle are the complexity of the socio-
ecological system used in the portfolio selection and the benchmark for 
the development of impacts in the operations of investment niches, lim-
ited by the intermediaries at the upper-bound limits. Within this frame-
work, digital transformation leads to SIs, as it brings a new kind of 
knowledge and expands social benefits among stakeholders and broader 
society.

  J. G. Vargas-Hernández et al.



193

�Socio-ecological Resilience

The SI perspective is a critical and normative approach to the socio-
ecological processes and outcomes, leading to resilience building and 
offering the elements for societal and political resilience. The socio-
ecological and political resilience of complex socio-economic landscapes 
requires the collaboration of socio-ecosystems, including diversified agro-
forests and human-socio-cultural demands from complex landscapes and 
socio-ecological forms and functions of human-nature geography 
(Watkins, 2018).

The notion of socio-ecological resilience from the perspective of SI 
needs a critical revisioning to put forward a socio-centered approach 
seeking to combine the capacity of resilience theory for interactions 
between the socio-ecological systems (Folke, 2006). The notion of socio-
ecological resilience is an interlinked process between societal, techno-
logical and political dynamics in the territories where the underlying 
crisis phenomena occur (Kaika, 2017; Keck & Sakdapolrak, 2013). The 
sense of belonging is an element of socio-ecological resilience. The socio-
ecological resilience processes enhance the sense of belonging through 
strong socio-emotional bonding as a source element of the socio-
ecological resilient systems, leading to stirring engagement concerned 
with environmental stewardship (Masterson et al., 2017).

The socio-ecological resilience concept, from a SI perspective, unravels 
the socio-political and technological dynamics in the building of resil-
ience in socio-ecological systems. A sensitive socio-ecology resilience per-
spective is a concept related to the SI initiative despite the diverse types 
of resilience to deal with the complexity of socio-ecological systems. The 
resilience perspectives aim at interdisciplinary integrated innovation, 
technology utilization, and adaptation, as part of the environmental sus-
tainability transformative processes of socio-ecological components of a 
system, as well as the adaptive processes to cope with disturbance.

Socio-ecological transformation and resilience are interconnected con-
cepts quite at odds with one another, responding to the environmental 
sustainability predicament organized between and withing the liberal 
capitalist order (Swyngedouw, 2013). Resilience and environmental 
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sustainability are challenges of transformation, innovation and adapta-
tion processes of the interacting concepts that are related to vulnerability 
and risk (Leach et al., 2012). While new technologies emerge, as part of 
the ongoing digital transformation, socio-ecological transformation is 
related to future possibilities for change, while creating and reproducing 
resilience.

The concepts of SI and socio-ecological resilience in cross-fertilization 
processes lead to the notion of socio-ecological resilience in the territorial 
context as a collective engagement process motivating the citizens’ active 
mobilization toward mitigating risks and unveiling vulnerabilities. 
Resilient territories are described as socio-ecological systems drifting 
away from the zero-crisis event paradigm, entailing management strate-
gies, risk analysis and mitigation (Otero & Nielsen, 2017; Tedim et al., 
2016; European Forest Institute, 2019). Contextual factors of socio-
ecological innovation and complex processes of change are the sustain-
ability environment and resilience.

Furthermore, theoretical and empirical foundations of a socio-
ecological growth necessary to design and implement a feasible develop-
ment strategy enable a transition to achieve high levels of well-being, 
employment, social inclusion, and socio-ecosystems resilience, leading to 
the fulfilment of global Sustainable Development Goals (SDGs). It also 
serves a common good, such as a more stable climate (Dimitrova et al., 
2013). By the same token, the Black Swan theory sustains reduction in 
the risks of thresholds and promotes the technological breakthroughs, 
stimulated by open source information (Farley & Voinov, 2016).

The socio-ecological resilience and SI motivate a progressive paradigm 
for the long-term prevention of crisis (Birot, 2009; Dunn et al., 2020). 
Crisis-prone territories with complex socio-ecological systems in the con-
text of human factors intertwined with ecological factors become promi-
nent to building socio-ecological resilience. This is an issue that arises as 
a policymaking objective (Lelouvier et  al., 2021; Leone et  al., 2020). 
Also, socio-ecological resilience is defined by the SI’s dimensions based 
on socio-political issues related to human wellbeing. Building socio-
ecological resilience to natural disasters is a continuous process beyond 
survival, protecting infrastructure and assets. The human capital pos-
sessed by rural farms and socio-ecological innovation with livelihood 
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strategies in disaster types affecting the vulnerability of the resilience 
dimension is one way to achieve sustainability issues and sustainable live-
lihoods (Rusciano et  al., 2020; Cattivelli & Rusciano, 2020; Cisco & 
Gatto, 2021).

Socio-ecological resilience has as defining characteristics the amount of 
change sustained by the system and remaining in the same domain of 
attraction, the capacity of self-organization, and the capacity for learning 
and adaptation (Berkes et al., 2008). Continuous economic growth is the 
goal of economic activity assuming price mechanisms that fail the eco-
logical thresholds by ignoring the needs of poor people and technological 
breakthroughs to ensure resilience (Farley & Voinov, 2016).

Moreover, livelihood resilience is the ability of social systems to respond 
and recover from disasters, depending on social networks, socio-
demographic profiles, and livelihood strategies (Zhou et al., 2021). The 
socio-ecological resilience approach is robust for studying natural disas-
ters with interrelations and feedback processes between the social and 
biophysical dimensions to further enhance the analytical resilience theory 
in order to analyze dynamics and socio-political change (Moritz et al., 
2014; Folke, 2006). Also, informal social networks, which often exist on 
digital platforms, promote sustainability and resilience innovations, 
adaptations, and transformations in environmental organic farming and 
agricultural production (Thrassou et al., 2022d)

SI and socio-ecological resilience theories are linked in a socially sensi-
tive and territorial embedded framework used to analyze socio-ecosystems 
from the grass roots and bottom-up-linked institutional initiatives to 
operate in territories. The resilience theory combines the socially sensitive 
capacity of SI perspectives to analyze the interactions with the socio-
ecological systems as the framework for societal change and socio-political 
dynamics aimed to shape, negotiate, and govern territories in which 
socioeconomic events and contingencies occur (Folke, 2006; Moulaert 
et al., 2013). Resilience and sustainability strategies require technologies, 
technical and SIs created by transformation action groups aimed to solve 
socio-environmental change.

Also, social finance is one of the strategies for generating financial 
returns from SIs. It is also a practice aiming at providing resources to sup-
port SI (Pradhan et al., 1998). Social financing is another useful strategy 
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during times of crises and critical events (Thrassou et al., 2022c; Vrontis 
et  al., 2022). However, to exit an economic crisis, governments must 
build strengths and upgrade skills and capabilities on SI, toward social 
inclusiveness, increased resources, and energy productivity. In addition, 
social finance intermediaries supporting SI need to frame social uncer-
tainties and risks to make defensible allocations of capital. Investment 
capital projects may propose strategies to scale up activities and manage 
adaptive cycles of SIs requiring feedback strategies of reorganization and 
sense-making (Moore et al., 2012).

Finally, the incorporation of capital allocation opportunities between 
profit and not-for-profit investments expands the diversity of SI opportu-
nities to stimulate it and effect transformative change (Nicholls, 2010). 
Social finance theory and practice have opportunities and limits in sup-
porting SI with challenges in attempting to capitalize in order to solve 
complex problems. The adaptive cycle of social finance draws from the 
conceptual framework of resilience theory used to analyze the dynamic 
phases of socio-ecological innovation. Lack of SI does not necessarily lead 
to a lack of productivity, recognizing the multiple values as innovating 
within a post-productivism alternative. In the next section, the analysis 
provides links between SI and governance.

�SI and Governance

Amidst digital transformation, the mobilization of all interested actors, 
agents, stakeholders, and collective local actors facilitate participation in 
experimental governance toward measuring and comparing systematic 
learning processes (Sabel & Zeitlin, 2012). Smart technologies assist 
knowledge sharing and help minimize the learning gap. Specific gover-
nance mechanisms facilitate the design and implementation of socio-
ecological innovation models and innovation development processes. 
The reconfiguration of social relations is a dynamic process and non-
nature SI in social relations and governance (Baker & Mehmood, 2015; 
Neumeier, 2012; Ray, 2006; Spijker & Parra, 2018). Dynamic SI is suit-
able for a socio-ecological perspective in interaction with the natural 
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environment embedded in the social system and a specific set of gover-
nance institutions and rules (Ostrom, 2009).

Bottom-up initiatives incorporated into structured and formalized sys-
tems enhanced by the public sector, such as the creation of coalitions of 
collaborative partnerships are bottom-linked SI governance (Castro-Arce 
& Vanclay, 2019). Innovation governance and new forms of co-
governance considers the foundational economy of the place-based SI 
challenging the experimentalism of the regional public sector and local 
places in the political system (Rodríguez-Pose, 2018). The experimental 
governance in SI is fueling a precarious economy in spatial social inequal-
ity and insecurity. Experimentation of SI governance of economic, social, 
political, and environmental challenges occurs across the spatial contexts.

The resilience of the socio-ecological innovation system is subject to 
evolving forms of public and private governance relationships and coop-
eration in market niches, civil society, and local communities, able to 
respond to economic, socio-ecological, and political risks. Socio-
ecological resilience applied the analysis of civil society engagements, 
rooted in volunteer groups and solidarity networks conducting preven-
tion and suppression activities. The utilization of technology and digital 
platforms by these groups, enhances reliance and solidarity even further. 
Also, “digital transformation, in terms of digital collaboration, joint 
efforts with internal/external partners to achieve common goals and the 
adoption of digital tools supporting this practice, affect social innovation 
capital in the context of small innovative enterprises (SIEs)” (Chierici 
et al., 2021).

Socio-ecological systems resilience is a core element of inclusive gover-
nance systems that address the needs of local communities for learning 
and innovation (Skrimizea et al., 2021). Collective learning processes are 
recognized by different joint actors aimed to discuss and co-construct 
responses to socio-ecological change is crucial for leading to socio-
ecological resilience (Cinner & Barnes, 2019). With the diffusion of 
smart technologies, communication and learning moved from the natu-
ral environment to cyberspace; it became richer and more immediate 
(Roblek et al., 2019). In turn, multi-scale inclusive politics and gover-
nance processes became more effective in transforming innovativeness for 
sustainability. Digital platforms became inclusive spaces for societal 
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dialogue, questioning the status quo and collective action, building socio-
ecological resilient systems, generating societal dynamic processes, fulfill-
ing multiple roles, and meeting societal needs.

Adaptive institutions show more bottom-linked participative gover-
nance legitimized at the local level, leading to the promotion of creativity 
and innovation, creating an institutional environment and increasing the 
socio-ecological systems’ resilience (Manyena et  al., 2011). Grass-roots 
organizations with bottom-up initiatives establish bottom-linked institu-
tions to assess socio-ecological resilience contributions in operating ter-
ritories with a growing number of extreme events, surpassing capacities of 
a complex socio-ecological issue (Bowman et al., 2009; Howitt, 2014; 
Moritz et al., 2014)

What’s more, urban living labs are relevant in the governance of com-
plex urban green environments and collaborative innovation processes 
that meet socio-ecological challenges (Buscher et  al., 2010; Paskaleva, 
2011; Franz, 2014). The formal urban living lab process structures socio-
ecological innovation development and the governance of the stakehold-
ers’ interactions for knowledge production and transfer. A socially 
sensitive perspective for socio-ecological resilience concept is related to 
the SI initiative to contribute in territories where they operate, further 
reflecting upon the socio-political resilience dimension while contribut-
ing to an enhancement of SI in rural areas (Neumeier, 2012; Vercher 
et  al., 2020; Castro-Arce et  al., 2019). Resilience of a socio-ecological 
innovation system enhances the agro-ecological organizations and coop-
eratives to enable to create and develop evolving collaboration forms with 
public, private governance relationships in market niches to respond and 
face economic, social, political, and agro ecological risks.

Rural communities’ empowerment through SI must be supported in 
networking that facilitates cooperation for the capacity building of poli-
cymaking among regional and local government agencies and institu-
tions, rural communities, universities and research centers, farmers, etc. 
aimed at securing knowledge transfer. Socio-ecological innovation in 
studies of rural communities facing rapid changes focuses on opportuni-
ties to enhance the local resilience of marginal indigenous and developing 
communities (Gadgil et al., 1993; Perevolotsky, 1987; Terashima, 1983). 
The technological development runaway with the concept of smart cities 
promises to develop more sustainable and resilient cities.
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9.3	� Discussion and Conclusions

While reviewing the literature, we came across significant differences in 
perceptions and attitudes toward digitization. However, a common base 
amongst most commentators is that digitization has a positive impact on 
SI. In fact, digital transformation is itself a form of social innovation. This 
is because digitization facilitates a framework of enhanced communica-
tion, problem solving, knowledge sharing and learning amongst stake-
holders and the broader society. Within this framework, digital 
transformation becomes a driver of SI while it enables greater intercon-
nection with socio-ecological resilience and governance.

The impact of digitization is also observed on socio-ecological resil-
ience, including its power relations, and social and governance dynamics. 
Socio-ecological resilience is restored by economic planned release 
degrowth. The most relevant challenge of the socio-ecological system is to 
maintain resilience by reducing the negative impacts of economic activi-
ties to the critical ecological thresholds. On the other hand, “governance” 
for sustainability transformations is a component at different scales and 
levels of action. The complexity of socio-ecological and socio-cultural 
process of transformations have, as common components, the gover-
nance of sustainability and the transformative action groups.

Technological innovations in socio-ecological sustainability gover-
nance are related to local resilience strategies such as specifically to local-
ized manufacturing, yet globally connected, leading to possible economic 
tradeoffs. Technological innovation and price mechanisms ensure eco-
nomic growth and resilience of the socio-ecological systems. In addition, 
digitization enhances cooperation amongst stakeholders, toward co-
creating innovation. Various “new age” technologies facilitate better 
interaction, communication, knowledge sharing, and successful develop-
ment of innovations. New ways of learning and sharing knowledge are 
enabled, thus reducing the learning gap among stakeholders. Also, tech-
nologies promote labor market integration and the generation of new 
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jobs. Such developments have a positive impact on social innovation and 
socio-ecological resilience.

As presented in Fig. 9.1, the addition of digital smart technologies in 
the intersection of SI, socio-ecological resilience and governance enable 
new ways of learning, enhanced cooperations among stakeholders, 
knowledge sharing, and knowledge retention, thus contributing to sus-
tainable development. Digitization is deemed as a driver of lasting social 
change amongst the community, or, in other words “technology-led” sus-
tainable social innovation. Also, the complexities of socio-ecological and 
socio-cultural transformation are reduced to political processes and trans-
formative action groups as the components of governance of sustainabil-
ity. But the utilization of digital platforms enhances social dialogue, 
which exist in inclusive spaces as the result of collective action that ques-
tions the status quo of all elements necessary for building socio-ecological 
resilience.

The future implications of this study are also interesting. Digitization 
has gradually become fundamental for social innovation, as current gen-
erations such as “Gen Z” (also called “iGen”) have no experience of life 
before the Internet. The members of such generations are defined as 

Fig. 9.1  A Digital Framework for Sustainable Social Innovation, Socio-ecological 
Resilience and Governance
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digital natives (Roblek et  al., 2019). Members of generations “Z” and 
“Alpha” live during a period when technology is easily accessible to young 
people, including in the form of smartphones, tablets, Internet of Things, 
smart TVs and more. From this point on, as societies’ members will be 
constantly engaged in communication in an online world, sustainable 
social innovation, socio-ecological resilience and governance will only be 
possible through means of technology and digitization. Social innovation 
will be created and shared through smart technologies. This has an impact 
not only on social innovation, but also on resilience, solidarity, and 
governance.
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