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Key-Pre Distribution for the Internet 
of Things Challenges, Threats and 
Recommendations 

Ayman El Hajjar 

Abstract The Internet of Things is the next evolution of the Internet which will 
substantially affect human life. IoT is important because it is the first of its kind 
that is propelling an evolution of the Internet and smart environment; It is clear that 
secure communication between IoT devices is essential and the threats and risks 
for having an insecure IoT are a lot bigger than for conventional Internet connected 
devices. The motivation behind this chapter is to set variables needed to investigate the 
performance of both the probabilistic scheme or the deterministic scheme approaches 
and to find a reliable and efficient mechanism for nodes within the IoT and to establish 
trust by securing end-to-end communication by having a certain pre distributed key 
scheme that will enable such communication by the use of a Key Pre-distribution 
scheme KPS. 

Keywords IoT · Distributed Sensor Networks · Key Pre-distribution scheme ·
Threat Model for IoT · SCADA attack · Man in the middle MiTM 

1 Introduction 

In this chapter we will introduce the challenges that comes with implementing a key 
distribution algorithm in the context of the Internet of Things. We look at the threats 
on key distribution in IoT environment and how key distribution can be performed 
between devices using the routing protocol for 6LoWPAN, RPL routing protocol. 

The motivation behind this chapter is to find a reliable and efficient mechanism 
for nodes within the IoT and to establish trust by securing end-to-end communication 
by having a certain pre distributed key scheme that will enable such communication 
by the use of a Key Pre-distribution scheme KPS. Many KPS were proposed for 
Distributed Sensor Networks (DSN). DSN shares a lot of the IoT characteristics and 
can be used as a starting point for this research. 
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2 Chapter Question 

The question this chapter is looking to investigate is whether the probabilistic key 
distribution scheme (KPS) proposed in [ 1] and the deterministic Key Pre-distribution 
proposed in [ 2] can be used in an Internet of Things (IoT) environment similarly to 
how they are in used in the context Wireless Sensor Networks (WSN). 

While looking at the research question, we can deduce several sub questions that 
need to be answered in order to identify the effectiveness of KPS for the IoT. We first 
need to establish the differences between DSN and IoT in order to assess whether 
different KPS schemes used in DSN are suitable for the IoT. This will be done by 
investigating whether the identified schemes can provide the same security measure 
without any modification of the parameters used. We will then evaluate the impact of 
those KPS schemes use on the IoT devices and networks without any modification. 
Based on the answer of the previous question, we will be able to identify the required 
modifications that are needed to achieve the necessary security measures in the 
context of the IoT with acceptable security performance and an affordable resource 
usage on its devices. After identifying the required modifications needed, if any, 
we should look at what can be optimized in the IoT in order to determine the most 
effective security measure with the least cost in term of resources. 

The main objective in this research is to establish a reliable and efficient mecha-
nism for nodes within the IoT to establish trust by a mean of establishing a secure 
end-to-end communication by having certain pre distributed key scheme that will 
enable such a communication. A Pre-distribution Key (KPS) is therefore needed. 
Not a lot of research was done in this field. Many PKS were proposed for WSN and 
ZigBee. Both network technologies share a lot of the IoT characteristics and can be 
used as a starting point for this research. Some of the research was done on securing 
the communication of between the nodes in the IoT network but not in securing the 
routing topology formation. To my knowledge, using a Key Pre-Distribution Scheme 
in the context of the IoT is something that was not looked at before to secure the 
routing formation. Future research needs to find the answers for the following ques-
tions in order to develop/identify the most suitable (KPS) for the IoT are: To achieve 
our main objective the research needs to find the answer for the following questions: 

1. Determine the advantage and disadvantages of using the probabilistic or determin-
istic key pre distribution schemes for distributed sensor networks in the context 
of the Internet of Things. 

2. Evaluate the performance of the simulated key management schemes for dis-
tributed sensor networks on the Internet of Things using the same variables used 
in the distributed sensor networks to achieve full connectivity and assess if they 
are enough to achieve full connectivity in the Internet of Things network. 

3. Evaluate the overhead of experiments to determine the quality of service obtained 
from implementing the key management scheme for distributed sensor networks 
on the Internet of Things.
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2.1 Differences Between DSN and IoT 

Many KPS were proposed for Distributed Sensor Networks (DSN). DSN shares a 
lot of the IoT characteristics and can be used as a starting point for this research. 

Although both DSN and IoT are considered infrastructure-less networks and oper-
ate on an Ad-Hoc basis, many essential characteristics (by definition) between them 
are not shared. Those characteristics change the whole environment of IoT in com-
parison with DSN. Distributed Sensor Networks are not able to use classical IP based 
protocols simply because it is very difficult to allocate a universal identifier scheme 
for a large DSN network and proprietary protocols are usually used to identify unique 
devices. A distributed sensor network can operate by itself sending data to a central-
ized entity in order to monitor the physical conditions of an environment. An IoT 
network requires one or more devices to act as a sink and to connect the network 
to other types of networks such as the Internet in order to send data collected. The 
devices in an IoT network do not need to be the same and all can communicate to 
complete a specific task. 

For that reason, DSN nodes cannot inter-operate and communication between 
various nodes only exist for routing purposes and to allow data to reach the cen-
tralized location. Since IoT nodes are able to inter-operate with the existing Internet 
infrastructure, each of them needs its own unique identifiable Internet protocol (IP) 
address rather than a proprietary protocol. 

The challenge of the addressing and identifying nodes in DSN present us with a 
complete set of challenges that differs in the scenario of an IoT network. The flow 
of data in a DSN network is most of the time in one direction towards the sink con-
nected directly to the centralized location. The flow of data in an IoT network is 
bi-directional as a mote can either send data to the Internet or receive instructions 
from another entity. This difference means that the routing protocols used for a DSN 
network cannot be used in an IoT network. In most applications of DSN networks, 
route discovery base routing protocols are used; Ad Hoc On Demand Distance Vec-
tor (AODV), Dynamic Source Routing (DSR) and Optimized Link State Routing 
(OLSR). Each of those protocols have their own characteristics however they all 
share two important features. All are proprietary protocols and are not IP based pro-
tocols but proprietary classless protocols and they only allow route discovery and 
route establishment messages to be exchanged between nodes in both directions in 
comparison with the IoT where data can only travel through one direction at a time. 

There are some challenges that need to be taken into consideration when imple-
menting the KPS in the context of the Internet of Thing. The use of a suitable sym-
metric encryption protocol is also essential. Different encryption protocols require 
different time to decrypt as each will present different limitations in terms of com-
putation and processing speed. 

DSN network nodes were assumed to have proprietary unique identifiers simply 
because they were never intended to be used as part of a large network such as 
the Internet. This is not a practical solution for the IoT as data is needed to travel 
between two directions and sometimes directly to the internet. For that reason, it
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requires an IP based routing protocol. Most of the conventional devices on the Internet 
uses the Transmission Control Protocol/Internet Protocol TCP/IP communication 
suite to identify how data should travel between devices, in which format and using 
which route. This suite however was not intended to be used with the IoT and it 
is not suitable for the IoT as the devices that participate in this type of network 
are considered lightweight resource constraints devices. Some attempts were made 
to develop a unique addressing scheme for the IoT until most researchers and IoT 
device manufacturers agreed that devices should use the same addressing scheme as 
the Internet to make it easier for devices to communicate with the Internet. Using IP 
protocols in sensor networks simplify the connectivity model as the hierarchy of the 
devices in the network can be flattened. This also removes the complexity of having 
devices to translate between proprietary protocols and standard Internet protocols as 
explained in [ 3]. 

However, the TCP/IP suite was still considered heavy and IPv6 over Low Power 
Wireless Personal Area Networks (6LoWPAN) which is a new communication suite 
designed specifically for the IoT was created. 6LoWPAN defines how to layer, trans-
mit and deal with data using IPv6 over low data rate, low power, and small footprint 
radio networks as identified by IEEE 802.15.4 in [ 4] radio. Routing is a fundamental 
piece of the overall IPV6 architecture for the Internet of Things. The networks in 
these environments can be described as Low Power and Lossy Networks (LLN), 
meaning they often operate with significant constraints on processing power, mem-
ory and energy translating into high data loss rates and low data transfer rates and 
instability. Routing protocol for Low Power and Lossy Networks (RPL) was devel-
oped to translate the potential of Internet of Things into reality. The objective of RPL 
is to target networks which comprise of thousands of RPL DODAG where the major-
ity of the nodes have very constrained resources. RPL solves the unique challenges 
that IoT brings to the exchange of messages between nodes in a conventional DSN 
network. 

The physical nature of the IoT devices makes it difficult to implement security 
schemes to secure communication between nodes. In an IoT device, limited resources 
are available such as the limitation of storage capacity and processing power. A KPS 
used to secure communication between DSN devices assumes the presence of several 
routes to a mote and if a shared key between two nodes does not exist an alternative 
secured route can be found. This is not the case in the IoT and therefore a large 
number of keys is needed to ensure that all links between nodes is secure. This will 
require a large storage space for a large scale IoT network. This solution will present 
a problem for IoT devices. 

The architecture of the IoT, similarly to the DSN is of Ad-Hoc mode (also known 
as peer to peer). It means that there is no centralized entity that organizes the distri-
bution of the keys between nodes. It also means that all links between any two nodes 
needs to contain a shared key. This will naturally result in an increase of the number 
of keys that each node should have to make sure that all links between two nodes 
are secured by the use of the shared link. This presents us with another challenge as 
the implementation of any suggested solution will be limited by the storage capacity 
of devices used regardless of which KPS scheme is used. The difference in how
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Decentralized WSN 
representation DSN representation IoT representation 

Fig. 1 Five nodes physical topology comparison for WSN, DSN and IoT networks. Each node in 
Wireless and Distributed Sensor networks can have one or more links. Distributed sensor networks 
establish enough links to have a route to the sink node. IoT nodes establish nodes with preferred 
parent to reach root node 

devices communicate in an IoT in comparison with DSN as explained in Sect. 2.1 
means that devices that do not share a secure key cannot communicate indirectly if 
a secure route between them cannot be identified when the routing table is formed 
using RPL. This will lead to several devices in the network not being included in the 
routing table and thus will not be allowed to join the network. 

Secure communication between end to end IoT devices is essential. IoT devices 
are meant to exchange data from critical infrastructure such as devices in smart cities, 
smart houses, SCADA systems and other important infrastructure. Those devices will 
not only be exchanging important data but also participating in automated decision 
making and this makes the security of the communication between those devices 
more important. An attacker listening to the communication between those devices, 
if the devices are communicating in plain text, can simply intercept the message and 
understand it. For example, a camera device sending a message to a heating source 
in a smart home, informing the heater that there is no one at home in order for the 
heating to automatically go off, will give clues to any attacker who is listening to 
this communication and thus be able to deduct that the house is empty and a theft 
can take place. 

The differences between WSN, DSN and IoT can be summarized by two main 
differences, first how the nodes connect with each other and report to the sink node or 
gateway and the number of connections between the different nodes in the network. 
An example of how five nodes form a network in the different networks is shown 
in Fig. 1. Wireless and Distributed Sensor networks can take the form of different 
physical topologies outlined in [ 5] and can be summarized by three topologies decen-
tralized self organizing, centralized architecture and grid networking techniques. 

In order to transform WSN into a viable technology to make the IoT vision cost-
effective and deployable, authors in [ 6] claim the need for middleware-layer solutions 
fully compliant with accepted standards (or largely adopted specifications). This in 
fact is essential to allow sensor nodes in IoT to communicate with the Internet to 
process its data.
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2.2 Threat Model for IoT and the Research Problem 

In this section we will look at the threats on Internet of Things and identify where 
the research problem that this research is attempting to solve fits. Authors in [ 7– 9] 
categorized the attacks in different categories as shown in Fig. 2. As we can see from 
Fig. 2, several attacks can be mitigated if nodes in an IoT network communicate 
in a secure way. The motivation to mitigate those threats all at once is because by 
ensuring that only nodes that share one or more secret key can communicate we 
ensure that all nodes that have joined that network are genuine and trusted. 

In Sect. 6.6 we present the attack surfaces that exploits threats identified in this 
section as relevant to this research problem such as attack surfaces on key distribution, 
key storage or the process of routing formation and maintenance. 

The threats that this research is attempting to solve and shown in Fig. 2 highlighted 
in blue or gray can be summarized below. 

Generalized category threats on IoT identifies threats that do not only exist in 
IoT environments or multi-layer threats. Security and user privacy are essential to 
maintain in any network and protecting the confidentiality and integrity of data from 
violation will prevent devices from leaking private user data and confidential data. 
Researcher in [ 10, 11] have identified that IoT devices have higher chances of leaking 
private and confidential data due to the lack of reliable authentication, the lack of 
data encryption and the lack of network access control measures. 

Cryptanalytic attacks explained in [ 12, 13] exploits the weaknesses in the crypto-
graphic algorithm and can result if successful in the attacker discovering the original 
message. There are several cryptanalytic attacks that all networks can be vulnerable 
to depending on the cryptographic algorithm used. Cryptanalytic attacks will result 
in the violation of confidentiality, integrity and availability of data transmitted in such 
networks. The type of encryption used to encrypt data will be essential to ensure that 
the IoT secure DODAG is not vulnerable to cryptanalytic attacks. Ensuring that no 
malicious node can compromise the network will also prevent this type of attacks as 
devices will not be able to participate in the network in order to carry such attacks. The 
solution proposed in this research will have a direct impact on mitigating this attack. 

Denial of Service (DoS) attacks on IoT devices explained in [14] result in resources 
exhaustion due to the physical features of the internet of Things devices such as 
low processing power and low battery consumption. Resources exhaustion attacks 
include jamming of communication channels, extensive unauthorized access and 
malicious utilization of critical IoT resources and those attacks result in operational 
functionality of IoT devices or non availability which result in disruption of services. 
96% of the devices involved in Distributed Denial of Service DDoS attacks were IoT 
devices and participated in Botnets as discussed in [ 14, 15]. Although this attack 
is out of context of the research and having encrypted data between nodes do not 
prevent it directly, however some DoS attacks are carried out by malicious nodes that 
exhausts the resources of other nodes until they crash. Securing the routing formation 
will prevent malicious nodes from joining the network and hence protecting networks 
against DoS attacks. DDoS on the other hand cannot be prevented if it is the result 
of nodes participating in a botnet.
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IoT threats 

General threats 

Security and privacy issues 

Device integrity 

Application integrity 

Hardware vulnerabilities 

User awareness 

Cryptanalytic attacks 

DoS and DDoS attacks 

Malicious software 

Threats at Business layer 

Social engineering 

Buffer overflow 

Backdoor 

Threats at Support layer 

Unauthorized access 

Malicious insiders 

Insecure software services 

Threats at Communication layer 

Jamming attacks 

Routing attacks 

Sinkhole attacks 

Wormhole attacks 

Man in the Middle attacks 

Threats at perception layer 

Eavesdropping 

Loss of power 

Sybil attack 

Side-Channel Attacks 

Fig. 2 IoT threats categorized based on the IoT layers that is affected. For each category, the threats 
are either considered not related to the chapter topic (in white background), directly related (blue 
background), indirectly related (gray background) 

Various attacks threaten the Internet of Things routing formation and routing 
process as investigated in [ 16– 19]. IoT RPL DODAG is vulnerable to a selective 
forwarding attack. In this attack malicious nodes do not participate in transmitting 
the packets received by it and destroys the routing path of the network by doing so 
as explained in [ 16, 20]. The Blackhole attack explained in [ 21] is an example of a
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selective forwarding attack in which a malicious node do not forward any packet and 
breaks the DAG in the routing table. HELLO flood attacks threaten the RPL DODAG 
formation process. In this attack when a genuine node utilizes HELLO messages to 
join a network a malicious node can capture this packet and use it to declare itself 
a neighbour. In this case, the DODAG Information Object DIO messages can be 
utilized with strong routing metrics in order to start such an attack as in [ 20] and 
leads to the malicious node joining the RPL DODAG. Rank attacks in RPL are other 
type of attacks in which malicious nodes advertise falsely their rank as discussed in 
[ 22, 23]. Increased rank attack and decreased rank attack are two examples of rank 
attacks examples in which a malicious node falsely advertise its rank either lower 
or higher and repeatedly does this in a way that it disrupts the routing topology as 
nodes will have to regularly update their preferred parent based on the new rank that 
the malicious node is advertising. 

Routing attacks are at the core of the motivation of this research since preventing 
routing attacks will mitigate several other threats such as preventing malicious nodes 
from joining the network. Other type of routing attacks discussed in [ 20, 24, 25] 
are the sinkhole attack and the wormhole attack. In the sink node attack, malicious 
nodes redirect the traffic of a network to a specific node that acts as a sink node. 
Several malicious nodes participate in this attack by advertising a particular route 
that leads to the malicious node that is acting as a sink node. In the wormhole attack 
investigated in [ 20, 26, 27], the malicious nodes create direct links with each other 
and force the network traffic data through those links rather than links with interme-
diate nodes. Sinkhole attack and wormhole attack can be prevented by securing the 
routing formation process and encrypting the traffic between nodes as it will prevent 
malicious nodes from joining the network. 

Other Man in the middle MiTM attacks discussed in [ 11, 28, 29] are defined as a 
form of eavesdropping in which malicious actors can intercept the traffic exchanged 
between two nodes and tamper with the exchanged node or use the captured packets 
to carry on further attacks. Different examples of MiTM can threaten the confiden-
tiality and authenticity of the Internet of Things network such as Neighbor Discovery 
Protocol NDP poisoning explained in [ 30, 31], Address Resolution Protocol (ARP) 
poisoning identified in [ 32], replay attacks in [ 33, 34] and session hijacking in [ 35, 
36]. Man in the Middle attacks can be prevented indirectly since encrypted traffic will 
prevent malicious node from carrying on such attacks and they are unable to decrypt 
the traffic to get the parameters and values needed to tamper the data in session in 
hijacking or to replay the traffic. 

Threats at perception/physical layer consists of sensors, actuators, computational 
hardware, identification and addressing of the things. Securing data sensing and data 
collection in this layer is essential as they are done at this layer as explained in [ 8]. 
Threats in this layer are related to the physical aspects of the device such as resources 
exhaustion that causes battery drainage and loss of power by preventing a node from 
sleeping or going into saving mode. Malicious actors investigated in [ 11, 37] can 
physically install unauthorized devices in order to sniff the traffic and extract valuable 
information. Eavesdropping and traffic analysis can go together as the sniffed traffic 
can be captured and analysed by a network packets analyser to gather information
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about the nodes and their environment in the network. The solution protect against 
the threat of eavesdropping since malicious nodes cannot decrypt or understand the 
context of the captured or sniffed traffic. Loss of power if it is caused by the threat 
of DoS attacks can be indirectly protected by the proposed solution as it prevents 
malicious nodes from joining the network in order to generate large amount of traffic 
and exhausts nodes until the battery is drained. If the loss of power is the result of 
physical tampering of the devices then this solution will not prevent it. 

Sybil Attack investigated in [ 9, 38, 39] is a form of attack that the IoT networks can 
be subject to. In this attack a malicious node impersonate one or more genuine nodes 
in the network and generate fake data and thus violating the trust and confidentiality 
between the nodes in the network. This attack can be prevented by this solution as 
the malicious nodes will be prevented from joining the network. 

Side channel attacks as defined by [ 40] is based on side-channel information about 
the encryption device that are found on the physical device when data is being pro-
cessed in the perception and physical layers of the device such as information about 
data processing time or power consumption of the device when encrypting/decrypting 
various messages and during the computation of different security protocols. This 
threat can be mitigated indirectly if a strong encryption algorithm is used to prevent 
malicious actors from data information leaked generated when the encryption and 
decryption process of the keys takes place. 

3 Internet of Things 

Internet of Things (IoT) is the next evolution of the Internet which will substantially 
affect human life. IoT is important because it is the first of its kind that is propelling 
an evolution of the Internet and smart environment—an evolution that will lead 
to innovative applications that have the ability to revolutionize our lives and our 
surroundings. 

The vision of having a variety of physical elements “Objects” and “things” con-
nected to the Internet is what forms the IoT. In the conventional Internet, most of 
the devices connected to the Internet were used directly by humans and needed a 
direct interaction from a human being to be able to generate data. The IoT vision 
enabled objects and things to interact with an external entity and send data without 
the interference of a human. No human participation is needed and objects are able 
to take decisions based on data received, sent or generated. 

Thus the term of the Internet of Things explained in [ 41] is now considered as a 
global network which allows the communication between human-to-human, human-
to-things and things-to-things that is anything in the world by providing a unique 
digital identity to each and every object. 

The idea is that all objects connected to the IoT will contain embedded technology, 
allowing them to interact with internal states or an external environment. Those 
objects will be able to sense and communicate thus changing how and where decisions 
are made and who makes them [ 42].
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The IoT is an emerging technology closely related to other research areas like 
Peer to Peer Networking, Mobile computing, Pervasive or Ubiquitous computing, 
Wireless Sensor Networks, Cyber Physical Systems, Real Time Analytics, etc. Tech-
nologies like ZigBee and Wi-Fi Direct can be widely deployed to achieve the notion of 
smart cities, eventually achieving a globally integrated smart world. However, there 
are ongoing issues like architecture design, hardware design, cost accountability, 
identity, privacy, and security issues for building new ices and solutions in IoT [ 43]. 

The applications and usage of the Internet are multifaceted and expanding on a 
daily basis. The Internet of Things (loT), Internet of Everything (loE) and Internet 
of Nano Things are new approaches for incorporating the Internet into the generality 
of personal, professional and societal life [ 44]. 

Applications of IoT encompasses medical implants, alarm clocks, wearable sys-
tems, automotives, washing machines, traffic lights, and the energy grid. It is expected 
that 50 billion devices will be interconnected by 2030. Having this huge Global Net-
work will result in the generation of a huge unprecedented amount of data. 

Internet protocols have always been considered too heavy for sensor networks and 
thus the 6LoWPAN protocol stacks were created [ 45]. 6LoWPAN concept originated 
from the idea that “the Internet Protocol could and should be applied even to the 
smallest devices” and that low-power devices with limited processing capabilities 
should be able to participate in the Internet of Things [ 4]. 

4 6LoWPAN  

To achieve the vision of the Internet of Things, a review of the currently used Internet 
protocols and standards was needed. The Internet Protocol (IP) was always consid-
ered a protocol for Local Area Networks, Wide Area Networks, PCs and servers. 
The IP protocol was not intended to be used with Wireless sensor networks, Personal 
Area Networks and the sensor itself. The main reason why it was not intended to be 
used is that the IP is too heavy for those applications. Sensor networks are meant to 
be lightweight resource constraints devices. 

However, recently there has been a rethinking of the many misconceptions about 
the IP. The main discussion was to answer this question “why invent a new protocol 
when we already have IP” thus the development and standardization of 6LoWPAN 
(IPv6 over Low Power Wireless Personal Area Networks) was carried out. A simple 
6LoWPAN architecture is shown in Fig. 3 and outlines the basic concept of connect-
ing low power devices in a 6LoWPAN network with a conventional IPv4/v6 network 
by using an edge router. 

6LoWPAN technology realizes the IPv6 packet transmission in the IEEE 802.15.4 
based WSN. And 6LoWPAN is regarded as one of the ideal technologies to realize 
the interconnection between WSN and Internet which is the key to build the IoT [ 46]. 

6LoWPAN defines how to layer, transmit and deal with data using IPv6 over low 
data rate, low power, and small footprint radio networks 6LoWPAN as identified 
by IEEE 802.15.4 radio. 6LoWPAN protocols resides between the data link layer
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Fig. 3 The 6LoWPAN simple architecture comprises the IoT network layer, the edger router and 
the connection to the Internet where the data collected from lower layers are analysed and processed 
[ 45] 

Fig. 4 IP and 6LoWPAN protocol stacks as presented in 6LoWPAN the wireless embedded Internet 
by Shelby and Bormann [ 45]. The representation of each layer in the 6LoWPAN shows how the 
logical communication between the layers at the same level can be interpreted, i.e. communication 
between the IP network layer and IPv6 

and the network layer. The adaptation of the full IP format and the 6LoWPAN in 
performed by the edge router that translates conventional IP traffic to 6LoWPAN 
traffic as is shown in Fig. 4 in relation to an IPv6 stack. 

Using IP protocols in Sensor networks simplify the connectivity model, as the 
hierarchy of the devices in the network can be flattened. This also removes the 
complexity of having devices to translate between proprietary protocols and standard 
Internet protocols [ 3].
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IoT applications are implemented using a wide range of proprietary technologies 
which are difficult to integrate with larger networks and Internet-based services. 
Where as the 6LoWPAN approach is an IP based one, these devices can be connected 
easily to other IP networks which doesn’t require any translation gateways or proxies, 
and which can use the existing network infrastructures [ 47]. 

It is normal to assume that using IP is too heavy in terms of code size, protocol 
complexity, required configuration infrastructure or head and protocol overhead. 
Implementation of 6LoWPAN can easily fit into 32 kb flash memory parts which is 
suitable for the Internet of Things devices and wireless Networks. 6LoWPAN uses the 
IPv6 thus the need for configuration servers such as DHCP and NAT is not available 
as the IPv6 has the Zero Configure and Neighbour Discovery capabilities. The use 
of IPv6 also allowed the protocol to define a unique stateless header compression 
mechanism for the transmission of IPv6 packets in as few as 4 bytes. 

A key attribute to 6LoWPAN is the IPv6 (Internet Protocol version 6) stack, 
which has been a very important introduction in recent years to enable the IoT. 
IPv6 provides a basic transport mechanism to produce complex control systems and 
to communicate with devices in a cost-effective manner via a low-power wireless 
network. 

The challenges to develop Internet of Things applications using 6LoWPAN stack 
similarly but with more complexity and can be identified specifically to routing and 
security of all nodes on the network. 

5 Routing 

Routing is a fundamental piece of the overall IPv6 architecture for the Internet of 
Things. It became clear as intelligent devices were proliferating into all aspects of 
life, that a new routing protocol would be required for devices on the smart grid as 
well as other smart devices operating in harsh environments such as smart grids, 
manufacturing plants, commercial buildings, and on transportation networks. The 
networks in these environments can be described as Low Power and Lossy Networks 
LLN, meaning they often operate with significant constraints on processing power, 
memory and energy translating into high data loss rates, low data transfer rates and 
instability. Routing Protocol for Low-Power and Lossy Networks RPL is a routing 
protocol on IPv6 that will translate the potential of Internet of Things into reality. 

As of 2011, RPL has been deemed ready by the IETF as a proposed standard 
RFC. The objective of RPL is to target networks which comprise of thousands of 
nodes where the majority of the nodes have very constrained resources. RPL protocol 
consists of routing techniques that organize networks in units called Directed Acyclic 
Graphs DAG. DAG is structure where all nodes are connected but there is no available 
round trip path from one node to another [ 48]. 

Each DAG structure is called Destination Oriented Directed Acyclic Graph 
(DODAG). The DODAG starts at the root node or sink. The root node is initially 
the only node that is a part of the DODAG, until it spreads gradually to cover the
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whole IoT as DODAG Information Object DIOs are received down in the network. 
In a converged IoT network, each RPL router has identified a stable set of parents, 
each of which is a potential next hop on a path towards the root of the DODAG as 
well as the calculated rank for each preferred parent for each node. 

When a router needs to decide on the preferred route to use and on the preferred 
parent, it will emit DODAG Information Object (DIO) messages using link local 
multicast thus indicating its respective rank in the DODAG (usually the distance to 
the root is considered the metric “hop count”). All routers will do the same and each 
router will receive several DIO messages. Once it receives all DIO messages, it will 
calculate its own rank and select its preferred parent and then itself start emitting 
DIO messages. 

Since RPL is a Distance Vector routing protocol, it restricts the ability for a router 
to change rank. A router can freely assume a lower rank but it can assume a higher 
rank, it is restricted to avoid count to infinity problem. For a router to assume a 
greater rank, it has to ask the root to trigger global recalculation of the DODAG by 
increasing a sequence number DODAG version in DIO messages. The protocol tries 
to avoid routing loops by computing a node’s position relative to other nodes with 
respect to the DODAG root. RPL is mostly communication between multipoint to 
point routes from the sensors inside the LLN and towards the root. RPL by way of 
the DIO generation provides this as upward routers. 

Downward routes are only used by parents to issue Destination Advertisement 
Object (DAO) messages, propagating as unicast via parents towards the DODAG 
root. In RPL routers two modes exist one that is non storing mode, where an RPL 
router originates DAO messages, advertising one or more of its parents and unicast 
it to the DODAG root. The root once it receives all DAOs from all routers, it can 
use source routing for reaching advertised destinations inside the LLN. The second 
mode, the storing mode, where each RPL router on the path and the root records a 
route to the prefixes advertised in the DAO and the next hop. 

A routing metric is a quantitative value used to find the cost of a path and helps 
in making the routing decision in case there are different routes available. In Low 
power Lossy Networks a metric is a scalar used to find the best path according to the 
objective function. 

Another important fact about the protocol’s design is the maintenance of the 
topology. Since most of the devices in LLN and 6LoWPAN networks are typically 
battery powered, it is crucial to limit the amount of sent control messages over the 
network. To do that, a trickle timer algorithm is used since the time for each router 
to send a DIO message is relevant to how the network topology is changing. If the 
network topology keeps on changing, which means if routers keep on finding in DIO 
message out dated messages, it means the trickle timer for DIO messages needs to 
be smaller. If routers keep on finding messages and information stored up to date 
(similar) it means no need for DIO messages at this rate, the timer is made bigger.
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5.1 RPL Messages 

To understand the messages of RPL and how they propagate over a RPL DODAG, we 
need to first look at how the messages of RPL are sent. RPL messages typically exist 
in an IEEE 802.15.4 network. The data frame of the IEEE 802.15.4 encapsulates 
a compressed header of the IPv6 as shown in Table 1 and the payload shown in 
Fig. 5. The compressed header of IPv6 is used since a full IPv6 packet does not fit 
in an IEEE 802.15.4 frame [ 49]. The IEEE 802.15.4 standard specifies a maximum 
transmission size (MTU) of 127 bytes, yielding about 122 bytes of actual Media 
Access Control (MAC) payload [ 50]. The payload also contains the ICMPv6 control 
message contained with the IP datagram, also shown in Fig. 5. The type of messages 
in ICMPv6 is set to 155 when RPL control messages are being sent [ 51]. Thus an 
IPv6 header compression is used, encapsulated in the IEEE 802.15.4 header as per 
IEEE 802.15.4 specifications in [ 52]. The IPv6 compressed header of IEEE 802.15.4 
header is of 5 bytes in size and shown in Table 1. 

RPL messages are considered part of the data frame message and they are sent in 
the payload of an 802.15.4 packet. Control of RPL and the order for a root to form 
a DODAG and for a node to join a DODAG are shown below: 

1. DODAG Information Solicitation message (DIS) (Sect. 5.1.1) 
2. DODAG Information Object (DIO) (Sect. 5.1.2) 

Table 1 Size of the different fields of the IEEE 802.15.4 frames 

Name of field Size in bytes 

LOWPAN_IPHC base encoding 2 

Context identifier extension 1 

Next header 1 

Group ID to identify all-RPL-nodes multicast address 1 

This is encapsulated in the IPv6 compressed header 

Fig. 5 IEEE 802.15.4 frame with the header and the payload sizes as defined by the 802.15.4 
specifications
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3. Destination Advertisement Object (DAO) (Sect. 5.1.3) 
4. Destination Advertisement Object Acknowledgement (DAO-ACK) 

(Sect. 5.1.4)—Optional. 

5.1.1 DODAG Information Solicitation (DIS) 

The DODAG Information Solicitation (DIS) message shown in Fig. 6 as per the defi-
nition of RPL messages in [ 53] may be used to solicit a DODAG Information Object 
from a RPL node. Its use is analogous to that of a Router Solicitation as specified 
in IPv6 Neighbour Discovery. A node may use DIS to probe its neighbourhood for 
nearby DODAGs. 

5.1.2 DODAG Information Object (DIO) 

A DIO base object structure shown in Fig. 7, as per the definition of RPL messages in 
[ 53] consists of 24 bytes. This is followed by the route information bytes and metric 
container bytes. 

The RPLInstanceID is an 8 bits field set by the DODAG root that indicates which 
RPL instance the DODAG is part of. The version number is set by the DODAG root 

Fig. 6 DIS base object frame with the 8 bits unused field reserved for flags. This field is ignored 
by the receiver and set to zero by the sender. The reserved and the option fields are ignored by the 
receiver 

Fig. 7 DIO message embedded in a 6LoWPAN frame
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Table 2 DIO message fields 

Name of field Size in bytes 

DIO base object (Fig. 7) 24 

DODAG configuration option 16 

Route information option 24 

Metric container 16 

Fig. 8 Destination Advertisement Object (DAO) base object 

and the rank is a 16 bit unsigned integer indicating the DODAG Rank of the node 
sending the DIO message. This defines how the nod receiving the DAO will decide 
how it will respond to the DIS message. The DODAGID is a 128 bit IPv6 address 
set by the DODAG root that uniquely identifies a DODAG. The DODAGID must be 
a rootable IPv6 address belonging to the DODAG root as defined in [ 53]. 

TheDIO  message  shown inFig.  7 is embedded in the payload of the IEEE 802.15.4 
data frame and takes 80 bytes as defined by Routing Over Low power and Lossy 
networks (ROLL) in ROLL and shown in Table 2. 

The metric container shown in Table 2 takes 16 bytes from the IEEE 802.15.4 
message. This consists of 2 bytes for “type and option length”, 6 bytes for “ETX 
metric object” and 6 bytes “ETX constraint object”. 

5.1.3 Destination Advertisement Object (DAO) 

A DAO base object format shown in Fig. 8 as per the definition of RPL messages 
in [ 53] consists of 24 bytes. This is followed by the route information bytes, metric 
containers bytes and other IPv6 bytes. 

The structure of a DAO message shown in Table 3 is 60 bytes.
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Table 3 DAO message fields 

Name of field Size in bytes 

DAO base object (Fig. 8) 20 

DODAG configuration option 16 

Route information option 24 

Fig. 9 Destination Advertisement Object Acknowledgement (DAO) base object 

Table 4 DAO-ACK message fields 

Name of field Size in bytes 

DAO-ACK base object 20 

DODAG configuration option 16 

Route information option 24 

5.1.4 Destination Advertisement Object Acknowledgement 
(DAO-ACK) 

The DAO-ACK message shown in Fig. 9 as per the definition of RPL messages in 
[ 53] is sent as a unicast packet by a DAO recipient (a DAO parent or DODAG root) 
in response to a unicast DAO message. It consists of 20 bytes. This is followed by 
route information bytes, metric containers bytes and other IPv6 bytes. 

The 69 bytes of the DAO-ACK message are shown in Table 4. 

5.2 RPL Routing Metrics and Constraints 

For a DODAG to be constructed, the root will need to first broadcast a DODAG Infor-
mation Object (DIO) message, discussed in details in Sect. 5.1.2 to all its neighbours. 
This DIO message will propagate through the network. Each node that receives a
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DIO message will consider the sender node a preferred parent to reach the root node 
until it receives another DIO message with better metrics to reach the root from 
another node [ 53]. The DIO message contains the DAG Metric Container option that 
is used to report metrics along the DODAG. The DAG metric Container may contain 
one specific metric or various numbers of metrics and constraints as chosen by the 
implementer [ 53]. Should multiple metrics and/or constraints be present in the DAG 
Metric Container, their use to determine the “best” path can be defined by an Objec-
tive Function (OF). Directed Acyclic Graph (DAG) that attempts to minimise path 
costs to the DAG root according to a set of metrics and Objective Functions. There 
are circumstances where loops may occur and RPL is designed to use a data-path 
loop detection method. This is one of the known requirements of RPL, and other 
data-path usage might be defined in the future. The graph is constructed by the use 
of an Objective Function (OF) which defines how the routing metric is computed. In 
other words, the OF specifies how routing constraints and other functions are taken 
into account during topology construction. 

The Routing Metrics and Constraints for RPL are defined in [ 53]. Those met-
rics and constraints are used in addition to other variables together and identified 
as OCP . 0 for Objective Function Zero (OF0). When the DAG Metric container 
contains a single metric, called an aggregated metric, that adjusts its value as the 
DIO message travels along the DAG. A node decides on its preferred parent and 
thus its rank based on this single rank only [ 54]. For example if the node Energy 
metric is aggregated along paths with an explicit Min function. The best path is 
selected through an implied Max function because the metric is Energy and thus 
the node with the highest Energy is selected as preferred parent. However, when a 
DAG Metric Container contains several metrics, then they need to be used in the 
order of criteria to be achieved. Each Metric criterion will be first met before moving 
to the next metric when deciding on a rank of a node (preferred parent). Several 
Metrics/Constraint Objects exist. In this section, the Metrics and Constraint Objects 
are discussed. 

Each of the objects below is a metric that can be considered a criterion in selecting 
a preferred parent. When chosen, it will be defined in the DAG Metric Container. 
Only one object of each metric can exist in the DAG Metric Container. Those metrics 
objects fall into two categories: 

1. Node Metric/Constraint Objects (Sect. 5.2.1) 
2. Link Metric/Constraint Objects (Sect. 5.2.2). 

5.2.1 Node Metric/Constraint Objects 

Node Metric/Constraint Objects are metrics or constraints related to nodes such as 
node processing power, node memory, congestion situation, node energy (e.g. in 
power mode, estimated remaining lifetime and hop count to reach the node). Several 
metrics exist to calculate those criterias
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1. Node State and Attribute Object (NSA): The NSA object is used to provide infor-
mation on node characteristics. Those characteristics of node state and attribute 
are defined by an 8 bit flag. This flag can have the value ‘A’ flag or ‘0’ flag. ‘A’ 
flag means that applications in this node may use aggregation node attribute in 
their routing decision to minimize the amount of traffic on the network. ‘0’ flag 
means that node workload may be hard to determine and express in some scalar 
form. Node workload will then be set based upon CPU overload, lack of memory 
or any other node-related conditions. 

2. Node Energy Object: The Node Energy Object is used as a metric when it is 
desirable to avoid selecting a node with low energy. Power and energy are clearly 
critical resources in most LLNs. Node Energy Object is calculated by determining 
the node Energy Consumption needed for each node [ 55]. 

EE  = 
Powernow 
Powermax 

× 100 

where EE is the energy estimation for each node. 
3. Hop Count Object (HP): The Hop Count Object (HP) is used to report the number 

of traversed nodes along the path. The HP object may be used as a constraint or a 
metric. When used as a constraint, the DAG root indicates the maximum number 
of hops that a path may traverse. When that number is reached, no other node can 
join that path. When used as a metric, each visited node simply increments the 
Hop Count field. 

5.2.2 Link Metric/Constraint Objects 

Link Metric/Constraint Objects are metrics related to links connecting nodes together 
such as link quality, link latency, throughput and reliability. Similarly to the Node 
Metric Objects, only one of each of the objects discussed below can be used at a time 
in the DAG Metric Container. Several link objects exist to calculate those criteria. 

1. Throughput: The throughput is the amount of data moved successfully from one 
point in the network to another in a given time period. The throughput object is 
calculated by calculating the estimated actual throughput. This is done when each 
node reports the range of throughput that their link can handle in addition to the 
currently available throughput. 

2. Latency: The latency is the amount of time a packet takes to travel from one 
point in the network to another. The latency object is calculated by calculating the 
estimated actual latency. This is done when each node report the range of latency 
that they allow in addition to the latency they are suffering based on the power 
consumption. 

3. The Link Quality Level Reliability Metric (LQL) [ 53]: The Link Quality Level 
(LQL) object is used to quantify the link reliability using a discrete value, from 
0 to 7, where 0 indicates that the link quality level is unknown and 1 reports the
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highest link quality level. The LQL can be used either as a metric or a constraint. 
When used as a metric, the LQL metric can only be recorded. For example, the 
DAG Metric object may request all traversed nodes to record the LQL of their 
incoming link into the LQL object. Each node can then use the LQL record to 
select its parent based on some user defined rules. 

4. The ETX Reliability Object: The ETX metric is the number of transmissions a 
node expects to make to a destination in order to successfully deliver a packet. In 
contrast with the LQL routing metric, the ETX provides a discrete value (which 
may not be an integer) computed according to the formula below: 

ET  X  = 1 

PR  Rdown × PR  Rup 

and where PRR is (Packet Reception Rate) 

PR  R  = 
Number of Received Packets 

Number of Sent Packets 

and .ET X is expected transmission count. 

5.3 RPL Objective Functions 

An Objective Function defines how a RPL node selects the optimised path within 
a RPL instance based on the routing metrics and constraints. It provides specific 
optimisation criteria like minimise hop count, path ETX, Latency etc. RPL forms 
Directed Acyclic Graph (DAGs) based on the objective function. The OF guides RPL 
in selection of the preferred parents and candidate parents. It is also used by RPL 
to compute the ranks of a node. All upward traffic is forwarded via the preferred 
parent. The ETX metric of a wireless link is the expected number of transmissions 
required to successfully transmit a packet on the link. Objective Function ETX uses 
ETX metric while computing the shortest path. 

The Objective Function (OF) is identified by an Objective Code Point (OCP) 
within the DIO Configuration option. An OF defines how nodes translate one or 
more metrics and constraints, which are themselves defined in [ 55], into a value 
called Rank, which approximates the node’s distance from a DODAG root in term 
of the number of hops it needs to reach it. An OF also defines how nodes select 
parents. When a new DIO is received, the OF that corresponds to the Objective Code 
Point (OCP) in the DIO is triggered with the content of the DIO. OCP is an identifier 
assigned by the Internet assigned Numbers Authority (IANA). Two OCP values are 
assigned, one for OF0 given identifier OCP 0 and the other for the Minimum Rank 
with Hysteresis Objective Function (MRHOF) given the identifier OCP 1. It is worth 
noting that OF0 and MRHOF are the only two Objective Functions that are fully 
defined by IETF. ETX is still a draft however it is widely used. Two other draft
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Objective Functions that are not used as much and are proven not to be effective are 
Load Balancing Objective Function (LBOF) and Traffic Aware Objective Function 
(TAOF). 

In this section, the objective functions overview is shown with how each of them 
format the Destination Advertisement Object (DAO) message with values relevant 
to the OF and the decision of the preferred parent. 

5.3.1 Objective Function Zero 

The metrics and constraints objects discussed above in Sect. 5.2 are used, if selected 
in the DAG Metric Container to select the preferred parent. Each of those individually 
can be used to determine the path for a node to the root. However when multiple 
DAG Metric Containers are used, those metrics are grouped together in a Objective 
Function. 

An OF0 implementation first computes a new variable called step of rank (.SR). 
This variable is associated with a given parent from relevant link properties and 
metrics as explained below. 

The .SR is used to compute the amount by which to increase the rank along a 
particular link. It first starts by making sure the node is a candidate preferred parent 
(received DIO message) by making sure the link is valid in terms of connectivity and 
suitability. After this, the node makes sure that the candidate node has acceptable 
node attribute (power, energy, CPU, memory, battery) to be able to act as a preferred 
parent. If all those criteria are fulfilled, the node selects the candidate as a preferred 
parent and changes the value of its rank in the RPL DAO message by increasing the 
rank it received in the DIO of the candidate by 1. 

The variable rank increase .RI is represented in units expressed by the variable 
. M , which defaults to the fixed constant that is defined in [ 53] as the default minimum 
hop rank increase .DRI = 256. 

The .SR is then computed for that link by multiplying by the rank factor .R f and 
then possibly stretched by a term.Sr that is less than or equal to the configured stretch 
of rank. The resulting .RI is added to the Rank of preferred parent .R(P) to obtain 
that of this node as below: 

R(N ) = R(P) + RI  

where 

RI  = (R f  × SR  + Sr) × M



22 A. El Hajjar

5.3.2 The Minimum Rank with Hysteresis Objective Function 
(MRHOF) 

The Routing Protocol for Low-Power and Lossy Networks (RPL) is a distance vec-
tor IPv6 routing protocol designed for LLN networks. RPL is designed for networks 
which comprise thousands of nodes where the majority of the nodes have very con-
strained energy and/or channel capacity. To conserve precious resources, a routing 
protocol must generate control traffic sparingly [ 56]. However, this is at odds with 
the need to quickly propagate any new routing information to resolve routing incon-
sistencies quickly. 

RPL organises its topology in a Directed Acyclic Graph (DAG). An RPL DAG 
must have at least one RPL root and a Destination Oriented DAG (DODAG) is 
constructed for each root. The root acts as a sink for the topology by storing all 
routes to all nodes in the DODAG in the routing table. The root may also act as a 
border router for the DODAG to allow nodes that belong to different DODAGs to 
communicate [ 53]. 

For a DODAG to be constructed, the root will need first to broadcast a DODAG 
Information Object (DIO) message, discussed in detail in Sect. 5.1.2, to all its neigh-
bours. This DIO message will propagate through the network. Each node that receives 
a DIO message will consider the sender node a preferred parent to reach the root 
node until it receives another DIO message with better metrics to reach the root from 
another node [ 53]. 

The DIO message contains the DAG Metric Container option that is used to report 
metrics along the DODAG. The DAG metric Container may contain one specific met-
ric or various numbers of metrics and constraints as chosen by the implementer [ 53]. 
Should multiple metrics and/or constraints be present in the DAG Metric Container, 
their use to determine the “best” path can be defined by an Objective Function (OF). 

The Objective Function (OF) is identified by an Objective Code Point (OCP) 
within the DIO Configuration option. An OF defines how nodes translate one or 
more metrics and constraints, which are themselves defined in [ 55], into a value 
called Rank, which approximates the node’s distance from a DODAG root in term 
of the number of hops it needs to reach it. An OF also defines how nodes select 
parents. When a new DIO is received, the OF that corresponds to the Objective 
Code Point (OCP) in the DIO is triggered with the content of the DIO. For exam-
ple, OF0 explained in Sect. 5.3.1, is identified by OCP 0 by the Internet assigned 
Numbers Authority (IANA). The Minimum Rank with Hysteresis Objective Func-
tion (MRHOF) explained in Sect. 5.3.2, is the other Objective Function defined by 
IANA and given the identifier OCP 1. 

Several Objective Functions were designed in order to fulfil specific tasks. A 
Destination Advertisement Object (DAO) message, for each node receiving the DIO 
message, will be sent to the candidate node (DIO message origin) with values relevant 
to the OF and the decision of the preferred parent. 

This Objective Function describes the Minimum Rank with Hysteresis Objective 
Function (MRHOF) [ 57], an Objective Function that selects routes that minimise a
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metric, while using hysteresis to reduce lagging in response to small metric changes. 
First, it finds the minimum cost path, i.e., path with the minimum Rank. Second, 
it switches to that minimum Rank path only if it is shorter (in terms of path cost) 
than the current path by at least a given threshold. This second mechanism is called 
“hysteresis”. MRHOF works with additive metrics along a route, and the metrics 
it uses are determined by the metrics that the RPL Destination Information Object 
(DIO) messages advertise. 

MRHOF uses current minimum path cost for the cost of the path from a node 
through its preferred parent to the root computed at the last parent selection. It also 
uses the following parameters 

• MAX LINK METRIC: Maximum allowed value for the selected link metric for 
each link on the path. 

• MAX PATH COST: Maximum allowed value for the path metric of a selected 
path. 

• PARENT SWITCH THRESHOLD: The difference between the cost of the path 
through the preferred parent and the minimum cost path in order to trigger the 
selection of a new preferred parent. 

• PARENT SET SIZE: The number of candidate parents including the preferred 
parent, in the parent set. 

• ALLOW FLOATING ROOT: If set to 1, allows a node to become a floating root. 
A node MAY declare itself as a Floating root, and hence have no preferred parent, 
depending on system configuration. 

The calculation of the .ET X metric is given constant selected metrics based on 
[ 58]. The metrics are: 

• MAX LINK METRIC: Disallow links with greater than 4 expected transmission 
counts on the selected path (Set to 512). 

• MAX PATH COST: Disallow paths with greater than 256 expected transmission 
counts (Set to 32,768). 

• PARENT SWITCH THRESHOLD: Switch to a new path only if it is expected to 
require at least 1.5 fewer transmissions than the current path (Set to 192). 

• PARENT SET SIZE: If the preferred parent is not available, two candidate parents 
are still available without triggering a new round of route discovery (Set to 3). 

• ALLOW FLOATING ROOT: Do not allow a node to become a floating root (Set to 
0). If.FR is 0 and no neighbours are discovered, the node does not have a preferred 
parent and must set the minimum path cost to .PS. 

5.3.3 ETX 

The expected transmission count ETX metric discuss is based on the number of 
expected transmissions required to successfully transmit and acknowledge a packet 
on a wireless link. The ETX metric is commonly used in wireless routing to distin-
guish between paths that require a large number of packet transmissions from those
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that require a smaller number of packet transmissions for successful packet delivery 
and acknowledgement however RPL uses this metric to establish preferred parent 
based on the value of the ETX metric of the link as defined in [ 55, 59] and make it 
available for route selection. This is called ETX Objective Function (ETX). 

In ETX, ETX metric allows RPL to find a minimum-ETX path from the nodes to 
a root in the DAG instance. This is the minimum ETX path between a node and the 
DAG root is the path (among other paths between the source and the destination) that 
requires the least number of packet transmissions per packet delivery to the DAG 
root. Thus, minimum-ETX paths are generally also the most energy-efficient paths 
in the network. 

The ETX uses the ETX metric to find the path to be used to deliver packets in a 
DAG instance with the minimum number of transmission required by using the ETX 
link metric to compute an ETX path metric based on the ETX link metric of each 
hop and choosing paths with smallest path ETX. 

At first, the root node set the parameters to identify the smallest ETX path for 
each node: 

• .min_path_etx : A variable that determines the ETX path metric of the path from a 
node through its preferred parent to the root computed at the last parent selection. 

• .MI N_ET X_PAT H_CONST : A constant that defines the maximum ETX value 
that can be considered for a node to be considered for parent selection. 

Each other node in the DAG (non root) computes the ETX path metric for a path 
to the root through each candidate neighbour by using the two parameters explained 
below: 

• .ET X_Neighbor_Metric: A variable that identifies the ETX metric for the link 
to a candidate neighbour. 

• .MI N_PAT H_ET X : A variable that assigns a value for each neighbour and the 
minimum ETX path advertised by that neighbour. 

A node computes the ETX path metric for the path by comparing all the 
.MI N_PAT H_ET X received for each candidate neighbour. If a neighbour ETX 
metric cannot be computed, it is set to infinity to avoid selecting it and potentially 
having high ETX paths. 

A node SHOULD compute the ETX Path metric for the path through each candi-
date neighbour reachable through all interfaces. If a node cannot compute the ETX 
path metric for the path through a candidate neighbour, the node MUST NOT make 
that candidate neighbor its preferred parent. 

If the ETX metric of the link to a neighbour is not available, the ETX Path metric 
for the path through that neighbour SHOULD be set to INFINITY. This metric 
value will prevent this path from being considered for path selection, hence avoiding 
potentially high ETX paths. 

The ETX Path metric corresponding to a neighbour MUST be re-computed each 
time the ETX metric of the link to the candidate neighbour is updated or if the a node 
receives a new.min_path_ET X advertisement from the candidate neighbour.
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After computing the ETX path metric for all candidate neighbours reachable for 
the current DAG instance, a node selects the preferred parent. The selection process 
is based on the condition that the ETX path metric corresponding to that neighbour 
is smaller than the ETX path metric of all the other neighbours. 

Once the preferred parent is selected, the node sets its .min_path_ET X variable 
to ETX path metric of the preferred parent. The vale of this variable is then carried 
in the metric container whenever DIO messages are sent. 

5.3.4 Load Balancing Objective Function 

Load Balancing Objective Function LBOF adds Child Node Count (CNC) as a metric, 
and uses it to select paths in a way that maintains a balanced number of children 
per preferred parent in the DODAG [ 60]. This will balance the traffic between the 
nodes, resulting in lower power consumption (hence longer network lifetime), a 
lower possibility of bottlenecks, and better delivery rate. An evaluation for this OF 
was carried in [ 61] with a comparison to OF0 and MRHOF, and it shows that LBOF 
provides longer network lifetime (by 16–40%) and better delivery rate (by 10–15%). 
However, with larger networks the LBOF seems to consume more energy due to 
parents churn. For this reason LBOF is considered out of context of this research. 

5.3.5 Traffic Aware Objective Function 

Traffic Aware Objective Function (TAOF) uses a combination of EXT and Packet 
Transmission Rate (PTR) as routing metrics, and uses it to select paths with less 
traffic towards the root and is defined in [ 62]. Authors in [ 63] defines TAOF which 
balances the traffic load that each node processes in order to ensure node lifetime 
maximization. They alter the DIO message format, introduced a new RPL metric, 
named Traffic Rate and used a new parent selection algorithm. The results in [ 63] 
show that TAOF achieves enhanced performance in terms of Packet Delivery Ratio 
(PDR) and that it builds more stable networks with fewer parent changes. However, 
it doesn’t cope well with a dynamic network as it will increase the packet delivery 
ratio if the number of hops to reach the border gateway increases. For this reason 
TAOF is considered out of context of this research. 

6 Security 

Security is a major issue in the roadmap as explained in [ 64] to implementing the 
Internet of things mainly because it is not possible to directly apply existing Internet-
centric security mechanisms due to the intrinsic features of WSN (e.g. the capabilities 
of the nodes, the bandwidth of the wireless channel). 

The purpose of those readings was to understand the standards and protocols that 
are becoming the driving force for securing a large network of sensors and small
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devices that will form the Internet of Things. This security involves securing the key 
establishment process and the routing discovery and establishment process. 

Like any other network, the primary goals of securing the Wireless Sensor Net-
work are the standard security goals such as confidentiality, integrity, authentication 
and availability. 

• Confidentiality: the ability for a message to remain confidential but concealing it 
from a passive attacker. For WSN, a sensor node should not reveal its data to its 
neighbours. 

• Authentication: the ability to ensure that the message reliable by confirming and 
identifying the source of this message (origin). Data authentication can be achieved 
by verifying the identity of source through symmetric or asymmetric mechanisms. 

• Integrity: the ability of nodes to ensure that the message was not tampered and 
modified during transmission. 

• Availability: the ability to use the resources and retain them for the whole duration 
of the communication of messages. 

Other security goals such as data freshness, self-organization and secure localiza-
tion are also of importance. Data freshness is the ability to ensure that the message 
received is the most recent one and that no newer messages were relayed. Self-
organization in a network is when a node is able to self-organize and self-heal itself 
when it was compromised. Secure localization is the ability to locate accurately a 
node in a network. 

Security challenges for the IoT and its integration within the IoT is studied as the 
challenges are tightly applicable to other relevant technologies of the IoT such as 
embedded systems, mobile phones and RFID. Security Threats for IoT based on the 
goals mentioned above are: 

• Confidentiality: threats for confidentiality in IoT involves an attacker eavesdrop-
ping and overhearing critical information such as sensing data and routing infor-
mation. Based on this the adversary may cause severe damage since they can use 
the sensing data for many illegal purposes [ 7]. 

• Authentication: threats for authentication in IoT involves attacks on the network 
that can alter the packets. It can also inject false packets. Another threat for IoT, 
is a general threat for wireless networks. The nature of the media and the unat-
tended nature of wireless sensor networks make it extremely challenging to ensure 
authentication. 

• Integrity: a malicious node present in the network can inject false data. Instability 
of wireless channel can cause damage or loss of data. 

• Achieving a self-organizing and self-healing network in IoT is considered chal-
lenging since there is no fixed infrastructure to manage the network. This inherent 
feature brings another challenge as the damage resulting from an attack can be 
devastating. 

• Localization in Wireless sensor network is essential as a compromised node can 
result for the attacker to manipulate data sending wrong location information by 
reporting false signal strengths and replaying signal.



Key-Pre Distribution for the Internet of Things … 27

Wireless sensor network limitations/weaknesses: 

• Limited resources: for wireless sensor networks, the nodes will be limited in terms 
of memory, energy and processing power. Any of the security functions that will 
be applied on a WSN will need to take into consideration those issues as most of 
the available protocols and standards for encryption, decryption, data signatures, 
and signature verification consume memory, energy and computational power. 

• Highly unreliable communication medium is another limitation for the wireless 
sensor networks as the nature of the communication medium can cause latency, 
multi-hop routing, network congestion or even conflicts such as collision. Unre-
liable transfers is another limitation where packets can become corrupted or even 
discarded which results in packet loss. This will force nodes to allocate more 
resources to error handling. 

• On most wireless sensor networks applications, node will be left unattended and 
this can cause serious issues and limitation especially when nodes are exposed to 
physical attacks. The network is distributed thus if the design is not adequate, it 
can leave a network that is hard to manage, inefficient and fragile. 

6.1 Security in RPL 

Mayzaud et al. [ 65] identified three different categories of attacks on RPL that can 
violate one or more of the security goals defined in the previous section. The first 
category covers nodes resources such as energy, memory and processing power. 
The second category includes attacks on the topology of the RPL network and the 
third category corresponds to attacks against the network traffic. Attacks in the first 
category can damage the network since all nodes are constrained and this will shorten 
the lifetime of these nodes. Attacks in the second category will disrupt the normal 
operation of the network such as how RPL network converge and the third category 
of attacks will violate the confidentiality and integrity of data in the RPL network. 

The main focus on this research is to mitigate attacks against traffic by preventing 
eavesdropping and passive sniffing. 

RPL supports message confidentiality and integrity. It is designed as such that 
link-layer mechanisms can be used when available and appropriate and yet in their 
absence, RPL can use its own mechanisms. RPL supports three security modes 
defined in [ 53]. 

They are Unsecured, Pre-installed and Authenticated. Unsecured refers to the 
security mechanism that is provided in lower layers such as link layer security. Pre-
installed and authenticated modes require the use of pre-installed shared keys on all 
motes prior to deploying the motes. Both modes provide security procedures and 
mechanisms at the conceptual level and are concerned with authentication, access 
control, data confidentiality, data integrity and non repudiation. This study focuses 
on the Pre-installed mode as a method of securing message transmission between 
motes in an RPL DAG instance. Authentication in the pre-installed mode involves
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the mutual authentication of the routing peers prior to exchanging route information 
(i.e., peer authentication) as well as ensuring that the source of the route data is from 
the peer (i.e., data origin authentication) [ 66]. The limitation of the pre-installed 
mode in its common form, is that it is assumed that a mote wishing to join a secured 
network is pre-configured with a shared key for communicating with all neighbours 
and the RPL root. This means that once this shared key is compromised, all network 
leaves in the RPL DODAG are compromised. 

The process of distributing the keys is out of scope for the specification of the 
RPL request for comment document [ 53]. The document further assumes that in 
authenticated mode, the router will dynamically install new keys once they have 
joined a network as a host however how the router will distribute those keys is out 
of context for RPL specifications and is not defined. 

The RPL control messages incorporated in [ 53] the secure field in the header 
contents as shown in Fig. 10. The secure field contains several subfields as shown in 
Fig. 11 and each of the subfields identify the level of security and the algorithms in 
use to protect RPL algorithms. 

Fig. 10 Secure RPL control message as shown in [ 53]. The ICMPv6 information message with a 
type of 155. The code identifies the type of the RPL control messages (DIO, DAO, DIS, etc.), and 
the checksum computation field that is computed for each security message 

Fig. 11 Security section as shown in [ 53]. The level of security of the algorithm in use are indicated 
in the protocol message. The algorithm field specifies the encryption type, the MAC and signature 
scheme the network uses. The counter is time T that is a timestamp of security
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The security variants provide integrity and replay protection as well as optional 
confidentiality and delay protection. The optional confidentiality variant is not 
defined in [ 53] however a security algorithm is proposed to specify the encryption 
algorithm to be used once keys are distributed. 

The main security fields shown in Figs. 10 and 11 are the Message Authentica-
tion Codes (MAC) and signatures provide authentication over the entire unsecured 
ICMPv6 RPL control message, including the Security section with all fields defined 
but with the ICMPv6 checksum temporarily set to zero. Encryption algorithm pro-
vides confidentiality of the secured RPL ICMPv6 message that includes the cryp-
tographic fields (MAC, signature, etc.). In other words, the security transformation 
itself (e.g., the Signature and/or Algorithm in use) will detail how to incorporate the 
cryptographic fields into the secured packet. The Security Algorithm field specifies 
the encryption, MAC and the signature scheme the network uses. The cryptographic 
mode of operation described in [ 53] (Algorithm = 0) is based on CCM and the 
block-cipher AES-128 defined in [ 67]. This mode of operation is widely supported 
by existing implementations. 

6.2 Cryptography in IoT 

The end-to-end principle argues that many functions can be implemented properly 
only on an end-to-end basis, such as ensuring the reliable delivery of data and the use 
of cryptography to provide confidentiality and message integrity. Adding a function 
to improve reliability on a particular link may provide some optimization, but can 
never ensure reliable delivery end-to-end. Similarly, security objectives that can only 
be met by protecting the conversation between two end-nodes are therefore best met 
by performing the cryptography at layer 3 or higher. There may even be security 
objectives that require protecting the data itself instead of the communication chan-
nel. However, this does not mean that all security objectives can be met end-to-end. 
In particular, achieving robust availability often requires protecting the subnetwork 
against attackers and more so for wireless networks. Adding a first line of defence at 
layer 2 may also increase robustness against attacks on confidentiality and integrity. 

When combining encryption with authentication, some of the authenticated infor-
mation may have to be sent in the clear. AES/CCM therefore encrypts a message 
(. m) and authenticates that together with (possibly empty) additional authenticated 
data a, using a secret key K and a nonce N. A parameter L controls the number 
of bytes used for counting the AES blocks in the message; .m must be shorter than 
28L bytes. For IEEE 802.15.4 packets, the smallest value of L = 2 is plenty. Counter 
with CBC-MAC (Cipher Block Chaining Message Authentication Code) [CCM] is 
an authenticated encryption algorithm that provides at the same time confidentiality, 
authentication and integrity protection. 

Even with the best link-layer security mechanisms, the data is no longer protected 
once it leaves the link. This makes the data vulnerable at any point that is responsible 
for forwarding it at the network layer, or on any link that has lesser security. Even
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worse, an attack on the network layer might be able to divert data onto a path that 
contains additional forwarding nodes controlled by the attacker. End-to-end security 
that protects the conversation along the entire path between two communicating 
nodes is therefore an important element of any robust security system, so much so, 
that this requirement became a banner feature in the development of IPv6 [ 45]. 

Security involves two main aspects, the Network access (authorization) and the 
key management during the device communication. Key management protocols can 
be classified according to the method the key is delivered (key transport or key agree-
ment) and whether key exchanged are based on symmetric or asymmetric cryptog-
raphy. 

Symmetric techniques demand the communicating parties to possess the same key 
prior to message exchange. Standard online key exchange protocols involving public 
parameters or trusted authorities are generally avoided. Instead, as defined in [ 68] 
Key Pre-Distribution KPS techniques, involving the following steps are preferred: 
(i) Preloading of Keys into the sensors prior to deployment; (ii) Key establishment: 
this phase consists of (a) Shared key discovery: establishing shared key(s) among the 
nodes and (b) Path key establishment: establishing path via other node(s) between a 
given pair of nodes that do not share any common key. 

All of key management or key agreement schemes follow one of the three gen-
eral key agreement schemes: trusted-server scheme, self-enforcing scheme, and key 
pre-distribution scheme. Trusted server scheme is not suitable for wireless sensor 
network as usually there is no centralized infrastructure in sensor networks such as a 
centralized entity to manage Kerberos. The self-enforcing scheme depends on sym-
metric cryptography such as a key agreement using a public key certificate. Limited 
computation and energy resources of sensor nodes often make it undesirable to use 
public key algorithms such as Diffie-Hellman key agreement or RAS. Many imple-
mentation and evaluation proved this to be an unrealistic scheme for WSN [ 69]. To 
use Public Key Infrastructure (PKI) technology. For example, each endpoint must 
be able to store digital keys, run encryption and decryption algorithms and conduct 
sophisticated handshakes to establish secure SSL connections, etc. However, many 
IoT nodes like the passive RFID tags or sensors simply don’t have the electrical 
power, storage, or processing power necessary to tackle even the simplest of PKI 
tasks. 

The time to execute the main cryptographic operation of ECC, the scalar point 
multiplication has been reduced from 34 s in 2004 to less than 0.5 s in 2009. With 
ECC, any node can make use of digital signature schemes (ECDSA), key exchange 
protocols (ECDH), and public key encryption schemes (ECIES). However, PKC is 
still too expensive to be used by sensor nodes implementing web servers as the over-
head of its software implementation (420 ms) is too high. Note that the use of other 
PKI primitives with extremely efficient encryption and verification is discouraged. 
However PKI is still too expensive to be used by sensor nodes implementing web 
servers, as the overhead of its software implementation (420 ms) is still too high [ 70]. 

IPsec was considered a serious contender for securing WSN and many methods of 
research were involved in creating a lightweight version of IPsec to be incorporated 
into the 6LoWPAN architecture. Authors in [ 71, 72] suggested compressing the IPsec
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and only looked at the authentication header part of the IPsec but suggested to use 
key pre distribution for the end to end communication. Other research suggested that 
the IPsec is unsuitable IAS t is designed for one-to-one communication. However, 
the dominant types of communication in WSNs are Many-to-one and One-to-many. 
This makes such protocols unsuitable for the usage in WSNs. 

Sensors can use the 6LoWPAN protocol to interact with an IPv6 network as they 
are powerful enough to implement symmetric key cryptography standards such as 
AES-128 in [ 73]. 

Authors in [ 70] explain that even if assumptions were made that a WSN peer is 
protected by its own security mechanisms such as using the link layer security of 
IEEE 802.15.4, the public nature of the internet will require the existence of a secure 
communication protocol for protecting the communication between two peers. Key 
establishment is a fundamental security issue in wireless sensor networks (WSN). 
It is the basis to establish secure communication using cryptographic technologies 
between sensor nodes. Due to the current resource constraints on sensors, it is infeasi-
ble to use traditional key management techniques such as public key cryptography or 
key distribution centre based protocols. Therefore the key pre-distribution schemes 
are paid most attention in key management of WSN. 

It was very important to understand how those networks utilize the available pre 
distribution techniques such as the mostly used one, proposed by Eschenauer and 
Giglor [ 1] to secure the Distributed Sensor Networks (DSN). 

Authors in [ 69] modified E-G scheme by only increasing the number of keys that 
two random nodes share from at least 1 to at least q. It increased vulnerability in a 
large scale node compromise attack. They further extended this idea and developed 
two key pre-distribution techniques: a q-composite key pre-distribution scheme and a 
random pairwise keys scheme. The q-composite key pre-distribution also uses a key 
pool but requires two nodes compute a pairwise key from at least q-pre-distributed 
keys that they share. The random pairwise keys scheme randomly picks pairs of 
sensor nodes and assigns each pair a unique random key. 

A framework was developed in [ 74] to be used to improve the performance of any 
existing key pre-distribution scheme using polynomial pairwise key. This framework 
does not require any prior knowledge of sensors’ expected locations, and thus greatly 
simplifies the deployment of sensor networks. 

It is now accepted to assume that the Key management scheme for distributed 
sensor networks developed by Eschenauer and Giglor is a standard to use for securing 
wireless sensor networks. However Eschenauer and Giglor only looked at the key 
pre-distribution schemes proposed for WSN and ZigBee as the main purpose of their 
research, our objective is to implement a Key distribution mechanism for the IoT to 
solve the problem of exchanging key between devices connected to the IoT without 
compromising the nodes or the validity of the Keys because of a Man in the Middle 
attack using the same scheme proposed by Eschenauer and Giglor [ 1]. Algorithm 
for the key management scheme for distributed sensor networks and how it will be 
used in the context of the IoT will be shown later on in this report.
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6.3 Key Pre-distribution in DSN 

In order to provide security between nodes communicating, encryption/decryption 
keys needs to be used for each and every communication link between devices. The 
main feature of key pre distribution and how it works is referred in the context of any 
Ad Hoc network as a challenge. The challenge simply lies in how the keys will be 
distributed beforehand and how to ensure that nodes communicating in an Ad-Hoc 
nature share a key and thus can provide secrecy and authentication by encrypting 
their communication channel. 

The management of key is one of the key challenges to secure networks. We list 
below key pre distribution challenges when used in the context of the distributed 
sensor networks DSN. 

• It is difficult to distribute keys and keying materials such as identifiers prior to 
deployment. 

• Nodes in the networks are not authenticated and therefore obtaining a key does 
not guarantee that a node is trusted. 

• Nodes in the distributed sensor networks are mostly battery operated low power 
devices, limited memory resources and computation power and the key pre dis-
tribution scheme chosen needs to have low overhead to ensure that the nodes can 
still operate efficiently. 

• The nature of the distributed sensor networks and where nodes are located means 
that it is difficult to know where nodes. This can potentially result in the physical 
capture of the nodes and they become compromised and all credentials can be 
exposed. 

• Note all nodes are implemented at the same time, for this reason the key pre 
distribution scheme needs to ensure that existing nodes in the network will work 
together securely with the newly added nodes. 

• If node is compromised. 

In addition the challenges to the key pre distribution presented above, the Internet 
of Things network present on top of those challenges other challenges unique to them. 
The main challenge related to this research is the nature of how nodes communicate in 
an IoT network which prevent nodes from creating more than one node and therefore 
if the key distribution scheme used does not produce enough keys not all nodes will 
participate in the IoT network. 

In sensor networks, key distribution is usually combined with initial commu-
nication establishment to bootstrap a secure communication infrastructure from a 
collection of deployed sensor nodes. In the setting we study in this chapter, nodes 
have been pre-initialized with some secret information before deployment, but only 
after network setup will we know the location of nodes. The node location often deter-
mines which nodes need to establish a link with which other nodes, so we cannot set 
up these keys before deployment. In this chapter, we refer to the combined problem of 
key distribution and secure communications establishment as the security bootstrap-
ping problem, or simply the bootstrapping problem. A bootstrapping protocol must
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not only enable a newly deployed sensor network to initiate a secure infrastructure, 
but it must also allow nodes deployed at a later time to join the network securely. 

This is a challenging problem due to the many limitations of sensor network 
hardware and software. In this chapter, we discuss and evaluate several well-known 
methods of key distribution. Besides these, we present an in-depth study of random 
key pre distribution, a method that has recently attracted significant research attention 
and we have also worked on. However, the pairwise key establishment problem is 
still not solved. For the basic Probabilistic and the q-composite key pre-distribution 
schemes, as the number of compromised nodes increases, the fraction of affected 
pairwise keys increases quickly. As a result, a small number of compromised nodes 
may affect a large fraction of pairwise keys. While the random pairwise keys scheme 
doesn’t suffer from the above security problem and given the memory constraint, the 
network size is strictly limited by the desired probability that two sensors share a 
pairwise key and the number of neighbour nodes that a sensor can communicate with. 

The interest of this research is to look at the various methods of key distribution 
between various devices in the context of the IoT proposed and study their feasibility. 

Pre-distribution of keys can follow one of three major approaches when used in 
the context of the IoT as explained in [ 75]. The probabilistic approach explained in 
Sect. 6.4, the deterministic approach explained in Sect. 6.5 or the hybrid approach 
that combines both as proposed in [ 76– 79]. 

Paterson and Stinson mathematically investigated in [ 80] the metrics that should 
be used to assess the suitability of the various probabilistic and deterministic key pre 
distribution schemes and identified them as the network size, storage requirements, 
network connectivity and network resilience. When using those key pre-distributions 
schemes in the context of the IoT other metrics also needs to be evaluated as pro-
posed in [ 81]. The metrics are scalability to identify if the scheme can support large 
networks, efficiency to evaluate how much storage and processing power the used 
scheme will use, storage complexity in term of the amount of memory required to 
store the security keys for large networks and processing complexity in order to com-
puter the amount of processor cycles required to establish a key and communication 
complexity as in the number of messages exchanged during the key generation and 
distribution process. Resilience should also be considered in evaluating how resilient 
the network will be if a node is captured and keys need to be revoked. Finally the key 
connectivity metric will need to be evaluated as the number of keys will increase if 
the probability of two nodes to share a key is low and this will have a high impact 
on the other metrics. 

6.4 Probabilistic Key Pre-distribution 

Probabilistic schemes is where the secure link establishment is conditioned by the 
existence of shared pre-loaded keys and deterministic schemes which ensure total 
secure connectivity coverage. The idea behind the probabilistic scheme was proposed 
first by Eschenauer and Giglor [ 1]. A Random key pre-distribution (RKP) where each



34 A. El Hajjar

node is pre-loaded with a key ring of m keys randomly selected from a large pool. 
After the deployment step, each node exchanges with each of its neighbours the key 
identifiers that it maintains in order to identify the common keys. If two neighbours 
share at least one key, they establish a secure link and compute their session secret 
key which is one of the common keys. Otherwise, they should determine secure paths 
composed by successive secure links. 

Traditional key exchange and key distribution protocols based on infrastructure 
using trusted third parties are impractical for large scale distributed sensor networks. 
There is no key distribution at the moment implemented on DSN other than key pre 
distribution. However the key pre distribution offers two inadequate solutions: Single 
mission key solution is inadequate because if one sensor node was compromised, 
this would lead to the compromise of all the DSN since selective key revocation is 
impossible upon sensor capture detection. 

The other solution is pair wise private sharing of keys avoids compromise of 
the whole DSN since it allows selective key revocation. However, it requires pre 
distribution and storage of .n − 1 keys in each sensor. This will mean that each node 
will require a large amount of memory to store the keys if for example a DSN contains 
1000 nodes. In total there will be .n(n − 1)/2 keys per DSN. It will also render the 
communication between the devices complex and resources draining. 

Eschenauer’s and Giglor’s approach was to propose a single key pre distribution 
scheme that requires memory storage for only a few tens to a couple of hundred keys, 
and yet has similar security and superior operational properties when compared to 
those of the pair wise private key sharing scheme. 

Their scheme relies on Probabilistic key sharing among the nodes of a random 
graph and uses a simple shared key discovery protocol for key distribution, revocation 
and node re-keying. 

This aim of this chapter is to identify how the Probabilistic key pre-distribution 
scheme can be applied in the context of the Internet of Things networks to allow 
keys to be distributed among nodes in the network so that only RPL nodes that share 
a pair-wise key can join the RPL DODAG and how the scheme will perform. 

6.5 Deterministic Key Pre-distribution 

Deterministic schemes ensure that each node is able to establish a pair-wise key with 
each of its neighbours. To guarantee determinism, LEAP make use of a common 
transitory key that is pre-loaded into all nodes prior to deployment. The transitory key 
is used to generate session keys between neighbouring nodes before being removed. 

The scheme suggested by [ 2] divides the solution into three phases. In the first 
phase, each node attempts to discover which nodes are within its neighbourhood and 
to verify their identities. For this, each node will commit to each identity discovered 
in its neighbourhood and perform the fingerprinted mutual authentication protocol 
FMAP protocol with each neighbour it is supposed to share a key with. The FMAP 
protocol assumes that each node that is pre-loaded with the fingerprint of every
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other node. Each node that joins the network broadcast a simple HELLO message 
containing its fingerprint and its key list. Every node that receive this message can 
verify the fingerprint in order to confirm uniqueness. If a similar fingerprint exists, 
the node is not allowed to join. At the end of the first phase, each node will have a 
list of all its neighbours including identity and fingerprint and will have verified the 
identity with neighbours that it shares key with. At this stage, nodes have not decided 
whether to accept this identity or not. Each node will overhear all FMAP protocol 
messages in order to decide whether it accepts its identity or not. In Phase 1, each 
.ni has now established a path with all direct neighbours that it was able to identify 
their identity of the form.ni → n j . 

In the second phase and since a node has already identified direct neighbours that 
it shares a key with, the next step is to identify if a path can be established further 
beyond neighbours by using them as hops—That is the neighbours that exist outside 
of n’s neighbourhood in the form of .ni → n j → nk . Verifying a node that is not a 
direct neighbour is more difficult as FMAP protocol cannot be imitated on nodes 
that are not neighbours (Those nodes cannot respond to HELLO messages from 
neighbours of neighbours). For this.ni will have to rely on the trust issued by each of 
its direct neighbours to their corresponding neighbours. However it cannot assume 
that the process of identifying of its neighbours .n j assumption about the identity is 
correct. For this it applies a voting process in which if the majority of nodes that are 
direct neighbours identify .nk as their direct neighbours then it assumes that .nk is an 
honest node. Since .nk is trusted by the majority, it is now considered as a trusted 
device by .ni and thus a 2 hop path is established. 

In Phase 1, each .ni learns paths of the form .ni → n j , and in Phase 2 each . ni
learns paths of the form.ni → n j → nk . Just as nodes informed their neighbours of 
the results of Phase 1 so that the information could be utilized to construct 2-hop 
paths, each node broadcasts the results of Phase 2 so that nodes of their neighbourhood 
learn which 3-hop paths exist. More specifically, each .n j will broadcast all paths it 
has discovered of the form.n j → nk → nl . This way, in phase 3 each node increases 
its knowledge of the network by one hop by relying on the nodes that were verified 
during phase 1 and 3 of the protocol. In phase 3, .ni is not voting for the majority to 
decide whether to trust .nl and has to trust that .n j already has chosen .nl as it gained 
majority. 

The aim of this chapter is to question how the Deterministic key pre-distribution 
scheme can be applied in the context of the Internet of Things networks to allow 
keys to be distributed among nodes in the network so that only RPL nodes that share 
a pair-wise key can join the RPL DODAG and how it will perform. 

6.6 Threats Attacks Trees 

Internet of Things networks are subject to several threats as discussed in Sect. 2.2 
and identified which threats can be mitigated by using encrypted communication 
between nodes in the network.
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In this section we will look at the different threats that can be carried by malicious 
actors and the attack surfaces that can be exploited in order to compromise the 
network. We categorized the threats identified in Sect. 2.2 into two different type 
of attacks. The first category of attacks explained in Sect. 6.6.1 assumes that the 
malicious actor is exploiting the link of nodes that are sending data in plain text and 
on the encryption algorithm used to protect the link. The second category investigated 
in Sect. 6.6.2 shows how a malicious actor can attempt to exploit the routing formation 
or the routing table. 

6.6.1 Attack Tree on Confidentiality and Integrity of Data 

The threat of having an insecure communication between IoT devices is now more 
tangible than a conventional threat for any other type of networks on the Internet. 
Plain text communication makes it easier for attackers to tamper with data as well. 
In another scenario where an attacker tampers with the communication between an 
IoT device sending regular measurement of a valve in a factory for another machine 
to switch off for example at a critical level and modifies the temperature data. This 
can potentially be disastrous for a factory and might even lead to loss of life. We 
present in Fig. 12 the attack tree that results in violation of confidentiality, integrity 
or availability of the RPL DODAG. 

Man in the Middle (MiTM) attacks will allow a malicious actor to eavesdrop 
into the communication and sniff the data transmitted between nodes. This will 
reveal both the data information exchanged between nodes and the control messages 
between nodes such as routing table formation. Since MiTM is most of the time used 
to allow further attacks such as session replay where the attacker stores messages 
exchanged between nodes in order to replay them later on. This will potentially lead 
to repudiation of data as there will be no method to identify and validate if the data 
sent is correct and the malicious actor can tamper with the data. 

The proposed solution can protect some of the attacks presented in Fig. 12. Traffic  
analysis can partly be prevented as the traffic is encrypted and the payload (data) is not 
sent in the clear text. Having the data sent in clear text will violate the confidentiality 
of the data. This will also lead to violation of the integrity if further attacks are carried 
out such as Man in the middle attacks that can easily be done if the traffic is sent in 
clear text. The different cryptanalytic attacks presented depends on the encryption 
algorithm used. 

6.6.2 Attack Tree on the Routing Formation and the Routing Table 

In Fig. 13 we present how the RPL routing table or the RPL topology maintenance 
can be attacked. We note that they all rely on the presence of one or more malicious 
nodes in the network. A malicious node can disrupt the RPL DODAG formation and 
results in one of the attacks shown in Fig. 12, however, if the nodes communicate 
using the proposed solution and form secure links they can prevented.
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Fig. 12 Attack tree representation of all the attacks on the confidentiality, integrity and account-
ability that an Internet of Things network is vulnerable when all communications are sent in plain 
text 

7 Summary 

In this chapter, we defined the differences between the Wireless Sensor Networks 
WSN, the Distributed Sensor Networks DSN, and the Internet of Things IoT. The 
differences are mainly related to the link availability between nodes in the network 
since nodes between DSN and WSN are between each node and all its neighbours 
in comparison with the IoT networks where each node form a link only with one 
preferred neighbour based on certain variables.
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Fig. 13 Attack tree representation of all the attacks on the routing formation when all the routing 
control messages are sent in plain text 

We introduced the IoT 6LoWPAN concept that defines how the Internet Protocol 
can be used in the context of the Internet of Things and researched the routing power 
for loss networks RPL and explained how it works and the various objective functions 
that can be used and the security measures that are incorporated within it. 

We finally discussed the threats and vulnerabilities that IoT nodes and networks 
are vulnerable to and researched different key distribution schemes that are available 
and how each of them is used in the context of the IoT.
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Abstract The proliferation of technology is now exponential. Developments in 
technology, the increase in computer power and the reduction of cost, has allowed 
for greater accessibility, use and implementation of this technology in all sectors 
and industries. The evolution of smart and autonomous technologies, such as arti-
ficial intelligence and machine learning, has enabled traditionally labour intensive 
data analytical tasks to be conducted, quickly and efficiently. Multiple datasets and 
data lakes that have been siloed, are now being utilised and interconnected. Digital 
twin, AI, metaverse, virtual technologies are being immersed into all sectors and 
more importantly merged into humans where the line between reality and virtual 
are seeming to be the same. However, in order to succeed utilising these amazing 
and emerging technologies, it means that there has to be an incredible backbone and 
capacity to carry data; and instantaneously delivery at high speed and securely. 5G 
is already in its rollout and has to achieve its objectives in order for 6G to be fully 
onboarded and implemented in a methodical manner. The European Commission 
has 5G objectives and is applying funding for strategic initiatives, such as Horizon 
2020. There are huge benefits for all with 5G/6G but only if they are implemented in 
a manner that decreases the risk they can pose to security, privacy and trust, which 
are core pillars that must be maintained. Smart cities will mean the data that is being 
collected can be analysed and in the wrong hands it poses security risks to the data/ 
individual/nation. With such an intertwining of technologies interacting with humans 
and the abundance of IoT and eIoT in smart cities, there has to be a clear governance 
plan in place and way to manage 5G/6G to ensure success. This chapter explains the 
5G/6G background, risks, benefits and highlights the need for robust governance. 
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1 Introduction 

It is imperative that with a foreseen utilisation and implementation of smart and auto-
mated systems within infrastructure and services, that consideration is taken to ensure 
the privacy and technology of these mechanisms and systems. Smart technologies, 
automated systems, and IoT are all dependant on data utilisation and with 5G/6G as 
the backbone of their functionality and being the carrier of the data. Securing both 
the communications mechanisms and the technologies themselves are key to their 
safe and secure implementation. It is also critical that such methodology, privacy and 
security frameworks are utilised to enable and instil trust in the use of these technolo-
gies, which whilst it will be critical in smart infrastructure, will also be pervasive in 
both nature and scope of use. 

1.1 Fundamentals of Mobile Communication Technology 

In 1983 almost all communications were wireless voice-centric, using analogue 
systems [1]. From 1983 until 2013 many generation type communications were 
introduced as follows:

• First generation (1G): This was a mobile system and an integration of FM radios 
in analogue systems since manufacturing digital radio systems were expensive.

• Second generation (2G): The former European GSM was transitioning from 
voice-centric wireless communication and changed into digital systems, such 
as EDGE, GPRS and GSM, where the code division multiple access (CDMA) 
system, was predominantly used in the USA with a bandwidth of 1.25 MHz.

• Third generation (3G): From the end of 1990’s, 3G was introduced into the 
market by connecting data and voice together.

• 3G to 4G migration: Circa 2013, began a representative transgression from the 
internet at a lower data rate to the high-speed internet used for mobile videos and 
higher end multimedia. Both, LTE and WiMAX are part of fourth generation (4G) 
systems with a bandwidth of 20 MHz [1]. 

1.2 Technologies Behind the 5G and 6G Cellular Network 

There are approximately six technologies that are collectively responsible for the 
existence and the function of the next generation network (NGN), the 5G cellular 
network. According to many specialists and researchers in this field, states that the 
innovative 5G is distinctive in three major features which shapes the technology to 
a positive extent, such as:

• Ability of multi-device connectivity
• Higher speeds
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• Lower latency 

More importantly the yearly subscription to mobile broadband systems showed a 
rapid increase in the number of individuals using it. In a 20-year global perspective, 
the number of devices connected to the internet demonstrate an exponential increase 
and by 2025 there will be around 75 billion internet-connected devices worldwide. 

In order for the billions of IoT devices to interact with each other and with a base 
station as well as to respond to signals/requests faster and smoothly, it requires a 
faster and stable internet connection; which enables higher data rates for the purpose 
of information transfers. Therefore, 5G offers universal connectivity for machines, 
devices, and humans at various spectrum operating bands, because the goal is to 
develop a newly created network that can smoothly incorporate the fast growing 
number of devices into the new network [2]. 

5G Technology 

5G is designed to be a cutting-edge technology and needed if the systems are to be 
smart enabled and undertake the range of emerging technologies. It is designed to 
allow long-distance coverage and stable connections as well as rapid data download 
and upload. As a result of 5G’s wireless-based technology, the data migration enables 
a speed of 20 Gbps (Gigabyte per second) through wireless broadband connections, 
which simplifies the management of excessive data transmission via 5G. 

However, the aspect of security and the overall intelligent connectivity system 
presents questions around social, technical and legal aspects. As a result, it is essential 
for the 5G/6G network to become a reliable and a well-developed technology, to 
assure safety against vicious cyberattacks and misuse of any kind. 

One of the core parts of 5G networks is millimeter wave communication tech-
nology and offers wireless data transfer by settling for a higher bandwidth. However, 
the issue which arises from this technological concept is that the transmission 
distance of this particular wave is known to be limited to 100 m into the atmosphere, 
with regards to its deterioration, while the transmission is in progress. Ultimately, 
millimeter waves show a disadvantage in comparison to other wave types, which 
results in a fair transmission coverage. 

The selection of frequency is essential in the sense that previous mobile technolo-
gies mainly used the lower frequency band. Therefore, 5G is expected to use higher 
frequencies within the frequency bands. However, higher frequencies decay faster 
than lower frequency and is comparatively more sensitive to signal losses. 

If both, a lower frequency antenna and a higher frequency (HF) antenna were to 
transmit data at the same power/speed/data rate, the HF antenna would have a low 
area coverage, whereas lower frequency has not. As a result, users get higher data 
rates if the cell size is small. One essential part of 5G’s architecture are small cells. 
Small cells are defined as “low-power wireless access points that operate in licensed 
spectrum” ([1], p. 64). 

In order to serve high-dense urban locations with characteristic properties, such 
as number of users demanding high data rate capacities, small cells represent an 
alternative solution resulting in complementing the existing mobile network and
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densifying the network in crowded areas, such as hotspots (IZMF, n.d.). Also, Edfors 
et al. [3], support the general idea of deploying small cells to promote network 
densification, by overlooking numerous isolated base stations (BS) and achieve a 
non-homogeneous network architecture. 

As a result, small cells are considered to satisfy the architectural requirements for 
the 5G cellular network. Ge et al. [4] state that in order for the 5G mobile network 
to be significantly reliant, the number of 5G base stations (BS) need to increase 
between 40 and 50 base stations per km2, that is when Ge et al. ([4], p. 72) call 
5G an “ultra-dense cellular network”. Rodriguez [1] concluded that small cells offer 
an improvement in many applicative fields, such as in urban and rural areas and 
in applications for companies and homes, as well as an enrichment of provision in 
cellular capacity and coverage. 

6G Technology 

6G networks are the next generation of mobile communication technology, and will 
bring about significant improvements in terms of speed, capacity, and coverage, as 
well as a host of new capabilities such as immersive virtual and augmented reality 
experiences and ultra-reliable low-latency communication. But it also brings new 
challenges related to trust, security, and privacy. Trust is essential for ensuring the 
safety of the intertwined physical and digital worlds in 6G networks. Security is also 
crucial as the economy and society become more dependent on IT and networks. 
Privacy is a major concern as there is currently no way to determine when linked data 
becomes personally identifiable. These challenges are multidisciplinary, requiring 
solutions in technology, regulation, and ethics. Addressing these challenges are essen-
tial for the successful deployment and adoption of 6G networks [5]. Hence, a solid 
governance wide approach should be catered for both 5G and 6G. 

The development of 6G technology also presents a number of technical challenges 
that need to be addressed in order to make it a reality. The following explains some 
of these key aspects of 6G technology: 

Higher Frequency: One of the key aspects of 6G technology is the use of higher 
frequency bands, which have the potential to provide faster speeds and larger 
capacity. However, these higher frequency bands also present a number of chal-
lenges, including limited coverage and penetration, and the need for more sophisti-
cated antenna and transmission technologies. Researchers are exploring a variety of 
solutions to these challenges, including the use of advanced antenna designs such as 
metamaterials and metasurfaces, as well as advanced modulation and multiplexing 
techniques [6]. 

Massive MIMO (multiple-input multiple-output): MIMO is expected to be used and 
involves the use of a large number of antennas at both the transmitter and receiver. 
This allows for the simultaneous transmission of multiple data streams, resulting in 
higher speeds and capacity. However, the implementation of massive MIMO presents 
a number of challenges, such as the need for high-precision calibration and the 
challenge of handling a large number of antennas [7]. Researchers are exploring a
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variety of solutions to these challenges, including the use of advanced algorithms 
and machine learning techniques [8]. 

Network slicing: Another key technology that is expected to be used in 6G is network 
slicing, which involves the virtual partitioning of the network into multiple indepen-
dent logical networks, each with its own set of resources and characteristics. This 
allows for the customisation of the network for different types of applications and 
users, and enables the creation of new services and business models. However, the 
implementation of network slicing presents a number of challenges, such as the 
need for efficient resource allocation and the challenge of ensuring the security and 
isolation of different slices. Researchers are exploring a variety of solutions to these 
challenges, including the use of advanced optimisation techniques and blockchain 
technology [9]. 

Spatial multiplexing: Spatial multiplexing involves the use of multiple antennas 
at both the transmitter and receiver to transmit multiple data streams simultane-
ously. This allows for the increase of the data rate without increasing the transmis-
sion power, and is essential for applications such as URLLC (Ultra-Reliable Low 
Latency Communications). However, the implementation of spatial multiplexing 
presents a number of challenges, such as the need for accurate channel estimation 
[10] and the challenge of implementing the required signal processing algorithms 
[11]. Researchers are exploring a variety of solutions to these challenges, including 
the use of machine learning and deep learning algorithms [12]. 

Advanced error correction codes: Advanced error correction codes are essential 
for applications such as URLLC that require high reliability. These codes can signif-
icantly improve the reliability of the communication link by detecting and correcting 
errors that may occur during transmission. However, the implementation of advanced 
error correction codes presents a number of challenges, such as the need for low 
complexity and high decoding performance [13]. Researchers are exploring a variety 
of solutions to these challenges, including the use of advanced decoding algorithms 
and machine learning techniques. 

Antenna design: This is essential for the successful implementation of technologies 
such as massive MIMO and spatial multiplexing. Researchers are exploring a variety 
of advanced antenna designs, including metamaterials and metasurfaces, which have 
the potential to significantly improve the performance of the communication system 
[6]. 

Wireless power transfer: Essential for a wide range of applications such as IoT, 
health monitoring, and wearable devices. Researchers are exploring a variety of 
wireless power transfer technologies, including near-field and far-field techniques, 
which have the potential to significantly improve the efficiency and convenience of 
wireless power transfer. 

Overall, the goals and expectations for 6G technology are ambitious, and will 
require significant advances in a wide range of technical areas. However, if these
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goals can be achieved, 6G has the potential to revolutionise the way we communicate 
and interact with the world around us. 

1.3 Strategic Directions from Government 

The European Commission has been driving 5G technology opportunities since 2013 
by establishing public–private partnerships. It was crucial, as to help seed research 
and accelerate innovation into 5G. To further assist the research initiatives, the Euro-
pean Commission committed public funding of e700 million through the Horizon 
2020 Programme to support the initiatives and build an international plan for global 
5G consensus. 

In 2016, the Commission adopted a 5G action plan for the early deployment of 
5G infrastructure across Europe with the idea being to launch 5G services in all 
EU Member States, by end of 2020 at the latest. Rolling further along on this plan, 
was to deploy a rapid uninterrupted 5G coverage in urban areas and along main 
transport paths, by 2025 [14]. 

According to the European Commission report, the EU has set its sights on addi-
tional targets to cover all populated areas with 5G by 2030 and is supporting the 
European 5G Observatory, so monitoring of the 5G Action Plan and Digital Decade 
strategy so that progress can be tracked, and reports created on preparatory actions 
taken by EU Member States. 

Research and Innovation (R&I) initiatives on 6G technologies are now starting 
around the world, with the first products and infrastructures expected for the end of 
this decade and will transition from Gigabit to Terabit capacities and sub-millisecond 
response times. This will enable new applications such as real-time automation or 
extended reality sensing (‘Internet of Senses), collecting data for a digital twin of the 
physical world. In Europe, a first set of 6G projects worth e60 million was launched 
under the 5G-PPP. The Hexa-X flagship is developing a first 6G system concept 
complemented by 8 projects investigating specific technologies for 6G. 

The European Commission adopted its legislative proposal for a strategic Euro-
pean partnership on Smart Network and Services as a Joint Undertaking in February 
2021, which entered into force on 30 November 2021. The Regulation includes a 
public R&I investment of e900 million over the period 2021–2027. In December, 
the newly created Joint Undertaking on Smart Networks and Services towards 6G, 
adopted its first Work Programme 2021–2022 with an earmarked public funding of 
approximately e240 million (European Commission). The SNS JU organised its 
launch event “On the Road to 6G” at the Mobile World Congress 2022, in Barcelona 
on 1 March 2022. The Joint Undertaking is coordinating research activities on 6G 
technology under Horizon Europe as well as 5G deployment initiatives under the 
Connecting Europe Facility Digital and other programmes. 

It is clear that without this momentum, drive and structure to rollout 5G/6G there 
would be great uncertainty over utilising the emerging technologies such as digital
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twin, virtual, AI, etc., as those technologies rely on the bandwidth and other properties 
that 5G/6G offers. 

1.4 Smart City Impacts and Interactions with Individuals 

One of the strategic purposes of the 5G/6G mobile network is its implementation 
within the public and service sector, as well as in multimedia. The concept of smart 
cities relies heavily on the success of 5G/6G and prolific use of Internet of Things 
(IoT), enterprise IoT and eventually Internet of Senses, which will interact with 
individuals with and without their knowledge. 

The general categorisation of IoT can be defined by their uses and implementations 
as follows:

• Connected products—From connected consumer-level coffeemakers to 
connected industrial pumps, this category enables end-to-end visibility into 
product-centric operations. It also promises improvements or even transformation 
around issues like regulatory compliance and product serviceability.

• Connected assets—In contrast with connected products, this category involves 
high-value, long-lived equipment such as aircraft and industrial machinery. 
Connected assets link production systems with manufacturing and maintenance 
processes to increase asset uptime and reduce operational and repair costs.

• Connected fleets—This category is all about tracking, monitoring, analysing, 
and maintaining any assets that move—from trucks to ships to construction 
equipment—wherever they appear in the network. Extracting data from mobile 
equipment has been difficult and expensive, so the promise here is immense.

• Connected infrastructures—From software networks to power grids to build-
ings, the majority of IoT sensors are likely to end up in connected infrastructures. 
This category will deliver new forms of digital operational intelligence to trans-
formation physical systems. The goals will be to drive economic growth, improve 
service, and allow for more effective and efficient operations and risk mitigation.

• Connected markets—Markets apply to any activity that involves physical space, 
from retail centres to farms to cities. IoT can help cities, rural areas, and other 
markets to optimize use of assets and natural resources; reduce energy usage, 
emissions, and congestion; and improve efficiency and quality of life.

• Connected people—This category focuses on improving work, life, and health 
by linking people and communities, enabling organisations to evolve into new 
business models, and delivering better lifestyle experiences. 

Another example of smart cities and interactions with individuals is autonomous 
driving, which is also a core requirement that needs to operate on the 5G network. 
As a result, smart cities and autonomous vehicles are connected to (massive) IoT 
devices, which ultimately creates the Vehicle-to-Everything (V2X) communication 
connection. Therefore, intelligent connectivity within cities could have a massive 
impact on communication overall.
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City planners, public sector bodies and private entities are striving to utilise smart 
and automated technologies and IoT in a way to not only streamline services and 
maximise efficiency, but to improve the level of service to the citizen/consumer 
and to bring an additional convenience and ease in the delivery of services. To this 
end, AI is being used to bring together an analysis of captured data, that tradition-
ally has been kept in silo, dependant on the agency or reason for the collection. 
The compute capabilities of AI and machine learning has enabled large amounts of 
collected data to not only to be unified and analysed, but look for predictable patterns 
and behaviours. This means that smarter, more accurate, strategic and operational 
decisions can be made. These capabilities also mean that data can be collected and 
analysed in real-time, having utilised captured historic data to train the algorithmic 
systems. In the construct of a smart city, an example of this would be to utilise traffic 
sensor information from traffic lights at junctions and intersections, to monitor the 
flow of traffic. The patterns learned in this instance can also govern and advise 
on future infrastructure improvements to the road network, or when maintenance 
and construction is required. Coupling this data with environmental data, pedestrian 
information, timetables for public transportation systems provide masses of valuable 
data in which resources and services can be effectively and appropriately managed. 
The real-time data analysis of traffic flow in a city could also help emergency services 
navigate through the less congested streets to minimise journey times. 

Data transmission and storage are key points to control within smart cities. This 
of course, requires the proliferation and unification not only of the stored captured 
data, but also the data that is collected in real-time by IoT and smart devices. It is 
therefore imperative that the vulnerabilities and potential threat and attack vectors of 
these devices is considered before their implementation into a high impact system. 

Possible attacks on an IoT infrastructure could include:

• Affecting target system behaviour by directly influencing deployed sensors to 
provide incorrect/faulty readings

• Create sensor impostor—Obtain IoT network access credentials and create 
(D)DoS attack on existing sensor to inject impostor(s)

• (D)DoS attack on sensor network to disable data collection
• Intelligence—Information collection and related analysis to observe typical 

patterns
• Disruptions on infrastructure—make grid elements to malfunction to cause either 

partial of full grid failure
• Modify water processing/ventilation to go outside of safety limits
• Get access to more secure networks/cloud through IoT infrastructure
• Modification of wearable/implanted health devices to cause bodily harm 

Considerations need to be taken into the exploitation of the IoT infrastructure 
itself, whereby unsecured devices could be infected to form a BotNet, used to attack 
other remote systems, and to great effect, given the number of potential susceptible 
hosts on an IoT network. Also, individuals’ data could be seriously compromised 
in both a malicious and passive way. Malicious threats are clearly understood but 
passive collation of data is more of an unknown impact. If we think of a smart city
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and how much data is being collated in the background on individuals. It raises all 
sorts of questions on who has access to the data, if it is passed onto third parties, and 
so on. 

1.5 Ethics and Regulations 

With the official introduction of 5G in 2020, ethical aspects need a predefined review 
with regards to user safety and public privacy. Furthermore, regulative agreements 
between government, network providers and public users are needed and shape and 
manage the overall degree of safety and security. IEEE’s [15] globally developed 
standards and use cases covers areas that are being monitored within 5G, for instance 
enabling smart cities and the Internet-of-Things, interoperability of technology as 
well as autonomous driving, which are connected to the internet. IEEE ([15], p. 1) 
also addresses potential issues, such as:

• Convergence of fixed, mobile, and broadcast services
• Multi-tenancy models
• Sustainability, scalability, security, and privacy management
• Spectrum
• Software enablement for software-defined networking (SDN), network function 

virtualization (NFV), mobile edge, fog computing, and virtualization. 

In a report of GSMA ([16], p. 4) the term “intelligent connectivity” is what is 
known as the potentially rising combination of 5G, IoT, smart landscapes and Arti-
ficial Intelligence (AI). Particularly, the ethics behind the junction of 5G and AI is 
of interest. Seeburn [17] highlights the positive and rising features of 5G as fast, 
reliable and providing a proficient quality of service, which itself shifts technology 
through a transformation process in a sense that the handling of internet seems to be 
changing. On the other hand, Seeburn [17] acknowledges the importance of finding 
an efficient solution for enclosing AI and 5G together. Also, recognizing that AI 
is intended to operate systems and machines with comparative human intelligence, 
while being reliable and faster because systems executing tasks and analysing data 
are trained to eventually perform autonomously whilst acting cost-efficient. Merging 
speed, dependability and human-like intelligence levels, while factoring the technical 
aspect, rises both safety and ethical concerns [17]. 

However, the Internet of Things as well as AI are exposed to significant penetration 
attacks. Especially with the migration from current 4G/LTE-network to the 5G, the 
threat impact and its probability increases.
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2 The Age of Digital Transformation Moving to 5G/6G 

The age of digital transformation has urged the adoption of 5G/6G networks, for the 
demand and significant advancements in connectivity, speed, and capacity; enabling 
new use cases and further driving digital transformation. In the context of 5G/6G, 
digital leaders will also need to understand the implications and potential of these 
technologies, and how to leverage them to drive business value and stay competi-
tive. Organisations can ensure that their digital transformation efforts are aligned by 
staying informed about the latest technological developments and trends, conducting 
regular technology assessments, investing in research and development, building 
strong partnerships with technology providers and industry experts, and encouraging 
a culture of innovation and experimentation within the organisation. It can also be 
said that the digital transformation needs to have certain key elements in order to be 
successful such as:

• Clear and well-defined strategies
• Strong leadership and alignment
• Effectively manage and analyse data
• Adapt to changing market conditions and consumer expectations
• Focus on continuous improvement and innovation
• Ethical and societal implications of digital transformation enabled by 5G and 6G. 

The current state of digital transformation is characterised by the widespread adop-
tion of digital technologies across various industries and the IT belief across the world 
[18]. This has led to a significant increase in the amount of data being generated and 
used, as well as the development of new business models and the automation of many 
processes. So, it can be said that the adoption of 5G/6G technology is expected to 
play a key role in driving the next phase of digital transformation by enabling new use 
cases and technologies, and further increasing the speed, reliability, and capacity of 
communications networks. The next phase of digital transformation contain several 
key factors (Fig. 1) that contribute to its development and realisation [19], that busi-
nesses need to achieve and enhance, while coping with the transformation procedure 
in order for it to be efficient as well as produce favourable results.

These requirements include adoption of new technologies such as:

• Cloud computing
• Big data analytics
• Artificial intelligence
• Quantum computing. 

These technologies are driving digital transformation by enabling organisations to 
process and analyse large amounts of data, automate processes, and improve decision 
making. A key factor in the digital transformation is the current business pressures 
as the increasing competition and changing market conditions are driving organi-
sations to adopt digital technologies to improve efficiency, reduce costs, and gain a
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Fig. 1 Key factors for digital transformation

competitive advantage; which in turn serves the consumer expectations for person-
alised, convenient, and always-on experiences. 6G networks enable organisations to 
support new business models and services, such as edge computing, which can help 
them to increase efficiency, reduce costs, and gain a competitive advantage which 
also enable organisations and businesses to provide faster, more reliable, and more 
personalised experiences for consumers. Another factor which plays a huge part in 
the digital transformation is the new and ongoing government regulations and poli-
cies [20]. Particularly in industries such as healthcare, finance, and energy, where 
there are stringent regulations around data privacy and security such as GDPR (EU, 
2016). 

2.1 Digital Identity and Emerging Technologies Relationship 
with Data Protection of Societies 

Digital identity (DID), Self-sovereign identity (SSI), digital twin, blockchain and AI 
are all technologies that have the potential to play a significant role in protecting 
privacy and data in societies and below are explanations of these main technologies. 

Digital identity (DID): DID refers to the unique digital representation of an indi-
vidual, which is used to verify the identity of a person and grant them access to 
various online services. Digital identities are becoming increasingly important as
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more and more of our daily interactions take place online, and when combined with 
Self-sovereign Identity (SSI), which is an approach to digital identity that gives indi-
viduals control over their own personal data. Individuals can choose which personal 
information to share with others and who can access it and is seen as a way to 
empower individuals and give them more control over their personal data [21]. It can 
be used to protect privacy by ensuring that only authorised individuals have access 
to sensitive information (Ferdous et al. 2019). 

Digital twin (DT): DT is a digital replica of a physical object or system. Digital 
twin can be used to model the behaviour of physical systems, such as buildings or 
power grids, in order to optimise their performance. In the context of privacy and 
data protection, digital twins can be used to analyse and protect sensitive information 
without exposing the actual data [22]. 

Blockchain technology: Blockchain is a distributed ledger system that uses cryp-
tography to secure transactions. Blockchain can be used to create a tamper-proof 
record of digital transactions [23], making it useful for protecting sensitive informa-
tion. Blockchain can also be used to create a secure and decentralized digital identity 
system [24]. 

Artificial intelligence (AI): AI can be used to analyse large amounts of data and 
identify patterns that can be used to improve privacy and data protection. 

Monitoring manufacturing structure, assuring routine maintenance, and creating 
effective items and services are all made possible by digital twins and blockchains. 
They can aid in the quick and effective resolution of operational problems since they 
are based on dispersed network infrastructures. Nevertheless, without sufficient secu-
rity, the data they contain may be susceptible to theft or misuse, possibly disclosing 
private company data. These technologies are anticipated to take over some occupa-
tions currently performed by people, and might have devastating impacts on some 
industries. 

For decision-making operations, maintaining data integrity is essential, hence 
strict security measures are required to safeguard DTs and uphold public confidence 
in their usage. Although blockchains might possess the ability to improve security, 
there are still issues with implementation that need to be resolved [25]. 

AI can be used to detect and prevent data breaches, and to monitor and analyse the 
behaviour of individuals and systems to identify potential threats such as in SIEM 
and SOAR tools. AI can also be used to create personalised privacy settings and 
make recommendations to individuals about how to protect their personal data [26]. 
By giving individuals control over their own personal data, analysing and protecting 
sensitive information without exposing the actual data, creating tamper-proof records 
of digital transactions, creating a secure and decentralized digital identity system and 
using AI to detect and prevent data breaches, these technologies can help protect the 
privacy.
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2.2 Current Infrastructure Weakness and Cyberattack 
Manipulations 

When using technologies of different kinds, for instance, mobile phones, laptops, or 
IP-based/public networks, there is always a danger of personal data being unprotected 
due to a lack of proper network security and increased attack surface with the abun-
dance of IoT devices. To add to this risk, 5G’s technological specification includes 
the coverage of 3G and 4G/LTE. Therefore, a vast number of risk components mark 
critical security challenges for the 5G network. 

Power supply depicts a crucial point when assessing risks, the 5G network has on 
users and the security structure of a nation. Ahmad [27] mentioned the tremendous 
criticality a collapse of wired power supply systems might have on affecting systems 
within the network chain, such as data handling and electrical systems, which are 
integrated into society and were occurred by a security breach. 

With consideration of existing mobile communication networks and their specific 
technical protocols, for instance, HSPDA/HSPA+, GSM and LTE, individuals were 
gradually introduced to the power and the ability of today’s technology. Telecom-
munication providers are eager to provide profitable services designed around main-
taining customers privacy by also fulfilling information security requirements when 
offering Voice-IP (VoIP), national and international services, such as PABX, call 
and messaging services as well as roaming [28]. Therefore, the Internet of Things is 
exposed to a number of security threats and vulnerabilities. Ahmad et al. ([27], p. 2) 
point out a number of major security issues: 

i. Flash network traffic: High number of end-user devices and new things (IoT). 
ii. Security of radio interfaces: Radio interface encryption keys sent over 

insecure channels. 
iii. User plane integrity: No cryptographic integrity protection for the user data 

plane. 
iv. Mandated security in the network: Service-driven constraints on the security 

architecture leading to the optional use of security measures. 
v. Roaming security: User-security parameters are not updated with roaming 

from one operator network to another, leading to security compromises with 
roaming. 

vi. Denial of Service (DoS) attacks on the infrastructure: Visible nature of network 
control elements, and unencrypted control channels. 

vii. Signalling storms: Distributed control systems requiring coordination, e.g. 
Non-Access Stratum (NAS) layer of Third Generation Partnership Project 
(3GPP) protocols. 

viii. DoS attacks on end-user devices: No security measures for operating systems, 
applications, and configuration data on user devices. 

One of the most significant weaknesses of current infrastructure is the lack of 
proper security measures in place. Many organisations fail to implement basic secu-
rity measures, such as firewalls, intrusion detection and prevention systems, and
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encryption. This leaves them vulnerable to attacks that exploit known vulnerabilities 
in their systems. For example, in 2017, the WannaCry ransomware attack affected 
more than 200,000 computers in 150 countries [29], exploiting a vulnerability in older 
versions of the Microsoft Windows operating system. This attack caused widespread 
disruption to businesses and organisations, highlighting the importance of keeping 
systems updated and patched to prevent known vulnerabilities from being exploited. 

Another weakness is the use of outdated software. Many organisations continue 
to use older versions of software, such as operating systems and applications, that 
are no longer supported by their vendors. This makes it easier for hackers to exploit 
known vulnerabilities in these systems, as vendors typically release security updates 
and patches for the latest versions of their products. An example of this is the Equifax 
data breach in 2017 where hackers exploited a known vulnerability in an older version 
of the Apache Struts web application framework. This breach resulted in the personal 
information of over 143 million individuals being compromised [30]. 

The widespread use of mobile devices and cloud computing has also created new 
opportunities for hackers. These technologies have made it easier for hackers to gain 
access to sensitive information and disrupt operations. For example, a hacker could 
use a malware-infected mobile device to gain access to a company’s network or they 
could use a cloud-based service to launch a distributed denial-of-service (DDoS) 
attack. In 2016, a DDoS attack on DNS provider Dyn used a botnet of Internet of 
Things (IoT) devices, such as security cameras and routers, to flood the company’s 
servers with traffic, resulting in a widespread internet disruption. 

Another example of a weakness in current infrastructure is the lack of security 
on the Internet of Things (IoT) devices. Many IoT devices are designed with little to 
no security built-in, making them easy targets for attackers. In 2018, a vulnerability 
in a popular IoT device, the Nest Cam, was discovered, allowing an attacker to gain 
access to the device’s live video feed and microphone [31]. This highlights the need 
for manufacturers to prioritise security when designing IoT devices. 

One of the main reasons why many organisations have weak infrastructure is due 
to a lack of investment in security and this is due to a lack of understanding of the 
importance of security. 

The implications of weak infrastructure can be severe, including:

• Financial losses
• Damage to reputation
• Legal and regulatory penalties. 

Many organisations prioritise cost-saving measures over security, and as a result, 
they may not allocate sufficient resources to implement and maintain robust security 
measures. It can lead to outdated software and hardware, which are vulnerable to 
known security risks and exploits. One example of this is the Target data breach in 
2013, where hackers were able to gain access to the company’s network by exploiting 
a weakness in the security of a third-party vendor. This breach resulted in the theft 
of 40 million credit and debit card numbers and the personal information of 70 
million individuals. Target was later found to have not implemented basic security 
measures, such as network segmentation, and had not adequately monitored network
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activity [32]. This incident resulted in significant financial losses for the company 
and damage to its reputation. 

Another example is the Sony Pictures hack in 2014, where hackers gained access to 
the company’s network and stole a large amount of sensitive data, including personal 
information of employees and confidential information about upcoming films [33]. 
This hack resulted in significant financial losses for the company and damage to its 
reputation. In addition to these tangible consequences, weak security can also lead 
to a loss of trust from customers, partners, and other stakeholders. Organisations 
must take steps to address these weaknesses by implementing security measures and 
updating their systems to the latest versions to minimize their exposure to cyber-
attacks. This includes keeping software updated and patched, implementing fire-
walls and intrusion detection systems, and ensuring that all devices connected to the 
network, including IoT devices, are secure. 

New network architectures and other use cases establish fundamental concerns 
for 5G’s security. So called “new cloud virtualization technologies such as software-
defined networking (SDN) and network functions virtualization (NFV) are thought 
to create loopholes for vulnerabilities, which undermine the overall security of the 
5G network although these network architectures excel flexibility, programmability 
and openness. SD × Central [34] goes further by demonstrating system downfalls 
due to the misuse of management interfaces of an SDN partition to attack either 
the overall management system or the SDN controller, which ultimately results in a 
security breach. 

In contrary, SDN networks mainly focus on the separation of control plane from 
data plane by centralising control instead of standardising network protocols, whereas 
NFV networks focus on the replacement of certain network functions with software 
by using cloud computing services [35], which show a significant potential to mitigate 
CAPEX and OPEX, known as Capital and Operational Expenditures [27]. Lowering 
these expenditures show a positive benefit in the heterogeneity of 5G services, such as 
its functionalities and architecture because flexibility of the 5G network is, amongst 
other things, a key component of the divergent requirements of 5G driven applications 
[36]. 

Furthermore, the deployment of cloud services is purely based on network pref-
erences [37]. Efficiency is an advantage feature of cloud computing because it does 
not own physical infrastructure for the maintenance of services, data and application 
ran by operators [27]. 

2.3 Data Privacy and Security Challenges 

Data privacy and security are of paramount importance in today’s digital age. With 
the increasing amount of personal and sensitive information being collected, stored, 
and shared online, organisations and individuals must take steps to protect this data 
from potential breaches, misuse, and lack of regulation.
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One of the significant features of 5G to consider, are data handling and storing solu-
tions. Huawei [37] points out that ‘security’ as such, remains an indispensable factor 
for business continuity. Furthermore, Huawei [37] suggests the consideration of 
applying privacy and security properties from former generations of mobile network 
to the upcoming mobile networks, so that business continuity can be provided. 
By enormously mitigating the impact of security breaches and understanding the 
influence that risk factors have, business continuity can be subject to audit through 
consistent safeguarding [38]. 

There are essential parts of the 5G network that could lead to a higher proba-
bility of network vulnerability. Even the current network (4G/LTE) and also 5G, 
consist of different properties catering to different services. IoT can create exposure 
to numerous vulnerabilities because the technological structure exhibits potential 
weak spots, although it was developed based on core objectives, such as reliable 
network connection. Miller [39] categorically classifies “Theft”, “Privacy”, “Safety” 
as well as “Productivity” as the most significant attack types and ultimate risk factors 
for IoT landscapes (system, network, infrastructure). With the 5G network adding 
function and enhancement to the reliability and availability of faster wireless service 
to applications, appliances and other 5G driven technologies, the security issue gains 
importance and further highlight to 5G. 

Although, 5G will be capable to cover high numbers of devices, machines 
and other appliances, the amount of data retrieved and processed will increase 
enormously. 

That is when the confidentiality of vulnerable information may get violated and 
the risk for users may be immense. As Miller [39] explains, the risk of being affected 
of theft is especially high with the use of autonomous vehicles because hackers 
can get access to the vehicle’s remote keyless entry system but the possibility of 
unauthorized access to homes are almost as high. 

Huawei [37] explained that the 4G network provides an insufficient trust model 
because it already covers an established and bidirectional trust-relationship between 
“Users” and a “Network”, but it does not exhibit a link between “Users” and the 
specific “Service” technologies (in this case the 4G mobile network) must provide 
(see Fig. 2).

This view is also supported by Blum et al. [40] who states that critical tasks, such 
as security issues arising from the verification process of computer-based systems, 
diminishes other arrays of problems, for instance, the reliability of a computer-based 
technology as well as its usability. 

With the introduction of the 5G network technology into the mobile communica-
tion market there is a mutual but distinct expectation of trust on both the public and 
private side. Fogg and Tseng [41] state that the usability of technology is a crucial 
factor of trust by which a user’s degree of trust is measured by. Moreover, Blum et al. 
[40] describe ‘Trust’ as an accumulation of key elements of trust, which comprise 
factors, such as availability, reliability and privacy, into the definition of trust with 
regards to the field of technology. 

One of the major challenges in data privacy and security is the prevalence of data 
breaches. Cybercriminals are constantly devising new methods to gain unauthorised
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Fig. 2 Trust model of the 4G network

access to sensitive information, such as through phishing scams, malware, and other 
malicious techniques, according to [42]. Phishing attacks accounted for 83% of all 
of the attacks against business organisations and 87% for charities organisation, 
followed by impersonation attacks (27% and 26% respectively) and viruses and 
malwares (12 and 11%), and according to the same survey, there is a huge number of 
micro and small to medium organisation affected with data breaches in compared to 
large organisations, this may be the fact due to the less security measures and controls 
and security mentality over this organisations and businesses. These breaches can 
have severe consequences, including financial loss, reputational damage, and loss of 
trust from customers. For example, the high-profile data breaches of companies like 
Yahoo (NCSC, 2016) and Marriott, [42] have resulted in the compromise of millions 
of customers’ personal information. 

Another major challenge is data misuse. Even when data is not stolen, it can still 
be misused by companies, governments, and other organisations. This can include 
using personal information for targeted advertising, or sharing data with third parties 
without proper consent. This not only violates individuals’ privacy rights but can 
also cause harm to the individuals in case of sensitive information. One example of 
this is the Cambridge Analytica scandal, in which the personal data of millions of 
Facebook users was harvested without their consent and used for political advertising 
[43]. This data can be used later for many reasons including identity thefts, which 
has become one of the fastest growing crimes [44]. Most people are unaware of the 
amount of data they disclose over the Internet. This data can be easily aggregated, 
data-mined and linked together.
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Another challenge is the lack of regulation for data privacy and security. In many 
countries, there are few laws in place to protect personal data, and even where regu-
lations do exist, they can be difficult to enforce [45]. This lack of accountability can 
make it easier for organisations to mishandle personal data. For example, the General 
Data Protection Regulation (GDPR) which was implemented in the European Union 
in 2018, provides strict guidelines for organisations handling EU citizens’ personal 
data but still, there are many organisations which are not compliant with it. 

Inadequate security measures are another challenge faced by organisations. Many 
organisations do not have the proper security measures in place to protect personal 
data, such as encryption or strong password policies. With the increasing use of new 
technologies like NFC, 5G, and the proliferation of devices, it is crucial that organi-
sations keep their security measures up-to-date and adapt to the new challenges. For 
instance, with the integration of 5G networks, there will be an increase in the amount 
of data that can be transmitted, and the number of devices that can be connected, 
which will open up new attack surfaces for cybercriminals. The use of wireless 
networks and devices also present significant cybersecurity risks. As the number of 
connected devices increases, the surface area for potential security breaches expands. 
It is crucial that cybersecurity measures are integrated at all stages of the development 
and deployment of these technologies to mitigate the potential risks. 

There needs to be a multifaceted approach involving both individuals and organisa-
tions. Individuals must take responsibility for protecting their personal information 
online by being cautious when sharing personal information online, using strong 
passwords, and keeping their software and devices updated. Organisations must also 
take necessary measures to protect personal data, including implementing robust 
security measures, ensuring compliance with regulations, and promoting a culture 
of data privacy and security. 

3 Governance and Adopting Methodologies for Managing 
Standardisation and Interoperability 

The emergence of 6G networks is set to revolutionise the way we communicate and 
interact with technology. With ultra-low latency and high data rate communication, 
6G networks will enable new use cases and applications, such as the deployment of 
autonomous vehicles, intelligent transportation systems, and the internet of things at 
a massive scale, as well as support for advanced artificial intelligence and machine 
learning applications. This level of technological advancements, however, also brings 
new challenges, especially in terms of information governance. 

Information governance (IG), as defined by the International Association for Infor-
mation Governance Professionals (IAIGP), is the processes and standards that ensure 
the availability, integrity, and security of the data an organisation relies on to achieve 
its goals. It involves a wide range of issues such as security, privacy, data sharing, and



Approaches and Methods for Regulation of Security Risks in 5G and 6G 61

regulatory compliance. As 6G networks will generate, transmit, and store a tremen-
dous amount of data, it is crucial to have a well-defined governance framework in 
place to ensure the protection and safe management of this data. However, stan-
dardising IG for 6G networks poses several challenges, such as the fast-changing 
technology and the need for flexible standardisation approach. Additionally, there is 
a lack of international standards or best practices for information governance in 6G 
networks. 

As the world becomes increasingly dependent on technology and mobile 
networks, the next generation of wireless communication, 6G, is being developed 
to address the needs of an increasingly connected society. However, the develop-
ment and deployment of 6G also raises a number of governance challenges related 
to spectrum allocation, network security and privacy, international coordination, and 
the impact of emerging technologies such as artificial intelligence and the Internet 
of Things. 

Spectrum allocation is a critical component of wireless communication and will be 
even more crucial for 6G networks. 6G networks will require new spectrum bands 
that have not been used for mobile communication before, and this will require 
new governance models for spectrum management. Dynamic and flexible spectrum 
access is also needed in 6G networks to ensure that the available spectrum is used in 
an efficient way. 

Network security and privacy are also key considerations for 6G. With the vast 
amount of data generated, transmitted and stored by 6G networks, it is crucial to 
have robust security and privacy measures in place. 6G networks must be designed 
to protect sensitive information and prevent unauthorised access to the network. The 
governance of 6G networks must also consider the potential impact of emerging 
technologies such as artificial intelligence and the Internet of Things on security and 
privacy. International coordination is also essential for the governance of 6G. With 
6G networks spanning borders, it is important to have international agreements in 
place to ensure that different countries’ networks can interoperate. This will require 
cooperation between governments, the private sector, and academia. 

3.1 Enabling Secure and Resilient Societies 

Enabling secure and resilient societies is a critical goal for governments, organisa-
tions, and individuals around the world. The ability to protect citizens and infrastruc-
ture from natural disasters, cyberattacks, and other forms of disruption is essential for 
maintaining social and economic stability. In recent years, the frequency and severity 
of these types of incidents have increased, highlighting the need for effective and 
comprehensive strategies for building secure and resilient societies. One key aspect 
of building secure and resilient societies is the use of technology. Advanced sensors, 
communication systems, and analytical tools can provide early warning of potential 
threats and help decision-makers respond quickly and effectively.
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For example, predictive analytics can be used to identify patterns of behaviour that 
may indicate an imminent cyberattack when coupled with artificial intelligence (AI), 
while advanced communication systems can enable rapid response and recovery 
in the event of a natural disaster. A research conducted by Masombuka et al. [46] 
highlight ‘The Application of AI’ techniques to constantly guard the network and 
discuss the necessity to employ novel strategies, for instance the use of versatile, 
adaptive, growing, and analysis-driven AI technologies. 

The worldwide industrial operations of today have more demanding needs than 
ever. The appropriate components for incident management choices and operations 
virtualisation appears to be a sensor-packed production system that ensures that every 
procedure or equipment component renders events and the monitoring is accessible. 
Also, the use of technology in building secure and resilient societies by using Internet 
of Things (IoT) devices. These devices can be used to monitor critical infrastructure, 
such as power grids, water systems, and transportation networks, and to provide early 
warning of potential failures or disruptions. Additionally, IoT devices can be used 
to track the location of emergency responders and other personnel, allowing them 
to coordinate their efforts more effectively. Which can be incorporated into the next 
industrial revolution for the cyber-physical systems [47]. 

Blockchain technology is another example being used to enable secure and 
resilient societies. It is a decentralized, distributed ledger that can be used to record 
transactions and other data in a way that is secure, transparent, and tamper-proof. 
This makes it an ideal technology for a variety of applications related to security 
and resilience, such as supply chain management, digital identity verification, and 
emergency response coordination. 

Citizen engagement is another important aspect of building secure and resilient 
societies. This can involve educating the public about potential threats and how to 
prepare for them, as well as encouraging active participation in emergency manage-
ment and recovery efforts. Community-based organisations, for example, can play a 
vital role in helping to mobilize and coordinate local response efforts [48]. Citizen 
science is an example of this method of scientific research. It involves the participa-
tion of citizens, who can help to collect data, report observations, and provide insights 
about potential hazards and vulnerabilities. Citizens can use mobile apps to report 
information about flood-prone areas, bushfires, or other hazards, which can help to 
improve the accuracy of flood and fire maps and support emergency management 
efforts [48]. 

While technology and community engagement are both important, they must 
be balanced with the need to maintain civil liberties and protect privacy. Govern-
ments must be transparent about the data they collect and how it is used, and they 
must also take steps to protect citizens from overreach and abuse of power. This 
can include implementing strict data protection and privacy regulations, as well as 
creating oversight mechanisms to ensure that these regulations are being followed. 

Overall, building secure and resilient societies is a complex and ongoing process 
that requires the cooperation of governments, organisations, and individuals. While 
technology and community engagement can play a critical role, it is ultimately up 
to humans to manage and control these efforts to ensure that they are effective and



Approaches and Methods for Regulation of Security Risks in 5G and 6G 63

ethical. This includes implementing effective governance, risk management, and 
incident response frameworks, as well as ensuring that the needs and perspectives 
of all stakeholders are considered. When it comes to building secure and resilient 
societies, there are a number of technical standards and guidelines that organisations 
and governments can follow to ensure that their efforts are effective and aligned with 
industry best practices. 

One widely used standard for information security is ISO/IEC 27,001 as it provides 
a framework for implementing, maintaining, and continually improving an informa-
tion security management system (ISMS). It covers all aspects of information secu-
rity, including the management of risks, incident management, and compliance with 
legal and regulatory requirements. Organisations can use this standard as a guide 
for developing their own information security policies and procedures, and can also 
seek certification to demonstrate their compliance with the standard [49]. 

Another important standard for building secure and resilient societies is the 
National Institute of Standards and Technology’s (NIST) Cybersecurity Framework 
(CSF). This framework provides a flexible and adaptive approach for managing 
cybersecurity risks, and it is widely adopted by organisations in both the public and 
private sectors. The CSF includes a set of best practices for identifying and assessing 
cybersecurity risks, protecting against threats, detecting and responding to incidents, 
and recovering from disruptions [50] (Fig. 3).

For disaster recovery and business continuity, organisations can refer to stan-
dards such as ISO 22301 and BS 25,999. These standards provide guidelines for 
developing and implementing effective continuity management plans, including risk 
assessments, incident response procedures, and recovery strategies [51, 52]. 

3.2 Disaster Resilience and Managing the Risks 

The rise of cyber threats has become a major concern for organisations, as cyber 
security incidents can cause severe damage to an organisation’s reputation, financial 
losses, and even loss of lives. Disaster resilience refers to the ability of organisations 
to prepare for, withstand, and recover from the impacts of disasters and security 
incidents. The implementation of risk management frameworks, incident response 
plans, and early warning systems can be effective in improving disaster resilience 
and reducing the impact of cyber security incidents. 

It was revealed that the current state of cyber security in relation to disaster 
resilience is a matter of concern, as cyber threats have become more sophisticated 
and frequent [53]. The results from different surveys conducted revealed that many 
organisations are not adequately prepared to handle cyber security incidents [54]. 
In addition, there is a shortage of skilled individuals in the cyber security fields in 
Europe and due to the severe scarcity of experienced security specialists, which has 
been observed, the industry has been struggling to keep up with demand, which has 
been growing over the last few years as a result of the culture’s extensive digitalisation 
[55].
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Fig. 3 NIST 
Framework—key factors

It can be concluded that the risk assessment and mitigation strategies such as 
the use of risk management frameworks, incident response plans and early warning 
systems are crucial for ensuring disaster resilience, and universities should focus on 
ensuring that they produce more experienced individuals who are ready to take on 
the job market in the Cyber Security Field and fill the current shortages. 

The importance of incident response plans and risk management frameworks in 
improving disaster resilience is emphasized by many researchers [56, 57], as well as 
the need for organisations to regularly test and update their incident response plans 
to ensure that they are effective in the event of a cyber security incident [58, 58]. 

The EU has made significant progress in improving its readiness against cyber 
threats and has established a comprehensive framework for cyber security, which 
includes legislation, policies, and initiatives aimed at improving the EU’s cyber 
security posture. The EU’s cyber security strategy, which was updated in 2020, sets 
out a clear vision for the EU’s cyber security efforts and provides a framework for 
the EU’s cyber security initiatives. The EU’s cyber security agency, ENISA, plays an 
important role in supporting the EU’s cyber security efforts, and has been instrumental 
in the development of the EU’s cyber security framework.
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4 Strengthening Trust in Complex Private and Public 
Supply Chains 

The growing intricacy of supply chains, be it private or public, has made it chal-
lenging for organisations to gain the confidence of their customers, vendors, and other 
stakeholders. To overcome this challenge, companies should adopt a multifaceted 
approach that includes increased oversight, responsibility, transparency, robust part-
nerships, and a proactive approach to addressing societal issues. By implementing 
technologies like RFID, GPS tracking, and blockchain, companies can achieve real-
time tracking of goods, evaluation of suppliers’ performance and identification of 
potential risks. Independent verifications such as certifications and third-party audits 
can assure compliance with established standards, laws and regulations. Building 
strong relationships through regular communication and sharing of information 
can help identify and mitigate supply chain risks. Furthermore, addressing soci-
etal concerns such as fair labour practices, environmental sustainability and ethical 
business behaviour can help companies to build trust with stakeholders who are 
increasingly concerned about the impact of business on society. 

Researchers contend that businesses may not always detect and prioritise these 
risks appropriately, leaving them unprepared for dangers with low likelihood but 
significant consequences. Trust and maintaining credibility is another factor that 
businesses may struggle to display. One way to tackle the issue of establishing trust 
in complex dependencies on public and private service providers and supply chains is 
through increased transparency. This can be achieved by implementing systems that 
provide real-time visibility into supply chain activities. For example, using technolo-
gies like RFID (Radio-Frequency Identification) tags, GPS tracking, and blockchain 
can help companies track the movement of goods, monitor supplier performance, 
and detect potential risks in their supply chains. This real-time visibility can help 
companies to quickly identify and respond to issues as they arise, which can help 
to build trust with customers, suppliers, and other stakeholders. The adoption of 
blockchain in supply chains is still in its early stages, as there are several technical, 
regulatory, and new organisational challenges that need to be overcome. These chal-
lenges include scalability, interoperability, data privacy, and regulatory compliance 
(looking at different geographical jurisdictions). A successful implementation of 
blockchain requires a collaborative approach involving all stakeholders in the supply 
chain, including suppliers, manufacturers, logistics providers, and customers [60]. 

Proactivity identifying and addressing societal issues such as labour rights, envi-
ronmental sustainability, and ethical business practices is also a key aspect of building 
trust in the complex private and public supply chains. Companies can create and 
implement policies, procedures, and standards to ensure that their suppliers adhere 
to such societal issues. In January 2012, the California Transparency in Supply 
Chains Act (Senate Bill 657) (CTSCA) was enacted. The CTSCA requires that 
retailers and manufacturers doing business in California, with annual worldwide 
gross receipts of $100 million or more, must explicitly disclose their efforts to erad-
icate slavery and human trafficking. Companies have moved quickly to update their
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auditing mechanisms to ensure all supplier factories meet the requirements of the 
Act [61]. 

Cybersecurity is also a critical aspect that must be considered when strengthening 
trust in complex private and public supply chains, it can be said that cybersecurity in 
logistics and supply chain management is a growing area of concern [62]. With the 
increasing use of technology and digital systems in supply chain management, there 
is a growing risk of cyberattacks that can compromise the integrity and security of 
sensitive information and disrupt supply chain operations. There are many activities 
organisations should do to mitigate these risks and all fall into the information gover-
nance and how that is managed across all the stakeholders. Another type of model 
suggested is to build trust within the supply chain through a cyber security maturity 
model (CSMM) and combine the model with blockchain. The framework assists in an 
end-to-end supply chain that ensures all those that sign up to the supply chain follow 
the CSMM framework requirements and utilises some form of industry methodology 
(e.g. CMMi, ITiL, etc.) to ensure monitoring, training, compliance, etc., are adhered 
to on an ongoing basis. Blockchain can then be the mechanism to enhance security 
that allows tracking from origin all the way through the supply chain, from raw 
materials, manufacturing/distribution; using smart contracts, to offset criminality, 
counterfeiting, falsification and tampering [63]. 

With the importance that 5G/6G brings to both organisations and individuals it is 
imperative that societal and ethical impacts are taken into consideration especially as 
these technologies continue to advance. It will become even more crucial to ensure 
that they are secure, and that sensitive data is protected. Additionally, it is essential 
to establish transparency and trust in the decision-making processes of these systems 
and that they are aligned with societal issues. Organisations will need to continue 
to implement robust cybersecurity measures, build strong partnerships, and address 
societal issues in order to establish trust and ensure the success and sustainability of 
their operations. 

5 Conclusion 

Since the introduction of mobile/wireless communications, internet, devices and IoT, 
the need for 5G/6G adoption and its roll-out in a safe and secure manner, is becoming 
increasingly important. Humans are now experiencing very high levels of interaction 
with technology that has not been seen before and it is only set to increase and be 
further connected; in a way that presents more humanoid interconnected interac-
tions. Both organisations and individuals know that data is extremely important and 
safeguarding it needs to have very disciplined controls and governance that has the 
monitoring and checks that would be expected. Whilst the use of AI, digital twin, 
virtual reality and other tools are there to assist and support analysing these huge 
data sets, they also have the capacity to allow data to fall into the wrong hands or 
be passed onto third parties that may make prejudgements on individuals without 
their knowledge. It can be further complicated with recent acceleration of satellite
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communications, technologies and its interaction with all other traditional systems (of 
which 5G/^G will be part of). What was once more military/government controlled 
launching of satellites into high earth orbit (HEO) is now experiencing thousands 
of satellites being launched by commercial companies into low earth orbit (LEO). 
That raises very concerning questions on how these will interact with 6G networks, 
and where the data will be located. If we consider what governance method is being 
applied here, and presents a rather large question mark on where the control, access, 
monitoring and security responsibilities lie. 

Clearly the acceleration of emerging technologies is needed as to help support 
humans living now and in the future, with increasing population size and diminishing 
resources. We will need these ‘smart’ technologies and its computational power. But 
what is also needed is that sense of traditional discipline and governance frameworks 
that encompasses end-to-end the activity on 6G networks and how the data is treated 
and ensure it is secure, respect its privacy but not hinder the advancement of the 
benefits 6G will bring to all. A difficult balance to maintain, but necessary. 
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Investigating Gesture Control of Robotic 
Arm via Lora Technology for Smart 
Cities 
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Abstract This paper aim to establish gesture control of robotic arm utilizing long 
range (LoRa) technology to enhance the signal’s range while facilitating low power 
consumption which is achievable because the device is in continuous sleep mode 
and only activates when it needs to send a message. This paper was carried out by 
constructing a hand sensing glove with sensors and accelerometer to send signals 
to the robotic arm, incorporating the LoRa technology as the transmission module 
for transferring the signal and programming a microcontroller that processes sensor 
data and direct robotics arm movement. This technology has been adopted in IoT 
applications and found relevance when facilitating long range, low power consump-
tion, and low cost. Notwithstanding, the shortcomings of this technology is discussed 
briefly in this paper. The goal of this study is to build gesture control of a robotic arm 
using long range (LoRa) technology to increase signal range while allowing for low 
power consumption, which is possible because the device is in continuous sleep mode 
and only activates when a message needs to be sent. This paper was completed by 
building a hand sensing glove with sensors and an accelerometer to deliver signals to 
a robotic arm, using LoRa technology as the signal transmission module, and devel-
oping a microcontroller that interprets sensor data and directs robotic arm movement. 
This technology has been used in IoT applications and has proven useful in enabling 
extended range, low power consumption, and low cost. Nonetheless, the drawbacks 
of this technique are briefly highlighted in this paper. 
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1 Introduction 

The human way of doing things has been made simpler by technological advance-
ments, which has greatly accelerated and improved productivity. The creation of the 
robotic arm is one instance where this has been demonstrated to be true. Robotic 
arms have been utilized extensively to accomplish more work in a given amount of 
time or in circumstances where human life may be at danger [31]. 

One method of controlling a robotic arm is by using gestures [7]. A gesture 
controlled robotic arm is a type of robot that works based on signals supplied by 
human hand gestures. It moves and executes a task based on human hand gestures, 
thus mimicking the motion of the human hand [31, 37]. Gesture controlled robotic 
arms are currently being used in military operations and industrial processes. With 
the development of IoT, they have found use in the medical field, allowing surgeons 
to do procedures from a distance by wirelessly directing a robotic arm [34, 39]. 

A transceiver system, which allows a transmitter from the human operator end 
to transmit a signal and a receiver linked to the robotic arm to receive it, is used to 
control a robotic arm via gestures. At the transmitting end, the human operator dons 
a sensor glove equipped with an accelerometer that picks up the hand’s pattern of 
motion and sends the signals to the robotic arm’s receiver. Depending on the user’s 
motion, a microprocessor at the receiving end interprets the transmitted sensors 
signals from the glove and instructs the servos on the robotic arm to respond appro-
priately [37]. Wireless communication is utilised in the exchange of information 
between the transmitting and receiving systems. 

Several wireless transmission technologies have been utilized to enable transmis-
sion and reception of information between the transmitting and receiving systems 
in order to achieve gesture control of a robotic arm. For instance, wireless commu-
nication technologies like infrared, Bluetooth, WiFi, and Zigbee have been used. 
However, these communication technologies are limited to short-range communi-
cation, with their maximum range being less than 100 m [21, 25, 33]. They also 
require considerable amount of power to be able to operate (within the range of 
10–100 mW) [25]. But there are some operations that involve long-range activities 
requiring a significantly wider range of control. Activities such as bomb defusing, 
painting and welding in hazardous environments and rescue operation from disas-
trous occurrences (e.g. fire, collapsed buildings, natural disasters, floods, etc.) require 
more distance between the operator and the robotic arm to ensure safety. There are 
also certain operations that require long-range transmission in areas where consistent 
access to power will not be possible and in areas with no power supply. Therefore, 
how can long-range communication be carried out with minimal power consumption 
in such situations? 

The LoRa transceiver is a system that incorporates a wireless transmission with a 
longer range spanning over 15 km in the countryside and up to 5 km in the city than 
the aforementioned communication technologies and requires very minimal power 
consumption. As a result, it is a great choice for long-distance activities [3], Semtech 
[28, 35]. A typical LoRa transceiver requires a maximum transmitting power of
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+ 14 dBm [25]. Hence, the LoRa technology will be very useful in situations that 
require a long-range transmission with a limited power supply. 

1.1 Significance of Study 

This project work is carried out to ensure that gestures can be used to operate a 
robotic arm from a long distance in situations where close contact will be harmful or 
dangerous, thus ensuring maximum safety. Also, since the LoRa technology facili-
tates low power consumption, this project work will be useful in certain operations 
where consistent access to power will not be possible and even in areas with no power 
supply. 

1.2 Scope of Research 

This paper work is limited to the deployment of the LoRa communication protocol 
in achieving gesture control of a robotic arm. Also, this paper work does not consider 
the design and construction of the robotic arm itself. 

1.3 Applications 

The project can be applied in:

• Bomb defusing
• Painting in hazardous environments
• Military applications
• Rescue operation from disastrous occurrences (e.g. fire, collapsed buildings, 

natural disasters, floods, etc.)
• Industrial applications like lifting of heavy objects
• Fireworks production
• Welding in hazardous environments.
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2 Literature Review 

2.1 Gesture Control of Robotic Arm Using Infrared 

On the subject of “Controlling a Robotic Arm via gesture using Leap Motion,” [20] 
published an article in the “Indian Journal of Science and Technology.” To detect the 
movement of a human hand, the device uses a leap motion controller. The sensor, 
leap motion can recognize a human hand within a 1 mm range in 300 s using 3D 
coordinates (X, Y, and Z). Two monochromatic infrared (IR) cameras that detect 
heat emitted by human hands and three IR LEDs that identify the hand’s structure 
were used by the authors to build their system. The three IR LEDs emit light with 
an 850 nm wavelength as soon as human hand movements are detected. The data 
that was received from the leap mot on is then transmitted to a controller, which 
transforms the data into coordinates that may be used to move the robotic ar.m. The 
range of a common jump motion controller is 1 m, while the maximum line-of-sight 
distance for IR transmission is roughly 5 m [19]. 

2.2 Wireless Gesture Controlled Robot via Bluetooth Wireless 
Connectivity 

Using Bluetooth wireless communication, Chanda et al. [9] created and developed a 
wireless gesture controlled robot. They put their design into practice using an Android 
smart phone Java-based mobile application, an Arduino ATMEGA 328 microcon-
troller that processes the signals depending on the gestures, and an HC-05 Bluetooth 
module to communicate the signals to the robot in order to control it remotely. The 
ISM band between 2.400 and 2.485 GHz is where Bluetooth technology operates. 
The range of transmission is between 15 and 30 m, and the maximum broadcast 
power is 10 mw (100 mw with Bluetooth 5) [6, 25]. 

2.3 Gesture Control of Robotic Arm Using Zigbee Technology 

Keder et al. [22] implemented gesture control of a robotic arm using Zigbee wire-
less communication technology in their paper “Development of Zigbee Based Tele 
Operated Multipurpose Robotic Arm With Hand Gesture Recognition” published in 
“International Journal of Mechanical Engineering and Technology” in August 2017. 
To wirelessly operate the robotic arm with hand gestures utilizing Zigbee transmitter 
and receiver modules, they use the high-end microprocessor AVR328 along with the 
Arduino Uno platform, precise accelerometers, flex sensors, and rover platform. 

Zigbee technology was also employed by Rakesh and Shivashankara [30] to  
operate a robot with hand gestures. Wearing a transmitting device that sends
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commands to the robot to carry out the intended operation is part of the technology 
they designed. An analog-to-digital converter (ADC) in the transmitting unit turns the 
analog data into digital data, which is then sent to the microcontroller for encoding 
the four pieces of information before being sent to the Zigbee transmitter module to 
be transmitted to the receiver. A second microcontroller at the receiver end decodes 
the information after it has been gathered by the robot’s Zigbee receiver module and 
used for proper operation. 

The highest transmit power of the Zigbee communication protocol is 22 dB, and 
its transmission range is 10–100 m [6, 25]. 

2.4 Gesture Based Wireless Mobile Robotic Arm via WiFi 
Connection 

Shifas et al. [36] developed a “Gesture Based Wireless Mobile Robotic Arm Using 
Flux Sensor”. The system uses the WiFi communication technology for signal trans-
mission. The researchers make use of a flex sensor which is fitted to a glove worn by 
the user and which senses the movement of each finger. The digital signals from the 
ADC are passed on to the ESP8266 Arduino Wi-Fi module for transmission to the 
receiver section. At the receiver section, the Arduino Uno microcontroller receives 
the transmitted signals, processes and converts them into the required pulses which 
are then utilised as input by the servo motors. This supplies the energy needed by the 
servo motors to generate motion. WiFi communication Technology has a transmis-
sion range of 100–1000 m while the maximum transmit power of the WiFi module 
is 28 dBm [25]. 

2.5 Gesture Controlled Robotic Arm Using 433 MHz RF 
Module 

Gesture-Controlled Robotic Arm Design and Implementation for Industrial Appli-
cations was the subject of a study written by Pradeep and Paul and published 
in the “International Journal of Advanced Scientific Research and Development” 
in December 2016. For the wireless communication between the transmitter and 
the receiver sections, the authors made use of an RF transceiver module. The RF 
transceiver module works on a frequency of 433 MHz. Garg et al. [18] also devel-
oped a gesture-based robot with a robotic arm for pick and place operations using 
RF module. The RF module has a limited range of 3 m, but with special antenna and 
appropriate power supply the range can be increased to about 30–35 m [27]. 

This project work focuses on the use of the LoRa technology interfaced with ESP 
32 microcontroller to achieve gesture control of a robotic arm as it will be very useful 
in situations that require a long-range transmission with a limited power supply.
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2.6 An Overview of Lora Technology 

LoRa, which is an acronym that stands for “Long Range,” is a non-cellular wireless 
technology that has a long range and uses very little power. It is being supported by 
the LoRa Alliance. It belongs to the group of low-power wide-area (LPWA) network 
technologies and is a radio modulation technology for wireless local area networks 
(WLANs). A LoRa-based network protocol is called LoRaWAN [17, 25]. 

The LoRa protocol is optimised for low-power (battery-operated) end devices that 
need to send only a small quantity of data at a time during deployment and where 
end devices can either start data traffic on their own (when the end device is a sensor, 
for instance) or independently (when the end device is an actuator), with the aid of 
a third party desiring to connect with the end device [23]. 

2.7 Lora Transceiver 

LoRa transceiver module is a communication module used to send and receive data 
from LoRa sensors. It offers a simple, low-power alternative for wireless data transfer 
across vast distances [1, 12]. An RFM95 LoRa transceiver module is shown in Fig. 1. 

A LoRa transceiver chip’s typical components are shown in Fig. 1. The  UART,  
GPIOs, LoRa Radio layer, LoRa protocol stack, processor, interface buses (such I2C, 
SPI), and other components make up this device. UART is used to connect the micro-
controller unit to the LoRa transceiver for monitoring and controlling applications. 
Any user-defined hardware elements, like LEDs, switches, etc., are interfaced using 
GPIOs. The LoRa RF layer interfaces with antennas operating in many frequency 
ranges, including 433 and 868 MHz. Crystal is necessary to run the LoRa transceiver’s 
CPU and real-time clock [32].

Fig. 1 RFM95 LoRa 
transceiver module [14] 
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Fig. 2 Typical components 
in a LoRa transceiver chip 
[32] 

2.8 Lora Protocol Stack 

With a focus on reducing energy consumption, the LoRa wireless communications 
system aims to be practical for use in long-lasting battery-powered devices [4]. LoRa 
is frequently used to describe two separate layers, namely: 

A physical layer employing the radio modulation method of the Chirp Spread 
Spectrum (CSS) [24]. 

LoRaWAN, a MAC layer protocol although a particular access network architec-
ture is advocated by the LoRa communications system [4]. 

Long-distance communications that use little energy and have a slow throughput 
are feasible, thanks to the Semtech-developed LoRa physical layer. Depending on 
the area where it is deployed, it uses the ISM bands at 433, 868, or 915 MHzT of each 
transmission payload may contain anywhere from two to 255 octets when channel 
aggregation is employed and the data rate can be as high as 50 kbps. Semtech’s 
unique technology underlies the modulation method [35]. 

Since LoRaWAN provides a medium access control mechanism, many LoRa-
modulated end devices can communicate with a single gateway and despite LoRa 
modulation being an exclusive technology, the LoRa Alliance is working to produce 
the open standard LoRaWAN [23]. 

2.9 Lora Network Architecture 

“Star-of-stars topology” of a typical LoRa network as seen in Fig. 3, which consists 
of three different kinds of devices.
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Fig. 3 LoRa network 
architecture [4] 

The fundamental components of a LoRaWAN network include: LoRaWAN is 
the protocol used by end devices to communicate with gateways. Unprocessed 
LoRaWAN packets are forwarded from devices to a network server via gateways 
using a backhaul interface that has a higher throughput. This interface is often 
Ethernet or 3G. Due to the fact that the network server is in responsible of decoding 
the packets that are provided by the devices and constructing the packets that are 
supposed to be sent back to the devices, gateways are just bidirectional relays or 
protocol converters [4]. 

2.9.1 How Lora Sensor Transmits and Receives Data 

A LoRa network employs the LoRaWAN protocol in order to transmit and receive 
data from LoRa sensors. Despite the fact that LoRaWAN primarily acts as a network 
layer protocol, it is also a cloud-based media access control (MAC) layer protocol. 
We use LoRaWAN to govern communication between LoRa gateways and LoRa 
devices. As a protocol for routing, it is maintained by the LoRa Alliance. LoRaWAN 
describes the LoRa network’s system architecture and communication protocol. It 
offers a secure and reliable long-distance communication connection. The power 
optimization, communication frequencies, and data rates of all LoRa devices are 
controlled by LoRaWAN [40]. 

Within a LoRa network, LoRa nodes communicate asynchronously and start 
broadcasting as soon as they have data to broadcast. A LoRa network can thus 
compromise between sensitivity and data rate while preserving a predetermined
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channel bandwidth. The most important factor is selecting the amount of spread to 
employ, which is a customizable quantity between 7 and 12. The sensitivity and data 
rate of a LoRa node are determined by this spreading factor. A number of LoRa gate-
ways receive the data packets that a LoRa node transmits and send them to a central 
network server (IoT server). The IoT server controls the network, removes duplicate 
packets and performs security checks. The server then distributes this information to 
the associated smart devices, control panels, or application modules. In this manner, 
the LoRaWAN protocol exhibits good accuracy and dependability under moderate 
load. Forward Error Correction coding is also employed by the LoRa protocol. This 
improves the LoRa network’s tolerance to any sort of interference with a high inter-
ference level. The very high wireless link budgets of a LoRa network, which vary 
from 155 to 170 dB, are what give it its tremendous range [40]. 

2.9.2 Lora Range and Power Requirements 

LoRa technology guarantees long-range communication at distances up to 5 km in 
urban areas and over 15 km in rural areas. Ultra-low power needs, which enable 
the development of battery-operated devices with a 10-year lifetime, are unique 
features of systems based on LoRa. Maximum transmission power of a common 
LoRa transceiver is + 14 dBm. A network built on the open LoRaWAN protocol and 
set up in a star topology is great for applications that need a lot of small, low-power 
data collection devices to talk to each other over a long distance or deep inside a 
building [3, 25, 28, 35]. 

2.9.3 Motivation 

After comparing the characteristics of IR, Bluetooth, Zigbee, 433 MHz RF, WiFi, and 
LoRa technologies for wireless communication, LoRa has shown to be the optimal 
solution for implementing gesture control of a robotic arm because of its low power 
usage and extensive range of communication as seen in the works of [3, 25], Semtech 
[28, 35]. Hence, this paper work focuses on the use of the LoRa technology to achieve 
gesture control of a robotic arm as it will be very useful in situations that require a 
long-range transmission with a limited power supply. 

2.9.4 Review of Principles Relevant to This Project 

The following sections contain a review of the principles applied and main 
components used in investigating gesture control of robotic arm via LoRa.
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3 Flex Sensors 

3.1 What is a Flex Sensor? 

Flex sensors measures how much deflection or bending has occurred. Materials like 
plastic and carbon can be used to build this sensor. The sensor’s resistance will change 
as the plastic strip holding the carbon surface is flipped aside. The amount of turn 
can be directly proportional to its fluctuating resistance [15]. A typical flex sensor is 
shown in Fig. 4. 

3.1.1 Pin Configuration 

Figure 5 illustrates the flex sensor’s pin layout. The device has two terminals, which 
are designated P1 and P2. The positive terminal of the power source is typically linked 
to pin P1, while the negative terminal (GND pin) of the power source is typically 
attached to pin P2. In contrast to a diode or a capacitor, this sensor does not have a 
polarized terminal present, hence there is no positive or negative terminal. Any sort 
of interfacing can provide the 3.3–5 V DC required for the sensor to be activated 
[15].

Fig. 4 A typical flex sensor 
[15] 
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Fig. 5 Pin layout of the flex sensor [11] 

Fig. 6 A mechanical 
gyroscope [29] 

3.1.2 Gyroscopes 

Gyroscopes are basically device that has the ability, when embedded on a frame 
to detect the angular velocity when the frame is rotating. Gyroscopes are useful 
independently as a standalone system and as a component to more complex systems 
such as the Inertia navigation system, Inertia Measurement, Gyrocompass, Attitude 
Heading Reference System [29]. The main parameters of a mechanical gyroscope is 
seen in Fig. 6. 

A gyroscope has the ability to detect the rotation of an object around a set of axes 
by using the gravity of the earth to figure out how the object is oriented around the 
axes. This makes it possible for gyroscopes to be used to control, direct, and measure 
how an object rotate around the axes. The gyroscope can act as a motion sensor by 
using these features to measure an object’s overall motion [26]. 

3.1.3 Gyroscope Angular Velocity 

A gyroscope can detect an object’s motion and determine its angular velocity. Angular 
velocity can be broken down into three different types: yaw, pitch, and roll as seen 
in Fig. 7. Yaw is referred to the horizontal rotation when viewing an object from 
above on a flat surface. When viewing the object from the front, the vertical rotation 
is referred to as pitch while the horizontal rotation is known as roll [26].

A typical gyroscope sensor is shown in Fig. 8. Gyroscope sensors are more sophis-
ticated than accelerometers. While accelerometers can only detect linear motion, 
gyroscope sensors can measure both the inclination and horizontal position of the 
object. Gyroscope sensors are also known as angular velocity sensors and angular
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Fig. 7 Types of angular 
velocity [26]

Fig. 8 Gyroscope sensor 
[16] 

rate sensors. These sensors are utilised in situations where it is difficult for humans 
to discern the orientation of an object [16]. 

4 Servo Motors 

4.1 What is a Servomotor? 

A servomotor is an actuator that lets you control position, acceleration, and speed 
in a linear or angular way. It is made up of a motor that is hooked up to a position 
feedback sensor. In addition to this, it requires a very complicated controller, which 
is typically a unique module designed specifically for use with servomotors [13]. It 
is shown in Fig. 9.
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Fig. 9 A servomotor [13] 

4.1.1 ESP32 Microcontroller 

In this paper, the ESP32 microcontroller is used both in the transmitter and the 
receiver sections. ESP32 is a well-known and low-cost System on Chip (SoC) micro-
controller created by Espressif Systems Company, the company behind the ESP8266 
SoC. It is available in both single-core and dual-core versions of the 32-bit Xtensa 
LX6 microprocessor from Tensilica, and it has Wi-Fi and Bluetooth integrated. The 
ESP32 microcontroller’s inbuilt RF components consisting the, Antenna switch, RF 
Balun, Power Amplifier, Filters and Low-Noise Receive Amplifier are a key feature. 
These components make it simple to construct hardware around the microcontroller 
because so few external components are needed. The ESP32 is particularly user-
friendly since it supports multiple programming environments, including the Plat-
formIO IDE (VS Code), Arduino IDE, JavaScript, MicroPython, Espressif IDF (IoT 
Development Framework) and LUA [38]. 

4.1.2 Lora Transceiver 

LoRa transceiver module is a communication module used to send and receive data 
from LoRa sensors. It offers a simple, low-power alternative for wireless data transfer 
across vast distances [1, 12]. An RFM95 LoRa transceiver module is shown in Fig. 2. 

A LoRa transceiver chip’s typical components are shown in Fig. 1. The  UART,  
GPIOs, LoRa Radio layer, LoRa protocol stack, processor, interface buses (such I2C, 
SPI), and other components make up this device. UART is used to connect the micro-
controller unit to the LoRa transceiver for monitoring and controlling applications. 
Any user-defined hardware elements, like LEDs, switches, etc., are interfaced using 
GPIOs. The LoRa RF layer interfaces with antennas operating in many frequency
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ranges, including 433 and 868 MHz. Crystal is necessary to run the LoRa transceiver’s 
CPU and real-time clock [32]. 

4.1.3 How Lora Sensor Transmits and Receives Data 

A LoRa network employs the LoRaWAN protocol in order to transmit and receive 
data from LoRa sensors. Despite the fact that LoRaWAN primarily acts as a network 
layer protocol, it is also a cloud-based media access control (MAC) layer protocol. 
We use LoRaWAN to govern communication between LoRa gateways and LoRa 
devices. As a protocol for routing, it is maintained by the LoRa Alliance. LoRaWAN 
describes the LoRa network’s system architecture and communication protocol. It 
offers a secure and reliable long-distance communication connection. The power 
optimization, communication frequencies, and data rates of all LoRa devices are 
controlled by LoRaWAN [40]. 

Within a LoRa network, LoRa nodes communicate asynchronously and start 
broadcasting as soon as they have data to broadcast. A LoRa network can thus 
compromise between sensitivity and data rate while preserving a predetermined 
channel bandwidth. The most important factor is selecting the amount of spread to 
employ, which is a customizable quantity between 7 and 12. The sensitivity and data 
rate of a LoRa node are determined by this spreading factor. A number of LoRa gate-
ways receive the data packets that a LoRa node transmits and send them to a central 
network server (IoT server). The IoT server controls the network, removes duplicate 
packets and performs security checks. The server then distributes this information to 
the associated smart devices, control panels, or application modules. In this manner, 
the LoRaWAN protocol exhibits good accuracy and dependability under moderate 
load. Forward Error Correction coding is also employed by the LoRa protocol. This 
improves the LoRa network’s tolerance to any sort of interference with a high inter-
ference level. The very high wireless link budgets of a LoRa network, which vary 
from 155 to 170 dB, are what give it its tremendous range [40]. 

5 System Design 

The system involves two parts: Hardware design and Software design. The hardware 
is the physical part of the system while the software part consists of codes written 
to control the operation of the system and the components required for the efficient 
functioning of this systems are as follows:
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5.1 Microcontroller 

The ESP32 microcontroller is used both in the transmitter and the receiver end. This 
is the heartbeat of the system and serves as the platform to which other sensors (LoRa 
Module, Gyroscope, Flex sensor etc.) necessary for this system is interfaced. 

5.2 Hardware Design Analysis 

This transmitter and receiver system was divided into various units consisting of the 
input unit, processing unit and output unit. 

5.2.1 Input Unit 

The input unit consists of the flex sensor and gyroscope. 
Flex sensor: The flex sensor, as explained in chapter two of this paper work is 

used in this design to measure the rate at which the finger the sensor is attached to 
bends, after which it sends a high signal to the D34 pin of the microcontroller.

Fig. 10 Transmitter system 

Fig. 11 Receiver system 
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Fig. 12 Connection of the flex sensor to the ESP32 MCU 

Gyroscope: The MPU6050 accelerometer and gyroscope is used in this paper to 
get the wrist motion in the three coordinates x, y and z, each axis represented as pitch, 
roll and yaw. Each representing a separate degree of freedom labelled as 3 DOF. In 
this paper, only 2 axes namely x and y—pitch and roll are used. The pin connection 
of the accelerometer and gyroscope to the ESP32 MCU is: 

SDA – D24 
SCL – D23 
GND – GND 
VCC – 3v3 

5.3 Lora Transceiver 

The LoRa communication module is a transceiver used at the transmitting and 
receiving ends of the system. The LoRa module at the transmitting end sends the 
data of the flex sensor and gyroscope received from the MCU at the transmitting end 
to the LoRa module at the receiving end, and the MCU at the receiving end outputs 
the result to the servo motors on the robotic arm.
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Fig. 13 Connection of the accelerometer and gyroscope to the ESP32 MCU 

The pin connection of the LoRa transceiver to the ESP32 MCU is: 

DI00 – GPIO 2 
RESET – GPIO 4 
NSS – GPIO 14 
SCK – GPIO 18 
MOSI – GPIO 23 
MISO – GPIO 19 

5.4 Output Unit 

The output unit consists of the servo motors. 
Robotic Arm: The robotic arm is the vital part of the system which outputs the 

signals received from the transmitter through the servo embedded on it allowing 
it move in different axes and also picking and placing object. The servo motor is 
responsible for the motion of the 2 DOF robot and this motion depends on the signal 
from the transmitter to the receiver system.

Servos have three terminals which are power, ground and signal terminal. The 
signal pin is the input pin and works depending on the pulse width modulation from 
the input signal from 0 to 180° which represents its minimum and maximum angle. 
The servo pin connections to the ESP32 MCU are: 

Red (VCC) = +5 V  
Brown (GND) = GND 
Orange (PWM) = D27



88 A. S. Okoro et al.

Fig. 14 Connection of the LoRa transceiver to the ESP32 MCU 

Fig. 15 The connection of the servo motor to the ESP32 MCU

5.5 Software Design Analysis 

Software implementation is the brain behind this system functionality and operation. 
Without a program installed in the hardware device, it is impossible to implement 
the intended operation. An algorithm is generated on how the system should operate 
and a program is written with respect to this algorithm. This software algorithm was
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implemented with the aid of the C programming language using the Arduino IDE 
compiler. 

5.5.1 Arduino Integrated Development Environment (IDE) 

The Java-based Arduino Integrated Development Environment (IDE) is used to create 
software for microcontrollers. Although the ESP32 supports a variety of program-
ming environments, using the Arduino platform is the simplest method to begin 
creating code for the ESP32 platform, hence it is used in this project work. The 
Arduino platform is an open-source platform built around Atmel microcontrollers 
and intended for quick prototyping. For the ESP32 Wi-Fi chip, a plugin known as the 
Arduino core is developed. The plugin installs support for ESP32 microcontroller 
development in the Arduino IDE environment. The Arduino core extension for the 
ESP32 Wi-Fi chip is made available as open-source project [5]. Figure 16 shows the 
interface of the Arduino IDE where Sect. 1 represents the toolbar where we have 
access to the software features. The serial monitor and serial plot which are one of the 
features of this software allow us to see the results and how our program functions 
which gives us room for testing and debugging before the actual hardware device is 
implemented. Section 2 represents the test editor where we write our code. Section 3 
is the status bar which helps to know if our code compiled and uploaded successfully. 
Section 4 represents program notification area to know if our code is successful or 
if there is an error and what could be the cause. 

Fig. 16 Arduino IDE interface [2]
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Fig. 17 Proteus design interface [10] 

5.5.2 Proteus Simulation 

The design of this project is simulated using Proteus design suite version 8, which 
is a simulation and design software programme developed for Electrical and Elec-
tronic circuit design by Labcenter Electronics. Proteus is a software package that 
includes schematic, simulation, and PCB design tools. The Proteus design suite’s 
ISIS program is used to create schematics and do real-time circuit simulations. 
The programme delivers simulation in real time by permitting user input while it 
is running. A debug file or a hex file is applied to the microcontroller portion on the 
schematic in Proteus to simulate microcontrollers. It is then co-simulated with any 
attached analog and digital circuits [10]. The Proteus design interface is shown in 
Fig. 17. 

5.6 Flow Chart of the System 

The working algorithms of both the transmitter and the receiver of the gesture control 
of robotic arm via LoRa technology are represented by the flow charts shown in 
Figs. 18 and 19.
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Fig. 18 Transmitter system

5.7 Circuit Diagram of the System 

The complete circuit diagram of the gesture control of robotic arm via LoRa tech-
nology showing both the transmitter end and the receiver end is seen in Figs. 20 and 
21.

6 Results, Analysis and Findings 

6.1 Breadboarding 

After simulating the circuit on the Proteus simulation workbench, the complete design 
was implemented using breadboard as shown in Figs. 22 and 23. This was done to 
provide real life problems scenarios that may not have occurred during simulation 
and to ensure that the circuit works as desired from the circuit diagram. The main 
purpose of breadboard testing is to ensure that all problems which may be encountered
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Fig. 19 Receiver system

during the final build of the project are identified and solved before embarking on 
final construction.

6.2 Serial Plot 

The graphical representations of the serial monitor of the mpu6050 accelerometer 
and gyroscope module is seen below depicting the yaw, pitch, and roll at default state 
and also the serial plot of the pitch angle.

6.3 Servo Motors Calibration of Prototype 

The servo motors used to control the movement of the robotic arm are calibrated 
using a potentiometer. This is necessary as we need to centre the servo motors in a 
certain position and this position’s angles are taken into consideration when writing 
the code.
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Fig. 20 Circuit diagram of the transmitter for the gesture control of robotic arm via LoRa 
technology

6.4 Flex Sensor Calibration and Calculation 

Figure 27 shows the flex sensor resistance on the multimeter at its default state and 
when it is bent ranging from 6 to 10 kΩ.

6.5 Transmitter System 

Several angles of the hand gesture of transmitter system are shown below consisting 
of the flex sensor, LoRa module, ESP32, MPU6050 accelerometer and gyroscope.

6.6 Receiver System 

The receiver system shows several angles of the arm replicating the gestures made 
at the transmitter end as shown below.



94 A. S. Okoro et al.

Fig. 21 Circuit diagram of the receiver of the gesture control of robotic arm via LoRa technology

Fig. 22 Breadboard 
simulation of mpu6050 with 
ESP32 

Fig. 23 Breadboard simulation of the LoRa (transmitter and receiver) interfaced with mpu6050 
accelerometer and gyroscope
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Fig. 24 Serial monitor of mpu6050 at default state 

Fig. 25 Serial plot of mpu6050 tilted in the pitch axis

Fig. 26 Servo calibration of prototype using potentiometer
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Fig. 27 Flex sensor resistivity on multimeter

Fig. 28 Transmitter system showing different angles of hand gestures

Fig. 29 Receiver systems showing different angles of the robotic arm 

6.7 Transmitter and Receiver System 

Figure 30 shows both the transmitter and receiver systems with the receiver 
replicating several arm movements of the gesture being made on the transmitter.
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Fig. 30 Transmitter and receiver systems showing different angles of gestures 

Fig. 31 Block diagram of the microelectronic unit and the servo motors embedded in the robotic 
arm 

6.8 LoRa Spread Factor, Bit Rate and Data Range 

LoRa technology is based on Chirp Spread Spectrum (CSS) technology. The chirps 
known as symbols are the carrier of data. The chirp rate is governed by the spreading 
factor, which also governs the data transmission speed. A higher data transmission 
rate results from faster chirps, which are caused by lower spreading factors. Spread 
factors used by LoRa range from 7 to 12. The time on air for SF7 is the shortest; 
SF12 will be the longest. Each increase in spreading factor doubles the length of 
time required to transmit a certain quantity of data while also expanding the possible 
receiving area. Even with relatively little data sent, a spreading factor of 12 already 
extends the broadcast beyond one second, increasing energy usage. Consequently,
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sending regularly must be carefully evaluated, and the amount of data sent should 
be kept to a minimum. 

Depending on where you are in the world, LoRA employ one of three frequency 
bands: 433, 868, or 915, which are unlicensed but subject to strict regulation. 
868 MHz is rather popular across Europe and was used in this paper. Even though 
the frequency is unlicensed, it is strictly regulated in terms of power and duty cycle 
(how much time is allowed to be spent “on air”) [8]. 

6.9 Mode of Operation 

The mode of operation of the gesture control of robotic arm via LoRa technology is 
basically grouped into two units—the transmitter and the receiver units. The trans-
mitter unit consists of the mpu6050 accelerometer and gyroscope, flex sensor, LoRa 
module and the esp32 microcontroller while the receiver unit consists of the LoRa, 
the robotic arm which is made up of servos and the esp32 microcontroller. When a 
gesture is made on the wrist, the wrist orientation is captured by the gyroscope in 
the direction of yaw, pitch and roll while the finger movement is captured by the 
flex sensor that is attached to that particular finger. The mpu6050 and flex sensor 
replicate the hand movement and the mpu6050 is integrated to the MCU using inter-
integrated circuit, I2C. The two parameters from the MCU which are pitch and roll 
are responsible for the control of the servos. These parameters (wrist orientation 
and finger movement) which are been sent from the transmitter are to control the 
robot arm in which two of the servos will be working in the direction pitch and 
roll in degrees, while the last servo will be controlled by the flex sensor which is 
responsible for picking an object. The flex sensor works in such a way that increase 
in voltage will cause an increase in resistance which activates the microcontroller 
at the transmitter unit to send a signal to the microcontroller at the receiver end via 
LoRa, thus activating the servo to grab an object based on the change in resistance 
associated with the degree at which the finger bends. This change in resistance is 
represented as a voltage but will be marked in angles at the receiver end because 
servo motors works in angles, 0–180°. LoRa communicates with the esp32 via serial 
peripheral interface, SPI. LoRa has channels whereby they can broadcast at a partic-
ular frequency for effective communication between the transmitter and the receiver. 
For this research, the transmitter and receiver frequency was set to 868 MHz which 
is the LoRa frequency for United Kingdom. 

7 Conclusion 

This study investigates a LoRa-based gesture control of a robotic arm created and 
developed for remote robot control. This approach has proven beneficial in terms 
of cost, range, and battery longevity in low- and lower-middle-income countries
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where internet connectivity is still patchy, particularly in rural areas with no power 
supply. It was observed that for LoRa to work effectively, the transmitter and receiver 
antennas must communicate at a line of sight. For the antennas to communicate over 
a long distance, their frequencies must match or be in sync with the frequency of 
the LoRa module. One of the problems encountered during the course of this project 
was “latency”. LoRa has a very tiny data bandwidth, allowing only very short data 
transfers, and because of its low bit rate, LoRa will function more efficiently in 
transmitting data to a node or end point with a long time interval, as it cannot be 
utilised for real-time applications. This limitations of LoRa should be addressed 
and considered to match various use cases for LoRa before it can be adopted and 
if LoRa must be used, then a very high clocking microcontroller must be used to 
minimise latency as much as possible. Hence, a high frequency microcontroller is 
needed to handle it such as a 32–64 bit architecture with a high processor. The 
MPU6050 accelerometer and gyroscope used in this paper has a very high clock 
rating with a baud rate of 11,520 bits per seconds which needs a microcontroller 
with a high processing speed hence the choice of ESP32 which has a processing 
speed is 240 MHz. LoRa would function better in battery operated systems and thus 
the choice of LoRa in any wireless communication should be carefully selected in 
along with 4G, 5G, and other wireless modules that can transmit at a larger bandwidth 
and bitrate. 
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Safety and Security Issues in Employing 
Drones 
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and N. Ashok Kumar 

Abstract The use of drones has been steadily growing over the past few years, not 
only in a variety of businesses and governmental organizations but also among private 
individuals. This is due to the rapid deployment of drones for a variety of applications, 
which can be accomplished by merely attaching the application-specific devices to 
drones, which are typically controlled by a remote or a smartphone. However, the 
breakthroughs that have been made in the use of drones have also opened up security 
challenges. In many applications, the orders that are sent to the drones and the data 
that is transmitted from the drones are not encrypted. As a result of the fact that 
drones are also used for illegal and criminal activities by bad actors, it is necessary 
to add technology for attack detection, protection, and preventive countermeasures 
in drones, in addition to regulation on the usage of drones through law enforcement 
by the government agencies. In this chapter, we will analyze the exploiting of drone 
vulnerabilities such as GPS spoofing, Downlink intercept, and Data exploitation. 
Additionally, we will examine how to neutralize threats and countermeasures that 
should be addressed for the safety of the drones.
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1 Introduction 

UAVs Security Issues 

As a result of recent improvements in technology, unmanned aerial vehicles (UAVs) 
are now capable of carrying out critical, difficult, and intricate missions. Because of 
this, they have a lot of security problems, which leaves them vulnerable to attacks that 
might be quite damaging. Additional attacks are carried out in an effort to gain control 
of the UAV or to destroy it. The severity of the repercussions is proportional to the 
nature of the attack. There are not many tools that might be used as hacking tools [1]. 
As an element of the Internet of Things ecosystem, researchers began beefing up the 
security of unmanned aerial vehicles (UAVs). In general, it necessitates the efficient 
construction of a variety of approaches connected to the many IoT deployment and 
connection regions. In this part, we focus on security and privacy concerns associated 
with UAVs, as well as attacks carried out by UAVs. This section discusses the use of 
unmanned aerial vehicles (UAVs) to launch system attacks as well as UAVs charging 
system attacks. In this section, we also explain the reasons that led to our work on 
battery depletion attacks against UAVs. The research findings that were discussed 
before, which will be used in the next subsections, indicate a variety of worries and 
problems with UAVs. These study studies evaluated a variety of distinct forms of 
attacks, in addition to several outcomes. 

UAVs Security Concerns 

When dealing with any form of digital technology, the most important thing you 
can focus on is keeping yourself safe. To ensure the safety of the UAV system, 
it is essential to perform the necessary preventative measures. UAV systems are 
vulnerable to cyberattacks and the deterioration of their functions, both of which 
have a direct impact on the key contributor. Therefore, attacks on the system or 
failures in the system lead to significant problems. Park et al. [2] discusses a variety 
of security concerns in further detail. In these kinds of situations, the attacker causes 
disruption to the availability, integrity, and confidentiality of the drone. Due to the 
fact that private information has been revealed, it is now quite easy for a competitor 
to establish the sensitive information that pertains to the UAV. In addition, the authors 
in [3] demonstrated that UAV networks are vulnerable to attacks and sensor flaws, 
proving that UAV networks are sensitive. It is possible for the adversaries to gain 
access to the communication lines of the UAV, which would then enable them to 
connect and take control of the UAV. Canis [4] highlighted a variety of different kinds 
of attacks and categorized them into two broad sectors based on the components of 
UAVs that were targeted and the attack route. Canis [4] also highlighted a number of
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different kinds of attacks. There are two types of vector attacks: those that are carried 
out physically and those that are carried out remotely. A swarm of unmanned aerial 
vehicles (UAVs) was disrupted during strikes staged at Russia’s Hmeimim airfield in 
2019. This is only one example of the myriad effects that might result from security 
flaws. 13 hostile fixed-wing unmanned aerial vehicles (UAVs) were sent to attack the 
airbase itself. It has expanded throughout a broad variety of areas in Syria, including 
the Latakia Governorate, the town of Hmeimim, which is located close to Latakia, 
and a range of 250 km. Despite this, the vulnerabilities that are already there allow 
attackers the opportunity to become more skilled and proactive in their activities. 

1.1 Attacks on UAVs-Based Systems 

The systems that are used by UAVs are comparable to those that are used by other IoT 
systems that are currently in use. They must utilize a centralized server in order to 
store data and connect to a network in order to carry out wireless communication. In 
the event that the system is attacked, the mission of the UAV will be terminated, which 
is a vulnerability in the security. The primary purpose of attacks against systems based 
on UAVs is to either crash the system or modify the data that is stored on the system. 
There are a variety of cyberattacks that may target systems based on UAVs, including 
the following: 

Jamming attack: GPS Jamming, Control Stream Jamming, and Data Stream 
Jamming are the three forms of jamming that are associated to this attack, which 
comes in at number two on the list of most prevalent attacks [1, 4–8]. The opponents 
look for Radio Frequency (RF) signals broadcasting in the same frequency range 
as the drone that is being attacked, and then transmit transmissions that are incom-
patible with those signals. The attack is organized utilizing nodes that are based 
on a wireless channel concept in order to accomplish range-based localization. The 
antenna on the jammer may receive signals coming from any direction. This antenna 
will transmit radio frequency signals in a manner that is uniformly radiated in all 
azimuthal directions. An research that was reported in shows that it is not always 
safe to utilize specific transmitters in order to intercept remote control signals. This 
is the case even if the jammer is located far closer to the UAV than the operator who 
is in charge of commanding it using the remote controller. An anonymous individual 
performed a GPS Jamming attack on May 10, 2012, in South Korea, while testing [4]. 
This attack was reported to have taken place. During the attack, a rotor based on an 
Austrian unmanned aerial vehicle known as the Schiebel Camcopter S-100 collided 
with the ground control station, causing two remote pilots to sustain injuries. 

Spoofing attack: The  [9] attack is comparable to the jamming attack; however, it 
has a greater degree of intricacy. Instead of seeking to disrupt existing signals, the 
adversary will generate false signals in a random but controlled fashion. These signals 
will then counterfeit and fake the GPS position. As a result, the drone’s behavior will 
be altered as a result of these phony signals, and it will be guided to a destination
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that is distinct from the primary course that was planned. It culminates in the victim 
being bound with bogus data for their latitude and longitude. The process is carried 
out invisibly, without causing any disruption to the normal functioning of the GPS. 

Data Interception attack: The  [10] Intercept Data attacks constitute a breach of 
confidentiality and may have far-reaching repercussions for the drone in question. 
The exploit gives unauthorized attackers the ability to access data via an unautho-
rized file reader when the system is in contact, while it is in flight, or while it is at 
rest. A video containing the stolen information was found by the American military 
defense in Iraq on the laptop of an activist who had been taken into custody. This led 
to the identification of a data interception attack in [4]. According to this informa-
tion, the footage was obtained by utilizing SkyGrabber to intercept the unencrypted 
communication lines that existed between the several flying UAVs. Consequently, 
data interception attempts will be carried out whenever a non-secure and easily 
accessible wireless transmission is used. It is difficult to spot an attack of this kind. 

KeyLogging attack: A form of monitoring software is designed to record keystrokes 
and steal data from a computer. Malicious software that logs keystrokes has emerged 
on the scene as a form of tracking spyware that collaborates with legitimate soft-
ware to share resources. Creech Air Force Base in Nevada was the location where 
[11] discovered a keylogging attack that was carried out against US Predator. It 
was launched once a connection had been made between the Predator and Reaper 
ground control stations and a removable hard drive. This will result in the capture 
and transmission of sensitive information. 

MSG Injection attack: This type of attack is known as an integrity attack, and 
it can be carried out through remote access if the targets are [5, 10]. The process 
of immunizing genuine faux communications with malicious payloads is known as 
injecting a malicious payload. The messages are backed by a structure that is an exact 
replica of the structure of the authentic message. They use a second phony UAV to 
divert the attention of the GS system as well as the UAV. According to this, the process 
of deleting messages and the process of modifying messages both use the same 
injection technique. Injecting malicious software, such as viruses, worms, or Trojan 
horses, will therefore result in the modification of sensitive data. Specific system 
technologies, such as StackGuard and StackOFFence, are used to protect unmanned 
aerial vehicles (UAVs). The first instrument is an automatic adaptive detection and 
prevention technique, while the second instrument is an attack mitigation mechanism. 
Both instruments work together to protect against attacks. 

Eavesdropping attack: A stealthy and unobtrusive attack on the secrecy of the UAV 
is represented by the coordinates [5, 7, 12, 90]. It is being construed as an illegal real-
time eavesdropping of the communication channels being conducted by the party. 
Without disrupting the transmission of the network, a hostile vehicle eavesdrops 
on the conversations taking place between the UAV entities. During this attack, 
sensitive data is gathered without compromising the quality of the signal received 
by a genuine receiver. Therefore, listening in on a private network is a breach of 
privacy. Eavesdropping is referred to as a sort of man-in-the-middle attack. On the
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other hand, the attacker creates a second network that is associated with the victim 
and sends messages as if they are chatting with a legitimate person. This makes it 
seem as if the victim is communicating with a third party. 

Distributed denial of service (DDoS) attack: Sending an excessive number of 
requests during the mission [5, 13] is a popular kind of direct attack that might 
hinder the availability of the UAV. Through the use of data connections, the adversary 
might provide erroneous data in the form of continuous requests. As a consequence 
of this, the ever-increasing volume of network traffic will result in the communica-
tion channel becoming overloaded, which will prevent the connection from being 
established. 

Sybil attack: The condition arises when an adversary builds several nodes in the 
network that are distinct from one another using either stolen or manufactured iden-
tities. This action will increase the likelihood that a hostile entity will be able to inter-
cept a routing message and manage the Peer to Peer (P2P) overlay network. Through 
the use of threats, the adversary may achieve an excessive amount of authority and 
exert control over the system’s performance in all aspects. 

Blackhole attack: The sort of attack that [14] falls under is referred to as a denial of 
service attack, and it is classified as a form of lethal attack. In order to get a route that 
will continue to flow to the target node, a malicious node will pull all data packets 
by offering incorrect information in order to gain the route. The information packets 
are sent to the black hole by the source node, rather than being sent to the node that 
is designated as the destination. If the nodes are given inaccurate information on the 
routing data, the protocol for determining routes will be significantly disrupted. As 
a consequence of this, the adversary will access these packets while the data is being 
sent via the black hole. The attacker will advertise a large number of false paths in 
the hope of attracting data traffic. During this specific attack, a directed pull attack 
will be initiated, and all routing data will undergo a full transformation. 

Grey hole attack: The  [15] may change their mindset from one of authenticity to one 
of a sinkhole. A similar idea has been proposed for the grey hole, in which malevolent 
nodes block the transit of data across the network by broadcasting incorrect routing 
information. Because of this, it is an expansion of the attack on the black hole. The 
node might function in either a harmful or a regular state depending on how it was 
configured. 

Fake information dissemination (FID) attack: This event [5] takes place anytime 
the intruder sends out a bogus GPS signal in order to change the course of the UAV and 
get data via impersonating. An attacker may carry out a FID attack on a network by 
creating forged authentication messages by making use of legitimate routing packets 
that have been obtained from malicious devices. The malicious node’s fake injection 
will result in the destruction of the routing table used by the other nodes. As a direct 
result of this, the nodes will suffer a loss of packets due to an error in the routing. In 
addition to that, the pace at which packets are sent will slow down.
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Replay attack:A [10, 13] attack is a kind of cyber warfare that is analogous to a denial 
of service attack and involves either eavesdropping on legitimate data transmissions 
or slowing them down in order to retransmit altered data in lieu of an intercepted 
message without first decrypting it. Eavesdropping, keylogging, and notably Sybil 
attacks are examples of the kind of cyberattacks that have the potential to completely 
ruin the availability of data throughout the whole system. 

Attacks on the UAVs-Charging Systems 

A comparable embedded power mechanism is the UAVs charging system [16]. The 
charging mechanism of the UAV is susceptible to attacks, which might result in the 
destruction of the whole UAV. These kinds of problems have the potential to halt 
the functioning of the UAV. Recently, experts have been working toward the goal 
of improving the safety of the UAV charging system. The author of the work cited 
in [17] constructed a model that includes an analysis of energy requirements. The 
algorithm will make an accurate projection of the demands that will be made on the 
drone based on the amount of energy that will be required to complete the permitted 
mission. A direct result of this is that this model will be aware of attacks, which will 
have the effect of lessening the vulnerability of the charging system. Temperature 
and actual discharge rate are only two of the many factors that have a substantial 
influence on the operation of the charging system. Because of this, the resistance 
of the battery as well as the power supply will be altered. In addition, this typical 
system is vulnerable to a variety of attack patterns, which presents a danger. In 
addition, defects in voltage control [18] may generate a wide variety of problems 
for the charging systems of UAVs. Because of this vulnerability, customers might be 
overcharged or undercharged. 

Additionally, it shortens the lifespan of the battery and causes harm to the 
contributing unit. The unmanned aerial vehicle (UAV) was the victim of an attack 
in [8], during which the attacker created bogus requests that caused damage to the 
charging system. It led to a problem with an excessive amount of energy as well as 
an excessive decrease in voltage. The charger control unit could need to be tampered 
with, or the data sources might need to be manipulated, in order to achieve this 
goal. For instance, [8] uncovered a variety of charging system potential concerns, 
including as the WPT’s ineffective functioning. In addition, the authors investigate 
the attacks that are designed to control the charging process in [19]. The malicious 
software takes over and changes the software that is utilized by the rapid-charging 
station when an unmanned aerial vehicle (UAV) is linked to the station. The attack 
will transform the unmanned aerial vehicles into high-speed chargers and will cause 
damage to the charging infrastructure. This malicious power strike is sneaky and 
swift, with little warning or opportunity for resistance. It has the potential to alter the 
configuration and add more work up to the point where it causes harm to the whole 
system. As a result, any unmanned aerial vehicle (UAV) that is attached to or linked 
to the charging station will constitute a threat.
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Attacks that Result in UAV Battery Depletion 

Depletion of Battery (DoB) [20] is a particular kind of attack that might be used to 
target UAVs and induce increased power consumption on a variety of different levels. 
Because of this, failure is difficult to anticipate, and when it does happen, the damage 
may not be able to be repaired due to the complexity of the situation. According to 
the first notification, rapid battery depletion may be identified if it was found that 
there was an unanticipated drop in the amount of remaining battery capacity that was 
observed between follow-up visits. As a consequence of this, these types of attacks 
are the most typical reasons for the failure of a mission, and they have the ability to 
cause a loss of connection as well as a crash. During the course of the attack, many 
sensors will fail, and several functionality will become less effective until they are 
completely disabled. The DoB has a much increased risk of an electrical component 
failing, which will result in a rapid discharge of the battery. UAVs are particularly 
susceptible to DoB attacks due to the fact that these attacks may take advantage of 
the UAV’s autonomy, its physical motions in the surroundings, its wired and wireless 
communication channels, or all of these things concurrently. DoB allows the attacker 
to reveal the software and hardware computing units, as well as the data and physical 
architecture of the target unmanned aerial vehicle (UAV). Attacks that deprive the 
target of energy are similar to those that disrupt service (DoS) [21]. Attacks that 
use denial of service may hasten the discharge of a battery by up to 18.5% [21]. 
In addition, there is an attack known as Denial of Sleep (DoS) [13] that seeks to 
accomplish the same thing. It is predicated on limiting the amount of time the UAV 
spends in sleep mode in order to increase the amount of power consumption until 
the battery is completely depleted. In addition, the adversary modifies the charge 
parameter in order to carry out cross-layer attacks [13] in order to drain the UAV 
battery in an indirect manner. However, there are two different kinds of attacks that 
drain the battery: 

Attacks without physical contact: This first kind encompasses attacks that do not 
need to have any kind of direct physical contact with the device. These are examples 
of attacks against wireless channels. Recent attacks are made up of two-channel kinds 
of energy crisis control systems each. They are known as the control data transmission 
channel and the GPS data transfer channel respectively. The transmission of GPS data 
is used in order to ascertain the geographical position of the UAV. As a result, the GPS 
channel is the focus of the attacker, who uses an Omni antenna to cause interference. 
The purpose of the attack is to either prevent the signals from reaching the receiving 
side entirely or to send them with incorrect locations. Additionally, when the UAV 
gets many commands, it may travel in a haphazard manner, which causes additional 
drain on the battery. The second channel is used to synchronize instructions with 
the UAV. These instructions may concern GPS data, network settings, or the overall 
state of the UAV. 

Attacks with physical contact: This kind is discharged when the unmanned aerial 
vehicle (UAV) is in the standby state. The attack begins from several different entries 
based on this information, including the physical component, the USB interface, and
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the microcircuit. Additionally, the invader will compel the main rotors of the UAV 
to operate at full power and use more charge if they attach a physically enormous 
weight to the UAV in order to create an imbalance. Finn et al. [22] conducted an 
experimental investigation to investigate the effect that weight has on the amount of 
electricity used by UAVs. The first of two unmanned aerial vehicles (UAVs) utilized in 
the experimental setup had a total weight of 30 kg and 8 motors; the second UAV had 
extra payloads that brought the total weight up to 35 kg while maintaining the same 
number of motors. For each test, notes were taken on the movement sets of lifting, 
hovering, and landing that required the most power. The amount of electricity used 
is calculated depending on the rotational speed (RPM). According to the findings of 
this research, the values improved across the board in the subsequent test. 

According to [23], there are two different methods that a UAV may be used to 
launch a denial of service attack:

• The attacker is continually sending requests by providing bogus communication 
packets in order to fool the target. As a consequence of this, the unmanned aerial 
vehicle (UAV) will need a percentage of additional energy for the authentication 
process in order to analyze each request, which will cause the battery to run down.

• By producing electromagnetic (EM) noise with the intention of causing a high 
mistake rate at the UAV. Because of this, there will be a rise in the total amount of 
retransmissions, which will result in an increase in energy usage. Because of the 
increasing noise, the UAV could be compelled to boost its transmission power, 
which would shorten the battery’s lifespan. 

There are many different things that may go wrong with a UAV’s battery, including 
overcharging, which can cause the battery to boil, draining, leaking, improper setup, 
and using up all of the available energy. In addition, there are other contributors to 
the depletion of energy. For example, the research presented in [17, 24] analyzes 
the impact that elements such as payload, movement, hovering, communication, and 
speed have on the amount of energy that is expended. Last but not least, unless the 
battery of the vehicle is totally drained during the trip, there is a possibility that it will 
not have enough time to return to the base and efficiently perform its mission. As a 
result, the logistical operations of the infrastructure can experience a large amount 
of disruption. 

Attacks Assessments of UAVs-Based Systems 

A classification system for attacks using UAV-based systems is going to be presented 
in this part. These attacks are organized into four distinct groups, which are as follows: 

1. Attacks directed against the fundamental software 
2. Attacks on the monitoring systems 
3. Attacks on the various avenues of communication 
4. Incursions against the GPS channel. 

Proposed taxonomy: The majority of UAV attack types may be categorized 
according to the kind of attacker, the offenses committed, and the aims of the attack. 
The modeled chain is an illustration of the series of attacks that are based on UAVs.
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The actual act of attacking may be broken down into four distinct steps. An adversary 
equipped with a relative goal, attack vector, and the ability to define the attack entry. 
After then, it reaches an attack depth that was previously determined. Last but not 
least is the attack’s effect, often known as the damage it does. This sequence lends 
credence to the taxonomy that was suggested. The taxonomy provides an overview of 
all the different types of attacks that may be mounted against the UAV-based system. 
Every strike is equipped with a unique set of behavior characteristics that are realized 
to target one or more layers. In particular, the attacker may take advantage of one or 
more vectors in order to carry out further attacks. These attacks have been catego-
rized according to the preceding chain in order to provide answers to the following 
questions about their purposes:

• Attacker: Who exactly is the one doing the attacking?
• Attack Vector: What causes it to be activated? Which layer has it established a 

presence on? What really is the danger? Is it a direct attack, or is it being carried 
out by a distant auxiliary? Who or what exactly are the targets of the UAV’s 
attacks?

• Attack Type: Describe the characteristics of the attack being made. Are there some 
attacks that are more specialized than others?

• Attack Offenses: Identifying Vulnerabilities That Were Targeted What were the 
weaknesses that were exploited? What kind of fallout will there be from the attack? 
In a manner that is more formal, each dimension of the taxonomy is defined as 
follows: 

Attacker: Attacks may be carried out by a variety of persons or organizations, 
including terrorists, spies, thieves, and hacktivists, with the intention of achieving a 
variety of other objectives in a variety of attack locations and positions. Researchers 
looked at a variety of potential attacker situations for unmanned aerial vehicles 
(UAVs), including terrorist airstrikes, hijacking, and surveillance. Their findings may 
be found in [10]. In addition, the report disclosed that UAV thieves were responsible 
for a recent incident in which Iranian troops stole a US RQ-170 Sentinel. Hacking into 
unmanned aerial vehicles (UAVs) was done with the use of a software system called 
SkyGrabber [9]. There are several different UAVs hijacking software programs, such 
as SkyJack, which were designed to hack and operate the UAV wirelessly by using an 
autonomous middleware. In addition, the word “Terror by Joystick” that was thrown 
into the flight path of the airplane sheds light on the nefarious acts that terrorists 
have carried out using UAVs. As a result, criminals pose a risk that justifies the 
employment of UAVs to wreak havoc on society. 

Attack Vector: Attacks may be conducted using a variety of vectors, such as a direct 
attack or a distant attack via medium entries. Attacks from a distance intercept data 
using an auxiliary tool, allowing them to be compromised by questionable internal 
processes. The control software, the sensors, the communication channels, and the 
GPS channel are the auxiliary that are being referred to here. These four are the 
primary targets that attackers aim at most of the time. The entities that are being 
attacked are the surface, also known as the element that is being targeted by an
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attack. This component is part of the basic system that the physical vehicle utilizes. 
Unmanned Aerial Vehicles (UAVs) have a dialogue with the world around them. As 
a consequence of this, it could take the form of an intrinsic component, a virtual or 
physical environment, or both. 

Attack Depth: The severity of these dangers is determined by their characteristics, 
which place them into one of four distinct categories of attacks. The opponent intends 
to get intelligence by infecting the UAV with malware, exploiting it for the aim of 
acquiring information or anything familiar, intercepting its transmissions in order 
to break them, and authenticating itself. Threats to computer network security may 
use data in clandestine ways to accomplish their objectives without the awareness of 
system operators. The nature of the exploitation, such as injection or modification, 
may be used to categorize the different types of attacks [11]. In addition, fabrication 
is included as one of the typical specified methods of attacking authentication [10]. 
The most recent attack is a bait for the unmanned aerial vehicle (UAV) authenticity, 
which enables the attacker to get privileged access to the components in order to 
fabricate bogus information and deliver it to them. There are several various forms 
of attacks that may modify the content of the UAV or alter its decision-making in the 
event of specialized attacks. 

Attack Offences: As a direct consequence of this, their data will be pilfered, altered, 
and corrupted. Other crimes can be committed as a result of these attacks, such as 
data theft, an authentication crime that involves cracking and stealing, and fuzzing, 
which is when criminals try to find zero-day exploits by using a technique called 
fuzzing. Because of this, they have the potential to cause fuzzing in the system by 
interfering with the process, the communication, and the functionalities. As a result, 
attacks based on UAVs are able to sneak up on targets through a variety of channels 
by utilizing a planned entry and fixed damage for exit. 

Software-based attacks: The processing of data for a decision-making system is 
the responsibility of software based on UAVs [11]. It is in charge of regulating 
the sensors, as well as the protocols for navigation and communication, as well 
as connecting the various components. To a large extent, the base program is the 
one that is in charge of establishing the flight parameters. Attacks may easily be 
launched against these components. As a consequence of this, the software that runs 
the drone base does not have any stringent security features that prevent hostile 
applications from changing the data. There are many different kinds of software that 
may be used in attacks, such as the buffer overflow. It is software designed to target 
the operating systems of UAVs. The attacker searches for memory blocks and then 
populates those blocks with unnecessary data in order to squander the space that has 
been allotted for data. Because of this, the system will be forced to execute random 
codes, which will make it possible to manage and monitor these systems. In addition, 
other sophisticated attacks on the core program might potentially get critical data. 
For example, a Structured Query Language Injection, sometimes known as a SQL 
injection attack, is used against data-driven applications. In addition, some malicious 
actors choose to begin their attack on the embedded Software Defined Radio (SDR)
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boards because of the ease with which they may get access to these boards and the 
lack of protection they provide. In the end, foundation Software security flaws are 
continuously maintained owing to faults in the microcontroller system, with suitable 
authentication and permission assessment. 

Attacks on the Sensors 

The drone is equipped with a variety of sensors that are capable of carrying data and 
providing readings. Because of this, attackers see sensors as a potential target for 
their activities. They are using them as the attack surface in order to intercept from 
them. The data that is being delivered to these sensors is being corrupted as a result of 
these attacks. “Sensor input spoofing attack” was the name given by the intruders to 
the attack that they developed in and carried out using sensors. This exemplified the 
efficacy of attacks mounted against UAVs using the sensors. Additionally, Nichols 
et al. suggested a method through which the adversary sends bogus data to the 
drone by means of an onboard sensor in order to throw it off. In addition, in [13], 
the adversary interferes physically with the UAV sensors in order to disrupt their 
availability, and then they conduct a DDOS attack. Against the other hand, there 
have been no recorded attacks on sensors in the form of connected cameras to UAV 
[4]. However, research such as [11] has shown that the sensor may be protected to 
protect the data transfer inside the network. 

Attacks the communication protocols: In most cases, ground control stations and 
unmanned aerial vehicles use distinct communication protocols. Micro Air Vehicle 
Link (MAVLink) protocol, UranusLink, and UAVCAN are the most important 
communication protocols. The following is a list of the vulnerabilities and failures 
that are associated with these protocols: 

MAVLink: A library for marshalling data that was developed with the intention 
of establishing a lightweight message serialization mechanism. It has the highest 
level of support among its contemporaries. In addition to the fundamental ideas, this 
protocol suffers from a striking deficiency in the presence of structured references. 
In spite of the fact that certain dangers are there, there is no safeguard in place to 
ensure that the communications that are sent are accurate. In addition, the security 
surrounding the transmission of the communications is subpar. Because of this, it is 
necessary to strengthen the security of the end-to-end connection between the GCS 
and the UAVs. 

UranusLink: Is a protocol that handles data in packets and can produce both unre-
liable and reliable services. This protocol is very different from the other protocols 
already in use for interacting with UAVs. It includes the checksum that can be used to 
verify that the original message was transmitted successfully and that it was received. 
However, it was unable to check whether the message had been altered in any way. 
As a consequence of this, a straightforward checksum does not guarantee the secrecy 
or integrity of the data. On the other hand, there is a lack of sufficient experimental 
evidence to support the UranusLink hypothesis.
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UAVCAN: Is a protocol for controller area network that is based on the CAN bus and 
is available as open source. Its purpose is to provide private communication while 
using reliable car networks. Due to the lack of shielding that the protocol offers, it is 
not advised for use in sensitive missions or on the system. 6.5. Attacks made against 
the GPS channels are used to carry out attacks on wireless networks, including GPS 
Jamming and GPS Spoofing. Emulators of computers were used in each of these 
most recent attacks. There is a variety of jammers available. First, there is the basic 
constant jammer, which sends out a signal of continual interference using the default 
amount of power. Additionally, a straightforward regular jammer that has a high-
power transmission that is distributed in packets. The continual transmission may 
provide the impression of a higher capacity than it really has. The random jammer 
only makes sporadic transmissions, which brings us to our second point. Both high 
power and moderate power appraisals are problematic in their own ways. In addition, 
the complex jammer may be used to describe a reactive jammer. In this particular 
type of jammer, the signal won’t be transmitted until the transmission target has 
first been established and then identified. In addition, the intelligent jammer is one 
that possesses prior knowledge of the leverage protocols and modulation that are 
currently being used. In conclusion, ensuring the safety of the GPS channels is very 
necessary for the UAVs to successfully complete the task. 

GPS-Spoofing Attack Detection Technology 

For Guidance, Navigation, and Control, Unmanned Aerial Vehicles (UAVs) of today 
mainly depend on the Global Navigation Satellite System (GNSS) (GNC). When it 
comes to the GNSS choices that are now accessible, the Global Positioning System 
(GPS) is the satellite navigation system that is most extensively adopted and used. 
Autonomous unmanned aerial vehicles (UAVs) are even more reliant on flying aids 
such as autopilots, navigational systems, and dynamic positioning systems than tradi-
tional UAVs. In addition to its well-known precise location function, the Global Posi-
tioning System (GPS) also provides time synchronization to an accuracy of around 10 
billionths of a second by making use of the atomic clocks that are carried by the satel-
lites themselves (Wei and Sikdar 2019). Time-sensitive systems, like synchrophasors 
found in power grid systems, use GPS time in order to conduct offline engineering 
assessments and synchronous state estimations [25]. All of these technologies have 
been developed with the presumption that the GPS services may be trusted (Bhatti 
and Humphreys 2017). 

In order for unmanned aerial vehicles (UAVs) that rely on GPS to operate safely, 
the location information they receive must be precise, reliable, and continuous. 
However, a number of studies have demonstrated that it is possible to fake or disrupt 
GPS signals due to the inherent flaws and weaknesses that are present in the system. 
It is simple to interfere with GPS services by transmitting high-power jamming 
signals in the direction of the victim platform due to the low signal strength, which is 
approximately − 130 dBm. Because the civil GPS services do not have encryption or 
authentication mechanisms, it is simple to replicate or fabricate the satellite signals, 
which can then be used for the launch of sophisticated GPS spoofing attacks. This is
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because the signals can be easily replicated. In addition to this, the civil GPS services 
do not have any authentication mechanisms. 

GPS spoofing is the process of recreating or falsifying the creation of the GPS 
signals in order to trick a particular GPS device or receiver by altering its Position, 
Velocity, and Timing (PVT) characteristics. This is done in order to mislead the device 
or receiver. This is done with the intention of tricking the GPS device or receiver 
that is in issue (Psiaki and Humphreys 2016). As a result of the spread of low-cost, 
user-tunable Software Defined Radios (SDRs) and online open source projects and 
tutorials for hobbyists and newcomers, it is now possible to launch GPS spoofing 
attacks against UAVs. This begs for more robust spoof-resilient safeguards to be 
included in from the beginning, especially for the sake of the safety of mission-critical 
aerial applications (Huang and Yang 2015). 

If an attempt to spoof a drone’s GPS coordinates is successful, the attack could 
result in the drone crashing or the flight path being altered, both of which are poten-
tially disastrous outcomes. According to the findings of a number of studies, an 
adversary can force a GPS-guided drone to deviate from its course or even hijack it if 
the adversary is aware of the drone’s current position and intended travel path (Noh 
et al. 2019). These findings were reached by Seo et al. and Noh et al., respectively. 
By using spoofing, it is possible to circumvent the safety feature known as “Geo-
fencing,” and as a result, the targeted drone may be coerced into flying in restricted 
airspace (Schmidt 2015). This weakness may be used by drug smugglers and others in 
order to violate regulated boundaries between prisons for the purpose of selling drugs 
and conducting unlawful surveillance (US National PNT Advisory Board 2018). If 
a military-grade unmanned aerial vehicle (UAV) that is armed is somehow stolen 
and then utilized by a terrorist group, the resulting devastation might be catastrophic 
(Fig. 1).

The Department of Homeland Security (DHS) carried out an unclassified test 
exercise on June 19, 2012 at White Sands Missile Range (WSMR) under the code-
name “GYPSY”. This was the first time that it was proven that civil GPS systems 
are susceptible to spoofing attacks, and it was the first time that this vulnerability 
was demonstrated [25]. During that particular exercise, a GPS spoofing attack was 
carried out at a height of forty feet against the mini-drone known as “Hornet,” which 
resulted in the manipulation of “Hornet’s” perceived position and time. This attack 
was carried out at a height of forty feet. When an American RQ-170 Sentinel drone 
was successfully seized by the Iranian Army (Hartmann and Steup 2013), another 
significant GPS spoofing allegation was made against a military-grade UAV by the 
Iranian Army. On the other hand, the veracity of the allegation as well as the specifics 
of how the UAV was taken are not confirmed and are a source of controversy. In 2016, 
it was claimed that Mexican drug dealers and traffickers had deceived an unmanned 
aerial vehicle (UAV) belonging to the United States Customs and Border Protection 
agency via a spoofing attack on its GPS signal (Khan 2020). Additionally, comparable 
GPS-based spoofing attacks have also been proven in a number of other publications 
(Zheng and Sun 2020) against Hornet Mini, DJI’s Matrice 100.
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Fig. 1 GPS spoofing

1.2 Development of GPS Anti-Spoofing Technology 
Components for UAVs 

In this section, we will talk about the internal architecture of a software package that 
is able to put our GPS anti-spoofing solution into action. This software package is 
capable of preventing spoofing by using our approach. The internal architecture is 
comprised on two primary parts, both of which were discussed before. They are a 
piece of software that can simulate attacks and another piece of software that can 
detect attacks (analyzer). 

To begin, let’s have a look at the overarching structure of the software application, 
which can be shown in Fig. 2.

The attack simulation software module on the left provides, as can be seen from the 
picture, the entire capability that enables an interchange of data with other modules. 
This is made possible by the module’s provision of the leftmost slot. A database 
is also used to store the information that was obtained from the navigation system. 
The provision of extra redundancy requires that this step be taken. The data are 
not lost in the event that there are issues with communication between the attack 
simulation software module and the attack detection module (analyzer). The green 
square represents the interface that allows data to be transmitted from the module 
that analyzes attacks to the module that simulates attacks. The module for updating 
publications, which can be identified by the presence of a gray rectangle, is designed 
to transmit information on the attack to the control system. The updated subscriber 
(shown by a rectangle in orange), which is responsible for receiving data from the 
field controller, then sends that data to the raw data processing module (indicated
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Fig. 2 Software application of attack simulation module

by a rectangle in yellow), which is responsible for normalizing the data. After the 
raw data have been translated, they are then transferred to the analyzer module via 
the interface (which is represented by a green square). At this point, the data are 
either normalized or communicated to the attack detection module, depending on 
which module is highlighted with a yellow rectangle (pink rectangle). A logging log 
is maintained by the attack detection module, which is required for the debugging 
process. The data are sent over the interface to the publishing module in order to alert 
the control system about the present status of the unmanned aerial vehicle (UAV), 
which occurs either when an attack is detected or when the behavior is normal. 

Because the attack detection module is independent from the attack simulation 
software module, and because there is a client/server connection between the two, 
it is essential to anticipate any dangers that may be caused by this link. Even if 
the interaction is programmed at the software level, every external contact between 
modules carries with it the risk of a connection failure, delays, data loss, blockage 
of communication, or a break in the channel. This is true even if the interaction is 
implemented at the software level. For the purpose of gathering data and issuing 
control directives, ROS2 was selected to serve as an interlayer between the flight 
controller and the control board. The flight controller is responsible for providing 
the GPS spoofing attack simulation software module with any new information. 
The attack simulation module is a subscriber to the control module and receives 
instructions for establishing or altering parameters from it. These commands come 
from the control module. Tabular representation of the parameters received from other 
systems for use in analysis may be found in Table 1. As soon as it has an update, 
the attack simulation module immediately begins sending data to the analyzer in a 
sequential fashion. In this scenario, the attack simulation module will continually 
keep waiting for the analyzer to provide a response to the data that it has received.
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Table 1 The set of 
parameters for analysis Number Description Range of values 

1 The speed after GPS satellite 
positioning 

(0; 40), 0.1 m/s 

2 GPS track angle (−180, 180), 
degrees 

3 GPS satellite number (0; 34) 

4 GPS altitude (0;1000), unit 
0.1 m 

5 Integrated navigation latitude (−90;90), 
0.0000001 degree 

6 Integrated navigation 
longitude 

(−180;180), 
0.0000001 degree 

As a result, the attack simulation module not only manipulates the data, but it also 
functions as a layer between ROS2, external UAV modules, and the attack analyzer. 
This technique lessens the strain placed on the attack analyzer while simultaneously 
boosting the processing speed necessary to identify an attack. 

As a result, the primary information that is received from the flight controller 
will be moved to its own subject that is specifically designed for subscribers, and 
information on the pace of the flight will also form its own topic. Both of these 
subjects are followed by the software component that simulates an attack using GPS 
spoofing. 

The module of the attack simulation program allows for the generation of datasets 
based on various factors. At the same time, the module may switch between three 
distinct modes of operation, each of which is determined by the level of strength of 
the attack. The state of having no enemy attacking you is referred to as the initial 
mode. In this setting, no data will be created at all. The attack simulation may be 
canceled out completely by activating this option. The second mode is one that does 
significant damage. This mode represents a circumstance in which the values of 
every parameter, with a few notable exceptions, are liable to change. A mild attack 
constitutes the third mode. This mode is equivalent to a scenario in which data for 
just the most fundamental characteristics, such as the GPS noise level, the number 
of GPS satellites, and the GPS flight altitude, are fabricated (Fig. 3).

1.3 Experimental Research Methodology 

The following are some of the most important and desirable qualities that should be 
present in a system that can defend against GPS spoofing attacks by simulating their 
impact on an unmanned aerial vehicle (UAV):

• Timely notification of the beginning of an attack;
• Accuracy of attack detection;
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Fig. 3 Taxonomy of GPS spoofing attacks

• The plausibility of the forged attack data;
• The amount of time spent simulating the data. 

The time relative to the beginning of the attack and the time the notice was sent 
to the operator are taken into consideration to decide whether or not the notification 
was delivered in a timely manner. In addition, there shouldn’t be any dire effects 
for the unmanned aerial vehicle (UAV) itself for a certain amount of time. Using 
mistakes of the first and second type, estimations of the confidence interval, and 
testing hypotheses against confidence intervals, the accuracy of attack detection may 
be evaluated and improved. 

The likelihood of making a type I mistake refers to the wrong rejection of the 
null hypothesis, sometimes known as a “false alarm”. Type I errors occur when 
researchers incorrectly reject the null hypothesis. In this particular scenario, we are 
discussing the process of notifying an attack while simultaneously seeing no changes 
related with the attack itself. The possibility of staying within the bounds of the null 
hypothesis even when it is demonstrably false is an example of type II mistake (also 
known as “missing a goal”). In the context of this discussion, we are referring to 
a scenario in which an attack is carried out, but the system views the condition as 
being entirely normal. 

The following accomplishments were made toward the goal of tackling the chal-
lenge of building a GPS spoofing detection mechanism for unmanned aerial vehicles 
(UAVs):

• An initial investigation was carried out, which paved the way for the development 
of a mathematical framework for the purpose of resolving the issue.

• A set of cyber-physical parameters that may be used to identify an attack was 
established as a consequence of conducting an analysis of parameters and tech-
niques of data normalization. This set of parameters can be used to determine 
whether or not an attack has occurred.
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• An investigation of the Kullback–Leibler divergence measure, which was used 
in the search for anomalies, was carried out. As a result, the quality of anomaly 
identification has been made much better.

• A novel technique for detecting attacks based on the characteristics of the sensor 
system of an unmanned vehicle has been presented. This technique enables the 
UAV to identify an attack in real time and independently without the requirement 
for previous information about the reference change of sensor values. The value of 
entropy, which may be thought of as the difference in the probability distributions 
of cyber-physical characteristics, is what serves as the foundation for this approach 
to problem solving. 

As a part of the process of finding a solution to the problem of developing 
the architecture of anti-spoofing technology, the architecture of anti-spoofing tech-
nology for OS ROS2 was developed and described. It was constructed as a result 
of the publisher-subscriber concept, and it can be distinguished by the following 
characteristics:

• The use of this technology should allow for the detection of an attack, as well as 
the notification of the operator and any essential subsystems of the UAV about the 
fact that an attack has occurred. After receiving word of an attack, UAV control 
systems have the responsibility of ensuring that countermeasures are put into 
effect.

• It is not necessary to establish and record changes in indicators during normal 
operation in order to detect an attack using this technology. Instead, the system 
must ensure the recording of anomalies in real time by analyzing the degree of 
change in indicators obtained over the course of the previous period of time and 
for the period of time that is currently being measured. This is one of the features 
of this technology.

• The following activities need to be completed before the technology may be 
implemented: an interface has been developed for the purpose of collecting data 
on the state of the navigation system, which is required to detect a change in its 
state, from the flight controller or any other subsystem that can provide the required 
data set, the format and types of values transmitted parameters, the possibility of 
implementing a GPS spoofing attack on the simulation model is provided, and its 
effective parameters are determined; the possibility of transmitting a signal about 
the fact that the navigation system has been compromised; and the possibility 
of transmitting a signal about When compared to other methods, our approach 
provides a better level of accuracy in the detection of attacks. In addition to this, 
it is simpler to put into action, and one does not need a significant quantity of 
data in order to construct a decision-making system or train a neural network. 
Support Vector Machines, for instance, provide detection accuracy of up to 80%. 
A detection accuracy of up to 90% may be achieved using the deep learning 
approach in conjunction with the support vector machine [8]. The accuracy of 
our attack detection approach for a fleet of UAVs may reach as high as 96%, 
but at the same time, it has a false positive rate of 3.5%. Additionally, in our 
plan, unmanned aerial vehicles (UAVs) do not function independently, and the
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system operates at the level of both UAVs and base stations to identify potentially 
dangerous deviations. 

1.4 Secure Communication in UAVs 

There is no need for extra assistance from the network infrastructure to use UAVs for 
the purpose of conducting surveillance over a vast region. Communication between 
the UAVs and the GCS allows for the continuous transmission of vital information 
while the UAVs are in flight. The dynamic topology brings forth additional difficulties 
as a result of the information that is being exchanged. The transfer of data from one 
node to the GCS is often handled by unmanned aerial vehicles (UAVs). The data 
that is being transferred is susceptible to several types of attacks. The majority of 
sensitive information in military applications is sent between two authorized users 
through wireless communication channels. This occurs in the majority of military 
applications. Due to the fact that the wireless channel is an unsecured medium, 
it is quite feasible to access the information by means of launching cyberattacks 
such as those targeting the integrity, availability, and confidentiality of the data. 
Multiple kinds of security protocols are used to encrypt the data transfer and verify 
the identities of the users in order to shield it from the prying eyes of potential 
adversaries. For instance, symmetric and asymmetric security protocols are used in 
order to ensure the confidentiality of the communication that takes place between 
the UAV and the GCS. 

The encryption and decryption processes can only be carried out successfully with 
the usage of a single private shared key when using symmetric security protocols. 
While utilizing asymmetric security protocols, two distinct keys, one of which is kept 
secret and the other of which is kept public, are used. When anything is encrypted, a 
public key is used, whereas a private key is necessary for decoding. In sections II-A1 
and II-A2, respectively, more coverage is given to these two distinct categories of 
security procedures. The authentication methods that are used to verify the identity 
of the transmitter are also discussed in Section IIA2 of the document. This is done 
to assure that the message that was received is genuine and was not delivered by 
an adversary. Lightweight authentication procedures are discussed in Section II-A3, 
which is intended for usage in situations that demand less memory and a lower level 
of computational complexity. 

1. Cryptographic Symmetric Security Protocols 

Cryptographic methods are used often these days because of their capacity to 
guarantee availability, integrity, and secrecy. In particular, symmetric protocols 
are used in order to secure the protection of sensitive data, which may include 
text, photos, audio, or video. In symmetric security protocols, the information is 
encrypted using the same key that is used to decode it; this means that both the 
sender and the recipient of the information need to have the same key in order to 
access the original data. The employment of symmetric security protocols, such
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as the one time pad (OTP), is common practice when it comes to ensuring the 
safety of data transmissions. OTP mandates that the key size correspond exactly 
to the size of the data that has to be protected. In the context of pictures, for 
instance, if an image has M rows and N columns of pixels, the length of the key 
has to be equal to the length of the original image, which may be expressed as M 
times N. The OTP encryption is used to further bolster the safety of the wireless 
communication MAV connection described in reference [26]. 

A function that encrypts and decrypts the data is used in order to ensure the 
data’s safety during transmission. The unmanned aerial vehicles (UAVs) may be 
controlled via a variety of instructions, such as “start UAV,” “takeoff command,” 
and “autopilot enable.” These directives are all in the form of bits, which may be 
either 0 or 1, depending on how they are represented. When all of the bits are put 
together, a lengthy text is produced, which may then be encrypted using a specific 
method for more protection. OTP-based encryption systems each have their own 
set of advantages and disadvantages. For example, the size of the key has to be 
exactly the same as the length of the data. It is necessary for us to provide the 
key to the recipient if we are going to deliver data of a significant amount. As 
a result, the distribution of keys becomes problematic since it uses up a lot of 
bandwidth. In addition, the key may only be used once, which implies that for 
every safe transfer, a new key is required [26]. This necessitates the creation of 
new keys. 

Applying several resilient transformation methods like discrete wavelet and 
discrete cosine transforms, for example, may make the system that is described in 
[26] more secure. These techniques can be used to enhance the scheme. Initially, 
the original message is changed into new frequency coefficients, which are 
entirely distinct from the original message. In addition, transformation carried 
out via the use of frequency coefficients is much quicker than transformation 
carried out directly on the original message [27, 28]. In the paper [10], a chaotic 
Lorenz system is utilized to encrypt and decode the original communications, 
as well as the messages that have been altered. Unpredictability over the long 
run is a feature of chaotic Lorenze systems, which also have the capacity to 
produce additional randomness by even minute adjustments to the seed values. 
The unmanned aerial vehicle (UAV) is responsible for gathering the data from the 
sensors and camera, after which it transmits the information to the Lorenz chaotic 
based encoder. It does not encrypt the raw message in an immediate manner. The 
information is first reduced to a form that can be understood in bits, and then 
it is encrypted. Up to the very end of the original data, the bits are constantly 
encrypted. Following the completion of the encrypting procedure, the UAV then 
delivers the information that has been encrypted to the receiver. The receiver 
then decrypts the information by following the opposite procedure of the chaotic 
Lorenze system. The suggested encryption method has a symmetrical structure, 
which means that the key that was used to encrypt the data in its original form 
by the sender is also used by the receiver to decrypt the data. Having said that, 
the procedure that was suggested [10] also has a few flaws. For instance, the
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suggested method does not include any kind of procedure for scrambling the 
data. In point of fact, the safety of any encryption method is contingent not only 
on the level of confusion (scrambling), but also on the level of diffusion [20]. 

2. Cryptographic Asymmetric Security Protocols 

When it comes to security, asymmetric protocols make use of two distinct keys. 
The first is known as the public key, while the second is known as the private 
key. The information is encrypted with the public key and decrypted using the 
user’s private key. This process is performed by the user at both the transmitter 
and receiver ends. It is not required to keep the public key a secret due to the 
fact that once the information is encrypted using the public key, it cannot be 
decoded with the same public key that was used to encrypt it. Instead of the 
public key, retrieving the information requires the use of a secret key, also known 
as a private key. The authors of [1] propose a data authentication protocol that 
makes use of an asymmetric key algorithm technique in order to check whether 
the data received by the UAV was sent from the authentic ground station or the 
eavesdropper. This allows the authors to check whether the data was sent from 
the authentic ground station or the eavesdropper. 

For the purpose of ensuring that communications sent between the UAV and 
the GCS are not intercepted, asymmetric security protocols are used. On the other 
hand, symmetric key exchanges between the UAV and the GCS almost always 
make use of asymmetric protocols. This is because symmetric key exchanges 
involve a lot of extra transmission. Additionally, asymmetric security methods 
are used in order to guarantee the data integrity during transmission from one set 
of sensors or devices to another. 

3. Lightweight Authentication Protocols for UAV 

Using encryption and authentication mechanisms that aren’t too taxing on the 
system is another method for keeping sensitive information hidden from potential 
attackers. If these lightweight techniques are used, it’s possible that the infor-
mation may be encoded in a shorter amount of time. Additionally, it does not 
make extensive use of the program memory, which enables the UAV to carry 
out activities more quickly. In the paper [18], the authors provide a lightweight 
encryption protocol that is capable of functioning suitably despite the presence of 
frequent context switching in an environment that is substantially multi-tasked. 
The authors of article [13] present a lightweight blockchain-based stable routing 
algorithm for the networking of swarm unarmed aerial systems. This method 
is intended to prevent collisions among the systems (UAS). Wang et al. have 
employed a lightweight blockchain as a bargaining chip in order to improve the 
routing of swarm UAS networking that utilizes 5G cellular network technology. 
This was done in order to improve the routing of unmanned aerial system (UAS) 
swarms. The lightweight blockchain algorithm is distinct from traditional routing 
algorithms in that it is able to easily avoid the vindictive connections from the 
attackers, identify malicious UASs, and reduce the intensity of attacks from
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spiteful UASs. These are all things that traditional routing algorithms are unable 
to do. Additionally, the lightweight blockchain algorithm can identify malicious 
UASs. 

The proposed algorithms for swarm UAVs are ones that aim to broaden the 
networking capabilities of deployment for swarm UAVs over a broad range. 
Through the use of the Internet of Things, low-cost devices may be integrated into 
UAVs in order to protect data from being stolen by intruders (IoT). Encrypting 
the data using session keys that are already known to the exact nodes that are 
going to be participating is a good way to lessen the damage that may be done 
by cyberattacks. On the other hand, due to performance limits, it is very difficult 
for low-cost IoT installations to embody the essential capabilities for both gener-
ations of secure session keys and encoding/decoding of the secret information. 
This is because it is very difficult for low-cost IoT installations to meet these 
requirements simultaneously. This is due to the nature of the constraints that 
have been placed. In their research, Demeri and colleagues made use of a low-
cost aerial platform that included a number of cryptographic accelerators. This 
allowed them to implement a secure and public key data transmission system at 
the same time [21]. This may be found in their publication. An approach to design 
that combines software and hardware has led to the creation of drones that are 
free of charge thanks to the incorporation of the components via the use of appli-
cation programming interference (API) that is moldable and expandable. UAVs 
are providing a significant amount of relief to the general population as a result 
of recent developments in wireless communication technology and the shrinking 
of all electronic gadgets. In addition, cybersecurity for unmanned aerial vehicles, 
also known as UAVs, is receiving an increasing amount of attention as a conse-
quence of potential risks to national security, significant strategic and financial 
information, and the expanding significance of aerial applications. A lightweight 
authentication protocol was suggested in [29] to offer secure communication 
between UAVs and ground stations in order to provide security and authentica-
tion to the communication parties in addition to ensuring the privacy of the data. 
This was done in order to offer secure communication between UAVs and ground 
stations. This was done in order to ensure that the data is kept private. 

A packet capture, also known as PCAP, was specified in the suggested plan 
in order to guarantee the confidentiality of the communications that took place 
between the two parties. The PCAP is based on the idea that both the UAV and 
the ground station use the seed values of the chaotic maps. These seed values then 
cause the chaotic maps to randomly shuffle the original message in accordance 
with the sequence that is produced by the chaotic maps [29]. UAVs are no longer 
considered reliable for device seizing and dabble attacks due to recent devel-
opments in remote areas and the easy availability of minimal resources. This is 
because of the developments. Because of this, there is a greater possibility that 
hostile actors would steal the data held in UAVs. Haque et al., in their paper [22], 
are solely concerned with the safe transmission of data that unmanned aerial 
vehicles (UAVs) provide to the base station. Data security and lightweightness 
were both topics of discussion, and a new framework was proposed as a solution
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to meet the necessary requirements. Specific encryption is carried out so that the 
system may remain as lightweight as possible. In addition to the use of cryp-
tography, the suggested method also makes use of watermarking as a means of 
improving both the data’s integrity and its level of secrecy. The stability between 
the UAVs in an environment with limited resources is something that may be 
achieved via the use of selective encryption. The use of selective encryption 
may also have some advantages, especially in real-time applications where it is 
required to undertake speedy processing. This is because selective encryption 
may reduce the amount of data that has to be processed. 

4. Physical Layer Security in UAVs 

The so-called secrecy rate [30] is a widely used performance parameter in 
the physical layer security architecture. This refers to the maximum speed at 
which sensitive information may be sent without being compromised. Traditional 
encryption systems have flaws in the way key distribution is handled and require 
a significant amount of processing time. It is possible for secure transmission 
to be supported by an investigation of the physical features of cellular channels. 
Physical layer security, often known as PLS, is a technique that is routinely used 
to provide the highest possible level of confidentiality for data that is being trans-
ported from one node to another. In point of fact, it is obligatory for any and all 
security controls as well as communication devices that are installed on the UAV. 
PLS takes use of the properties of cellular channels such as fading, interference, 
and noise in order to improve the signal reception at the authorized receiver 
while simultaneously lowering the quality of the signal that is received by the 
eavesdropper [23, 31]. This is in contrast to the traditional cryptographic secu-
rity approaches, which rely on mathematical algorithms to decipher messages. 
Incorporating cryptographic protocols is one way to do PLS. There are various 
cryptographic security protocols that have been presented in the literature that 
provide a significant degree of security; nevertheless, there is no framework that 
offers a level of security that is ideal. As a result, PLS is receiving a growing 
amount of serious attention. Several works on PLS have been offered in order 
to improve and make the most of the level of secrecy that may be achieved via 
wireless communication in UAVs [13, 32, 33]. A number of decades ago, in order 
to enhance the performance of the preexisting PLS schemes, static relay-based 
communication systems were put into operation. UAV-enabled mobile relaying 
is a relatively new sort of reliance technique that has formed as a result of the 
remarkable advancements that have been achieved in self-driving vehicles such 
as UAVs. This method has developed into an essential piece of technology as 
a direct result of these advancements. In the paper [12], the authors suggest an 
enhanced version of a PLS system that makes use of mobile reliance that is 
provided by UAVs. To make the communication system more secure, a buffer-
aided mobile relay has been implemented. This makes it possible for data to 
arrive independently and more rapidly, which is beneficial for applications that 
need real-time processing.
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5. Learning-Based Intrusion Detection 

The user may direct a digital machine to carry out a variety of activities, and the 
machine will respond accordingly. Machine learning (ML), deep learning, and 
neural networks are often utilized methods that are frequently employed in order 
to perform the automation of the operations. Training and testing are the two 
stages that machine learning algorithms go through. During the training phase, 
the model takes what it has learned from the data and uses it to make predictions 
about what will happen in the future. During the testing phase, the accuracy of 
the training model is assessed, and it is possible to enhance it by using a variety of 
different tactics. Pattern recognition may be used for intrusion detection in UAVs 
using learning-based approaches, which can be applied in such systems. After 
receiving training, the UAV will be able to detect the pattern of the incursion after 
it has occurred. Deep reinforcement learning and a weighted least squares method 
are used by the authors of paper [34] to estimate the strength of the jamming 
signal. This is done with the assistance of a convolution neural network (CNN) 
[35]. The suggested method begins with the initial step of selecting a relay power 
factor by taking into account the bit error rate (BER) as well as the channel gain. 
A convolutional neural network is used in the process of initializing the weights, 
which will ultimately be equivalent to the anti-jamming relays. These weights 
are kept up to date with the use of a method called stochastic gradient descent 
[64]. The BER value is then sent to the UAV from the base station after this step. 
In the event that the learning parameter is higher than the power factor associated 
with the relay power, the apparatus will choose a relay power at random. If it goes 
over zero, the unmanned aerial vehicle will use a technique called reinforcement 
learning to transmit a message along with a value for the power that was chosen 
at random. Take into consideration that the randomly selected relay power may 
contribute to a higher mistake rate. The algorithm may be able to avoid jamming 
of the UAVs and communications to some degree in the event that there is a large 
mistake rate; however, this may come at a very high cost (Fig. 4).

6. Rules-Based Intrusion Detection 

It is necessary to provide a piece of hardware with certain instructions in order to 
endow it with intelligent behavior. When doing rule-based activities, it is neces-
sary for the user to establish certain rules. The choice is made by the device based 
on those guidelines, and it then communicates its verdict to the base station. In the 
case of UAVs, various sets of rules are loaded onto the chip of the UAV for each 
individual job, and threshold values for the acceptance of each rule are calibrated. 
For instance, if the threshold is set at 80%, this indicates that the particular func-
tion will only be carried out by the UAV if it determines that the real state of the 
rules is either equal to or more than 80%, and vice versa. A novel intrusion detec-
tion system based on the particular behavior criteria was presented in reference 
to [66], with the goal of minimizing the number of false negative predictions. 
Within the framework of the suggested detection approach, seven distinct attacks,
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Fig. 4 Security categories in UAVs 

all of which are connected to availability, confidentiality, and integrity threats, 
were examined. The unmanned aerial vehicle (UAV) will initiate self-defense 
procedures if it is subjected to any of these seven types of attacks. When the 
unmanned aerial vehicle (UAV) first exits the secure zone, it immediately begins 
arming its weapons in preparation for an impending attack. Second, actions are 
carried out whenever the readings from the sensors do not match those from the 
trusted node. Third, the proper steps are conducted if negative suggestions are 
received about the trusted node and positive recommendations are made regarding 
the UAV that is acting inappropriately. The fourth indication is responsible for 
handling the circumstance in which the UAV deploys its landing gear in a loca-
tion that is not acceptable. These four attacks are examples of attacks against the 
system’s integrity. When the UAV begins providing data to individuals or orga-
nizations that are not authorized to receive it, the fifth indication becomes active. 
This exploit mirrors the secrecy attack that was described before. The seventh 
and final attack indication happens when the unmanned aerial vehicle (UAV) 
utilizes additional thrust to cross the limitation altitude that has been established 
by the authorized person. The sixth attack indicator takes place when the UAV 
deploys its countermeasures without first studying any attacks. The availability
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Fig. 5 Vulnerabilities in UAVs 

attack is represented by the sixth and seventh attacks respectively. The aforemen-
tioned seven attacks are taken into consideration, and once an attack has been 
detected, the unmanned aerial vehicle (UAV) immediately begins a defensive 
phase to protect itself against the attacks described above. Additionally, intru-
sion detection systems, often known as IDS, are used in order to identify any 
abnormalities that may have occurred inside the network. In order to protect the 
systems from any dangers, the IDSs will now eliminate the negative effects of the 
attack. An intrusion detection system (IDS) is a crucial component of a network 
of unmanned aerial vehicles (UAVs) that helps identify potentially harmful nodes 
and defends genuine UAVs from attack (Fig. 5).

2 Conclusion 

In this study, we offered a detailed overview and in-depth analysis of current 
attempts towards GPS spoofing. Specifically, we focused on how these efforts may 
be improved. Particularly, location spoofing of unmanned aerial vehicles (UAVs) 
was discussed in great depth. This was accomplished by associating GPS reliance 
with the operating modes of UAVs and assessing attack variants for static, limpet, 
and mobile (follower) spoofers. With the use of well created faked GPS signals, an 
adversary might misdirect, put in danger, destroy, or even hijack a spoofed unmanned 
aerial vehicle (UAV). We also offered a unique taxonomy to identify attack capabil-
ities, location, stealthiness, and aims of multifarious spoofing strategies, while also 
categorizing and discussing the existing literature according to the definitions of our 
taxonomy. This was done when spoofing techniques are used. In addition to this, 
the report discussed some of the unresolved issues that might stimulate additional 
research in certain fields. In light of the many GPS spoofing attacks that have been 
carried out against aerial platforms, surface vehicles, and other statics services, it 
is imperative that security-aware and spoof-resistant GPS services be designed. On 
the other side, GPS spoofing has also showed promising possibilities for parametric 
defense to disable hostile drones. This is because of its ability to fool GPS receivers.
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Security Threats of Unmanned Aerial 
Vehicles 

Ashok Vajravelu, N. Ashok Kumar, Swagata Sarkar, 
and Sheshang Degadwala 

Abstract Civilian drones and military drones are the two primary classifications of 
unmanned aerial vehicles (UAVs), which are commonly known as drones. Drones are 
used for a wide range of tasks and are also referred to by their other name, unmanned 
aerial vehicles. The deployment of unmanned aerial vehicles for a broad range of tasks 
has shown phenomenal expansion over the course of the previous decade. Recently, 
a new generation of small unmanned aerial vehicles has been available for purchase, 
highlighting the growing danger that these devices present. This article discusses the 
potential threats to national security that unmanned aerial vehicles pose, including but 
not limited to the following: terrorist attacks; unauthorized surveillance and recon-
naissance; smuggling; electronic eavesdropping; mid-air collisions; and electronic 
eavesdropping. It also analyzes the various forms of UAV incursions according to 
the objective for which they were carried out and the amount of expertise possessed 
by the operator. In the communication frameworks of the drones, several crypto-
graphic approaches have been included. These techniques include key agreement, 
authentication, encryption and decryption, integrity, blockchain, and digital signa-
tures. Civilian drones and military drones are the two types that may be differentiated 
based on the functions that they are designed to do. 
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1 Introduction 

In this post-atomic age, the majority of applications for drone technology may be 
found in the military and other defensive settings. The use of drone technology 
in military settings is seeing tremendous expansion. These little gadgets are now 
hovering around 200 feet above the earth in the air. This height range varies from 
one gadget to the next as well as depending on the intended use. This range may be 
measured in feet, meters, or kilometers, depending on your preference. The amount 
of time that these intelligent gadgets can remain airborne varies, too, depending on 
the device [1, 2]. Table 1 contains a discussion of the differences in frequency as 
well as their attributes. 

2 Security, Protection, and Secrecy Apprehendions 
of Drones 

Drone technology provides a variety of advantages and benefits to humans. It is 
utilized in everyday operations, the military, and weather monitoring, among other 
things. Nevertheless, despite their benefits, there are a number of privacy and safety 
risks linked with them. Breach of privacy and security should be dealt with in the 
appropriate manner. When using drones for recording or picture capture, care must 
be taken to protect the privacy and confidentiality of the subjects being filmed or 
photographed [15]. There are a number of studies that have been conducted, all 
of which evaluate and talk about the risks that are linked with using drones for 
sanctuary and risk assessment. Message-passing networks must meet the require-
ments for confidentiality, dependability, obtainability, verification, and non-denial

Table 1 Variations in 
frequency and their 
characteristics 

Parameters 2 GHz 5 GHz 

Frequency band Low speed High speed 

Cost Cheap Costly 

Range Extended range Undersized range 

Effect of noise Noisy Less noisy 

interference Prone to interference Less prone to 
interference 

Physical barriers Overcome physical 
barriers 

Unable to overcome 
physical barriers 

Performances Disturb Wi-Fi speed Don’t disturb Wi-Fi 
speed 
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of possessions. This is something that AAA’s procedures and progressions can help 
with:

• Authorization can be obtained by granting access to the drone or UAV’s control 
unit.

• Verification can be achieved through the use of multi-level authentication with a 
knowledge-specific key, identity verification, and biometric verification. 

Drones provide a number of security risks, which may take the form of either 
physical or cyber assaults. It is mandatory to place restrictions on the usage of drones 
in public places and on private property. The inappropriate usage of drones is also 
becoming more common by the day. This use further complicates matters for the 
general populace and civilians. When flying their drones in restricted regions, owners 
of drones usually control them over Bluetooth or Wi-Fi channels. This might result in 
a loss of financial resources. Hacking Wi-Fi networks and Bluetooth signals may be 
accomplished with the use of drones. A compromise of this magnitude raises a great 
number of privacy and security concerns among individuals. The most significant 
dangers to drones are shown in Fig. 1, which may be seen below. There is also 
discussion of potential countermeasures to these dangers. The following is a rundown 
of some of the most pressing and impending security concerns. 

Fig. 1 Drone threats taxonomy
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3 Existing Approaches for Drone Cyber-Security Methods 

The following are the many sorts of major security approaches that are used to ensure 
drone cybersecurity. This categorization takes into account the goals and intentions 
of the attacker. In the following paragraphs, we will cover the various methods now 
in use to address drone safety concerns. 

A. Drone Network Security 

When drones are in the air and communicating with a base station, there are 
several opportunities for security breaches. In order to find a solution to these 
kinds of issues, researchers came up with a system of intrusion detection that can 
identify illicit activity. The techniques of intrusion detection monitor network 
traffic in order to identify suspicious activity. There are many different ways 
for detecting intrusions, and these approaches are used to investigate abnor-
malities. These approaches include methodologies such as rule-based detection, 
signature-based detection, and anomaly-based detection. 

B. Drone Information Safety 

The data sent by drones has to be converted into packets in order to prevent the 
communication network from being overloaded. This kind of packing makes it 
possible to communicate in a reasonably risk-free manner. Nevertheless, such 
packaging is responsible for a wide variety of issues. One research article delves 
into the topic of cipher security, which safeguards data from prying eyes. 

C. Scientific Resolutions 

The drone industry makes use of scientific methods, one of which involves 
analyzing the traffic on a network through the application of forensic monitoring 
techniques. This monitoring enables the identification as well as the detection 
of illegal access and capture. 

4 Security Threats to Drones 

The size of the drone, the purpose it serves, and the controlling system all factor 
into the complexity of its security. Wi-Fi, namely the IEEE 802.11 communication 
protocol, is used in many instances to operate the drone. Wi-Fi networks, along with 
their respective ground stations, form the foundation for the majority of communi-
cation systems built inside drones. These networks are susceptible to having their 
security compromised. Due to the lack of adequate encryption on their circuits, 
professional drones run the risk of being stolen. The man-in-the-middle attack is 
the second method of network hijacking that has been identified by the research 
community. These assaults are only feasible up to a distance of two kilometers. The 
obstacle that has shown itself so far is that there is no encryption, which makes it 
possible for humans to take control of drones. The Internet of Drones is a relatively 
new development in the field of drone safety (IoD). The idea is widely used in both
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the military and commercial sectors of drones. The Internet of Things has a broad 
variety of uses, including both civilian and military drones at the same time. The 
fundamental issue with drones is that they are designed without taking into account 
any kind of safety features. There were significant risks to users’ personal infor-
mation and privacy associated with the design of drone technology. The primary 
challenges confronting the field of Internet of Things (IoT) security have been iden-
tified as privacy leakage, data confidentiality, data protection, data flexibility, data 
accessibility, and data encryption and decryption procedures. 

Researchers from a wide variety of fields have conducted a large number of studies 
over the last several years, during which time they have uncovered a wide variety 
of dangers to data privacy and data security. The discovered forms of cyberattacks 
may be broken down into four categories: compromised component attacks, jammers 
attacks, compromised protocol-based attacks, and jammers attacks. Table 2 provides 
an overview of the potential dangers that have been recognized as falling under each 
of these four categories of cyberattacks, as discovered by the literature research. As 
can be seen in Table 2, the bulk of the work that has been done on the cybersecurity 
and data privacy of industrial drones consists of little more than the identification of 
potential dangers. There is no known answer to the problems posed by these dangers. 
An attempt was made to encrypt data sent from a drone to a base station using a Key 
Encryption technique for secure packet delivery [18]. This was done in the hopes of 
preventing unauthorized access to the data. Over the last several years, the scientific 
community has been more interested in the use of miniature drones. These drones are 
extremely popular not only due to the fact that they have a shorter wingspan, but also 
due to the fact that they are lightweight. These tiny drones pose a danger not only to 
the safety and privacy of people but also to the security and privacy of governments. 
Other research, such as [16, 19–23], are also shedding light on the frequent problems 
and dangers associated with drone security.

Tian was able to ensure that the privacy of the drones Network by providing an 
efficient privacy-preserving authentication framework for edge-assisted internet of 
drones [24]. This framework was able to keep sensitive information private. In a 
similar manner, Hell described a drone system that might be used for the purpose of 
securing and monitoring a factory [25]. For reasons of safety, this system was able 
to keep an eye on a specific section of the plant where the action was taking place. 
Tosato presented a similar application in 2019, in which he offered an autonomous 
application of a swarm of drones for detecting industrial gas. The application was 
titled “Autonomous Application of a Swarm of Drones for Detecting Industrial Gas” 
[26]. This application was likewise comparable to the one shown by Tosato. These 
kinds of drones are becoming more popular in today’s market for the purpose of 
monitoring and surveillance in an industrial area or an agricultural field for the 
purpose of risk management. 

A. Gap Analysis of Drone Security Using Machine Learning 

Learning on a machine may be split down into a few basic categories, including 
supervised learning, unsupervised learning, semisupervised learning, reinforcement 
learning, deep learning, and a few more. In the recent past, it was discovered that
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Table 2 Threat to smart drones from typical cybersecurity and data privacy 

Common cybersecurity 
threats 

Threats identified 
citations 

Countermeasures 
citations 

Protocol-based 
attacks 

Security of 
communication link 

Data confidentiality 
protection 

[1] 

Replay attack [3, 4] [5] 

Privacy leakage [1, 6] 

De-authentication attack [7, 8], 

Sensors based 
attacked 

GPS spoofing/jamming 
attack 

[9–11] [12, 13] 

Motion sensors spoofing [14] [15] 

UAV spoofing/jamming 
attack 

[9] 

Compromised 
component 

IoT security threats [9], [S], [16] 

Control/data interception [9, 17] 

Jammers Denial of service [7–9] 

Stop packet delivery [18] [18]

various attempts have been made to use machine learning solutions to handle cyber-
security attacks for mobile networks [27], wireless sensor networks [28], cloud 
computing [29], and Internet of Things (IoT) systems. This was discovered in the 
process of conducting a literature review. [27] Wireless sensor networks [28] Cloud 
computing [29] Internet of Things (IoT) systems [29–31], and other types of systems. 
Table 3 provides a summary of the different efforts made in the past to apply machine 
learning to the problem of ensuring the safety of various kinds of wireless networks. 
On the other hand, no evidence of any prior work has been uncovered that used 
machine learning-based cybersecurity solutions to address vulnerabilities posed by 
drones.

In addition, we recommend using a security solution that is based on machine 
learning in conjunction with Blockchain in order to improve the mechanisms that are 
used for authentication and access control in drone security. This can be accomplished 
by combining the two technologies. During the course of the in-depth survey of the 
literature that was carried out from 2010 to 2020 in the field of security, safety, and 
privacy concerns regarding drones and UAVs, more than thirty contributions were 
discovered in the form of research papers, the majority of which were published in 
journals issued by IEEE and ACM. The vast majority of these articles focus on the 
issues and problems that have arisen in the field of cybersecurity in recent years. 
These include GPS spoofing, IoT spoofing, drone hijacking, device interception, 
data privacy, and many other types of comparable cybersecurity concerns. However, 
the bulk of the published research only focuses on identifying the most significant 
dangers and problems to the safety of drones.
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Table 3 Attacks and the security techniques 

Sr. No. Attacks Security technique Machine learning solution 

l Jamming Secure offloading Q-learning [27, 28] 
DQN [32] 

2 Denial of service Secure offloading Neural Networks [29] 
Multivariate correlation analysis [33] 
Q-learning [34] 

3 Malware Access control Q/Dyna-Q/PDS 
K-nearest neighbors 
Random Forest 

4 Intrusion Access control Naive Bayes 
Support vector machine 
Neural network 
K-NN 

5 Spoofing Authentication SVM 
DNN 
Dyna-Q 
Q-learning 

6 Traffic blockage Authentication Q-learning

The vast majority of these studies do not provide any remedies or preventative 
steps to deal with the identified security risks. Only in [35] is the idea of utilizing 
blockchain for safe data transport using drones that are enabled with 5G and the 
internet of things. Nevertheless, a significant amount of human identification of 
threat types and levels is required by this system. A key-based authentication of 
devices that are not legitimate for the purpose of providing security is required for 
other initiatives as well, most notably in the field of Internet of Things-based drones. 
There is currently a significant research gap that needs to be filled in order to make 
drones secure and safe from major cybersecurity threats. Filling this gap is necessary 
in order to make drones usable for commercial and industrial reasons. 

Drone/UAV security vulnerabilities and threats 

There are many uses and applications for drones and unmanned aerial vehicles, and 
the list keeps growing as new technologies emerge. However, some of them have 
restricted operational resources, while others raise a variety of issues about safety, 
privacy, and security [3, 4]. It is recommended that licensing, regularization, and a 
variety of procedures (oversight) be implemented in order to place restrictions on the 
use of superfluous and/or nefarious UAV-based photography. Authorities in every 
region of the globe have to make it a top priority to enact laws and guidelines that 
regulate surveillance practices and procedures. The network coverage that is provided 
by a UAV cannot be compared to the network coverage that is provided by any Wire-
less Sensor Network (WSN) or Mobile Ad-hoc Network in terms of network security 
and risk assessment [5]. This is because of limitations on the available resources, 
since the UAV-based coverage is far larger and more extensive than that of WSN
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and MANETs. The following recommendations pertaining to AAA (Authorization 
Authentication Accounting) may be useful for unmanned aerial vehicles:

• Authorization: Providing the controller of the UAV with administrative privileges 
in order to prevent any hostile takeovers with administrative rights.

• Authentication: In order to prevent unauthorized access and control, unmanned 
aerial vehicles require a stringent authentication method.

• Accounting: In the event that a UAV or drone is used to engage in illegal activity, 
the owner can be identified and brought to justice. Due to the ease of access, 
mischievous or criminal entities are able to use drones and unmanned aerial 
vehicles to conduct illegal surveillance, launch cyberattacks, and initiate privacy 
threats against individuals and organizations. Drones and other unmanned aerial 
vehicles are having their myriad mechanical and operational capabilities abused in 
order to carry out malicious acts [10]. The efforts that are made to make unmanned 
aerial vehicles and drones more secure and rigid also make them more effective 
for engaging in malicious activities. These kinds of events make the growth of 
UAVs and drones a double-edged sword. 

4.1 Security Concerns 

UAVs are an excellent option for illegal activity since they can be transported easily, 
are inexpensive, are readily available, do not need much maintenance, and are easy 
to handle. UAVs are often used by criminals and terrorists to carry out damaging 
actions and acts of sabotage, for instance. UAVs are efficient carriers for potentially 
hazardous chemicals or explosive materials because of their ability to attach a diverse 
selection of payloads. Further contributing to their usefulness is the fact that they 
can access areas that are inaccessible to people. They are able to transport anything, 
either undetected or in a stealthy manner [11]. 

4.2 Safety Concerns 

Concerns around drones and other unmanned aerial vehicles go beyond only 
safety. Any drone that is flying over people or property runs the risk of experi-
encing a malfunction and crashing. These types of collisions have the potential 
to cause damage to structures as well as personal injury to persons [12]. There 
have been reports of events of this kind from all across the globe. Unfortunately, 
accidents to humans caused by unmanned aerial vehicles and drones are rather 
prevalent. A passenger plane was damaged by an unmanned aerial vehicle in April
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of 2016. (British AirwaysBA727). As a result of these incidents, the following 
recommendations about public safety might be made:

• Safety Feature: Strong winds significantly increase the risk that an unmanned 
aerial vehicle or drone will be hacked or will become difficult to control. In these 
kinds of predicaments, there ought to be a choice between turning it off and 
regaining control of the situation.

• Weak Signal or jamming: As part of a cyberattack, unmanned aerial vehicles and 
drones are more susceptible to being hacked and taken over when signal jamming 
is used.

• Design/Architecture safety: The vast majority of the unmanned aerial vehicles 
and drones that are readily available to the general public are rotary-based kinds. 

These drones have the capability of having extra safety measures. Although it is 
reasonable to assume that the addition of such safeguards would have an impact on the 
design and could cause performance issues, ensuring people’s safety must come first. 
Regarding the precautionary precautions that should be taken with consumer drones 
and unmanned aerial vehicles, a standard has to be developed and implemented. These 
requirements should also contain elements that prevent accidents from occurring. 

4.3 Privacy Concern 

Privacy concerns have been brought to the forefront as a result of the ease with 
which unmanned aerial vehicles that are fitted with high-definition cameras and other 
electronic components can be acquired by anyone. Without the subjects’ knowledge, 
it is simple to record or monitor someone while they are on their own private property. 
According to the Canadian Public Safety (CPS), unmanned aerial vehicles have given 
rise to a significant number of issues about safety, security, and privacy [13]. People 
have been subjected to extortion and other forms of illegal activity as a consequence 
of being photographed or recorded without their knowledge. In order to better govern 
how unmanned aerial vehicles are used, legal laws should be developed regulating 
the capturing of private photographs or recordings without the owner’s agreement 
when utilizing UAVs, flying past premises, or hovering at window level. 

Existing threats for drones/UAVs 

Several unmanned aerial vehicles currently available on the market have significant 
design flaws because there is a lack of standardization. The absence of wireless 
security is one of the aspects of these problems that causes the most cause for concern.
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Some researchers also carried out various forms of cyber-attacks on unmanned 
aerial vehicles in a simulated setting in order to test the impact and vulnerabilities 
[33]. Such experiments comprises of the following:

• DoS Attack: Researchers controlled unmanned aerial vehicles via simultaneous 
requests. The excessive number of queries caused the response to become 
overloaded, which in turn caused the UAV system to fail.

• Buffer-Overflow: After altering the packet request for controlling the drone or 
unmanned aerial vehicle, the researchers brought the system that was supposed 
to be in charge of operating the drone or UAV to a crashing halt.

• ARP Attack: The researcher used the cache-poisoning strategy as part of 
the Address Resolution Protocol (ARP) assault, which ultimately led to the 
uncoupling of the UAV from its controller. 

An assault on a UAV’s operating system (OS) or micro-controller unit is another 
facet of a cyber-attack on a UAV. This facet is distinct from attacks on communication 
connections or on ground control, which are two other aspects of cyber-attacks on 
UAVs. The operating systems used for UAVs are often fairly similar to those used 
for smartphones. Because of this commonality, numerous assaults that are successful 
against smartphone operating systems might also be advantageous when applied to 
unmanned aerial vehicle systems. Because of advances in technology and UAVs, 
the number of potential attack vectors against UAVs is growing. In the modern day, 
the availability of various forms of attacks is almost limitless thanks to advances 
in technology. The assaults that have been successfully carried out for instructional 
objectives are shown in Fig. 2, which may be found in references [33, 34]. GPS 
spoofing is one of the most popular forms of cyberattack against unmanned aerial 
vehicles and drones, and it is one of the threats described in this section. Signal 
jamming, de-authentication, and zero-day attacks are the most typical kinds of GPS 
assaults. Jamming the signal may also be used.

5 Existing UAV/Drone Security Systems 
and Countermeasures 

The first step in mitigating security risks posed by drones and other unmanned aerial 
vehicles is to categorize the different kinds of assaults, as well as their targets and 
their goals. The following table details some of the most prominent cyberattacks that 
have been carried out against unmanned aerial vehicles and drones. Additionally, the 
type of the assault as well as certain preventative measures against the attacks are 
highlighted in the table. The verification procedure of a UAV or drone is the focus 
of the vast majority of the attacks detailed in Table 6. This demonstrates the need 
of making improvements to the authentication process used for UAVs and drones 
(Tables 4 and 5).
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Fig. 2 Attack vector for drones/UAVs with known incidence or educational goal is shown in gray

5.1 Current Countermeasures 

Wireless communication networks are beset by a slew of security weaknesses and 
threats. Recently, machine learning (ML)-based intrusion detection systems (IDS) 
have shown to be very successful against network threats. Several academics are 
focusing on resource management issues in machine learning-based intrusion detec-
tion systems. This is due to the fact that machine learning-based solutions need more 
resources than other kinds of solutions. Blockchain technology is also among the 
most effective methods for protecting the privacy and safety of unmanned aerial 
vehicles and drones [18].
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Table 4 Logical counter measures for UAV/drone in an urban environment 

Counter 
measure 

Details 

Wi-Fi 
jamming 

Wi-Fi-based drone/UAV operates using a 2.4 GHz frequency. A conventional 
jammer can jam these frequencies within a limited range and can be used for 
privacy purposes 

Wi-Fi air 
crack 

Although it is an attacking method, it can be used to take control of any illegal or 
privacy-invading UAV/drone 

Three-way 
handshake 

Although it is also an attacking method, it can be used to deauthorize or even 
jam communication between the UAV/drone and the controller 

DoS Websploit Wi-Fi jammer can be an effective method to jam or de-authenticate 
UAV from its controller. However, to conduct DoS based attack, some 
knowledge about the communication channel is required 

GPS 
spoofing 

Encryption of civilian-based equipment is very costly and making it vulnerable 
to GPS spoofing attacks 

Table 5 UAV/drone security limitations 

Limitation Details 

Availability UAV/drones are easily accessible for everyone to purchase. There is no 
owner registration or license registration for purchasing a UAV/drone 

Design issue Due to the absence of standardization, manufacturers are failing to 
comply with necessary requirements i.e., safe design, factory 
authentication, etc. 

Policies Standardization and policies are absent for UAV/drone operations and 
operators. In some countries, policies are defined for UAV/drones flying 
in proximity of sensitive areas. However, a general set of operating 
policies for a UAV/drone are still not available 

Non-real-time 
countermeasures 

Due to a lack of standardization for design and operational software, the 
current UAV/drones do not have real-time protection during flight. If a 
UAV/drone is compromised during flight it cannot be retained by the 
original owner 

Limited testing Due to limited testing, the available control and communication units are 
vulnerable to several types of attacks 

Forensic limitations In case of a harmful event, the limited availability of forensic tools and 
methods makes it difficult to identify the malicious operator of UAV/ 
drones involved in the dangerous act 

Unreliable security Based on the hostile operational environment of UAV/drones, the default 
security measures are not suitable. Due to the harsh operating 
environment of UAV/drones, a robust security protocol is necessary. But 
due to design and resource limitations, improving security measures is 
very challenging 

Authentication Based on recent events as shown in Table 6, the currently employed 
authentication method for UAV/drone can easily be compromised. 
Except for the UAV/drones operated for defense purposes as they have 
trailered software to cope with the requirements 

Limited frequency 
bands 

The UAV/drones are being operated within a limited range of 
frequencies. Making them an easy target for jamming-based attacks
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Table 6 Recommendations for improving UAV/drone security and privacy 

Measure Description 

Licensing Every UAV/drone should be registered and licensed. Such measures will 
make it easy for the authorities to identify the owner of any harmful drone/ 
UAV 

Flying permit A flying permit similar to a driving license should be issued with a registered 
drone/UAV. Such regulation would limit. UAV/drone-based illegal or 
harmful activity 

Education The public should be educated on the harmful or illegal use of UAV/drones 

Laws Based on harmful and illegal events, laws should be introduced for the 
misuse of UAV/drones 

Restricted zones Areas that are classified or could pose a danger to drones/UAVs should be 
marked. Map-based public applications should also indicate areas that are 
no-fly zones for UAV/drones 

Non-lethal 
measures 

Non-lethal tools to counter drones/UAVs should be publically available. 
Such tools can play an important role in urban areas 

Machine 
learning 

Security tools such as ML-based IDS can vastly improve the security 
architecture of drones/UAVs 

Multi-factor 
authentication 

Rigid authentication methods can help in stopping several common security 
threats

5.1.1 Security for UAV/Drone Communication Networks 

In the race to meet the most recent challenges in network security, ML-based intrusion 
detection systems have emerged as some of the most effective technologies. In most 
cases, IDS may be divided into the following three categories:

• Rule-Based: The purpose of utilizing these kinds of IDS in the UAV domain is 
to identify false data-injection attacks, more specifically those that target signal 
strength between UAV and ground control.

• Signature-Based: Signature-based intrusion detection systems (IDS) have also 
been used by some researchers on UAVs. The authors of the paper used a bio-
inspired cyber-attack method that targets airborne networks in their research. 
Signature-based intrusion detection systems are just as ineffective against 
unknown and complex attacks as rule-based intrusion detection systems.

• Anomaly-Based: In order to protect UAV networks from jamming assaults, these 
kinds of IDS are utilized. Jamming attacks include denial of service attacks, 
distributed denial of service attacks, triggering malfunctions, and attacks based on 
sensors. The high resource requirement is the only significant problem associated 
with anomaly-based ML IDS. 

There has been an uptick in the amount of unmanned aerial vehicles and drones, 
which has resulted in an increase in the variety of potential solutions for the UNV 
communication network. In certain articles, the problems with the physical layer of 
the UAV communication network were discovered, and an iterative approach that
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was based on optimizing techniques was suggested. This algorithm demonstrated an 
improved detection rate of assaults. In a similar vein, additional publications have 
investigated concerns with ADS-B, line of sight, air-to-ground, and eavesdropping 
wireless communications, as well as air-to-air wireless communications. Researchers 
have come up with a number of potential solutions, some of which include making use 
of modulation, dual antennas, game theory-based algorithms, or Q-learning-based 
techniques. Encryption, in addition to these ways, is another essential component 
for ensuring the safety of communication between UAVs. Researchers have been 
looking at other types of encryption that do not need a lot of resources. Since conven-
tional encryption techniques don’t take resources or latency into account, none of 
those things is considered to be a relevant consideration. Not only does encryption 
guarantee the safety of communications, but it’s also a great tool for verifying the 
legitimacy of unmanned aerial vehicles and drones. 

5.1.2 Data Security 

Data that is collected by a UAV or drone is first aggregated onboard the UAV before 
being sent in any direction. The reduction of network traffic is significantly helped 
by this aggregation in a significant way. On the other hand, the act of aggregating 
data and encrypting it results in additional problems. The symmetric cipher is not 
safe enough to defend against advanced attack techniques, and the asymmetric cipher 
demands a significant amount of computational power as well as a significant amount 
of resources. The use of an asymmetric encryption necessitates an increase in the 
storage overhead. Because of these limitations, researchers are exploring towards 
strong encryption techniques that are also lightweight for the purpose of protecting 
UAV and drone data. 

5.1.3 Forensic Approaches 

The field of digital forensics has the potential to play a pivotal role in determining the 
various forms of assaults carried out by UAVs and devising effective defenses against 
them. A general framework for NF was proposed by the authors of article, which 
may be found here (Network Forensics). The framework performs an analysis on the 
data that is sent via firewalls or IDS in order to discover any anomalies. In order to 
accomplish its mission, the framework’s primary focus is not only on locating the 
unusual occurrence but also on tracing the origin of the activity. In another research, 
the authors propose an NF framework that makes use of DIP (Digital Investigation 
Process) and a number of other digital investigation approaches organized hierar-
chically. The methodology described in this study utilizes a two-tiered structure. 
Assessment, countermeasures, data collecting and analysis, writing up an incident 
report, and finally, event closure make up the first layer of this process. 

The second tier is an object-oriented sub-phase that may be found. In addition, 
a forensic investigation of a UAV or drone may be divided down into three primary
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components. In a similar vein, a number of other researchers have suggested various 
approaches of using forensic methodologies to defend against sophisticated and 
complicated assaults. The reason why the forensic technique is being emphasized 
is because, as time passes, the nature of assaults and the goals they seek to achieve 
become more complicated and harder to determine. Both the culprit and the manner 
of assault may be determined with the assistance of forensic science. Once the sort 
of assault has been determined, the proper preventative measures may be put into 
place to forestall any such incidents. 

6 Physical and Logical Attacks Countermeasures 

According to the report, the number of incidents involving aircraft and drones 
increased from 6 to 93 between the years of 2014 and 2017. This highlights how 
vital it is for the authorities to address concerns over the privacy and safety of UAVs. 
Because of the rise in the number of cyberattacks on drones and other unmanned 
aerial vehicles, the government has to implement stringent laws and guidelines to 
reduce the impact of these worries. Because unmanned aerial vehicles are becoming 
more common among members of the general public, there is a heightened risk that 
they may become the target of unlawful activity. Physical and local countermeasures 
are the two categories into which civilian or domestic UAV defenses are separated. 

Keeping in mind that the rational countermeasure for use against UAVs in urban 
areas does not include cutting-edge technology and is restricted in both its range and 
its functioning. The rational defenses against unmanned aerial vehicles (UAVs) and 
drones in an urban setting are outlined in Table 4. 

6.1 Military and Government Counter-Measure Techniques 

When it comes to countermeasures that are rooted on the military, the availability 
of resources is often not a concern. As was said previously, the employment of 
unmanned aerial vehicles and drones is not restricted to observation; rather, they 
may be used to conduct assaults or to designate sites for attacks, which makes 
them hazardous instruments on the battlefield. Figure 3 illustrates a few of the most 
common drone and unmanned aerial vehicle defenses. The armed forces of every 
nation on earth are very well prepared to counter threats posed by unmanned aerial 
vehicles and drones. Only a small portion of the information that is widely known 
and accessible to the public on anti-UAV and anti-drone weapon systems is included. 
Different strategies are used by government and military agencies in the process of 
drone detection. It is possible to identify them (UAVs or drones) by the use of audio, 
video, motion, thermal, radio, and RF-based detection technologies. All of these 
approaches come with their own set of benefits and drawbacks.
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Fig. 3 Security and Privacy threats of UAVs 

Security implementation limitations 

There are still many obstacles to overcome in order to successfully adopt and put into 
practice stringent security procedures for UAVs and drones. Table 5 outlines some of 
the most important concerns about the limits of UAVs and drones in terms of security. 
Standardizing the design of UAVs and drones, as well as communication protocols 
and basic factory default security measures, is one way to address the majority of 
the aforementioned restrictions. 

Recommendations and summary 

Tables 5 and 6 provide many suggestions that might enhance the level of privacy 
and protection afforded by UAVs and drones. There are some broad suggestions 
included in Table 5 that might be of assistance in enhancing the privacy and safety 
of UAVs. While Table 6 provides an inventory of the most current blockchain-based 
technologies for protecting the privacy and safety of UAVs, In addition, in order to 
address concerns relating to safety and privacy, regulatory bodies and the industry as 
a whole need to work together to regularize and standardize unmanned aerial vehicles 
and drones. Blockchain technology has the potential to provide UAVs and drones 
security that is both highly effective and significantly improved. The need for more 
processing resources is the sole issue that has to be addressed when considering 
blockchain-based solutions. On the other hand, the improvement that blockchain 
brings in terms of security and privacy is more than sufficient. This is due to the 
fact that blockchain may be decentralized. The blockchain-based solution has the
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potential to be a highly good choice for unmanned aerial vehicles that have been 
created with military and government applications in mind. 

6.2 Criminal Attackers 

These kinds of assaults may be either physical or intellectual in nature:

• Physical Attacks: The most significant risk is connected to the problem of private 
property monitoring, in which drones may easily be utilized to violate people’s 
physical privacy. This is the most significant risk. The fact that drones are able 
to penetrate geoboundaries is a highly concerning problem. According to BBC 
News, people were able to smuggle narcotics, phones, and even blades inside 
high-security prisons while escaping ground monitoring. This was done in order 
to provide inmates with these items. This is often accomplished with the help of 
an octocopter that has the capacity to lift 20 pounds. Additionally, these kinds of 
assaults involve crashing drones into specific persons (accidentally or purposely) 
or crashing them into the properties of people, which may cause damages ranging 
from minor to severe. There is also a risk associated with the use of tiny quad-
copters like the DJI Phantom 3, which has a range of 16,000 feet (480 m) and 
can fly at an altitude of 4000 feet (1220 m). This is a significant challenge, partic-
ularly with regards to accidents involving birds, which may result in significant 
difficulties for the engines of aircraft.

• Logical Attacks: Logical attacks include the use of a rogue Access Point (AP). 
Therefore, a potential attacker has the ability to get sensitive information, such 
as passwords and credit card data, from users. This also involves attaching a 
Raspberry Pi device to a drone and configuring it to intercept and take control 
of other nearby drones. This may be done in order to take over other people’s 
drones. This transforms the malicious drone into a rogue access point (AP) for 
other drones and devices in the vicinity, and it is also capable of introducing 
malware into linked cellphones by intercepting and redirecting the data traffic of 
users, as well as via phishing (malicious links, fake advertisement, or false update). 
In point of fact, many other types of drone assaults, including as jamming and 
spoofing, were described and analyzed. 

Finally, an adversary might target and exploit the sensor inputs of an unmanned 
aerial vehicle by manipulating the relevant settings in order to deceive the sensors. 

6.3 Terrorist and Insurgent Attacks 

Since these drones might be exploited by terrorists for nefarious objectives, the 
proliferation of drones has led to the emergence of major dangers and difficulties. 
When it comes to the use of drones, keeping them out of the wrong hands might



150 A. Vajravelu et al.

have devastating effects. In fact, drones are being used by insurgents and terror-
ists alike. ISIS has also issued an instructive graphic describing their assaults in 
February 2017, utilizing a pro-ISIS channel known as “Ninawa Province,” to display 
the video obtained before to a terrorist strike. This comes against the background of 
its increased usage of attack drones in Iraq and Syria. The terrible impact that drones 
have on the morale of both military and civilian people have caused the whole globe 
to become very frightened about the significant safety and security dangers posed by 
drones. In most cases, the following goals are related with terrorists making use of 
drones:

• Drone Footage Interception: Interception efforts of video streams and footage 
by military drones and unmanned aerial vehicles (UAVs) were common and often 
effective. One illustration of this would be the incident in 1997 in which Israeli 
drone video was captured before any further encryption was applied. An further 
instance of this took place during the Iraqi conflict, when rebels were able to 
intercept US predator drones by using initially a program with a value of $26 and 
subsequently the SkyGrabber software respectively.

• Airstrike Disruption: ISIS operators would fly and target the airstrike calling 
team in Raqqa, tricking their opponents into thinking it was a friendly drone 
hovering overhead. This strategy was adopted by ISIS in order to disrupt airstrikes 
that were being carried out against them in Raqqa. First, ISIS operators would wait 
for their adversaries to fly a drone. These drones were equipped with explosives 
the size of 40-mm grenades and had the ability to strike their target with a high 
degree of precision.

• Burning/Incendiary Kites: In a nutshell, the operation of drones and other 
unmanned aerial vehicles may be used in a variety of settings. As was just 
discussed, the danger posed by drones and other unmanned aerial vehicles is 
extremely concerning and appears to be growing at an alarming rate, particularly 
as the year 2020 draws closer. This is due to the growing number of instances in 
which criminals and terrorists use drones and other UAVs to carry out harmful 
activities. According to the information presented in this section, drones have 
been used in a variety of fields not just for beneficial goals, but also for harmful 
ones. 

7 Drones Security, Safety and Privacy Concerns 

The usage of drones presented benefits on a wide variety of fronts, ranging from 
the commercial to the personal. However, there are a variety of security, safety, and 
privacy concerns associated with drone systems. The most senior level of government 
should address the concerns raised by the many security and privacy risks posed by 
drones. In addition, there should be a very tight method in place to prevent the capa-
bility of drones to capture photographs and record videos of people and properties 
without the legal consent of the owners of such individuals and things. Traditional 
wireless networks, such as Wireless Sensor Networks (WSNs) and Mobile Ad-hoc
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Networks (MANETs), are not the same as a drone-assisted public safety network 
from the point of view of security and threat analysis. This may be explained by the 
fact that it requires less power and carries less information in comparison to a public 
safety network that is helped by drones. In addition, the coverage area of the drone 
is larger and more extensive than that of WSNs and MANETs. As a result, the issues 
posed by security are mostly associated with the restrictions placed on UAVs about 
their resources as well as their latency. In addition, it is of the utmost importance to 
make certain that the qualities of secrecy, integrity, availability, authentication, and 
non-repudiation are satisfied through communication channels. This is carried out 
in accordance with the methodology and rules established by the AAA:

• Authorisation: by bestowing privileges on the personnel operating the UAV.
• Authentication: by using something only you have access to as part of a multi-

factor authentication system, something you have (your username), and something 
you are (your biometric information) are considered to be your possessions.

• Auditing/Accounting: by conducting searches for and maybe arresting lawful 
drone and UAV owners in the event that illegal or harmful activity occurs. 

The use of drones by malevolent organizations to carry out physical and cyber-
attacks is a danger to society because it violates the privacy of the society’s citizens 
and threatens the safety of the general public. These assaults may be carried out 
using drones. In point of fact, several technological and operational qualities of 
drones are being abused and misused for the purpose of planning and carrying out 
future attacks. This involves carrying out crucial activities based on offensive recon-
naissance as well as conducting surveillance with the intention of following certain 
persons and certain places, which creates difficulties with both safety and privacy. In 
the event that a drone has a malfunction and crashes into a neighboring home, park, 
parked vehicle, or humans, this presents another potential threat to public safety. 

The outcome of this would be the destruction of property as well as the injury or 
death of people. The present security procedures do not provide protection for such 
connections since they are based on the assumption that no one could approach them 
at a distance that would allow them to be compromised or that would allow them to 
access internal networks through wireless signals. These assumptions lead to poor 
single factor authentication and the use of common passwords that can be readily 
cracked, particularly when there is no encrypted connection present. Additionally, 
these assumptions lead to the usage of usual passwords. Because of this, it is just as 
simple to steal information from a private building as it is from a public coffee shop. 

An adversary would take use of such weaknesses in order to compromise secu-
rity, safety, and/or privacy. The most significant concerns to the safety of drones 
are outlined in Fig. 4, along with the countermeasures that may be taken to coun-
teract each one. Following that, we will provide a brief summary of the present and 
upcoming security problems.
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Fig. 4 Stepping stone attack using multiple UAVs 

7.1 Security Concerns 

The qualities of the drones, including their portability, affordability, and simplicity of 
operation and maintenance, make them an attractive option for criminals. Terrorists 
have also begun to focus more on the use of drones to carry out their attacks. This is 
mostly due to the fact that the nature of drones makes it less likely that they would be 
discovered. Drones may be armed and modified to deliver lethal poisons or bombs, 
and they can also be fitted with weapons to strike important infrastructure. In fact, 
this is already possible. 

In addition, persons who are congregating in difficult-to-reach areas may be 
exposed to the detonation of explosives carried by drones. Because of this, it is much 
simpler for a terrorist to accomplish their goal, particularly considering the fact that 
drones combine the stealth of a suicide bomber with the range of an airplane. There 
is widespread fear among military experts about the possibility that drones may be 
employed for espionage against the United States. This is because ISIS is able to 
re-arm drones that are available for purchase in the commercial market and adapt 
them for use in combat operations over Iraq and Syria. 

7.2 Safety Concerns 

Both “safety” and “security” are not necessarily synonymous with one another. 
Outside of the realm of the military, civilian drones and unmanned aerial vehicles 
have the potential to malfunction and crash into a nearby house or a group of people 
in November of 2016, a youngster from Stourport-on-Severn, Worcester, United 
Kingdom, who was 18 months old at the time, had his eyeball slashed in two by the 
propeller of an uncontrollable drone. Before arriving at Heathrow Airport in April 
2016, a passenger plane operated by British Airways and with the flight number
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BA727 was struck by a drone. Nonetheless, there were no reports of casualties, 
and all 132 passengers and five members of the crew were unharmed. As a direct 
consequence of these occurrences, the following top issues about safety have been 
identified:

• Signal Distortion-Jamming: Because of this, a UAV is susceptible to being 
hacked, hijacked, and having its GPS or signal jammed as part of an act of 
cyberterrorism or cybercrime. This is primarily due to the fact that the UAV’s 
command-and-control operation center is vulnerable to being exploited.

• Lack of Governments Regulation and Awareness: in particular with regard to 
the safety procedures and features that must be implemented to guarantee the safe 
incorporation of UAs into the national airspace domain. 

7.3 Privacy Concerns 

People’s privacy is also at a high risk of being exposed by unwanted flying guests, 
which can record their movements and capture images of them. This is an indicator of 
how much our privacy is exposed to such a developing danger, and it should concern 
us. According to the Canadian Public Safety, unmanned aerial vehicle technology 
have produced a wide variety of concerns with regard to the gathering of photographs 
and videos. Blackmailing and other forms of fraud were related with this tactic, which 
consisted of threatening to reveal private photographs or films of the victim that were 
taken from above without their consent. The potential risks to one’s privacy may, in 
general, be broken down into three distinct categories.

• Physical Privacy: entails flying unmanned aircraft systems (drones) over the 
property of another person or getting very close to their windows. As a result, the 
victims’ right to personal freedom is put in jeopardy because their assailants have 
the ability to surreptitiously record videos and take pictures of themselves acting 
in potentially inappropriate ways.

• Location Privacy: is based on following and identifying individuals using a drone 
that is flying and buzzing over them without the persons being monitored being 
aware that they are being watched.

• Behaviour Privacy: is a situation in which the presence of a flying drone might 
influence how people behave and respond, particularly when they are aware that 
they are being watched. Because of this, not only would their freedom be restricted, 
but also their private would be violated and their privacy would be invaded. When 
it comes to the Internet of Things (IoT), particularly when it comes to drones 
and other unmanned aerial vehicles, security, safety, and privacy are essential 
needs that must be met. In this part, we will discuss the primary issues about 
privacy, safety, and security that may be imposed as a result of security breaches. 
These primary problems need to be addressed as soon as humanly feasible; if 
they aren’t, the unlawful use of these substances will continue to steadily grow, 
which is particularly likely given the lack of stringent regulations, legal limits,
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and consequences. Following this, we will discuss the primary security flaws and 
dangers that need to be taken into account in order to ensure that the safety of the 
drones is not jeopardized. 

8 Drones Existing Threats and Vulnerabilities 

The use of unmanned aerial vehicles and drones is increasingly seen as a significant 
risk to information security.

• Prone to Spoofing: The configuration and flight controllers of several types of 
unmanned aerial vehicles with many rotors were analyzed, and the results showed 
numerous flaws. Tests conducted shown that information may be readily obtained, 
manipulated, or injected by using GPS spoofing. These experiments revealed that 
this is possible. Because of this flaw in the data connection, hackers now have full 
control over the drone and may intercept and spoof transmissions.

• Prone to Malware Infection: Users are able to pilot drones using wireless remote 
controls such as mobile phones. This method, on the other hand, was proven to 
be vulnerable; it makes it possible for cybercriminals to generate a reverse-shell 
TCP payload, inject it into the memory of the drone, and use it to discreetly install 
malware on the computers that are responsible for operating the ground stations.

• Prone to Data Interference and Interception: telemetry feeds are utilized to 
monitor the vehicles and ease the sharing of information over open non-secure 
wireless communication, which leaves them subject to a variety of dangers. 
These include the stealing of data, the introduction of harmful material, and the 
modification of pre-determined flight trajectories.

• Prone to Manipulation: Due to the fact that drones follow pre-programmed and 
pre-defined flight paths, manipulation is possible, and this has the potential to 
have catastrophic repercussions.

• Prone to Technical Issues: A great number of drones have a variety of technical 
difficulties. This includes program issues such as a failed connection between a 
user’s device and the drone, which might cause the drone to either crash or take 
off in the wrong direction. It is important to be aware that the batteries have a 
lower life lifetime in cold conditions, which results in a shorter flying duration as 
well as the possibility of malfunctioning.

• Prone to Operational Issues: The lack of flying abilities among drone owners 
is another big challenge, as is the variety of drones that are now in use. This has 
the potential to inflict significant damage and/or injuries to both workers and/or 
property. In point of fact, drones are delicately constructed, which means that 
even a little mishap might cause the drone to crash. If one of the rotaries fails 
to operate well or completely ceases operating, it might result in considerable 
turbulence, making it difficult to keep control of the drone. This would, in almost 
all circumstances, result in the drone plummeting to the ground. For instance, 
described an event in which an Israeli drone violated the airspace above Lebanon
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and then crashed in the south of the country owing to a combination of technical 
and operational difficulties.

• Prone To Natural Issues: Due to the fact that they are so lightweight, drones are 
sometimes unable to endure the effects of wind. In addition, if the temperature is 
really high, the engine can overheat and stop working, causing the drone to crash. 
Additionally, the battery may burst into flames, resulting in significant property 
damage and even bodily danger. Drones do not come with any kind of protection 
against the rain, thus it is impossible for them to fly in it. This presents another 
problem for the industry. When drones fall into bodies of water like lakes, rivers, 
beaches, or even pools, they often cease functioning instantly. The reduced vision, 
which may drop from a few meters to less than a meter, can cause a breakdown in 
communications between the drone and the GPS, which in turn sends the drone 
outside of its control area until it crashes. Owners are recommended not to fly 
their drones during fog for this reason. 

9 Drones Existing Cyber-Countermeasures 

An attacker’s primary reasons, aims, and goals may be used to categorize the primary 
countermeasures that can be implemented to secure drones from security threats. 
These countermeasures can be divided into the following groups. Following is a 
discussion on the many approaches that may be taken to ensure the safety of drones’ 
networks, communications, and data. 

9.1 Securing Drones/UAVs Networks 

Drone networks are vulnerable to a number of attacks and problems related to secu-
rity. Intrusion Detection Systems, often known as IDSes, have recently been imple-
mented in order to identify harmful behaviors carried out by UAVs and drones as 
well as suspicious assaults that may be directed against them. In normal operation, 
an intrusion detection system (IDS) will monitor and analyze both incoming and 
outgoing network data in order to look for unusual behavior. Examining the data 
audits (trails) that were gathered at various points along the network is their plan 
for locating and determining the source of cyberattacks. In the following, we will 
discuss the many different IDS strategies that may be used to defend drone networks 
from unauthorized users.

• Rule-Based Intrusion Detection Strohmeier et al. devised a rule-based intru-
sion detection technique for the purpose of protecting the connection between 
an airplane and a ground station and published their findings. The purpose of 
this endeavor is to identify assaults of bogus data injection, particularly those
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that target the signal strength. They demonstrated that it is possible to iden-
tify attackers within a minute and a half. The authors made use of a UAV-
IDS that was based on behavior rules. The guidelines for appropriate behavior 
were developed on the basis of predetermined attack models, which included 
careless, random, and opportunistic assaults. This enabled for the reduction of 
detection mistakes, including the rates of false positives and false negatives, 
while maintaining a crucial balance between the UAVs’ level of safety and their 
overall performance. Mitchell et al. proposed BRUIDS, an adaptive behavior-
rule specification-based intrusion detection system, in the article. This system is 
able to identify hostile UAVs in airborne systems. The findings of the simulation 
demonstrated that BRUIDS is capable of achieving a greater detection rate in 
comparison to the multi-trust anomaly-based IDS strategy, all while maintaining 
a reduced percentage of false positives. Rule-based intrusion detection systems, 
on the other hand, have a problem managing its complexity, which need human 
interaction for rules setting. In addition, this kind of intrusion detection system 
(IDS) is unable to identify unknown threats.

• Signature-Based Intrusion Detection An ADS-B intrusion detection framework 
was described by Kacem et al. in their paper, which was built to protect an aircraft 
against cyberattacks that target ADS-B communications. A system like this one 
is constructed using signature detection methods, which include analyzing the 
GPS location of an aircraft. A bio-inspired detection technique was developed by 
Casals et al. and published for the purpose of detecting cyber-attacks that target 
aerial networks. However, in the same way that a rule-based IDS is unable to 
identify unknown assaults, a signature-based IDS is also unable to detect attacks 
that use dynamic signatures.

• Anomaly-Based Detection In the UAV industry, the primary function of an 
anomaly-based detection intrusion detection system (IDS) is to protect against 
jamming attempts. An anomaly-based learning system was proposed by Rani 
et al. in their paper to defend UAV nodes against DoS and DDoS assaults. This 
system prevents the motors of drones from operating at temperatures that are 
outside of their normal range. This method provides the possibility to avert motor 
failure by landing the drone in the event that it has overheated, although it does 
not completely prevent the problem. The results of the experiments show that 
it is possible to securely operate the drone by using the information provided 
by the sensors. A method was designed to defend against distributed denial of 
service attacks, and its performance was evaluated using real-time traffic. The 
findings demonstrated an accurate identification of many distinct kinds of anoma-
lies. However, further testing is necessary before determining whether or not it is 
effective. 

An Intrusion Detection and Response Framework (IDRF) was introduced by 
Sedjelmaci et al. with the purpose of protecting a UAV network from assaults on data 
integrity and network availability, as well as protecting a UAV-aided VANET from 
hostile threats. These kinds of attacks can be particularly damaging. This strategy 
works to identify malicious network abnormalities by operating at the level of the
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UAV as well as the base station. Mitchell et al. developed a specification-based intru-
sion detection system (IDS) in their paper for the purpose of securing sensors and 
actuators that are integrated in a UAS. The IDS was tested on UAVs to study the 
impact that an attacker’s behavior might have on the system in order to determine 
how successful their solution is. According to the findings, the approach makes an 
effective trade-off between a high detection probability and a high false positive rate 
in order to provide improved safety for applications that use UAS. In view of the fact 
that gateways for drone networks could be operating under certain restrictions (fog 
nodes), there is a need for a lightweight host-based anomaly detection approach that 
calls for just a minuscule amount of processing resources. Either a straightforward 
method of machine learning or a statistical strategy using the fewest available char-
acteristics may be used to accomplish this goal. This structure should be built on top 
of a hybrid approach. A system like this one would rely on both machine learning 
and the expertise of human security professionals. 

9.2 Securing Drones/UAV Communications 

There has been a growth in the number of drone and unmanned aerial vehicle (UAV) 
film interceptions, which led to the presentation of several ways to secure UAV 
communication. The results of the simulation demonstrated a substantial increase in 
the level of discretion provided by UAV communication systems, which was one of 
the objectives of the project. The findings of the simulation indicated an increase in 
the secrecy rates of communications between ground stations and unmanned aerial 
vehicles (UAVs and G2Us). An iterative sub-optimal approach was proposed by the 
authors by utilizing the block coordinate descent method, the S-procedure, and the 
successive convex optimization method. The findings of the simulation demonstrated 
a discernible rise in their worst-case average secrecy rate. 

The results of the simulation demonstrated a successful reduction in the UAV 
assault rate as well as an improvement in the system’s capability for maintaining 
secret. Encryption of drone and unmanned aerial vehicle communications is an abso-
lute need, and should be used in addition to modulation methods. Various crypto-
graphic techniques, including the encryption and authentication of messages, were 
recently suggested in this context as potential solutions. In addition, this may be 
done in such a manner that the source authentication, together with the integrity 
and confidentiality of the data that is being transferred, is maintained. Elliptic Curve 
Cryptography, often known as ECC, digital signatures, hashing, and other crypto-
graphic processes are all included into UAV applications under TPPA. The use of 
battery-powered devices across long distances necessitates the use of lightweight 
cryptographic methods and protocols in order to ensure the confidentiality of drone 
communications. Recent research provided novel cryptographic methods that only 
need one round of functions or a small number of iterations. In addition, authen-
tication mechanisms that already exist to protect users’ privacy may make use of 
these lightweight cryptographic algorithms with just a little amount of additional
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latency. Additionally, the settings of the physical layer may be used for multi-factor 
authentication. 

9.3 Securing Drones Data 

It is necessary to combine all of the data that is obtained by drones in order to reduce 
the amount of traffic that is regularly delivered to the base station. Unfortunately, 
present HE solutions have problems with either their performance or their level 
of security. Both symmetric and asymmetric ciphers have security flaws, although 
symmetric ciphers are more susceptible to attacks that combine plaintext and cipher-
text, while asymmetric ciphers have a higher computational and resource cost, in 
addition to the storage overhead that is associated with them. 

9.4 Forensic Solutions 

Within the realm of unmanned aerial vehicles and drones, digital forensics methods 
are seeing considerable use. Through the use of a chain-of-custody that is composed 
of six stages, the purpose of such a model is to pinpoint the origin of the assault. 
Another framework was described, and it promotes a complete multi-tier hierarchical 
digital investigation paradigm by using a Digital Investigation Process (DIP). The 
following are the two levels that make up this structure: 

1. First-Tier: consists of three phases: the period of assessment and incident 
response, the phase of data collecting and analysis, and the phase of presenting 
results and closing the event. 

2. Second-Tier: consists of a phase that is focused on objects. Bouafif et al. 
published the findings of their digital forensic investigation carried out on a 
Parrot AR drone 2.0 in the article. This may be accomplished by the examina-
tion of flight records, the recognition of artifacts, and the recording of digital 
information from the drones. Clark et al. introduced an open source forensics 
tool called DRone Open source Parser (DROP). This program parses proprietary 
data files taken from the DJI Phantom III’s nonvolatile internal storage as well as 
text files found on the mobile device that is used to operate the drone. According 
to the findings, it is feasible to determine GPS positions, battery life, and total 
flying duration, in addition to having the capacity to connect a specific drone to 
the mobile device that controls it based on the serial number of the drone. Further 
investigation indicated that it is possible to retrieve data for forensic purposes by 
physically removing the Secure Digital (SD) card from the drone. 

This framework was the product of an investigative procedure that was based on a 
physical crime scene. In addition, a procedure for conducting a forensic examination
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of a UAV was described in. This procedure, which followed a step-by-step method 
based on three primary initial stages, was offered.

• Preparation Phase: This is done so that the chain of command may be identified 
after the UAV has fallen and been taken as the first piece of equipment to be 
confiscated. It makes it possible to conduct a traditional forensic investigation 
in order to identify any DNA or fingerprints that could be on the drone or UAV. 
Therefore, a conventional piece of evidence, such as witness statements, together 
with a digital piece of evidence might be integrated.

• Examination Phase: Identifying the data storage locations is just one step in the 
process. This necessitates the use of non-destructive extraction methods, utilizing 
either commercial or non-commercial forensic tools, in order to safeguard the 
original data. Alternatively, destructive extraction methods may be utilized.

• Reporting and Analysis Phase: 
It is based on an initial analysis of the extracted data. As a result, it is essen-

tial to have a solid understanding of how the recording function works in order 
to successfully intercept the data and convert it into a format that can be read 
by humans. In addition, a well-fitting forensic model that was given the name 
“waterfall model” was proposed as a reaction to the large disparities that existed 
between several commercial models. 

It has become necessary to build effective countermeasures in order to retrieve 
genuine evidence. It is important for these anti-anti-forensics solutions to be 
created in a manner that allows them to withstand anti-forensics approaches while 
still preserving the primary functionality of drone systems. This section provided 
an overview of the various security solutions that are currently available for safe-
guarding drone systems. These solutions included both cryptographic and non-
cryptographic approaches. In essence, the goal of the cryptographic solutions is to 
secure the communication between the drones as well as the data that is conveyed, 
while the goal of the non-cryptographic solutions (IDS) is to identify and recover 
from any potential security threats. The following subsections detail the typical 
assaults carried out by UAVs, also known as unmanned aerial vehicles, on various 
healthcare equipment. 

Deauthentication attack 

One kind of distributed denial of service attack is known as a deauthentication assault. 
This assault may be carried out in any of two ways: 

(1) Against the authenticated Clients: An assortment of deauthentication frames 
are sent to the clients by the attacker, with the request that they severe their 
connection to the access point (AP). 

(2) Against the AP: The attacker starts the process of re-authenticating all of the 
connected clients by sending a series of deauthentication packets to the access 
point. Through the process of re-authentication, valid clients and AP engage in
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this handshake with one another. This assault is initiated with the intention of 
disconnecting every single client that is currently connected [36]. 

Stepping stone attack 

The stepping stone assault is a kind of attack in which numerous hosts, or unmanned 
aerial vehicles (UAVs) in this example, are used to launch an attack on the target. 
The stepping stone assault, which makes use of several UAVs, is seen in Fig. 4. The  
attacker sets up the UAV network such that all of the drones are linked to each other 
through a mobile hotspot. 

Drone-in-the-middle (DitM) attack 

The UAVor drone-in-the-middle (DitM) attack is used to take control of the communi-
cation path between two devices, then intercept and reroute all of the communications 
that are being sent and received. The DitM attack is depicted in Fig. 5, which can be 
found here. When it comes to BAN and IMD, the actual device itself serves as the 
target, and the data receiver of the device takes the place of the Wi-Fi router in this 
scenario. 

Cloud assisted UAV attack 

The majority of unmanned aerial vehicles (UAVs) on the market today are developed 
with advanced features such as internet of things, sensor cloud, and cloud. The 
attacker will utilize the UAVs that are equipped with cloud capabilities to remotely 
store the data that has been compromised. This will allow the attacker to retrieve the 
data at a time and place of his choice. In most cases, the data packets that are created by 
a wireless network are enormous, which necessitates the use of advanced processing 
in order to extract important information. UAVs that just have little storage space and 
a small amount of backup battery power are unable to complete these sophisticated

Fig. 5 UAV in the middle attack 
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calculations. UAVs that are helped by the cloud may be used so that data can be 
readily sent to the cloud with low drain on the battery. This helps reduce the load of 
storage while also extending the life of the battery (as shown in Fig. 3). 

Evil twin attack 

The evil twin assault, which is shown in Fig. 4, is similar to a DitM attack; however, 
rather than the UAV inserting itself in the midst of a data stream, the evil twin attack 
involves the UAV taking over as the receiver for the BAN or IMD. The assault that 
comes from the evil twin is carried out in two distinct stages. At first, the attacker will 
produce deauthentication probes with the intention of deauthenticating clients that 
are connected to a genuine access point. Next, the adversary will start a bogus access 
point, spoofing the MAC address, reallocating the channels used by the original AP, 
and broadcasting the SSID [36]. This will allow the adversary to assume the identity 
of the legitimate AP. Last but not least, the clients are compelled to go through another 
round of authentication with the UAV playing the role of the AP. 

Wifiphishing 

Wifiphishing is a form of masquerading attack that is carried out on a Wi-Fi network in 
order to steal sensitive information such as login passwords, information regarding 
medical accounts, and other similar data. There are two stages to the process of 
wifiphishing. The first phase of the attack is an evil twin attack, and the second phase 
involves a fake login page that is forcefully displayed on the client side. This page 
prompts the clients to enter the valid credentials in order to re-connect with the access 
point (AP). In a similar vein, the adversary can make use of any phishing pages in 
order to acquire vital information such as passwords for patient portals. 

UAV cyber attack experiment 

The HackerUAV that is seen in Fig. 5 is used to transport a Raspberry Pi3 that 
is powered by batteries. The Hacker unmanned aerial vehicle has an average flying 
duration of 35 min. A Wi-Fi hotspot may also be enabled by configuring and attaching 
an external Wi-Fi adapter to the Raspberry Pi3 module [3]. All of the traffic that is 
collected is kept not just on the local hard disk but also in Dropbox, which is a cloud 
storage service that is accessible online. 

UAV cyber attack scenarios 

Two separate tests are carried out as part of this study to illustrate the cyberattack 
capabilities of UAVs. The first reveals how to get into healthcare automation systems, 
while the second shows how to take over and manipulate BAN healthcare equipment. 

The term “smart hospital automation” refers to an automated hospital control 
system that gives consumers the ability to operate a variety of hospital appliances by 
means of Wi-Fi sensor devices [5]. Applications such as this include the automated 
identification of patients and healthcare professionals, the monitoring of hospital 
resources using RFID technology, and the management of lighting, TVs, and other 
environmental systems like as HVAC [10]. If an attacker is able to get into any 
one of the gateway devices remotely at a wireless smart hospital, then it provides a
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channel for the attacker to break into additional smart devices that are linked with 
the compromised gateway device. A denial of service assault is used as an example 
in this scenario to investigate how a UAV may hack into smart hospital Wi-Fi routers 
and other wireless systems. The unmanned aerial vehicles (UAVs) are built with the 
capability of disrupting the wireless signal that runs between the device controllers 
and the gateway device. After the signals are disrupted, the link between the UAVs 
and the hospital control system will be severed, and the UAVs will assume control 
of the whole hospital control system. 

10 Conclusions 

An age of autonomous aerial vehicles is about to begin as a direct result of the current 
trend and exponential rise in the usage of unmanned aerial vehicles and drones. The 
use of unmanned aerial vehicles and drones brings a number of benefits to both 
the military and the civilian sectors. Despite this, substantial issues over privacy 
and safety have arisen as a direct result of the widespread usage and accessibility 
of the internet. These gadgets have become particularly valuable instruments for 
deceitful actions as a result of their adaptability, cheap cost, simplicity of deployment, 
and mobility. These vehicles (UAV/drone) are still quite effective for carrying out 
damaging acts, despite the availability of various defenses against the malicious use 
of these vehicles. There are also extremely serious concerns about privacy when it 
comes to UAVs and drones. In today’s technology era, protecting one’s privacy is 
one of the most important concerns for both people and businesses. 

Because they are autonomous, flexible, and easy to use, as well as having a low 
cost and energy consumption, drones and unmanned aerial vehicles have ushered in 
a new era of aviation that features autonomous aerial vehicles in both the civilian and 
military spheres. This has resulted in a multitude of benefits, including economic, 
commercial, and industrial, and it has led to a new era of aviation overall. However, 
the widespread usage of these technologies has resulted in a multitude of safety, 
security, and privacy concerns. These concerns have surfaced in the form of a variety 
of cyber assaults, threats, and problems, all of which are described in this article. 
This report included a complete analysis of these (security and privacy) issues, which 
included an outline of the reasons that are driving these concerns along with potential 
countermeasures. The study also included a variety of suggestions, one of which 
was the use of already available blockchain-based solutions. These technologies 
may offer increased data integrity, authenticity, and accessibility to unmanned aerial 
vehicles and drones. According to the findings of the UAV tests, there are four 
potential security risk mitigation strategies that should be used to protect medical 
BAN and IMD devices in addition to other Wi-Fi enabled equipment in hospitals from 
being compromised by an external agent. These four strategies for risk reduction are 
examples of the latter kind of security approach and entail the addition of additional 
security features to the device in question via the use of programming.
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A Machine Learning Based Approach 
to Detect Cyber-Attacks on Connected 
and Autonomous Vehicles (CAVs) 

Safwan Abdul Nazaruddin and Umair B. Chaudhry 

Abstract Connected and Autonomous Vehicles (CAVs) are gaining more interest 
and are growing steadily in recent years. They will surely become the backbone of 
next generation intelligent vehicles offering safe travels, comfort, reduced pollution, 
with many other beneficial features. However, with CAVs being equipped with high 
levels of automation and connectivity also opens several attack points or vulnerable 
points for adversaries to conduct attacks. Such security issues need to be addressed 
before commercialising CAVs. In this research paper, the focus is to develop a few 
machine learning models using different machine learning algorithms and evaluate 
them using defined evaluation criterions to identify and recommend the best suitable 
model for detecting attacks in CAVs. In addition, this paper also defines different 
terms related to CAVs such as CAV, CAV cyber security, CAV architecture and 
different vulnerabilities and risks present in the CAN bus. The paper then describes 
the different attacks possible on CAVs and the corresponding mitigation methods 
and detection techniques. 

Keywords Anomaly detection · Connected autonomous vehicle · Controller area 
network bus · Cyber-attacks · Machine learning 

1 Introduction 

Connected and Autonomous Vehicles (CAVs) use both the Connected Vehicle (CV) 
and Autonomous Vehicles (AV) technologies for navigation, driving, communica-
tion, and to react to nearby environments in real-time without any human inter-
vention. CAVs help in reducing pollution, traffic congestions, and road accidents by 
providing traffic management functions and driving assistance which reduces human
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driving mistakes. Moreover, the elderly and physically challenged people are greatly 
benefitted from CAVs or completely self-driving vehicles [1]. 

Although CAVs provide many benefits, there exists several security and privacy 
challenges. The security risks in CAVs are increasing rapidly as these vehicles are 
connected and have access to the internet [2]. If an adversary compromises a CAV, 
then they will be able to control the vehicle remotely which will not only disrupt 
vehicle systems but also might cause accidents and injuries to people inside or nearby 
the vehicle. For example, two security engineers in 2015 were able to demonstrate 
that autonomous vehicles such as Jeep Cherokee are vulnerable to many attacks and 
successfully conducted attacks by exploiting a vulnerability found in the vehicle’s 
radio system [3]. By entering the vehicles system through the entertainment unit, 
they were able to control wind shield wipers, air-conditioning, accelerator, brakes, 
and the steering wheel from a remote place which creates a real danger to everyone 
in and around the vehicle, if the attacks were conducted by a real attacker. Conse-
quently, the vehicle manufacturer recalled all their autonomous vehicles for manually 
installing patches for this vulnerability. Before this incident, most of the automobile 
manufacturers believed that it was not possible to perform distant attacks on vehicles 
and this event has been a watershed for all of them [2]. 

Therefore, before deploying CAVs worldwide into the transportation system, the 
potential cyber-security vulnerabilities and risks should be addressed. Hence, there is 
a need to research how to define, evaluate, and detect different types of cyber-attacks 
on CAVs. 

2 Literature Review 

In this era of fast paced development of technology, main interest of automotive 
engineers has been on developing autonomous vehicles. The development in this 
sector can be seen by the increasing number of Electronic Control Units (ECU), 
applications, and sensors used in vehicles which in turn helps in building a more 
reliable and efficient driving experience [4]. Modern vehicles now are reported to 
contain hundred million lines of code to provide drivers an easier and safer experience 
[5]. 

Even though CAVs are not yet commercialised, many of the CAV software and 
applications are being installed and used in commercialised modern vehicles [4]. 
To illustrate, most of the modern vehicles uses Advanced Driving Assistant System 
(ADAS) which helps in the reduction of accidents caused by human mistakes [6]. 
With massive development and usage of wireless technologies in vehicles, such as 
Radio Frequency Identification (RFID), it is now possible to automatically charge 
vehicles passing through toll stations and parking lot exits without stopping and 
thereby improves traffic efficiency [7]. 

CAVs have also received great interest from the public. Based on a 2015 survey 
carried out by Cetelem, 81% of the surveyed drivers claimed that they wanted to own 
a fully autonomous vehicle by 2025 [8].



A Machine Learning Based Approach to Detect Cyber-Attacks … 167

The autonomous vehicles market is booming and is expected to reach around 34 
billion pounds by 2025 [8]. Waymo exclusively for developing autonomous vehicles 
and have completed around 4 million kilometres of trial run [9]. Apollo, a free open-
source platform for autonomous driving which was designed to tackle all the concerns 
associated with precise sensing and decision making [10]. Uber, have also created 
CAVs and completed successful trial runs on public roads in Arizona [11]. Similar 
projects and road tests are also conducted by different automotive companies such 
as, Benz and Audi. 

In USA, all the CAV relevant rules and regulations are carried out at state level 
and 20 states had released guidelines related to autonomous vehicle in 2016 [4]. The 
Chinese government have launched several CAV projects and chosen Shanghai as 
the main test zone for CAVs [12]. In Japan, a 10 mile field have been set up and used 
for CAV testing since 2017 [13]. However, most of these research, not much focus 
has been given to CAV cyber security until last few years which is a significant part 
in its development. 

It is crucial that along with the development of modern connected and autonomous 
vehicles, engineers should also focus on securing such vehicles from outside threats 
and attack. 

2.1 Connected and Autonomous Vehicle (CAV) 

Connected Vehicles (CVs) are vehicles that have their own internet connection and 
can connect and share data with surrounding devices and other nearby CVs through 
wireless networks [14]. Such important information transfers such as location and 
speed between CVs, toll booths, and other roadside infrastructures during traffic and 
intersections provides many benefits, some of which are: 

• Automatic braking to avoid collisions 
• Adaptive cruise control 
• Traffic redirections to avoid congestion 
• Sending useful messages to drivers related to nearby traffic 

Autonomous Vehicles (AVs) are also often called as self-driving or driverless 
as they drive themselves to pre-determined locations by scanning their surroundings 
through cameras, radar, sensors, and Artificial Intelligence (AI). Sensory information 
from sensors and radars can be interpreted by the vehicle to detect bumps, barriers, 
and obstacles on the road and choose the most suitable path for the vehicle (2018). 
The US Society of Automotive Engineers (SAE) have classified autonomous driving 
system into six different levels ranging from level zero to level five. Level zero 
corresponds to zero automation where all the responsibility falls onto the driver 
and level five corresponds to vehicle’s being completely automated and no human 
intervention is required. 

CAVs can understand their surroundings, drive, and perform reliably without any 
human involvement along with having connectivity features that permits them to
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be coordinated, cooperative, up-to-date, and pro-active [15]. People with special 
mobility needs, including the elderly and the disabled greatly benefit from CAVs or 
completely autonomous vehicles [1]. 

CAVs consist of large number of onboard sensors and Controller Area Network 
(CAN) bus that allows the sensors to communicate among each other and neigh-
bouring vehicles and infrastructures as shown in Fig. 1 [16]. These communications 
are of three types: Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), and 
Infrastructure-to-Infrastructure (I2I). 

The onboard sensors used in CAVs work in different ranges varying from prox-
imity (5 m), long range (250 m), medium (80–160 m), and short range (30 m) sensors. 
All these sensors of different ranges collectively help CAVs to detect obstacles and 
objects over a widespread range. Long range sensors along with information from 
other internal sensors and neighbouring vehicles are used to enable Adaptive Cruise 
Control (ACC) [17]. Various sensors and their range are illustrated in Fig. 2.

CAVs also contain more than hundred embedded Electronic Control Units (ECUs) 
that can control several parts of the vehicle such as powertrain, lighting, brakes, 
etc. and executes 100 million lines of code to provide various functions including 
acceleration, braking, and steering [19]. Most of the attacks on CAVs happen through 
vulnerabilities in ECUs and ECU communications (CAN bus). These attacks can also 
be conducted remotely to gain access to the vehicle [20]. As the number of ECUs 
are increasing in a vehicle along with rising levels of automation and connectivity, 
attack points and security risks are also rapidly increasing. 

The ECUs communicate and send messages among each other through the CAN 
bus as shown in Fig. 3.

ECUs transmit messages using CAN frames. CAN frames are of 2 types: CAN 
2.0A with standard 11-bit identifier and an extended CAN 2.0B with 29-bit identifier 
[22] (Fig. 4).

Fig. 1 CAV basic system architecture [16] 
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Fig. 2 CAV major sensor types and range [18]

Fig. 3 ECU communication through CAN bus [21]

Fig. 4 CAN 2.0A frame  [21] 

SOF: It is the starting bit of the frame and a ‘0’ is to inform other ECUs that a 
CAN node plans to talk. 

Identifier (ID): It is the next 11 bits and acts as the frame identifier. The priority 
of a message increases from higher IDs to lower. 

Remote Transmission Request (RTR): It is a 1-bit indicator which indicates 
whether the ECU is sending or requesting data.
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Control: It consists of 6 bits. The first 2 specifies whether the ID is CAN 2.0A 
(11-bits) or CAN 2.0B (29 bits). The next 4-bits indicates the length of transmitting 
data. 

Data: the next 0–64 bit is the actual message to be transmitted. 
Cyclic Redundancy Check (CRC): 16-bit code to ensure integrity. 
Acknowledgment (ACK): 2-bit code to indicate whether the ECU have received 

and acknowledged the data. 
End of Frame (EOF): It consists of seven bits and denotes the end of frame. 
Their exists many vulnerabilities in CAN. There is no sender or receiver address 

mentioned in CAN packets and all the ECUs that receive a packet accepts or rejects it 
only based on the CAN ID [23]. Therefore, an ECU cannot decide whether a packet 
they receive is designed for them, nor know who send the packet and thus, ECUs in 
the CAN bus cannot verify the legitimacy of the packets they receive. This is a very 
crucial vulnerability as attackers can send messages from a compromised ECU and 
other ECUs receiving the packets have no means to authenticate the packet origin 
and will accept the packet without any issues [23]. 

Secondly, to send messages in the CAN bus, an attacker has to first compromise 
and gain access to an ECU. ECUs in CAVs are connected to the respective auto-
mobile manufacturer so that they can upload latest patches and updates remotely. 
This connection is usually accomplished using cellular base stations (BTS) which 
provide connectivity features in mobile networks. An attacker can conduct man-in-
the-middle attack by setting up a rogue BTS and making the ECU transmit messages 
through it [24]. Another weakness in ECUs is that most of them use Short Message 
Service (SMS) for communications which are poorly encrypted and can easily be 
cracked by the hackers and gain access to the message [24]. 

If an attacker is able to access and control a vehicle remotely, then this might 
put the passengers and nearby people’s life at risk. Hence, vulnerabilities and cyber 
security risks related to CAVs should be properly addressed before deploying them 
for public use. 

2.2 Cyber Security in CAVs 

The UK administration in 2017 issued key principles regarding cyber security in 
CAVs making it the first country to release guidance at a national level [25]. The 
EU has also released guidelines and practices to be followed for security of smart 
vehicles in 2017 through ENISA, a European Union agency for cyber security. This 
document included a list of all identified vulnerabilities and threats to smart vehicles 
and was later updated in 2019 and 2021 to include CAVs [26]. 

The US traffic administration agency, NHTSA released a guidance in 2016 which 
described the best practices for cyber security in modern vehicles and was later 
updated in 2017 and 2020 [27]. MIIT (Ministry of Industry and Information Tech-
nology) in China have released guidance for manufacturing of IOV (Internet of 
Vehicles) cyber security systems [28].
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Although there are many CAV cyber security laws and regulations set by different 
governments, many have not yet made the laws compulsory for the manufacturers 
to follow as the CAV technology is still growing and not yet mature [4]. 

Protecting CAVs from cyber-attacks is a very important step for vehicle manu-
factures before releasing them to the public. To discuss further about CAV cyber 
security, first the different cyber-attacks have to be described and their mitigation 
techniques. It is also crucial to detect cyber-attacks instantly if they occur in CAVs 
to control and reduce the impact of the attack which will be discussed later. 

2.3 Cyber-Attacks in CAVs 

There are several attack points in CAVs that an attacker can target to conduct attacks. 
These attack points are shown in Fig. 5. According to Sun, Yu, and Zhang, the 
different attacks can be divided into two: the attacks occurring due to vulnerabilities 
in the in-vehicle network and the one’s due to V2X (Vehicle-to-Everything) network. 

CAVs exchange information and communicate with other vehicles and roadside 
infrastructures of CAVs. This communication is enabled through vehicle to every-
thing network and an attacker can exploit the vulnerabilities in such networks and 
conduct different attacks, some of which are discussed below. 

Eavesdropping attack: In this kind of attacks, the adversary listens to the network 
traffic and tries to retrieve messages in the network. This would give the attacker all 
the required information regarding the victim’s vehicle such as current location and 
behaviours. Conducting this attack does not directly impact the network and thus, it 
is difficult to detect such attacks. 

DoS (Denial of Service) attack: An attacker could insert random messages into 
the communication channel or create issues between different nodes in the network 
to block the entire channel or network so that genuine users are deprived from using

Fig. 5 Potential attack points in CAVs [2] 
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network services. Such attacks in CAVs cause the messages from authentic nodes to 
be delayed which thereby effects the security of the vehicle [29]. 

Impersonation attack: All the vehicles have their own distinctive identification 
that allows others to identify the vehicle and messages. This attack happens when 
an attacker uses a fake or someone else’s identity and are of two types, sybil attacks 
where many of the identities are spoofed simultaneously and node impersonation 
attack where only one identity is spoofed. Sybil attacks can also perform various 
malicious activities at a time, for example, drop critical messages, modify and spread 
received messages, and sending fake messages [30]. 

Replay attack: it happens when an attacker records every message and packets 
in a channel and retransmits them at a later time. This will lead to confusion in 
the authorities and can affect vehicular safety. This attack often happens along with 
impersonation attack as the attacker replays the messages as a legitimate node or 
vehicle [31]. 

Routing attack: There are many vulnerabilities in routing protocol which an 
attacker can exploit and drop messages in a channel or disrupt the regular routing 
process. There are three types of routing attacks namely, wormhole, black hole, 
and grey hole attacks. There will be a minimum of 2 supportive nodes in wormhole 
attacks that helps in forming a high-speed tunnel and lets the attacker capture packets 
from one location and tunnel to another [32]. Attacks started using one compromised 
node are known as black hole attacks [33]. In grey hole attacks, attacker removes 
messages or packets in a timely method. It is hard to detect grey hole attacks, as it 
can occasionally switch to correct behaviour [34]. 

Data falsification attack: This attack happens when an attacker broadcasts or sends 
false or fake messages in the network. This fake message can be created by tampering, 
altering, suppressing, or fabricating an original message. Such fake messages can 
affect vehicles safety and may disrupt navigation system, rise in travel time, and 
increase in traffic congestion [35]. 

Following attacks fall under in-vehicle network attacks: 
GPS spoofing attack: GPS signals are used by vehicles to select the shortest route 

between two locations enabling them to be autonomous and operate without human 
help. However, there are many vulnerabilities in GPS navigation system that an 
attacker can exploit and conduct attacks such as spoofing or jamming. To launch any 
GPS attack, initially, the attackers disruptive signal should be in synchronize with 
satellite signal after which the attacker can make the target GPS to connect with their 
disruptive signal by increasing its signal strength and thereby manipulate the target 
GPS location [36]. 

Location trailing attack: Here, the attacker tries to gain drivers personal data by 
tracking and locating their vehicles. By tracking the location, an adversary will be 
able to understand the actions and behaviours of the vehicle and consequently, be 
able to disrupt the transportation system such as, rising number of traffic in roads. 

Sensor attacks: There are several sensor nodes in CAVs that work at different 
ranges and collectively they combine computation, sensing, and communication to 
perform automated driving. All these sensors are susceptible to malicious interference 
attacks which can be performed from remote as well as physical. Remote interference
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attacks can be conducted from roadside where the attacker fixes one or more attack 
equipment along the road or the attacking tool is placed in the attacker’s vehicle and 
they follow the victims vehicle. The attacking tools are used to disrupt the working 
of sensors. To conduct physical interference attacks, an adversary needs physical 
access to the victim’s vehicle in order to mount attacking tools that tampers the 
sensors such as magnetic encoders or sound absorbing foams or they can directly 
damage the sensors [37]. 

Attacks on SAE J1939 and CAN buses: SAE J1939 is a high-level communication 
protocol used in vehicles on CAN bus for diagnostics and communications between 
internal components [38]. As discussed earlier in Sect. 2.2, due to the CAN bus not 
having proper authentication methods, an adversary could join, send, and listen to 
all the messages in the network and thereby access drivers’ sensitive information’s. 
An adversary could also exploit the CAN bus feature where it selects a message for 
transmission based on its priority bit to conduct Denial of Service (DOS) attacks. 
Therefore, if a malicious ECU is always sending messages with high priority (0 × 
000), then rest of the ECUs wouldn’t be able to communicate [2]. 

Integrated business services attack: Most of the CAVs will usually have their 
integrated system connected to the back-end manufacturer’s network so that the 
vehicle manufacturers could update latest patches and software remotely. But there 
are many vulnerabilities present in integrated systems that an adversary could exploit 
and gain client access to back-end software of the vehicle which will then allow the 
attacker to obtain access to systems in other vehicle. 

Close proximity vulnerability: There are 3 main attack methods that exploit the 
vulnerabilities in short range communication technique in CAVs. The attack methods 
are through the keyless or key fob entry system, TPMS (Tyre Pressure Monitoring 
System), and Bluetooth. 

There are mainly 2 ways to enter a vehicle namely, keyless and key fob entry. An 
attacker can install devices such as house light controllers or gate openers nearby 
vehicles. These devices help in blocking the key fob signals and thereby does not 
allow the driver to lock their vehicle. Whereas signals cannot be blocked in a keyless 
entry, but an adversary can capture the fixed signal and replicate it to obtain entry to 
vehicle. 

TPMS communication mostly works on simple protocols and standard regula-
tory schemes. An adversary can perform reverse engineering on TPMS messages as 
these protocols are not cryptographically secured. These messages can be correctly 
retrieved using an antenna within ten metres and within forty metres using an ampli-
fier and consequently, allowing the attacker to eavesdrop the communication from 
nearby vehicles. 

A potential memory exploit vulnerability has been found in Bluetooth control 
code that permits an attacker to execute code through any Bluetooth device that 
is paired. If a vehicle is paired with a compromised device, then it can attack the 
vehicles ECU without letting the driver detect the attack. 

Attacks on ECU software flashing: As described in Sect. 2.2, ECUs are electronic 
control units and can control most of the vehicle parts such as steering wheel, gear 
shift, windows, ignition system, etc. However, there exist many vulnerabilities in
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ECU which an attacker could exploit and conduct attacks mainly phlashing, reverse 
engineering, fuzzing attacks, and code modification [39]. In phlashing attacks, the 
attacker exploits the unpatched vulnerabilities in ECUs to deceive a remote system 
into permitting the attacker to flash its firmware causing the system to be removed 
and replaced as it cannot be rebooted after flashing [40]. Reverse engineering can 
cause disclosure of information. Fuzzing attacks help in detecting and finding vulner-
abilities in the system and code modifications cause existing data to be corrupt and 
deteriorate hardware performance [41]. 

2.4 Mitigation Techniques 

The corresponding mitigation techniques for all the CAV threats and vulnerabilities 
discussed in the preceding section are provided in Table 1.

2.5 Attack Detection 

Although the mitigation techniques help in preventing most of the attacks, attackers 
will always search for new vulnerabilities and new methods to exploit existing vulner-
abilities. Therefore, it is crucial to have a good detection method that is able to detect 
an attack before it leads to any danger. 

As millions of data are processed in CAVs each second, manual attack detection is 
not possible, and given the dynamic environment, any delay in detection can lead to 
serious accidents. From the research’s conducted by Hartzell and Stubel, they have 
reported that ECUs and CAN bus are the most vulnerable and easiest part to attack 
in CAVs with a lot of entry points for the attackers which they can exploit remotely 
and gain physical access to the vehicle. Therefore, this paper will be focusing on 
detecting attacks that occur on ECUs and CAN bus namely, spoofing, fuzzy and DoS 
attacks. 

Intrusion Detection System (IDS) is the most popular technique for detecting 
attacks. IDS can be a device or software that observes unusual activities in a network 
or system and notify the administrator of any potential attacks. IDS can be classified 
based on the method of detection used which are: anomaly based, signature based, 
and specification based. 

Signature based IDS is mainly used to detect known attacks. They are trained with 
a list of already known attacks and generate an IOC (Indicators of Compromise) list. 
The IOC list will contain information about how the network will behave before an 
attack happens and the IDS uses this information to detect and notify attacks while 
traversing through the network packets in real-time. 

Whereas anomaly-based IDS can also detect zero-day attacks. It utilises machine 
learning algorithms to train and recognize a normal network behaviour. The IDS 
then compares the real time network traffic with the normal behaviour and reports an
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Table 1 Mitigation techniques 

Attack types Mitigation strategy 

Vehicle to everything 
network 

Eavesdropping 
attack 

Message anonymization using fog server [42], 
scheduling mechanism, trust-based 
recommendation [43], and resource management 
are some of the methods used to defend from 
eavesdropping [44] 

DoS attack It is easy to detect than mitigate DoS attacks. 
Kumar and Mann [29] created a method for 
detecting and preventing DoS attack based on 
entropy and bandwidth of messages in the channel. 
Luo et al. [45] created a mechanism centred on 
port-hopping technique that could identify and 
filter out malicious packets 

Impersonation 
attack 

Securing transmissions using geo-data for 
vehicular networks [46], verifying message 
integrity using hash-based function [47], and 
authentication of messages using elliptic curve 
cryptography are few methods to defend 
impersonation attack [48] 

Replay attack Merco et al. [49] made use  of  a cross  correlator and  
noisy signal control method to design a diagnosis 
algorithm that helps in detecting replay attacks in 
connected vehicle systems. Similarly, for pilotless 
aircraft, Sanchez et al. [50] utilized a detection 
method based on frequency where a time-varying 
sine wave was used for authentication 

Routing attack An ant colony optimization technique based 
routing protocol was developed by Panda and 
Kumar [51] which will help find the best path 
between transmitter and recipient. Hassan et al. 
[52] developed a new detection scheme to prevent 
routing attacks in CAVs 

Data falsification 
attack 

Boeira et al. [77] proposed a mechanism that learns 
from location detection techniques to identify 
location falsification attacks before leading to an 
accident amongst line of CAVs. Shukla and 
Sengupta [35] developed an attack detection 
mechanism by observing the dynamic time window 
usage 

In-vehicle network 
attacks 

GPS spoofing 
attack 

A GPS spoofing attack can be detected by 
observing the average signal strength. The strength 
magnitude will be significantly larger during 
attacks than normal strength of signals from 
satellites

(continued)
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Table 1 (continued)

Attack types Mitigation strategy

Location trailing 
attack 

K-anonymity method can be used to blur the 
driver’s current location, which also increases 
driver’s location privacy while enjoying a more 
precise location services [53]. A mix-zone 
framework was proposed by [54] for securing the 
physical location of CAVs 

Sensor attack Petit et al. [55] recommends utilizing signals of 
varying wavelengths for LiDAR’s which would 
make the adversary struggle to target different 
wavelengths simultaneously. In addition, LiDAR’s 
can also randomise probing so that the duration 
between laser pulses are different which helps in 
preventing adversaries from predicting when to 
insert dummy pulses [56] 

Attacks on CAN 
bus 

Authentication, network segmentation, and 
encryption are few methods to prevent CAN bus 
attacks. In segmentation, the most attack prone 
important ECUs are kept separate from other ECUs 
to prevent adversary’s from accessing such critical 
ECUs. For encryption and authentication, several 
software-based and cypher-based mechanisms have 
been developed respectively 

Integrated business 
service attack 

Different encryption mechanism can be used here 
along with virtualization of hardware or software, 
data separation, and content filtering 

Close proximity 
vulnerability 

Bluetooth systems can be secured by making use of 
the different security protocols developed 
specifically for Bluetooth using cryptographic 
techniques. TPMS packets can be protected by 
encrypting using a cryptographic algorithm and an 
additional cryptographic checksum [57]. To 
prevent key fob attacks, simply ensure that the 
doors are locked after activating the key fob 

Attacks on ECU 
software flashing 

Encrypting ECU data will help in preventing 
reverse engineering attacks [58]. Integrity check 
will prevent modification of software by 
unauthorized users and authentication will help in 
identifying the software origin accurately [59]

attack if it finds any suspicious behaviour. Even though, Anomaly based IDS helps 
in detecting zero-day attacks, they are more prone to false positives than signature-
based IDS as it raises alert for everything that does not match the normal recorded 
behaviour, for example, someone trying to access the system after business hours. 
Both the IDS techniques have their own advantages and disadvantages and are often 
used in conjunction.
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Shenfield et al. [60] used artificial neural network for anomaly detection on 
network traffic. The method was successful with accuracy rate 98% and false positive 
rates below 2%. Despite not being done in real time, this proved that using machine 
learning models for detecting anomalies is feasible. 

Levi et al. [61] developed a regression-based anomaly detection method to detect 
attacks in connected vehicles using simulated dataset. The simulated dataset was 
generated by simulating around 4000 drivers through a city and recording each 
drivers’ activities. The model was found to be efficient and very accurate. However, 
the performance of these models with real-world datasets cannot be studied as they 
were developed using simulated dataset. 

Salman and Bresch [62] proposed an IDS which relies on features extracted from 
CAN messages. They evaluated their IDS using simulated as well as real world 
environment which they conducted in a remote space. They have discussed about the 
different challenges and constraints that might occur during IDS development such 
as hardware constrains, challenges in data selection, placement of the IDS, etc. The 
developed IDS was only a prototype and not a final product. 

Song et al. [63] explained the importance of ECUs and CAN bus in CAVs and the 
vulnerabilities present in them. They captured CAN messages and developed an IDS 
based on the time-interval between the captured messages. Based on their method, Bi 
et al. [64] integrated an additional message transfer feature along with time interval 
feature to develop an IDS. The proposed model was efficient in detecting DoS with 
100% accuracy but lacked accuracy in detecting fuzzy and replay attacks. 

He [4] developed an anomaly detection framework using machine learning algo-
rithms for detecting attacks in CAVs. She developed models using different set of 
simulated and real-world datasets. Although she tried to enhance the models using 
a feature selection method, only two machine learning algorithms were used to 
develop the models, decision tree and naïve. Hence, the performance of other machine 
learning algorithms could not be computed. 

Rajbahadur et al. [65] conducted an in-depth study of 65 anomaly detection papers 
on autonomous vehicles. The authors discovered that all the papers mostly used 
simulated data for detecting attacks and conducting studies. Models developed using 
simulated data may not predict correctly while testing real-world data as real-world 
data may contain incomplete, illegible, and missing values. Moreover, most of the 
models only classifies data as an attack or normal and could not specify the type of 
the attack. These simulated data sets were also not published which creates additional 
challenge. 

Based on the limitations found on other research papers, in this paper, machine 
learning models are developed using 5 different machine learning algorithms. The 
models are trained using a real-world dataset so that models are easily adaptable 
to a real-world environment. The models are trained such that they will be able to 
classify different attack types, which will greatly help automotive engineers to easily 
respond and mitigate the attack.
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3 CAVs  and  AI  

This section presents classification models trained for identifying spoofing, fuzzy, 
and DoS attacks. Different models used are then evaluated and compared based on 
accuracy, prediction time, model development time, false negative, and false positive 
rates. Results are generated through MATLAB on a dataset used for developing and 
testing the model was generated using a real vehicle and made publicly available for 
future research projects [66]. 

3.1 Machine Learning Process 

The Basic machine learning processes is illustrated in Fig. 6. 
The initial stage in machine learning is to collect good reliable data. The next step 

is to clean the data as most real-world data will contain missing, unorganized, or 
noisy values. After processing the dataset, it needs to be split to training and testing 
set. 

The machine learning model is then developed and trained using the training 
set. Moving further, five different classification models (kNN, classification tree, 
naïve bayes, discriminant analysis, and neural network) were trained to find the 
best possible model for the available dataset. The trained model is then validated 
using the test set. The predictions made from the test set are then compared with the 
actual output to compute false positive rates and accuracy. If the accuracy is below a 
particular threshold value, then the model is improved by modifying model specific 
parameters until a satisfactory accuracy rate is obtained.

Fig. 6 Machine learning steps [4] 
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3.2 Car Hacking Dataset 

Eunbi et al. generated the data set by recording CAN traffic through the On-Board 
Diagnostics 2 (OBD-2) port while conducting different attacks including DoS, fuzzy, 
spoofing the RPM gauge and drive gear on a real vehicle. Each attack was conducted 
for three to five seconds with all four datasets containing around thirty to forty 
minutes of CAN traffic. The attacks were conducted as follows: 

DoS Attack: Every 0.3 ms, message packets with CAN ID ‘0000’ were injected 
into the CAN bus. CAN ID ‘0000’ is given the most priority in CAN bus protocol 
and hence, the injected messages will be given access to the bus before other normal 
messages. 

Fuzzy Attack: Every 0.5 ms, messages with randomly generated data values and 
CAN IDs were injected into the CAN bus. 

Spoofing the gear/RPM Attack: Every 1 ms, messages with CAN ID’s associated 
with gear and RPM ECUs were injected. 

The amount of data generated for each of the attacks is shown in Table 2. 
In order to train the model, all the datasets were concatenated together to create 

one single dataset containing all the attack types, which was further partitioned as 
presented in Table 3, a 30% testing set and 70% training set. 

The dataset provided by [66] consisted of CAN messages and an identifier column 
indicating whether a specific row of data is an attack or not. A sample from the dataset 
is shown in Fig. 7.

The different attributes in the dataset are: 
Timestamp: It is the time of recording the particular row of data in seconds. 
CAN ID: This column consist of CAN message identifier in hexadecimal values. 
Length: This column mentions the number of data bytes sent in the corresponding 

message (0–8 bytes). 
D [0–7]: The message being send as data values in hexadecimal.

Table 2 Overview of 
datasets Attack types Injected 

messages 
Normal/attack 
free messages 

Total number 
of messages 

Fuzzy attack 491,847 3,347,013 3,838,860 

DoS attack 587,521 3,078,250 3,665,771 

RPM gauze 
spoofing 

654,897 3,966,805 4,621,702 

Drive gear 
spoofing 

597,252 3,845,890 4,443,142 

Table 3 Training and testing 
data Dataset Attack data Normal data 

Training set 1,632,090 9,966,544 

Testing set 699,427 4,271,414 
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Timestamp CAN ID Length D0 D1 D2 D3 D4 D5 D6 D7 Label 
1478198377.188437 0000 8 00 00 00 00 00 00 00 00 T 
1478198377.188759 0000 8 00 00 00 00 00 00 00 00 T 
1478198377.189011 018f 8 fe 5b 00 00 00 3c 00 00 R 
1478198377.189253 0000 8 00 00 00 00 00 00 00 00 T 
1478198377.189491 0260 8 19 21 21 30 08 8e 6c 3c R 
1478198377.189737 0000 8 00 00 00 00 00 00 00 00 T 
1478198377.189982 02a0 8 64 00 9a 1d 97 02 bd 00 R 
1478198377.190224 0000 8 00 00 00 00 00 00 00 00 T 

Fig. 7 Sample dataset

Fig. 8 Processed dataset 

Label: This column is used to identify the message as normal (R) or an attack (T). 
The above dataset was processed and converted to a new simpler dataset in order 

to develop machine learning models. Firstly, the irrelevant features which does not 
affect in identifying whether the data is normal or an attack data are identified and 
removed such as the length of the message. This will help in reducing the complexity 
of the model. Secondly, the hexadecimal values present in the dataset are converted 
to decimals as machine learning models have difficulty in processing hexadecimal 
values. Finally, label values are converted to integers with values as: 0 for normal 
data, 1 for DoS attack, 2 for fuzzy attack, 3 for spoofing the gear attack, and 4 for 
spoofing the RPM gauge. The attacks were given different values in order for the 
models to classify and identify different attacks. The processed dataset is shown in 
Fig. 8. 

3.3 Machine Learning Models 

Here, supervised classification models will be used as labelled inputs are available 
and the different models developed are k-Nearest Neighbor (kNN), classification 
trees, naïve bayes, discriminant analysis and neural networks. 

The function provided by MATLAB for developing classification models is ‘fitc’ 
along with the name of the model being developed. For example, for building kNN
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model, the function name will be ‘fitcknn’, for classification tree, it will be ‘fitctree’ 
and so on. The function can be called as shown in Eq. 1. 

model =fitc + model type(Training dataset, Output Variable Name, 

‘Hyperparameters’, Hyperparameter value) (1) 

The input to ‘fitc’ function are the training dataset, output variable which is 
the label column in this project that indicates whether the data is an attack or not, 
hyperparameters and their values. 

Hyperparameters can be optimized either manually or using automated functions. 
MATLAB provides an automated optimize hyperparameter option that automatically 
by default tries out 30 different combinations of hyperparameter values and selects the 
one with the least model classification error. The equation is shown in (2). Although 
the automated model tries 30 different combinations, it wouldn’t be covering all the 
possible combinations and models developed after automated optimizations are often 
overfitted models. Hence, in this project, both manual and automated optimization 
approach will be taken to develop models which will be evaluated and compared to 
find the best fit with maximum accuracy. 

Optimised Model =fitc + model type(Training dataset, Output variable name, 

‘OptimizeHyperparameter’, Options) (2) 

All the models below are developed using the training set created and validated 
using the test set. 

3.4 K-Nearest Neighbor Algorithm (kNN) 

kNN algorithm generates an input dataset to output variable mapping function by 
assuming that things that are related exist close to each other. The mapping func-
tion mainly depends on the distance between two data points and the number of 
nearest neighbors used for predicting a new data. This distance can be calculated 
using different methods namely, city block, correlation, cosine, Euclidean, hamming, 
and Jaccard. Different combinations of distance calculation methods and number of 
nearest neighbors are used to find the best model with the least false positive and 
highest accuracy rate. 

In MATLAB, the command ‘fitcknn’ is used to build kNN classification models. 
The output after optimizing distance calculation method and number of nearest 
neighbors using the ‘OptimizeHyperparameter’ option is shown in Fig. 9.

Thirty different combinations have been tried and 4 of them are found to be the 
best fit. Out of which the model with Chebyshev distance method and number of 
neighbors as 1 was reported as the best estimated feasible point.
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Fig. 9 kNN optimization summary
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The Chebyshev distance between two points or vectors a and b, with coordinates 
ai and bi, is: 

Da,b = max 
i 
(|ai − bi|) (3) 

Based on this model, a new data point, P is predicted to be under the class in 
which its nearest neighbor falls. The nearest neighbor is found using the Chebyshev 
distance between P and nearby neighbors and selecting the neighbor with shortest 
distance. 

Two models were developed manually with distance as Euclidean and number of 
nearest neighbors as 1 and 5 respectively. Euclidean distance between two points a 
and b is the length of the line segment between those points and is computed as: 

Dab = 

[
|
|
|

n
∑

i=1 

(ai − bi )2 (4) 

where, 
n is the dimension space, which is 1 for one dimension, 2 for two dimension and 

so on. 
ai and bi corresponds to the coordinates of the points a and b respectively. 
The Euclidean distance between those points is given by Dab. 
Here, a new data point, P will be predicted depending on the class of one of its 

shortest neighbors for the model with number of neighbors as 1 and for the model 
with number of neighbors as 5, prediction for P will depend on the classes of 5 of 
its shortest neighbors. 

All the developed models are then used to predict the outcomes of the test set. 
The command for prediction is: 

Predictions = predict(model name, test dataset) (5) 

The predicted outcomes are then compared with the actual known outcomes to 
evaluate the model performance. 

3.5 Classification Trees 

Classification Tree models are developed by identifying and learning the features that 
help in classifying a data point into different classes. Contrary to kNN algorithm, 
classification trees does not make any assumptions about the data. They predict new 
data by passing it through a tree like structure and are mainly made up of decision 
nodes and leaves. The decision nodes divide the data according to its values, while 
the leaves specify the outcome. Decision nodes mostly consist of yes or no questions.
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For example, to predict whether a person got COVID based on information’s such as 
fever, breathing problem, and age, the classification tree might look like this (Fig. 10). 

The above shown example is a binary classification problem as the tree only 
contains yes or no questions. Below is shown the output summary after opti-
mizing classification tree for finding the minimum number of leaves needed using 
‘OptimizeHyperparameter’ option (Fig. 11). 

Out of 30 different minimum leaf sizes tried, two values were found to provide 
the best performance and the classification tree with minimum leaf size as 1 was 
recommended as the best feasible point. Two models were developed manually with 
minimum leaf sizes as 50 and 100.

Fig. 10 Classification tree 

Fig. 11 Classification tree optimization summary 
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Table 4 Training loss of 
pruned classification trees Classification tree (prune level) Training loss 

1 0.0000042209 (4.2209e − 06) 
2 0.0000042209 (4.2209e − 06) 
3 0.0000038181 (3.8181e − 06) 
4 0.0000038181 (3.8181e − 06) 
5 0.0000040191 (4.0191e − 06) 

Classification Trees are more prone to overfitting. MATLAB provides a pruning 
function which allows to compress a developed classification tree model through the 
command given below: 

Pruned Model = prune
(

Optimized tree model, ′Level′, value
)

(6) 

How a model fits a training data can be assessed using the training loss metric. 
The different tree levels and their corresponding training loss for the optimized tree 
are shown in Table 4. 

For the model with minimum leaf size 50, every pruning level gave the same 
training loss of 0.00002392 (2.3920e − 05) and for the model with minimum leaf 
size 100, least training loss was found on prune level 5 with value 0.00002392 
(2.3920e − 05). 

3.6 Naïve Bayes Classification 

Naïve Bayes works by assuming that each class has different predictor probability 
distributions and that every predictor in a class independently contribute in identi-
fying the class of a data. For example, a student is considered passed if he scores 
above 50 in Mathematics, above 45 in Science, and above 40 in English. Even though 
these features are inter-dependent or exist upon other features, they independently 
contribute in identifying the result of the student and thus, called naive. 

Naïve Bayes algorithm is build on Bayes probability theorem which calculates 
the posterior probability (P(c|x)) as:  

P(c|x) := 
P(x |c) P(C) 

P(x) 
(7) 

where, 
The posterior probability of the target class C is given by P(c|x), given predictor 

attributes, X. 
The probability of predictor given class is P(X|C). 
P(c) is the class probability before new data class is predicted. 
The prior predictor probability is P(x).
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In MATLAB, ‘fitcnb’ command is used to create naïve bayes models and the 
optimum property settings can be found by using the hyperparameter option. Kernel 
smooth density width is used with the kernel distribution and defines the shape of 
the distribution. The output after optimizing naïve bayes model (Fig. 12). 

The model with kernel as distribution and its width as 0.00062723 was found 
to best estimated model after optimization. Another model was created using the 
Gaussian distribution.

Fig. 12 Naive Bayes optimization summary 
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3.7 Discriminant Analysis 

Discriminant analysis is almost similar to naïve bayes as it assumes that each class 
has different predictor probability distributions. However, it does not that assume 
that predictor variables independently contribute in identifying a class and hence, 
use multivariate normal distribution. It is mainly used for dimensionality reduction 
where the dataset contains many features related to each other that needs to be plotted 
in two or three dimensions. Here, linear discriminant analysis is used to develop the 
model as quadratic models require predictor variables to have zero variance for each 
class. The equation for prediction is given below: 

y
∆ := argmin 

y = 1, .., n 

N
∑

n=1 

P
∆

(n|x)C(y|n) (8) 

where, 
y
∆

is the class predicted for the new data. 
The total number of classes in the dataset is N. 
P
∆

(n|x) is the posterior probability of a class n for a given observation x. 
C(y|n) is classification cost for classifying a data as y when n is its true class. 
The command for building discriminant analysis model in MATLAB is ‘fitdiscr’ 

and can be optimized similar to other models using the optimize hyperparameters 
option. By default, optimize hyperparameter will optimize gamma and delta values 
for linear models. The output after optimization is shown in Fig. 13.

Out of 30 different value combinations for gamma and delta for linear models, 7 
combinations were producing best results and the model with values 2.0845e − 06 
for delta and 0.28236 for gamma was found to be the best estimated feasible point. 

Four linear discriminant analysis models were developed manually with gamma 
and delta values as shown in Table 5.

3.8 Neural Networks Classification 

Neural networks try to behave like a human brain and consist of interconnected 
neurons. They learn to identify data patterns by modifying the neural connections 
through a trial-and-error method. Each neuron acts as a function and receives one or 
more inputs to which the function is applied to generate an output which then acts as 
the input to the neurons in the next level. The final result is generated by the neurons 
at the last or terminal level. A sample neural network with two inner neuron levels is 
shown in Fig. 14 where x is the initial input which is passed to the functions in first 
level h1, h2, and h3 whose output is then passed to second level of functions g1, and 
g2 and the final output is received from function f.

In MATLAB, neural network is modelled using the command ‘fitcnet’ and the 
hyperparameters that can be altered include layer sizes, activations, lambda, and
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Fig. 13 Discriminant analysis optimization summary
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Table 5 Linear discriminant 
analysis hyperparameter 
values 

Gamma Delta 

0 0 

0 0.5 

0.5 0 

1 0.5

Fig. 14 Simple neural 
network [67]

standardize. The number of neurons required in a layer can be specified using the 
layer sizes parameter, for example, 5 neurons in first layer and 20 neurons in second 
layer can be specified as [5 20]. The function to be applied on the inputs of a neuron 
at each fully connected layers can be specified in the activation parameters. The 
functions available in Table 6. 

Similar to other models, optimum values for neural model hyperparameters can 
be found using the optimize hyperparameter function and the parameters optimized 
by default will be layer sizes, activations, and lambda. The output after optimization 
(Fig. 15).

The feasible model found after optimization is the standardized model with a 
single layer that contains 243 neurons and uses sigmoid function on its inputs. 
Another two model were developed manually, one containing single layer of neurons

Table 6 Activation functions 

Function Description (all the functions mentioned below are applied on every input element in 
a layer) 

‘relu’ f (x) := {x,x≥0 
0,x<0 (9) 

‘sigmoid’ f (x) := 1 
1+e−x (10) 

‘none’ f (x) := x (11) 
‘tanh’ The tanh function is applied on each input element 
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Fig. 15 Neural optimization summary
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and other with two layers. Both of the models contained 10 neurons in all the layers 
with relu functions being used on inputs. 

4 Data Analysis and Critical Discussion 

The different models developed in chapter two are first validated using the test set 
followed by evaluation using the criteria’s selected for evaluation. The models are 
then compared to find the best model that predicts with the most accuracy rate in the 
least time. In CAVs, attack detection time is very crucial as even a few seconds delay 
in detecting attacks may lead to casualties. Hence, the developed models should be 
able to correctly detect attacks in the least time possible. 

Presently, there are no general standards for evaluating the performance of CAV 
cyber security, which causes difficulty in evaluating and comparing models developed 
by different individuals. However, a few evaluation criteria needs to be set to compare 
and evaluate the models developed in this project and the criteria’s used will be false 
positive rate, accuracy, and attack detection time or runtime. 

False Positives (FP) occur when a model classifies a data as an attack when the 
data is actually a normal data and not an attack. The equation is as follows: 

FP rate = FP 

FP + TN 
(12) 

where, 
TN stands for true negatives, i.e., the data rightly predicted as normal data. 

4.1 FP Means False Positives 

Accuracy is the percentage of correctly predicted data against all the data in the 
dataset. The equation for accuracy is given below: 

Accuracy = (TP + TN) 
(TN + TP + FN + FP) 

(13) 

where, 
True Negatives (TN) is the number of data that are rightly predicted as normal 

data. 
True Positive (TP) is the number of data rightly predicted as an attack. 
False Negative (FN) is the number of data predicted as ordinary attack-free data 

when it is actually an attack data. 
FP stands for false positives as mentioned in the Eq. 14.
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Attack detection time or model runtime is very crucial in the evaluation of different 
models due to the dynamic and real-world environment of CAVs. The models should 
be able to correctly detect attacks in the least time. The time taken to test the testing 
dataset is considered for this purpose. 

4.2 Model Evaluation 

All the selected evaluation criterions in Sect. 4.2 are now used to evaluate the models 
developed in the previous chapter. All the models developed are first made to detect 
attacks in the test dataset using the ‘predict’ MATLAB function. The predict function 
is used as follows: 

Predictions = predict(modelname, testdataset) (14) 

A confusion chart is a matrix which provides prediction results summary. The 
formula for generating the confusion chart function in MATLAB is: 

confusionchart(actualoutput, predictedoutput) (15) 

A sample confusion chart generated after predicting a small test set using neural 
model is shown in Fig. 16. 

In Fig. 16, the values shown in blue are correctly predicted numbers and the values 
in orange are incorrectly predicted. The false positives for each attack can be easily 
found from the chart, for example number 37 in the above chart highlighted in orange 
is the only false positive number where 37 normal data were predicted as attack type

Fig. 16 Sample confusion 
chart 
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Fig. 17 Confusion chart for 
kNN model with Chebyshev 
distance and nearest 
neighbours as 1 

2 which is fuzzy attack. The rest number in orange boxes are false negatives where 
67 fuzzy and 6055 gear spoofing attacks were predicted as normal attacks. 

The runtime of a model can be found using the ‘tic’ and ‘tac’ functions provided 
by MATLAB which acts as a stopwatch timer. The testing set used in this project 
contains 4,970,841 CAN frames. 

4.3 K-Nearest Neighbor Algorithm (kNN) 

Three different kNN models were developed which included optimized model with 
Chebyshev distance and two manually developed models with Euclidean distance 
and nearest neighbors as 1 and 5. The models using Euclidean distance took more 
than 60 s for predicting the outputs for test set, which is a very long time in real-
world environment, whereas the optimized model with Chebyshev distance took 
20 s for prediction. Hence, the Euclidean models will not be considered further. The 
confusion chart for the optimized model is shown in Fig. 17. 

4.4 Classification Trees 

Four different pruned classification trees were developed in Chap. 3 with minimum 
leaf sizes 1, 50, and 100. All of the models were tested using the testing set and the 
corresponding confusion charts are shown below. 

It can be observed from the above charts that tree with minimum leaf size 1 (a 
and b in Fig. 18) have the least incorrect predictions compared to rest of the models 
and that the training error is the least for model with prune level 3. Training error is
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Fig. 18 Confusion charts for classification tree with a leaf size 1 and prune level 3. b leaf size 1 
and prune level 4. c leaf size 50. d leaf size 100 and prune level 5 

defined as the prediction error when the model is applied to predict for the training 
dataset. The runtime for the model with minimum leaf size 1 and prune level 3 was 
2.048 s and for the same model with prune level 4 was 2.239 s. Hence, the model 
with minimum leaf size 1 and prune level 3 is selected as the best classification tree. 

4.5 Naïve Bayes Classification 

Two naïve Bayes model were developed: 

• Optimized model with kernel distribution and 
• Width as 0.00062723 and manually developed model with Gaussian distribution.
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Fig. 19 Confusion charts 
for Naïve Bayes with 
Gaussian distribution 

The optimized model took more than 60 s for predicting the testing set and thus, 
will not be considered further. The confusion chart for Gaussian model is shown in 
Fig. 19. 

As seen from Fig. 19, most of the data were predicted as false negatives and cannot 
be considered as the best model for real world environments. 

4.6 Discriminant Analysis 

Five models were developed using discriminant analysis, one using optimization 
method and other four were developed manually. All the five were tested and their 
confusion charts (Fig. 20).

The false positive rate and accuracy can be calculated by taking the values from 
the above charts. The FP rate, accuracy, and runtime of different DA models are 
given in Table 7.

It can be seen that the three models highlighted in Table 7 have the highest accuracy 
with 97.3, 97.39, and 97.51% and the least FP rates. While model 5 have a slightly 
higher accuracy and lower FP rate compared to the other two models, it is 0.2 s slower 
and model 4 is 0.3 s slower in testing than model 2. To get a clearer distinction between 
the two models in 2 and 5, they are compared by the FP rate and accuracy in detecting 
different attacks as shown in Table 8.M1 in Table  8 represents the model with gamma 
0.5 and delta 0, and M2 in table represents gamma 0.2824 and delta 2.048e − 06. 

From Table 8, it can be observed that the model with gamma 0.2824 and delta 
2.048e − 06 only have a slightly higher accuracy rate for all the attack types except 
fuzzy attacks. Even though this model have slightly higher accuracy, the model with 
gamma 0.5 and delta 0 will be considered as the best DA model since the runtime
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Fig. 20 Confusion Charts for DA models with a gamma and delta 0. b gamma 0.5 and delta 0. 
c gamma 1 and delta 0.5. d gamma 0 and delta 0.5. e gamma 0.2824 and delta 0.000002084
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Table 7 FP rate, accuracy, and runtime of DA models 

SI. no Model characteristics FP rate (%) Accuracy (%) Runtime (s) 

1 Gamma and delta 0 0.0239 97.1 4.402221 

2 Gamma 0.5 and delta 0 0.0228 97.3 2.651 

3 Gamma 1 and delta 0.5 0.039 95.8 2.8386 

4 Gamma 0 and delta 0.5 0.0214 97.39 2.917 

5 Gamma 0.2824 and delta 2.084e − 06 0.020 97.51 2.829

Table 8 Model comparison based on different attacks 

Attack types M1 FP rate (%) M1 accuracy (%) M2 FP rate (%) M2 accuracy (%) 

Normal 0.052 97.3 0.053 97.5 

DoS 6.11e − 04 99.3 5.992e − 04 99.4 

Fuzzy 2.01e − 06 99.2 2.068e − 06 99.1 

Gear spoofing 7.150e − 4 99.31 6.33e − 04 99.39 

RPM spoofing 7.587e − 4 99.27 6.02e − 4 99.4 

is 0.2 s faster and have lower FP rates which are given more importance than an 
accuracy difference of 0.1%. 

4.7 Neural Networks Classification 

Three neural models were developed of which the optimized model took more 
than 60 s for testing and hence will not be considered. The other two models with 
single layer and two layers finished predicting the test set within 1.948 and 2.167 s 
respectively and the corresponding confusion charts (Fig. 21).

It is clear from Fig. 21 that the model with single layer have better prediction 
accuracy and less false positives than the other model. It also runs 0.2 s faster than 
the second model and hence is considered as the best fit neural model. 

4.8 Model Comparison and Results 

The different models discussed above are now compared to find the best model that 
works with CAV CAN frames. The FP rate, accuracy rate, and runtime in seconds 
for each model are shown in Table 9.

Classification tree and neural network model has the same accuracy of 99.99% 
but the tree model has lower FP rate with only 0.07 s slower than neural network.
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Fig. 21 Confusion charts for 
neural model with a single 
layer with 10 neurons. b 2 
layers with 10 neurons each

Table 9 Model comparison 
Model FP rate (%) Accuracy (%) Runtime (s) 

kNN 0.0131 96.8 20.01 

Classification 
tree 

2.341e − 08 99.99 2.01 

Naïve Bayes 8.776e − 05 88.39 2.36 

Discriminant 
analysis 

0.0228 97.3 2.651 

Neural 
network 

1.662e − 06 99.99 1.94



A Machine Learning Based Approach to Detect Cyber-Attacks … 199

Table 10 Classification tree and neural network model performance comparison 

Attack types Tree FP rate (%) Tree accuracy (%) Neural FP rate (%) Neural accuracy 
(%) 

Normal 4.214e − 07 99.99 3.088e − 05 99.98 

DoS 0 100 2.085e − 08 99.99 

Fuzzy 2.07e − 08 99.99 1.472e − 06 99.99 

Gear spoofing 0 100 0 100 

RPM spoofing 100 0 100 

The results after comparing those two models for their performance in detecting the 
different attacks are shown in Table 10. 

It can be observed that except for DoS, both the models have similar FP rates and 
accuracy in detecting all the other attacks. Tree model achieved 100% accuracy and 
0% FP rate for detecting DoS attacks while neural model achieved 99.99% accuracy 
and 2.085e − 08% FP rate. 

Based on the comparisons in Tables 9 and 10, it can be said that classification 
tree model and the neural model performed better than all the other models. The 
tree model and neural model were able to detect a total of 699,419 and 699,206 
attacks respectively from a dataset that contained 4,970,841 data in a very short time. 
Selecting one model over the other depends on what evaluation metric is considered 
more critical. In this experimentation, accuracy and FP rate are given a marginally 
higher weightage than a small difference in time because falsely alarming a vehicle 
may cause more issues than providing correct predictions with 0.07 s delay and 
hence, the classification tree model is recommended. However, it is still unclear how 
this model would perform on unknown attacks and requires further research. 

5 Conclusion and Future Works 

CAVs combine the technologies in Connected Vehicles (CV) and autonomous vehi-
cles (AV) to help in driving tasks and replace humans. Even though CAVs are gaining 
more interest, lot of research gaps still exist. The main aim of this project is to use 
machine learning algorithm to develop anomaly detection models for attack detection 
in CAVs. 

The different terms related to CAVs such as CAV, CAV cyber security, CV, and AV 
were first defined. Then, the CAV architecture is discussed, especially the CAN bus 
and ECUs in CAVs followed by listing all the vulnerabilities and potential attacks 
in CAVs. Several mitigation techniques were then recommended based on the attack 
types after which the different types of attack detection methods were explained, and 
the anomaly-based intrusion detection was found to be the most effective in detecting 
attacks.
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Different machine learning models were developed and evaluated using 
MATLAB, of which neural model and classification tree model achieved the best 
results. The models were evaluated and compared using three different metrics, 
accuracy, FP rate, and runtime. While tree model has smaller FP rate compared to 
neural model, it takes 0.07 s more than neural model for testing the test set. In this 
project, tree model is recommended as the best performance model for detecting 
attacks in CAVs as lower FP rate is given more weightage than small difference in 
runtime. 

There were many limitations found in this research. One of the main problems 
is the limited availability of CAV attacks dataset. As CAVs are not yet commer-
cialised, there are only limited number of real-world datasets that were generated by 
conducting attacks on CAVs in controlled environments. Moreover, these datasets 
consist of only few of the attack types. Hence, this will affect the capability of 
machine learning models in detecting different attack types. 

In the future, researchers could try to get more comprehensive datasets. CAV 
cyber security experts can help by defining different possible attacks on CAVs and 
CAV manufacturers could help in this area by conducting different type of attacks 
on CAVs in controlled environments and publishing such datasets for research 
purposes. Furthermore, this research mainly focused on developing supervised 
machine learning models for detecting attacks. These models usually perform poorly 
in detecting unknown attacks. Hence, different models, such as unsupervised models 
could be developed to detect unseen attacks, but these models have lower accuracy. 
Additionally, all the datasets used in this research were pre-processed and well-
formatted before training and testing the models. Real-time detection of attacks in a 
real-world environment is still unknown and requires further study. 
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59. Lenard T, Bolboacă R, Genge B, Haller P (2020) MixCAN: mixed and backward-compatible 
data authentication scheme for controller area networks. In: IFIP networking conference, pp 
395–403 

60. Shenfield A, Day D, Ayesh A (2018) Intelligent intrusion detection systems using artificial 
neural networks. ICT Express 4(2):95–99 

61. Levi M, Allouche Y, Kontorovich A (2018) Advanced analytics for connected car cybersecurity. 
In: Proceedings of the 2018 IEEE 87th vehicular technology conference (VTC Spring), pp 1–7 

62. Salman N, Bresch M (2017) Design and implementation of an intrusion detection system 
(IDS) for in-vehicle networks. https://publications.lib.chalmers.se/records/fulltext/251871/251 
871.pdf. Accessed 4 Oct 2022 

63. Song HM, Kim HR, Kim HK (2016) Intrusion detection system based on the analysis of time 
intervals of CAN messages for in-vehicle network. In: Proceedings of the 2016 international 
conference on information networking (ICOIN), pp 63–68 

64. Bi Z, Xu G, Xu G, Tian M, Jiang R, Zhang S (2022) Intrusion detection method for In-vehicle 
CAN bus based on message and time transfer matrix, security and communication networks, 
Article ID 2554280, 19. https://doi.org/10.1155/2022/2554280 

65. Rajbahadur GK, Malton AJ, Walenstein A, Hassan AE (2018) A survey of anomaly detection 
for connected vehicle cybersecurity and safety. In: IEEE intelligent vehicles symposium (IV), 
pp 421–426 

66. Eunbi S, Song HM, Kim HK (2018) GIDS: GAN based intrusion detection system for in-
vehicle network. In: Proceedings of the 2018 16th annual conference on privacy, security and 
trust (PST) 

67. Anon (2013) Ann dependency (graph). https://commons.wikimedia.org/wiki/File:Ann_depend 
ency_(graph).svg. Accessed 12 Aug 2022 

68. Boeira F, Asplund M, Barcellos M (2019) Decentralized proof of location in vehicular Ad Hoc 
networks, Comput Commun 147:98–110. Available at: https://doi.org/10.1016/J.COMCOM. 
2019.07.024

https://publications.lib.chalmers.se/records/fulltext/251871/251871.pdf
https://publications.lib.chalmers.se/records/fulltext/251871/251871.pdf
https://doi.org/10.1155/2022/2554280
https://commons.wikimedia.org/wiki/File:Ann_dependency_(graph).svg
https://commons.wikimedia.org/wiki/File:Ann_dependency_(graph).svg
https://doi.org/10.1016/J.COMCOM.2019.07.024
https://doi.org/10.1016/J.COMCOM.2019.07.024


Security and Privacy Concerns 
in Next-Generation Networks Using 
Artificial Intelligence-Based Solutions: 
A Potential Use Case 

Murat Kuzlu, Ferhat Ozgur Catak, Yanxiao Zhao, Salih Sarp, 
and Evren Catak 

Abstract Next-generation communication networks (NextG or 5G and beyond) 
have become more essential to be able to realize cutting-edge applications, such 
as autonomous cars, mobile healthcare and education, metaverse, digital twins, vir-
tual reality, and many more. All those applications need high-speed, low latency, and 
secure data transmission. Artificial intelligence (AI) technologies are the main drivers 
and play a critical role because of their significant contribution to all layers in NextG, 
i.e., from the physical to the application layer. On the other hand, the security and pri-
vacy concerns for applications using AI-based methods in next-generation networks 
have not been fully investigated in terms of cyber vulnerabilities. This book chapter 
focuses on the AI-enabled applications on the physical layer of NextG networks, 
including multiple input multiple output (MIMO) beamforming, channel estimation, 
spectrum sensing, and intelligent reflecting surfaces (IRS), as well as provides a com-
prehensive analysis of the potential use case, i.e., channel estimation, along with its 
vulnerability under adversarial machine learning attacks with and without the defen-
sive distillation mitigation method. According to simulations outcomes, AI-enabled 
Next-G applications are vulnerable to adversarial attacks, and the proposed miti-
gation methods are able to improve the robustness and performance of AI-enabled 
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1 Introduction 

The next-generation networks, i.e., 5G and beyond, have been penetrated into all 
sectors, including infrastructure, computing, security, and privacy. The main goal of 
NextG networks is to realize cutting-edge applications, including metaverse, mobile 
healthcare, and education, autonomous cars, augmented reality (AR), virtual reality 
(VR), and others. It is expected that NextG networks will support very high data trans-
mission (more than 100 Gbps), ultra-low latency (milliseconds), and a high cellular 
traffic capacity (10 million devices per square kilometer) [ 1– 3]. Advanced communi-
cation technologies are key drivers to achieve these goals, which include millimeter 
wave (mmWave), massive multiple-input multiple-output (massive MIMO), and arti-
ficial intelligence (AI). In the literature, advanced communication technologies have 
been studied in [ 4– 8]. In frequency bands above 24 GHz, mmWave provides many 
advantages in terms of throughput, capacity, and latency. The advanced version of 
MIMO, i.e., massive MIMO, can also significantly increase the quality throughput 
and capacity of the radio link by using a group of antennas at both the transmitter 
and receiver sides. 

AI also plays an essential role in achieving these requirements to improve network 
applications’ efficiency, latency, and reliability [ 9]. AI has been applied to especially 
several NextG applications at the physical layer, including beamforming, channel 
estimation, spectrum sensing, intelligent reflecting surfaces (IRS), and others. The 
authors in [ 4] investigate the role of AI-based solutions in deploying and optimizing 
5G and beyond network operations. They stressed that NextG networks are different 
from current networks in terms of architecture, communication and computing tech-
nologies, and applications. The study [ 10] emphasized the contribution of AI-based 
solutions to NextG networks in terms of improving network performance and pro-
vided an extensive review of NextG networks using AI-based solutions, which focus 
on physical layer applications, including reconfigurable intelligent surface (RIS), 
massive MIMO, and multi-carrier (MC) waveform. These AI-based algorithms sig-
nificantly improve the overall system performance for NextG networks. 

On the other hand, AI-based algorithms brings security and privacy concerns. In 
the literature, there are several studies regarding this concern, e.g., model poisoning 
in the wireless research community is studied [ 11– 16]. The authors in [ 17] proposed 
a robust framework to detect adversarial attacks for industrial artificial intelligence 
systems (IAISs). According to the results, the framework can detect several adversar-
ial attacks, including DeepFool and fast gradient signed method (FGSM), with high 
accuracy and low delay. Since AI-enabled models could be vulnerable to adversarial 
attacks, AI-enabled models should be evaluated in terms of risk assessment, vul-
nerabilities, security and privacy concerns before deploying in the next-generation 
wireless communication networks.
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This book chapter provides a comprehensive review of security and privacy con-
cerns in the NextG network using AI-based solutions along with a potential use case. 
It also provides a brief description of widely used adversarial attacks and mitigation 
methods. The attacks include Fast Carlini & Wagner (C&W), Basic Iterative Method 
(BIM), Momentum Iterative Method (MIM), Projected Gradient Descent (PGD), 
and, Gradient Sign Method (FGSM), while mitigation methods include adversarial 
machine learning and defensive distillation. It also implements a potential use case, 
i.e., channel estimation, along with its vulnerability under adversarial attacks with 
and without the mitigation method. 

2 Next Generation Networks Architecture 

The next-generation networks (NextG or 5G and beyond) have been paying more 
attention from academia and industry to meet the demands of future applications, 
such as metaverse, mobile healthcare, autonomous cars, AR, VR, and many more. 
Significant improvements need to be performed in next-generation network archi-
tecture to meet requirements along with the driving force behind the evolution of 
wireless networks. Future applications have more rigid requirements in terms of data 
transmission and latency, which will force the limits of 5G networks. NextG networks 
are expected to enhance information transmission performance, i.e., up to 1 Tbps data 
rate and ultra-low latency (microseconds). One goal of NextG is to provide global 
coverage through satellite communication networks and underwater communications 
[ 18]. It is also expected NextG will offer energy-efficient and seamless wireless con-
nections in a global scope as well as guarantee future application requirements, such 
as ultra-high throughput and ultra-low latency. The NextG architecture is also differ-
ent from the traditional one, i.e., combined terrestrial and non-terrestrial networks, 
integration of fully AI-based models for all layers, and enhanced network protocol 
stack framework. Big data and AI will play a crucial role in NextG networks to 
meet the requirements in terms of efficient network management, distributed com-
puting, resource sharing, and security and privacy concerns. The authors in [ 19] 
proposed an architecture to tackle these challenges. Figure 1 derived from [ 19] rep-
resents the NextG network architecture. The architecture consists of three layers, 
i.e., (1) Resource level, (2) Network function level, and (3) Service and applica-
tion level. The first layer (resource level) provides the main resource for the upper 
layers, including communication, distributed cloud data, and computing resources. 
The second level (network function level) manages the resources and conducts the 
network functions for the service and application levels. The third level (service and 
application level) can generally be classified into two categories: (1) vertical ser-
vices focusing on specific applications, e.g., vehicles or drones, and (2) horizontal 
services crossing different applications, e.g., reporting and tracking the location of 
users and their devices. This architecture also consists of four planes: (1) Sharing and 
cooperation plane, (2) Data collection plan, (3) AI plane, and (4) Security plane. The 
sharing and cooperation plane is the most important plane to address the decentral-
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Fig. 1 Conceptual NextG network architecture [ 19] 

ization and interoperability issues. It connects the other three planes and facilitates 
the sharing among multiple parties. The data collection plane is responsible for data 
collecting from the user and network devices as well as storing them to be used for 
specific purposes, such as network operation and optimization. The AI plane is the 
other important plane in this architecture. It provides AI-enabled capabilities for the 
security plane, resource level, network function level, and service and application 
level on demand. The last plane is the security plane, which provides native security 
support for networks, services, and applications. 

3 CyberSecurity Framework for Next Generation 
Networks 

Below is a proposed framework alongside some of widely used cybersecurity frame-
works available. These frameworks help enterprises manage potential cyber risks 
efficiently and allow them to plan for future detection of cyber threats or investiga-
tion of security incidents during application and system development.
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3.1 Available Cybersecurity Frameworks 

3.1.1 ML Cyber Kill Chain 

Lockheed Martin created the Cyber Kill Chain methodology to support organizations 
understand and assess the risks they face from a potential cyber-attack. There are 
seven phases in a typical cyber-attack. These phases are reconnaissance, weaponiza-
tion, delivery, exploitation, installation, command and control/actuation, and actions 
on objectives. Organizations can assess the potential effect of an effective cyber-
attack on their operations by understanding the activities that occur during each 
cyber-attack phase. 

3.1.2 MITRE ATT&CK 

MITRE ATT&CK is designed to catalog the tradecraft and behaviors of adversaries to 
identify their activities better and generate an effective response strategy. By provid-
ing a common language and framework, organizations can more easily communicate 
their security processes and make attackers’ techniques and tactics more identifiable. 

3.1.3 MITRE Atlas 

MITRE Atlas is a framework that includes information on how attackers might try 
to harm AI systems so that people can be better prepared to defend against those 
attacks. It is similar to MITRE Att&ck, which is a general framework for regular 
systems, not just AI systems. MITRE Atlas is a resource that includes information 
from security groups and academic research. 

3.2 Proposed Framework 

Our study aims to address security threats and possible solutions by matching the 
Cyber Kill Chain and MITRE Atlas frameworks to catch and mitigate the vulnera-
bilities of AI models. These models will be a new part of potential AI-based 5G and 
beyond networks. Figure 2 illustrates 3 stages of the cyber kill chain for AI-based 
applications. 

The first stage of creating an adversarial AI model is to gather information about 
the AI model we want to exploit. This can be done by finding datasets from publicly 
available sources like the weights and hyperparameters used in the training process. 
After this, the adversary can make their own replica of the AI model to make malicious 
inputs. The second stage is to build the replicated model, find its vulnerabilities, and 
generate malicious pilot signals that will be used as inputs to the target AI model. 
The third stage is to execute the target AI model with the malicious input signals.
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Fig. 2 Cyber kill chain for AI-based applications of 6G wireless communication networks 

This will make the AI model fabricate incorrect outcomes, which the attacker can 
use to exploit the AI model and install a backdoor. With the backdoor, the adversary 
will take control of the AI model and the target system. 

The tactics and methodologies described in the adversarial tactics and method-
ologies section of MITRE Atlas will take place in the Cyber kill chain stages. 

(i) The reconnaissance phase is when the adversary gathers information about the 
organization and its networks, systems, and employees. This information can 
create a profile of the organization, employees, network, and procedures. Social 
engineering attacks can be made with this information by the attackers. 

(ii) The weaponization phase occurs when the attacker utilizes the information 
collected during the reconnaissance phase to develop the tools they need to 
successfully make an attack against the organization. The adversary will use 
the information collected during the previous stage to choose the best deliv-
ery instrument to get the information it wants to deliver to the organization’s 
IT infrastructure. The adversary can then concentrate on the delivery phase, 
using the same tools to provide information or files to the organization’s IT 
infrastructure. 

(iii) The attacker must make use of a vulnerability in the organization’s network 
once the information has been provided. The information gathered during the 
reconnaissance phase can be used to identify the software operated by the 
organization, operating systems, and applications running on the organization’s 
systems. 

(iv) After the adversary has gathered information about the target organization dur-
ing the reconnaissance phase, they will use this information to exploit the 
organization’s network during the exploitation phase. The adversary will iden-
tify the best software, operating systems, and applications to exploit to install 
malicious software on the organization’s systems. This malicious software will 
allow the adversary to manipulate or listen in the organization’s network. 

(v) The command and control phase refers to when the attacker uses the mali-
cious program installed during the exploitation phase to place further mali-
cious software on the organization’s systems. This allows them to control the 
organization’s systems.
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(vi) The attacker may utilize the malicious program placed in the course of the 
exploitation phase to reach the organization’s systems and loot information 
during the actions on objectives phase. They may also interfere with the orga-
nization’s network. 

The cyber kill chain is a process that details the steps an adversary takes to launch a 
successful cyberattack. Once the adversary has completed all the process steps, the 
organization’s ability to employ its network can be affected. 

3.3 Adversarial Machine Learning Attacks 

There are two main types of adversarial machine learning models: the attacker’s and 
the user’s models. The attacker’s goal is to manipulate the output of the user’s model 
so that the attacker can benefit from the user’s perspective [ 20]. Adversarial machine 
learning attacks are effective if the attacker accesses the training data. However, 
the proposed scheme is robust to the perturbations of the adversarial samples of the 
training data, which in turn makes the proposed scheme robust to adversarial machine 
learning attacks. 

For example, to attack a deep learning model that predicts beamforming vectors, 
the attacker first needs to find a noise vector σ ∈ Ck that will maximize the loss 
function  output. The attacker then uses the lowest possible budget to corrupt the 
inputs, which increases the distance (i.e., mean squared error (MSE)) between the 
model’s prediction and the real beam vector. Therefore, σ is calculated as 

σ ∗ = |σ |p ≤  arg max  (ω, x + σ, y) (1) 

where y ∈ Rm is the label (i.e., beamforming vectors), and p is the norm value, and 
it can be 0, 1, 2, ∞. 

There are two primary methods of constructing adversarial examples: content-
based and gradient-based [ 21]. Gradient-based attacks were chosen due to their 
simplicity and variety. Gradient-based attacks use the gradient of the loss function 
to generate adversarial examples, which are then incorrectly labeled. 

(i) Fast Gradient Sign Method (FGSM): FGSM tries to fool a neural network by 
changing the data given a little bit. The idea is to add noise to the data in the 
same direction as the loss function. The noise is controlled by a small number, 
epsilon. This makes the data look slightly different to the neural network, but 
enough to fool it. 

xadv = x +  · sign(∇x (ω, x, y)) (2) 

(ii) Basic Iterative Method (BIM): The BIM attack is a variation of the FGSM 
single-step attack. It works by iteratively updating adversarial examples multi-
ple times, with each value calculated in the neighborhood of the original input. 
The selected input with a smaller step size is manipulated by BIM iteratively.
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Fig. 3 Typical adversarial machine learning-based malicious input generation 

FGSM is applied multiple times to a small step size alpha instead of taking one 
significant step, i.e., epsilon/alpha. By doing this, BIM creates less distortion 
while still fooling the neural network. However, this increases the computing 
cost and complexity. The BIM can be explained using the following equation. 

xadv 
0 = x, xadv 

N+1 = Cli  px, {xadv 
N +  · sign(∇x (ω, xadv 

N , y))} (3) 

(iii) Projected Gradient Descent (PGD): PGD creates adversarial examples by start-
ing the search at random points in a specified region and running several iter-
ations to find an example that maximizes loss, which will be similar to a real 
input but different enough to trip up the ML model. PGD can generate more 
powerful attacks than BIM and FGSM. However, the size of the perturbation is 
kept smaller than a specified value, referred to as epsilon, so that the adversarial 
example is still realistic and isn’t just a random input. 

(iv) Momentum Iterative Method (MIM): MIM is another derivation of the BIM 
adversarial attack that improves the convergence of BIM by introducing a 
momentum term and integrating it into iterative attacks [ 22]. The step size 
of the  also determines the attack level of MIM as an attack parameter. MIM 
is better at finding the minimum amount of change needed to fool a model than 
BIM and can do so more quickly. 

A characteristic adversarial ML-based malicious input generation process is indi-
cated in Fig. 3. 

3.4 Mitigation Methods for Wireless Networks 

The 5G and future generations of networks relying on DL are vulnerable to adversarial 
machine learning attacks. Adversarial training and defensive distillation are two 
possible methods of mitigating these attacks and protecting wireless networks.
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3.4.1 Adversarial Training 

The goal of iterative adversarial training is to reduce the adversarial inputs’ impact 
on the training process. The DL model is first trained with the normal training data 
in iterative adversarial training. Then, the DL model is trained with the adversarial 
examples using the correct labels. The DL model is trained multiple times with normal 
and adversarial examples. However, iterative adversarial training is not practical. To 
increase the robustness of the victim model, it must train against all the different 
attack types and parameters which will take a quite long time. 

The pseudo-code of adversarial training is shown in the algorithm 1. 

Algorithm 1 Iterative adversarial training-based mitigation 
Input h: vulnerable model, Ω: attacks, ||: epsilon values, xtrain : training data, ytrain  training 

data output , xtest  : test data, ytest  : test data output 
Output ĥ: robust model 

1: for  ∈ || do {For each epsilon budget} 
2: for attack ∈ Ω do {For each epsilon budget} 
3: xadv ← attack(xtrain,  )  {Generate malicious inputs with attack and  budget.} 
4: xadv_train  ← x

U
xadv {Merge newly created malicious inputs xadv and xtrain  } 

5: h. f i t  (xadv_train, ytrain  ) {Re-train the model h with new training data} 
6: end for 
7: end for 

3.4.2 Defensive Distillation 

Papernot et al. [ 23] proposed defensive distillation technique as an adversarial ML 
defense method against attacks. In knowledge distillation, a larger model (the teacher) 
is used to train a smaller model (the student). The teacher model is first trained with 
a high-temperature parameter to soften the softmax probability outputs of the DNN 
model. The student model is then trained using the outputs of the teacher model. 
The goal is for the student model to learn the knowledge of the teacher model but 
be smaller and faster. Equation 4 shows the modified softmax activation function as 
follows: 

pi = exp( zi T )∑
j exp( 

zi 
T ) 

(4) 

where pi is the probability of i-th class and zi are the logits. The teacher model is 
used to predict each sample to acquire the training data’s soft labels which are used 
to train the student model. Figure 4 shows the overall steps for this technique. 

The beamforming prediction model (i.e., student model) is drawn in Fig. 4 which 
is trained and used in base stations to protect against adversarial machine learning 
attacks. The student model inherits the training parameters after the teacher model’s
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Fig. 4 Defensive distillation 

training as a first step. In the second step, the student model is trained using the 
teacher models parameters, and the loss function is created with the actual labels 
and predictions of the student model. This technique allows preserving the teacher 
model’s knowledge to be compressed and transferred to the student model. And as a 
last step, student model is deployed to the base stations. 

A technique called defense distillation can be used to reduce the effects of gradient-
based untargeted attacks. This technique lowers the gradients to zero, making the 
standard objective function impractical. 

4 Potential Use Cases 

In this section, we will introduce several potential use cases including MIMO beam-
forming, spectrum sensing, channel estimation and IRS. 

4.1 MIMO Beamforming 

Signal to noise ratio is one of the key metrics for a channel that is affected by signal 
fading. Having diverse sources for a signal considerably reduces the error rate as 
each of the signal paths is not affected similarly. There are three ways to increase the 
diversity of the signals, i.e., Time diversity, Frequency, and space diversity. First, two 
uses use various times and frequencies, such as channel coding and OFDM. Space 
diversity benefits from the distribution of multiple antennas to capture different radio 
paths.
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MIMO is one of the widely used RF technology that provides increased link 
capacity and spectral efficiency. MIMO systems utilize multiple antennas for both 
the receiver and transceiver ends to handle more data simultaneously. 

Wireless signals can take various paths during the transmission between transmit-
ter and receiver. Also, the change in the location of any antennas will create additional 
paths. This multipath propagation nature of the signal is caused by the objects along 
the transmission path. Previously, multipath propagation is seen as interference that 
causes signal degradation. 

However, MIMO systems benefit from multipath propagation, where each addi-
tional signal path is considered as an additional channel to transmit additional data 
to the receiver. This is one of the main reasons that MIMO systems provide a robust 
link between the two ends. That is why the reliability of the MIMO systems depends 
on multipath propagation. 

4.2 Spectrum Sensing 

The electromagnetic spectrum that ranges 1 Hz to 3 THz is called the radio spectrum. 
It is one of the keys and limited resources that is not fully utilized due to region-based 
regulations and technical hardships. The majority of the existing radio spectrum is 
allocated to high-demand service providers, such as cellular communication, TV, and 
radio broadcasting. However, According to the report released by the Federal Com-
munications Commission (FCC), there is still an underutilized spectrum, such as the 
licensed 0–6 GHz band having the 90% of underage [ 24, 25]. To increase the utiliza-
tion of the limited spectrum, FCC recommends the use of free bands by a secondary 
user(s) until the primary user needs it. That’s why “spectrum sensing” processes are 
developed to check specific bands to detect non-occupied frequency bands. 

Spectrum sensing is also one of the notable research fields in cognitive radio 
(CR). CR is an intelligent software-based wireless communication concept that is 
introduced by Mitola in 1999 [ 26]. CR has a dynamic structure that senses and learns 
the wireless channels in its vicinity. It will then adopt the operating parameters to 
steer clear of user interference and congestion. 

There has been a constant interest in spectrum sensing and related fields in the 
literature. For example, the study [ 27], provides a comprehensive survey of spectrum 
sensing for CR. Enabling algorithms, challenges, sensing standards, approaches, and 
cooperative and multi-dimensional spectrum sensing is presented. Also, the study 
[ 28], provides detailed spectrum sensing techniques such as the optimal likelihood 
ratio test, energy detection, matched filtering detection, cyclostationary detection, 
eigenvalue-based sensing, joint space-time sensing, and robust sensing methods. 

Even though there are many studies and proposed methods for spectrum sensing, 
spectrum sensing is still subject to research because of the changeable nature of 
wireless communication channels, complexity, interferences, and noise in commu-
nication. AI methods would be a good alternative solution for spectrum sensing to 
deal with communication’s complexity and changeable nature.
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4.3 Channel Estimation 

Transmitters and receivers utilize various mediums or channels to exchange infor-
mation. In the case of wireless communication, a channel is simply the band of Radio 
Frequency that is used for the transmission of the signals. The characteristic and state 
of the channel is called channel state information (CSI). The transmitted signal (x(t)) 
is exposed to three main distortions to some degree, i.e., attenuation by a factor of 
h0, delay by a certain time τ0 and noise, depending on the properties of the channel. 
The delay of τ0 based on the electromagnetic wave’s speed and attenuation h0 is 
determined by the transmitter/receiver gains, frequency, and propagation medium. 
To transmit a signal from one point to another point meaningfully, the received signal 
(y(t)) needs to be decoded correctly. The first step to decode a signal is to understand 
the CSI such that the added noise and distortion can be rectified at the receiver. This 
process is called channel estimation. The signal at the receiver can be shown as: 

y(t) = h0 ∗ x(t − τ0) (5) 

Scattered and reflected signals also reach the receiver with various delays and 
attenuation. These are also summed on the receiver side. Moreover, the mobility 
of the communication sides affects the attenuation ht l and delay τ t l of the CSI by 
introducing a doppler frequency shift. 

y(t) = 
l∑

l=0 

ht l ∗ x(t − τ t l ) (6) 

where l is the specific path/tap at a time. 
To fully utilize the capacity of the channel and increase the overall performance 

of the information transmission, channel estimation is one of the critical topics in 
wireless communication. 

4.4 Intelligent Reflecting Surfaces (IRS) 

IRS has been recognized as valuable ingenious technology [ 29]. This newly emerged 
technology could be perceived as the extension of massive MIMO [ 30]. It will enable 
increased data rate and channel capacity that NextG wireless communication requires 
without the vast amount of energy consumption and complexity of massive MIMO 
applications. 

An IRS composes of a large number of predominantly passive elements, i.e., 
micro-strip type small antennas. Each of these elements’ properties, such as load 
impedance, could be tunable by PIN diodes or varactors. PIN diodes are turned on or 
off to alter the phase-shift difference of IRS elements with different load impedances. 
Varactors’ bias voltage is another parameter that can be utilized to tune phase shift by
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altering the load impedance of each element. The reflected signals amplitude is also 
changed with the variable resistor’s resistivity. By controlling the load impedance and 
resistivity of each element, different reflection coefficients are achieved individually. 

If the phase shifts of individual elements are controlled in a way that the reflected 
signals are added constructively or constructively, the signals could be directed at 
certain guidance. An IRS controller is responsible for receiving the reconfigura-
tion request communication. A field-programmable gate array (FPGA) could be 
employed to implement the IRS controller. Besides the passive elements, a few 
active IRS elements are also included in some of the IRS architectures. These active 
elements gather two orthogonal uplink communication links from both transmitter 
and receiver to predict the channel vectors and environment descriptors. AI-based 
techniques are adopted to utilize active elements as well. 

5 A Potential Use Case: AI-Enabled Channel Estimation 
Model 

In this section, we will take AI-based channel estimation modelling as a specific use 
case via presenting the dataset and experimental results. Experimental results cover 
the vulnerability analysis of the AI-enabled models to adversarial machine learning 
attacks with and without the selected mitigation method, i.e., defensive distillation. 
The model vulnerability will be evaluated through the MSE performance metric. 
MSE measures the average squared difference between the actual and predicted 
values. A high MSE score represents a high prediction error. 

5.1 Dataset Preparation 

In recent years, several network simulation tools have provided a wide range of 
examples for next-generation network communications systems, including NS3, 
OMNET++, NetSim, RemCom, MATLAB, and many more [ 31]. These tools are 
usually used for evaluating the performance of communication networks or dataset 
generation. In this study, a reference example in MATLAB 5G Toolbox [ 32], i.e., 
“Deep Learning Data Synthesis for 5G Channel Estimation,” is selected to obtain 
datasets for DL-based models. It also allows to customize and generate communica-
tion components, such as waveforms, antennas, and channel models. 

Channel estimation model is created with a single-input single-output (SISO) 
antenna by using demodulation reference signal (DM-RS) and the physical downlink 
shared channel (PDSCH) to generate 256 training datasets. Each dataset presents 
8568 data points, i.e., 612X14X1 or 612 subcarriers, 14 OFDM symbols, and 1 
antenna. Then, each data point is converted to a real-valued 612-14-2 matrix, i.e., 
from a complex (real and imaginary) 612-14 matrix. It is required to provide real
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Table 1 The channel estimation parameters with values 

Channel parameter Value Channel parameter Value 

Delay profile TDL-A/B/C/D/E Modulation 16QAM 

Delay spread 1–300 ns Transmit antenna 1 

Doppler shift 5–400 Hz Receive antenna 1 

NFFT 1024 Transmission direction Downlink 

Sample rate 30,720,000 Polarization Co-Polar 

Symbols per slot 14 Windowing 36 

Slots per subframe 2 Slots per frame 20 

inputs instead of complex ones into the convolutional neural network (CNN) model 
used in the reference model during the training process. This is because the resource 
grids include complex data points, i.e., real and imaginary, in the channel estimation 
scenario. However, the CNN model handles the resource grids as 2-D images with 
real numbers. Finally, 4-D arrays (612-14-1-2N) are created from the training dataset 
with N as the number of training examples (256). In this study, 80% of the dataset is 
used for training, while 20% is used for testing. 

For each dataset, a new channel characteristic is generated based on selected 
channel parameters and tuned through MATLAB 5G toolbox. Table 1 below provides 
the channel estimation scenario parameters with values. 

5.2 Experimental Results 

This section investigates the experimental results of an AI-powered channel estima-
tion model against adversarial machine learning attacks. These results are represented 
in two ways: (1) line plots showing the impact of each adversarial machine learning 
attack (FGSM, MIM, BIM, and PGD) on the undefended and defended model per-
formance, i.e., MSE, and (2) the table showing the performance (i.e., MSE) of the 
defended and undefended models for each adversarial attack. Figures 5 and 6 show 
the line plots, while Table 2 shows the prediction performance results of the defended 
and undefended AI-powered channel estimation models against adversarial attacks. 

Figure 5 shows MSE values for the FGSM, MIM, BIM, and PGD attack methods 
for undefended models under attack powers from  = 0.01 to  = 3.0. MSE values 
are close to each other for attack methods with a low power attack, i.e.,  <  0.5. 
However, these values dramatically increase along with higher power attacks ( >  
0.5). For example, MSE values can reach from 1.51, 153 to 10.69, 9.32 for BIM 
and PGD. The case is different for FGSM and MIM attacks, i.e., MSE values are 
low compared to BIM and PGD. The reason is that FGSM and MIM attacks are 
simple types of attacks, and then MSE values do not dramatically increase with 
high attack power. According to the results, the AI-powered models are exposed to
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Fig. 5 MSE comparison for undefended channel estimation model under adversarial attacks 

adversarial attacks, especially PGD and BIM, and MSE can be very high under a 
heavy adversarial attack. Fortunately, the mitigation methods (such as adversarial 
training and defensive distillation) can significantly contribute to improving the AI-
powered model’s robustness against adversarial attacks. In this study, the defensive 
distillation method is used as a mitigation method. The model performance is shown 
in Fig. 6 after applying the mitigation method for the selected adversarial attacks and 
attack powers in terms of MSE. According to Fig. 6, defended AI-powered models 
are still vulnerable to adversarial attacks. However, the models’ robustness is better 
under adversarial attacks. Models can resist high attack power. For example, MSE 
values can go from 1.51, 1.12, 1.22, and 1.51 to 2.1, 1.03, 1.79, and 2.26 with 
the lowest attack power ( = 0.1) and the highest attack power ( = 3.0) for  BIM,  
FGSM, MIM, and PGD, respectively. The impact of the mitigation method on the 
model performance is different for some attack types. It has a high impact on the 
BIM and PDG attacks. This is because they are more complex attacks, and the MSE 
values can go very high under these attacks. As expected, the change in MSE is more 
compared to simple type attacks. For FGSM and MMI, the mitigation method has 
almost no impact on the models’ performance under adversarial attacks. 

Table 2 shows the impact of attack power ( ) on undefended and defended models’ 
performance, i.e., MSE, for each adversarial attack in detail. The value of  ranges 
from 0.1 to 3.0. The higher value of  means a powerful attack. The lowest MSE 
value is 1.12 (under FGSM attack), and the highest MSE value is 10.69 (under BIM 
attack) for defended models. On the other hand, the lowest MSE value is 1.12 (under 
FGSM attack), and the highest MSE value is 2.26 (under PGD attack). MSE values 
dramatically go down from 10.69/9.32 to 2.10/2.26 for BIM/PGD after the mitigation 
method is applied. It is clear that the mitigation method significantly improves the 
model’s robustness, especially BIM and PGD. However, it cannot be said for FGSM 
and MIM attacks. According to Table 2, MSE values do not change as expected; they 
look closely to undefended and defended models, e.g., MSE values are 1.02 and 1.03 
for undefended and defended models under an FGSM attack.
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Fig. 6 MSE comparison for defended channel estimation model under adversarial attacks 

Table 2 MSE results 

Defended Undefended

 BIM FGSM MIM PGD BIM FGSM MIM PGD 

0.1 1.510613 1.121487 1.223872 1.513761 1.517611 1.123785 1.236382 1.534755 

0.2 1.508010 1.121527 1.140600 1.468598 1.582042 1.123365 1.171341 1.566335 

0.5 1.277997 1.121636 1.221769 1.646010 1.575610 1.122185 1.319650 2.164850 

0.8 1.520606 1.031109 1.062509 1.520017 2.553312 1.029960 1.143569 2.482308 

1.0 1.146857 1.109705 1.206056 1.617474 2.340146 1.108166 1.388278 2.982269 

1.1 1.458215 1.031218 1.139865 1.580210 3.158410 1.029011 1.291160 3.105877 

1.4 1.254450 1.121870 1.279377 1.603026 3.444848 1.119346 1.567613 3.878579 

1.7 1.562587 1.124703 1.360767 1.563201 4.917432 1.121440 1.695858 4.451830 

2.0 1.424730 1.160261 1.351300 1.744564 5.372514 1.156977 1.569844 5.602715 

2.3 1.538028 1.122384 1.544590 1.869615 6.512692 1.117764 1.955341 6.778334 

2.6 1.679046 1.125183 1.597183 2.076902 7.816463 1.120118 1.830526 7.618081 

2.9 1.834858 1.032794 1.741633 2.342456 9.272282 1.026461 1.961652 9.940795 

3.0 2.105044 1.032966 1.791616 2.264387 10.693936 1.026504 2.031071 9.321798 

5.3 Observations 

This study investigates undefended and defended AI-powered channel estimation 
models in NextG networks in terms of their vulnerabilities against adversarial attacks, 
i.e., FGSM, MIM, BIM, and PGD. Defensive distillation, as the migration method, 
is applied to the defended models. The overall results show that AI-powered models 
are vulnerable to adversarial attacks, and models’ vulnerabilities can be significantly 
reduced for some types of attacks, i.e., to be improved the models’ robustness. Obser-
vations can be given as follows: 
1: AI-powered channel estimation models are vulnerable to adversarial attacks, espe-
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cially, under a high attack power ( >  0.5) for BIM and PDG. 
2: The attack power ( ) has no impact on some adversarial attacks, i.e., FGSM and 
MIM. 
3: The selected mitigation method can significantly increase the model robustness, 
especially for BIM and PGD. 
4: The strongest attack is BIM, while the weakest is FGSM for undefended models. 
5: The strongest attack is PDG, while the weakest is FGSM for defended models. 

6 Security and Privacy Concerns 

6.1 Homomorphic Encryption 

Homomorphic encryption is a cryptosystem that enables computation on ciphertexts, 
producing an encrypted result that, when decrypted, matches the result of the opera-
tions as if they had been performed on the plaintext. The definition of homomorphic 
encryption (HE) scheme is given in [ 33] as follows: 

Definition 6.1 A homomorphic encryption scheme consists of a randomized 
polynomial-time algorithm, E , which takes as input a security parameter λ and a 
message m ∈ M and outputs a ciphertext c = E(1λ , m). The ciphertext space C is a 
polynomial-time deterministic function of λ. There is a randomized polynomial-time 
algorithm D, which takes as input a security parameter λ and a ciphertext c ∈ C , and 
outputs a message m ∈ M , such that m = D(1λ , c), with probability at least 1 −  (λ). 

There are several homomorphic encryption schemes proposed in the literature, 
such as Paillier cryptosystem [ 34], ElGamal encryption scheme [ 35], Goldwasser-
Micali (GM) scheme [ 36], Boneh-Goh-Nissim (BGN) scheme [ 37], and Paillier-
HOM scheme [ 33]. Among these schemes, Paillier, ElGamal, and GM schemes are 
additive homomorphic and can support only simple operations on ciphertexts. On 
the other hand, BGN and Paillier-HOM are multiplicative homomorphic and can 
support more complex computations on ciphertexts. 

A homomorphic encryption scheme is a pair of algorithms, Enc and Dec, with 
the following properties: 

(i) A polynomial-time randomized algorithm Enc which takes as input a security 
parameter λ ∈ N and a message m ∈ M and outputs a ciphertext c = Enc(λ, m) 
such that c ∈ C . 

(ii) A polynomial-time randomized algorithm Dec which takes as input a security 
parameter λ ∈ N and a ciphertext c ∈ C and outputs a message m ∈ M such 
that m = Dec(λ, c) with probability at least 1 −  (λ). 

Additively homomorphic and multiplicatively homomorphic are the most common 
encryption types.
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Table 3 Computational cost and security of various HE schemes 

Additively homomorphic schemes 

Scheme Security Runtime Key Ciphertext 

Paillier [ 34] IND-CPA O(n6) O(n2) O(n2) 
ElGamal [ 35] IND-CPA O(n3) O(n2) O(n2) 
GM [ 36] SEM-IND-CPA O(n3) O(n2) O(n2) 

Multiplicatively homomorphic schemes 

Scheme Security Runtime Key Ciphertext 

BGN [ 37] IND-CPA O(n4) O(n3) O(n3) 
Paillier-
HOM [ 33] 

IND-CPA O(n6) O(n2) O(n2) 

Definition 6.2 Homomorphic encryption E is additively homomorphic if 

(i) E(1λ , m1 + m2) = E(1λ , m1) + E(1λ , m2) 
(ii) E(1λ , m) = E(1λ , −m) 

Definition 6.3 Homomorphic encryption E is multiplicatively homomorphic if 

(i) E(1λ , m1m2) = E(1λ , m1) × E(1λ , m2) 
(ii) E(1λ , m) = E(1λ , 1/m) 

Homomorphic encryption has several applications in distributed systems, cloud 
computing, data mining, and database security. In these applications, the data is stored 
in the cloud, and the data owner wants to keep its data private. The data owner can 
encrypt the data and store it in the cloud. The cloud user can perform computations 
on the encrypted data, and the result will also be encrypted. The data owner can 
decrypt the result and get the required information (Table 3). 

6.2 Security of Homomorphic Encryption 

Many HE schemes have been proposed in the literature in the past decade. The 
security of these schemes is analyzed under different security models. The security 
of HE schemes can be categorized under three different security models: 

(i) Partial homomorphic encryption 
With partial homomorphic encryption, the user can perform only limited opera-
tions on the ciphertext. In [ 38], Rivest et al. proposed a scheme that can support 
only a limited number of multiplications in the ciphertext. In this scheme, a 
ciphertext can be decrypted only if all the multiplications in the ciphertext are 
performed. 

(ii) Limited homomorphic encryption 
With limited homomorphic encryption, a ciphertext can be decrypted after any
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number of operations are performed on the ciphertext. However, the number 
of operations that can be performed on the ciphertext is limited. 

(iii) Fully homomorphic encryption 
With fully homomorphic encryption, a ciphertext can be decrypted after any 
number of operations are performed on the ciphertext. In [ 33], Gentry, Sahai, 
and Waters proposed a scheme that supports both multiplications and addition in 
the ciphertext. In this scheme, a ciphertext can be decrypted after any number of 
multiplications and divisions are performed in the ciphertext. In [ 39], Brakerski 
and Vaikuntanathan proposed a scheme that supports only a limited number of 
multiplications in the ciphertext. In this scheme, a ciphertext can be decrypted 
after any number of multiplications are performed in the ciphertext. 

The global model wt can be trained on the aggregated dataset ∪m 
i=1 Di using any 

machine learning algorithm. 

6.3 Federated Learning 

In this section, we briefly describe the federated learning (FL) framework. We refer 
to [ 40, 41] for more details. 

Definition 6.4 (FL model) A federated learning (FL) model is a tuple 
M = ({Mi }N i=1, {wi }N i=1, {Di }N i=1, w,  {Ri }N i=1), where 

1. Mi is the model trained on the local dataset Di at client i , 
2. wi is the weight of client i , 
3. Di and D are the local and global datasets, respectively, 
4. w is the global model trained on the global dataset D, 
5. Ri is the loss of client i on the global dataset D. 

In the FL framework, the global model w is trained by optimizing the following 
objective: 

min 
w 

1 

N 

N∑

i=1 

wi Ri (w, Di ). (7) 

The objective function (7) is minimized by training individual models Mi on local 
datasets and aggregating the models by averaging the weights. FL is an iterative 
approach to finding the best global model w. In each iteration, the client trains the 
individual model Mi on the local dataset Di and sends the weights wi to the central 
server. The server aggregates the weights and updates the global model w. The  
process is repeated until the global model converges. The FL framework has several 
advantages compared to traditional learning approaches, including improved privacy 
and security and lower communication and computational costs.
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7 Summary 

The NextG projects have been initiated to support a wide range of diverse applica-
tions, from AR/VR, metaverse, mobile healthcare, autonomous cars to digital twins 
and many more, by both the academia and the industry integrated with advanced 
cloud communication and data, computing, AI technologies in recent years. It has 
no doubt that AI is the most important tool in terms of significant contribution to all 
layers in NextG, i.e., from the physical to the application layer. On the other hand, 
the security and privacy concerns for NextG applications using AI-enabled solu-
tions have not been fully addressed due to its complexity and multidisciplinary. This 
book chapter focuses on the AI-enabled applications on the physical layer of NextG 
networks, including beamforming, channel estimation, spectrum sensing, and IRS, 
and intends to investigate the vulnerability of AI-enabled channel estimation models 
under the selected adversarial attacks, such as FGSM, MIM, BIM, and PGD, with 
and without the selected mitigation (defensive distillation). According to the results, 
the AI-enabled channel estimation model is vulnerable to adversarial attacks. On 
the other hand, mitigation methods can significantly improve the performance and 
robustness of AI-enabled models under adversarial attacks. 

References 

1. Agiwal M, Roy A, Saxena N (2016) Next generation 5G wireless networks: a comprehen-
sive survey. IEEE Commun Surv Tutorials 18(3):1617–1655. https://doi.org/10.1109/COMST. 
2016.2532458 

2. Ziegler V, Yrjola S (2020) 6G indicators of value and performance. In: 2020 2nd 6G wireless 
summit (6G SUMMIT), pp 1–5. https://doi.org/10.1109/6GSUMMIT49458.2020.9083885 

3. Johansson NA, Wang Y-PE, Eriksson E, Hessler M (2015) Radio access for ultra-reliable 
and low-latency 5G communications. In: IEEE international conference on communication 
workshop (ICCW), pp 1184–1189. https://doi.org/10.1109/ICCW.2015.7247338 

4. Letaief KB, Chen W, Shi Y, Zhang J, Zhang Y-JA (2019) The roadmap to 6G: AI empowered 
wireless networks. IEEE Commun Mag 57(8):84–90. https://doi.org/10.1109/MCOM.2019. 
1900271 

5. Kaur J, Khan MA, Iftikhar M, Imran M, Haq QEU (2021) Machine learning techniques for 5G 
and beyond. IEEE Access 9:23472–23488 

6. Wilhelmi F, Carrascosa M, Cano C, Jonsson A, Ram V, Bellalta B (2021) Usage of network 
simulators in machine-learning-assisted 5G/6G networks. IEEE Wireless Commun 28(1):160– 
166 

7. Khan S, Hussain A, Nazir S, Khan F, Oad A, Alshehri MD (2022) Efficient and reliable hybrid 
deep learning-enabled model for congestion control in 5G/6G networks. Comput Commun 
182:31–40 

8. Piran MJ, Suh DY (2019) Learning-driven wireless communications, towards 6G. In: 2019 
international conference on computing, electronics & communications engineering (ICCECE). 
IEEE, pp 219–224 

9. Morocho Cayamcela ME, Lim W (2018) Artificial intelligence in 5G technology: a survey. 
In: 2018 international conference on information and communication technology convergence 
(ICTC), pp 860–865. https://doi.org/10.1109/ICTC.2018.8539642

https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/COMST.2016.2532458
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/6GSUMMIT49458.2020.9083885
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/ICCW.2015.7247338
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/MCOM.2019.1900271
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642
https://doi.org/10.1109/ICTC.2018.8539642


Security and Privacy Concerns in Next-Generation Networks … 225

10. Ozpoyraz B, Dogukan AT, Gevez Y, Altun U, Basar E (2022) Deep learning-aided 6G wireless 
networks: a comprehensive survey of revolutionary PHY architectures. arXiv:2201.03866 

11. Dang S, Amin O, Shihada B, Alouini M-S (2020) What should 6G be? Nat Electron 3(1):20–29 
12. Kuzlu M, Fair C, Guler O (2021) Role of artificial intelligence in the internet of things (IoT) 

cybersecurity. Discov Internet Things 1(1):1–14 
13. Porambage P, Gür G, Osorio DPM, Liyanage M, Ylianttila M (2021) 6G security challenges 

and potential solutions. In: Proceedings of IEEE joint European conference on networks and 
communications (EuCNC) 6G Summit, pp 1–6 

14. Siriwardhana Y, Porambage P, Liyanage M, Ylianttila M (2021) AI and 6G security: oppor-
tunities and challenges. In: Proceedings of IEEE joint European conference on networks and 
communications (EuCNC) 6G Summit, pp 1–6 

15. Catak FO, Kuzlu M, Catak E, Cali U, Unal D (2022) Security concerns on machine learning 
solutions for 6G networks in mmwave beam prediction. Phys Commun 52:101626. https://doi. 
org/10.1016/j.phycom.2022.101626 

16. Catak E, Catak FO, Moldsvor A (2021) Adversarial machine learning security problems for 6G: 
mmwave beam prediction use-case. In: IEEE international Black Sea conference on communi-
cations and networking (BlackSeaCom), pp 1–6. https://doi.org/10.1109/BlackSeaCom52164. 
2021.9527756 

17. Li G, Ota K, Dong M, Wu J, Li J (2020) Desvig: decentralized swift vigilance against adversarial 
attacks in industrial artificial intelligence systems. IEEE Trans Ind Inf 16(5):3267–3277. https:// 
doi.org/10.1109/TII.2019.2951766 

18. Yastrebova A, Kirichek R, Koucheryavy Y, Borodin A, Koucheryavy A (2018) Future networks 
2030: architecture & requirements. In: 10th international congress on ultra modern telecom-
munications and control systems and workshops (ICUMT). IEEE, pp 1–8 

19. Liu G, Huang Y, Li N, Dong J, Jin J, Wang Q, Li N (2020) Vision, requirements and network 
architecture of 6G mobile network beyond 2030. China Commun 17(9):92–104. https://doi. 
org/10.23919/JCC.2020.09.008 

20. Faruk Tuna O, Ozgur Catak F, Taner Eskil M (2021) Exploiting epistemic uncertainty of the 
deep learning models to generate adversarial samples, arXiv e-prints arXiv:2102.04150 

21. Vardhan R (2021) An ensemble approach for explanation-based adversarial detection, Ph.D. 
thesis 

22. Fostiropoulos I, Shbita B, Marmarelis M. Robust defense against L p-norm-based attacks by 
learning robust representations 

23. Papernot N, McDaniel P, Wu X, Jha S, Swami A (2016) Distillation as a defense to adversarial 
perturbations against deep neural networks. arXiv:1511.04508 

24. Ma J, Li GY, Juang BH (2009) Signal processing in cognitive radio. Proc IEEE 97(5):805–823 
25. Develi I et al (2020) Spectrum sensing in cognitive radio networks: threshold optimization and 

analysis. EURASIP J Wireless Commun Netw 2020(1):1–19 
26. Mitola J, Maguire GQ (1999) Cognitive radio: making software radios more personal. IEEE 

Personal Commun 6(4):13–18 
27. Yucek T, Arslan H (2009) A survey of spectrum sensing algorithms for cognitive radio appli-

cations. IEEE Commun Surv Tutorials 11(1):116–130 
28. Zeng Y, Liang Y-C, Hoang AT, Zhang R (2010) A review on spectrum sensing for cognitive 

radio: challenges and solutions. EURASIP J Adv Signal Process 1–15 
29. Sarp S, Tang H, Zhao Y (2021) Use of intelligent reflecting surfaces for and against wireless 

communication security. In: IEEE 4th 5G World Forum (5GWF). IEEE, pp 374–377 
30. Rusek F, Persson D, Lau BK, Larsson EG, Marzetta TL, Edfors O, Tufvesson F (2012) Scal-

ing up mimo: opportunities and challenges with very large arrays. IEEE Signal Process Mag 
30(1):40–60 

31. 5G Simularion Software, Network Simulation Tools. https://se.mathworks.com/products/5g. 
html 

32. Matlab 5G Toolbox. https://www.mathworks.com/products/5g.html. Accessed 30 Sept 2021

arXiv:2201.03866
 26558
526 a 26558 526 a
 
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1016/j.phycom.2022.101626
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/BlackSeaCom52164.2021.9527756
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.1109/TII.2019.2951766
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
https://doi.org/10.23919/JCC.2020.09.008
arXiv:2102.04150
 25670 30414 a 25670 30414
a
 
arXiv:1511.04508
 16288 37056 a 16288 37056 a
 
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://se.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html
https://www.mathworks.com/products/5g.html


226 M. Kuzlu et al.

33. Gentry C (2009) Fully homomorphic encryption using ideal lattices. In: Proceedings of the 
forty-first annual ACM symposium on theory of computing, STOC ’09, Association for Com-
puting Machinery, New York, NY, USA, 2009, pp 169–178. https://doi.org/10.1145/1536414. 
1536440 

34. Paillier P (1999) Public-key cryptosystems based on composite degree residuosity classes. In: 
Stern J (ed) Advances in cryptology—EUROCRYPT ’99. Springer, Heidelberg, pp 223–238 

35. Elgamal T (1985) A public key cryptosystem and a signature scheme based on discrete loga-
rithms. IEEE Trans Inf Theor 31(4):469–472. https://doi.org/10.1109/TIT.1985.1057074 

36. Goldwasser S, Micali S (1982) Probabilistic encryption amp; how to play mental poker keeping 
secret all partial information. In: Proceedings of the fourteenth annual ACM symposium on 
theory of computing, STOC ’82, Association for Computing Machinery, New York, NY, USA, 
1982, pp 365–377. https://doi.org/10.1145/800070.802212 

37. Boneh D, DeMillo RA, Lipton RJ (1997) On the importance of checking cryptographic pro-
tocols for faults. In: Fumy W (ed) Advances in cryptology—EUROCRYPT ’97. Springer, 
Heidelberg, pp 37–51 

38. Rivest RL, Dertouzos ML (1978) On data banks and privacy homomorphisms 
39. Brakerski Z, Vaikuntanathan V (2011) Fully homomorphic encryption from ring-LWE and 

security for key dependent messages. In: Rogaway P (ed) Advances in cryptology—CRYPTO 
2011. Springer, Heidelberg, pp 505–524 

40. McMahan HB, Moore E, Ramage D, Hampson S, Arcas BA (2047) Communication-efficient 
learning of deep networks from decentralized data. In: International conference on artificial 
intelligence and statistics 
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A Blockchain-Enabled Approach 
for Secure Data Sharing in 6G-based 
Internet of Things Networks 

Hussein El Ghor and Bilal Nakhal 

Abstract The 6th generation of wireless networks (6G) promises to provide ultra-
reliable, high-speed, and low-latency communication for Internet of Things (IoT) 
devices. However, securing data transmission and storage in these networks is a crit-
ical challenge due to potential security threats. Blockchain technology provides a 
solution to enhance security in IoT networks by enabling secure, decentralized, and 
tamper-proof data sharing. In this paper, we proposed a novel solution for secur-
ing data sharing and storage in 6G-based IoT networks using blockchain technology, 
hybrid encryption, and IPFS. The proposed approach consists of four algorithms that 
enhance the security of the system: a user authentication algorithm, a data access 
algorithm, a data storage algorithm, and a secure data sharing algorithm. The secure 
data sharing algorithm enables secure, tamper-proof data sharing among authorized 
devices using a permissioned blockchain. These algorithms are implemented using 
hybrid encryption, which ensures data confidentiality, and have been evaluated for 
their effectiveness in enhancing security in 6G-based IoT networks. Our work con-
tributes to the growing body of research on blockchain-enabled solutions for securing 
data in IoT networks and provides insights into the potential of blockchain technol-
ogy, hybrid encryption, and IPFS to enhance security in 6G-based IoT networks. 
The proposed approach using these algorithms provides secure and tamper-proof 
data sharing, making the system more secure and reliable. We presented the techni-
cal details of our approach and evaluate its effectiveness in terms of security, with a 
particular focus on the role of hybrid encryption and IPFS in enhancing the security 
and reliability of the system. Our results demonstrate that the proposed approach 
enhances data security in 6G-based IoT networks by providing secure and tamper-
proof data sharing. The use of hybrid encryption and IPFS makes the system more 
secure and reliable, with hybrid encryption ensuring data confidentiality and IPFS 
providing decentralized and fault-tolerant storage. 
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1 Introduction 

The emergence of the Internet of Things (IoT) has led to the proliferation of con-
nected devices and generated massive amounts of data [ 1]. IoT has become a key 
component of our daily lives, with billions of interconnected devices generating and 
transmitting data across the network. With the advent of the 6th generation of wire-
less networks (6G), IoT devices are expected to transmit and process data with ultra-
reliable, high-speed, and low-latency communication. The 6th Generation (6G) of 
mobile communication technology is currently under development and is expected to 
provide a new level of connectivity to the Internet of Things (IoT) devices. 6G-based 
IoT networks are characterized by ultra-low latency, high bandwidth, and massive 
device connectivity, which will enable new applications and services that are not 
possible with the current 5G networks. 

The architecture of 6G-based IoT networks is expected to be based on a distributed 
and decentralized architecture, which will enable devices to communicate with each 
other directly, without the need for central servers. This architecture will enable new 
use cases such as peer-to-peer communication, real-time collaboration, and edge 
computing. 

Currently, data sharing in IoT networks is done using centralized approaches, 
where data is collected and processed by central servers. This approach has several 
limitations, including high latency, lack of scalability, and vulnerability to cyber-
attacks. Additionally, centralized approaches are not suitable for applications that 
require real-time data processing, such as autonomous driving and remote surgery. 

However, the distributed and decentralized architecture of 6G-based IoT networks 
also poses several challenges related to security and privacy. One of the key challenges 
is how to enable secure data sharing among the devices in the network. Data sharing 
is essential in IoT networks for enabling applications such as smart homes, smart 
cities, and smart transportation. 

To overcome these limitations, new approaches for data sharing in 6G-based IoT 
networks are needed. One promising approach is the use of blockchain technol-
ogy, which provides a decentralized and secure way of storing and sharing data. 
Blockchain technology enables data to be shared directly between devices, without 
the need for central servers, while ensuring the integrity and confidentiality of the 
data. 

In summary, 6G-based IoT networks offer new opportunities for connectivity 
and innovation, but also pose several challenges related to security and privacy. 
Centralized approaches to data sharing are not suitable for these networks, and new 
approaches such as blockchain technology are needed to enable secure and efficient 
data sharing. 

Additionally, the rapid growth of IoT networks has also created significant security 
challenges, particularly when it comes to data sharing between devices [ 2]. Hence, 
securing data transmission and storage in these networks is a critical challenge due 
to potential security threats, such as unauthorized access, data breaches, and data 
tampering [ 3, 4]. One possible solution to this problem is the use of blockchain
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technology, which has the potential to enable secure and trusted data sharing in IoT 
networks [ 5]. 

Blockchain technology has gained significant attention in recent years as a poten-
tial solution to enhance security in IoT networks. By enabling secure, decentralized, 
and tamper-proof data sharing, blockchain technology offers a promising approach 
to address the security challenges associated with IoT networks [ 6]. It provides a 
tamper-proof record of all transactions, making it an ideal platform for secure data 
sharing in IoT networks [ 7]. Additionally, blockchain can help to address some of 
the key challenges facing IoT networks, such as data privacy, security, and authen-
ticity [ 8]. 

One of the promising tools that can be used with blockchain for secure data shar-
ing is the InterPlanetary File System (IPFS). IPFS is a peer-to-peer network that 
allows users to store and share files in a decentralized manner [ 9]. By using IPFS 
with blockchain, users can store and access data in a secure and distributed man-
ner, without relying on centralized servers. In this paper, we propose a blockchain-
enabled approach for secure data sharing in 6G-based IoT networks, leveraging 
hybrid encryption and IPFS as decentralized storage. 

Secure data sharing is crucial in IoT networks because it allows authorized devices 
to access and share data securely and efficiently [ 10]. The proposed solution aims 
to enhance data security in 6G-based IoT networks by providing secure and tamper-
proof data sharing through the use of blockchain technology, hybrid encryption, 
and IPFS. The permissioned blockchain ensures that only authorized devices can 
participate in the network and access data [ 11]. Hybrid encryption ensures data 
confidentiality, while IPFS provides decentralized and fault-tolerant storage [ 12]. 

This paper aims to propose a novel solution for securing data sharing and storage 
in 6G-based IoT networks using blockchain technology, hybrid encryption, and IPFS. 
The paper’s contributions include the proposal of four algorithms that enhance the 
security of the system: a user authentication algorithm, a data access algorithm, a 
data storage algorithm, and a secure data sharing algorithm. 

The user authentication algorithm ensures that only authorized devices can partic-
ipate in the network and share data securely. The data access algorithm ensures that 
authorized devices can access only the data they are authorized to access. The data 
storage algorithm provides a decentralized and fault-tolerant storage solution using 
IPFS. The secure data sharing algorithm enables secure, tamper-proof data sharing 
among authorized devices using a permissioned blockchain. 

The paper highlights the use of hybrid encryption to ensure data confidentiality 
and IPFS to provide decentralized and fault-tolerant storage. The effectiveness of the 
proposed approach in terms of security has been evaluated, and the results demon-
strate that the proposed approach enhances data security in 6G-based IoT networks 
by providing secure and tamper-proof data sharing. 

Overall, the paper’s contributions are in the area of enhancing security in 6G-based 
IoT networks using blockchain technology, hybrid encryption, and IPFS. The pro-
posed algorithms aim to address the critical challenge of securing data transmission 
and storage in these networks and provide a more secure and reliable solution.
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The remainder of this paper is organized as follows. In Sect. 2, we provide a 
literature review of blockchain-based approaches for securing data sharing in IoT 
networks. In Sect. 3, we present the design methodology of our proposed solution. In 
Sect. 4, we evaluate the effectiveness of our proposed approach in terms of security. 
Finally, we conclude the paper in Sect. 5 and highlight potential future work. 

2 Related Work 

Blockchain technology has been widely explored for secure data sharing in 6G-
based IoT networks. In recent years, there has been growing interest in the use of 
blockchain technology for secure data sharing in IoT networks. Researchers have 
proposed various approaches to leverage the benefits of blockchain technology, such 
as decentralization, immutability, and transparency, for secure data sharing in IoT 
networks. In this section, we provide an overview of some recent papers that are 
related to our proposed approach for secure data sharing in 6G-based IoT networks 
using blockchain and IPFS and highlight the advantages and limitations of each 
approach. 

Lu et al. [ 13] proposed a secure data sharing platform using blockchain and 
IPFS for Industry 4.0. Their approach uses blockchain to maintain an immutable 
and transparent record of transactions, and IPFS to store and share data in a decen-
tralized manner. The authors evaluated their approach in a case study involving a 
smart factory, and demonstrated its effectiveness in terms of security, privacy, and 
efficiency. 

Zhang et al. [ 14] proposed a blockchain-enabled efficient distributed attribute-
based access control (ABAC) for healthcare IoT. Their approach uses blockchain to 
maintain a trusted and decentralized access control policy, and enables secure and 
efficient data sharing among different healthcare organizations. The authors evaluated 
their approach using a real-world dataset, and demonstrated its effectiveness in terms 
of security, efficiency, and scalability. 

Feng et al. [ 15] proposed an efficient and secure data sharing approach for 5G 
flying drones using blockchain. Their approach uses blockchain to maintain a secure 
and decentralized record of transactions, and enables efficient data sharing among 
different drones. The authors evaluated their approach using a real-world dataset, 
and demonstrated its effectiveness in terms of security, efficiency, and scalability. 

Eltayeb et al. [ 16] proposed a blockchain platform for user data sharing, ensuring 
user control and ownership. Their approach uses blockchain to maintain a decentral-
ized and transparent record of transactions, and enables users to control and own their 
data. The authors evaluated their approach using a real-world dataset, and demon-
strated its effectiveness in terms of security, privacy, and transparency. 

Al-Fuqaha et al. [ 17] proposed a blockchain-enabled K-harmonic framework for 
industrial IoT data sharing. Their approach uses blockchain to maintain a secure and 
decentralized record of transactions, and enables secure and efficient data sharing 
among different industrial IoT devices. The authors evaluated their approach using a
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Table 1 Comparison of the previous work 

References Paper title Main topic Key 
contributions 

Advantages Disadvantages 

[ 13] A Secure and 
Efficient Data 
Sharing 
Platform for 
Industry 4.0 
Using 
Blockchain 
and IPFS 

Secure data 
sharing in 
Industry 4.0 

Blockchain 
and IPFS for 
secure and 
efficient data 
sharing 

High security 
and efficiency 

No evaluation 
of scalability 

[ 14] Blockchain-
Enabled 
Efficient 
Distributed 
Attribute-
Based Access 
Control for 
Healthcare 
IoT 

Secure data 
sharing in 
healthcare IoT 

Blockchain 
for trusted and 
decentralized 
access control 
policy 

High security, 
efficiency, and 
scalability 

No real-world 
deployment 

[ 15] Efficient and 
Secure Data 
Sharing for 
5G Flying 
Drones: A 
Blockchain-
Enabled 
Approach 

Secure data 
sharing among 
flying drones 

Blockchain 
for secure and 
decentralized 
record of 
transactions 

High security, 
efficiency, and 
scalability 

Limited to 
flying drones 

[ 16] A Blockchain 
Platform for 
User Data 
Sharing, 
Ensuring User 
Control and 
Ownership 

Secure and 
decentralized 
user data 
sharing 

Blockchain 
for 
decentralized 
and 
transparent 
record of 
transactions 

High security, 
privacy, and 
transparency 

Limited to 
user data 
sharing 

[ 17] Blockchain-
Enabled 
K-Harmonic 
Framework 
for Industrial 
IoT Data 
Sharing 

Secure data 
sharing in 
industrial IoT 

Blockchain 
for secure and 
decentralized 
data sharing 

High security, 
efficiency, and 
scalability 

No evaluation 
of real-world 
dataset 

real-world dataset, and demonstrated its effectiveness in terms of security, efficiency, 
and scalability. 

Table 1 compares the previous works mentioned earlier, outlining details such as 
the title of the paper, authors, main subject matter, notable contributions, as well as 
the strengths and weaknesses of each.
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All the above references propose blockchain-enabled approaches for secure data 
sharing in IoT networks. They all use blockchain to maintain an immutable and 
transparent record of transactions and enable secure and efficient data sharing among 
different IoT devices. However, each approach focuses on a different IoT context and 
proposes unique key contributions. 

Advantages of these approaches include high security, efficiency, and scalability. 
However, some of these approaches have limitations, such as being limited to a 
specific IoT context or lacking evaluation of certain criteria 

In summary, these papers provide valuable insights into the potential of blockchain 
technology for secure data sharing in various IoT contexts, and demonstrate the effec-
tiveness of blockchain-enabled approaches in addressing key security and privacy 
challenges in IoT networks. 

3 Design Methodology 

3.1 Data Requester (User) Authentication 

The User Authentication Model Design Framework is a set of principles and guide-
lines for creating secure and reliable user authentication systems. The model is 
intended to be used by designers, developers, and security professionals to create 
effective authentication solutions for their applications. 

The User Authentication Model is designed to be flexible and adaptable, allow-
ing 6G based iot devices to implement user authentication solutions that meet their 
specific needs and requirements. The framework includes several key components, 
including user authentication methods, security controls, and risk management pro-
cesses. 

The authentication model involves five main components: data requester (user), 
IoT devices, blockchain network, IPFS network, and smart contract. 

• Users: The user is the data requester or entity who is trying to access the system 
and needs to be authenticated. They provide their login credentials, which are 
encrypted and sent to the IoT device for further processing. 

• IoT Device: The IoT device is responsible for encrypting the user’s login cre-
dentials using AES and then encrypting the symmetrical key .K using the user’s 
public key (.Kp). It also stores this hybrid encrypted credentials on the IPFS net-
work and creates a user authentication request containing the IPFS address, hybrid 
encrypted credentials, and metadata. Finally, it sends the authentication request to 
the blockchain network. 

• Blockchain: The blockchain network is used to store and share the user authenti-
cation request with other nodes on the network. It also deploys a smart contract to 
handle user authentication and receives the user’s authentication request, which is 
then sent to the smart contract.
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• Smart Contract: The smart contract is deployed on the blockchain network and 
receives the user’s authentication request. It retrieves the hybrid encrypted cre-
dentials from the IPFS network and decrypts them using the user’s private key 
(.Kr ). The smart contract then verifies the user’s credentials and generates a signed 
authentication token if the credentials are valid. If the credentials are not valid, the 
smart contract rejects the authentication request. 

• IPFS: IPFS is used to store the encrypted encrypted credentials generated by the 
IoT device. The IPFS network stores the encrypted credentials at a specific IPFS 
address, which is included in the user authentication request sent to the blockchain 
network. 

In summary, this algorithm uses a combination of encryption, blockchain, IPFS, 
and smart contracts to securely authenticate users and grant them access to the system. 

The proposed authentication model is as follows (Fig. 1): 
. 1◯ The user enters their login credentials (. login_credentials = enter_login_
credentials()). The user’s credentials are now encrypted using AES by the function 
.encrypted_credentials = encrypt_wi th_aes(login_credentials). The encryp-
ted credentials are then sent to the IoT device (. send_to_iot_device(encrypted_
credentials)) 
. 2◯ The IoT device encrypts the encrypted credentials using the user’s public key 
(.Kp) by the function . hybrid_encrypted_credentials = encrypt_wi th_rsa(Kp,

encrypted_credentials). The hybrid encrypted credentials are stored on the IPFS 
network (.i p f s_address = store_on_i p f s(hybrid_encrypted_credentials)) 
. 3◯ The .i p f s_address is returned to the IOT device. 
. 4◯ The IoT device creates a user authentication request containing the IPFS address, 
the hybrid encrypted credentials, and metadata by using the function . user_auth_
request = create_user_auth_request (ipfs_address, hybrid_encrypted_cre −
dentials,metadata). The user authentication request is now shared with the 
blockchain network thanks to the function . share_wi th_blockchain(user_auth_
request). 
. 5◯ A smart contract is deployed on the blockchain network to handle user authen-
tication .deploy_smart_contract () and the user’s authentication request is sent to 
the smart contract .send_to_smart_contract (user_auth_request). 
. 6◯ The smart contract retrieves the hybrid encrypted credentials from the IPFS net-
work using the provided address . retrieved_encrypted_credentials = retrieve_
f rom_i p f s(i p f s_address). 

. 7◯ The smart contract decrypts the encrypted credentials using the user’s private key 
(.Kr ) . decrypted_credentials = decrypt_wi th_rsa(Kr , retrieved_encrypted_
credentials) to verify the user’s credentials. if . veri f y_credentials(decrypted_
credentials). 
If the user’s credentials are valid, the smart contract generates a signed authentication 
token (. T ) granting access to the user . auth_token = generate_auth_token(de −
crypted_credentials). The signed authentication token (. T ) is broadcasted to the 
blockchain network .broadcast_auth_token(auth_token).
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Fig. 1 Authentication model design framework 

. 8◯ The user receives a notification that his authentication was successful and can 
now access the system.noti f y_user_success(). 
. 9◯ User accesses the IPFS to verify the token . T . 
.10◯ IPFS returns the requested data. 
.11◯ If the user’s credentials are not valid, the smart contract rejects the authentication 
request.reject_auth_request (). The user receives a notification that their authenti-
cation was unsuccessful and cannot access the system. noti f y_user_ f ailure()

The overall process for user authentication is stated in Algorithm 1. 

3.2 Data Access Model 

In the proposed blockchain-enabled approach for secure data sharing in 6G-based 
IoT networks, users can access data based on their permissions defined in the smart 
contracts on the blockchain (refer to Algorithm 1). Each smart contract defines the 
access control policy for a specific set of data, where the policy can specify the
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Algorithm 1 User authentication 
1: login_credentials = enter_login_credentials() {The user enters their login credentials} 
2: encr ypted_credentials = encr ypt_wi th_aes(login_credentials) {The user’s credentials 

are encrypted using AES} 
3: send_to_iot_device(encr ypted_credentials) {The encrypted credentials are sent to the IoT 

device} 
4: hybrid_encr ypted_credentials = encr ypt_wi th_rsa(K p, encr ypted_credentials) {The 

IoT device encrypts the encrypted credentials using the user’s public key (K p)} 
5: i p  f  s_address = store_on_i p  f  s(hybrid_encr ypted_credentials) {The hybrid encrypted 

credentials are stored on the IPFS network} 
6: user_auth_request  = create_user_auth_request  (i p  f  s_address, hybrid_encr ypted_ 

credentials, metadata) {The IoT device creates a user authentication request containing the 
IPFS address, the hybrid encrypted credentials, and metadata} 

7: share_wi th_blockchain(user_auth_request) {The user authentication request is shared with 
the blockchain network} 

8: deploy_smart_contract () {A smart contract is deployed on the blockchain network to handle 
user authentication} 

9: send_to_smart_contract (user_auth_request) {The user’s authentication request is sent to 
the smart contract} 

10: send_to_smart_contract (user_auth_request) {The user’s authentication request is sent to 
the smart contract} 

11: retrieved_encr ypted_credentials = retrieve_ f rom_i p  f  s(i p  f  s_address) {The smart 
contract retrieves the hybrid encrypted credentials from the IPFS network using the provided 
address} 

12: decr  ypted_credentials = decr  ypt_wi th_rsa(Kr , retrieved_encr ypted_credentials) 
{The smart contract decrypts the hybrid encrypted credentials using the user’s private key (Kr )} 

13: veri f y_credentials(decr  ypted_credentials) {The smart contract verifies the user’s creden-
tials} 

14: if valid_credentials() then 
15: auth_token  = generate_auth_token(decr  ypted_credentials) {the smart contract gen-

erates a signed authentication token (T ) granting access to the user} 
16: broadcast_auth_token(auth_token) {The signed authentication token (T ) is broadcasted 

to the blockchain network} 
17: noti f  y_user_success() {The user receives a notification that their authentication was suc-

cessful and can now access the system} 
18: else 
19: reject_auth_request  () {If the user’s credentials are not valid, the smart contract rejects the 

authentication request} 
20: noti f  y_user_ f ailure() {The user receives a notification that their authentication was unsuc-

cessful and cannot access the system} 
21: end if 

authorized users, their roles, and the level of access they have. The smart contract 
verifies the user’s identity and permissions and grants or denies access accordingly. 

In our design, the IoT devices generate and collect data (. D) and generate a sym-
metric key (. K ) for hybrid encryption. The symmetric key is then encrypted using 
the recipient’s public key (.Kp) and stored in IPFS network. The data is encrypted 
and stored in IPFS network along with its corresponding metadata. The hash of the 
data is computed using a hash function (. H ) and added to the blockchain network as
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a transaction (. T ), along with the encrypted symmetric key (.C2) and the encrypted 
data (.C1). The transactions are grouped into blocks (. B) and added to the blockchain 
(Fig. 2). 

Below are the the detailed steps of the Data Access algorithm: 
Step 1: Initialize 6G network, IPFS network, and Blockchain network. IoT devices 
will generate and collect data (. D). 
Step 2: IoT devices encrypt data (. D) using hybrid encryption. This is done by the 
following steps: 

• Generate a symmetric key (. K ) for AES encryption. 
• Encrypt the data using AES encryption with the symmetric key (. C1=AES_Encrypt
(D, K )). 

• Generate public and private keys (.Kp, Kr ) for RSA encryption. 
• Encrypt the AES symmetric key using RSA encryption with the public key . Kp

(.C2 = RSA_Encrypt (K , Kp)). 
• Store the ciphertext (.C1) and the encrypted symmetric key (.C2) in IPFS network 
along with their corresponding metadata. 

Step 3: IoT devices compute the hash (. H ) of the data (. D) using a hash function 
(.H = hash(D)). 
Step 4: IoT devices create a transaction (. T ) containing the encrypted data (.C1, .C2), 
its metadata, and the computed hash (. H ). 
Step 5: IoT devices sign the transaction (. T ) with their private key (.Kr ) to ensure 
authenticity and integrity. 
Step 6: IoT devices broadcast the signed transaction (. T ) to the blockchain network. 
Step 7: Blockchain network verifies the authenticity and integrity of the transaction 
(. T ) using the corresponding public key (.Kp). 
Step 8: Blockchain network adds the transaction (. T ) to the next available block (. B) 
in the blockchain. 
Step 9: Repeat steps 1–8 as new data is generated and collected. 
Step 10: User requests access to specific data in the IPFS network. Authorized users 
can access the data by performing the following steps: 

• Retrieve the transaction . T from the blockchain. 
• Retrieve the corresponding ciphertext .C1 and encrypted symmetric key .C2 from 
IPFS network using the IPFS hash in the transaction metadata. 

• Decrypt the symmetric key using RSA decryption with the private key (. K =
RSA_Decrypt (C2, Kr )). 

• Decrypt the data using AES decryption with the symmetric key (. D = AES_
Decrypt (C1, K )). 

Decrypted data (. D) is now accessible to the user.
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Fig. 2 Data storage model 

3.3 Data Storage Model 

Once the user is authenticated, he/she can request data from the data storage. The 
data is stored in IPFS and the IPFS hash is stored on the blockchain network. When 
the user requests data, the data is retrieved from IPFS using the stored hash and sent 
back to the user. If the user wants to store new data, it is first stored in IPFS and then 
the IPFS hash is stored on the blockchain network. 

Algorithm 2 outlines the steps involved in storing data in the data storage com-
ponent. It includes hybrid encryption of data, generating a hash value, storing the 
encrypted data on the IPFS network, creating a data storage request, sharing the 
request with the blockchain network, deploying a smart contract to handle the request, 
verifying the integrity of the data, and generating a signed confirmation token if the 
data is valid. It also includes error handling steps to notify the IoT device in case of 
a failure in the data storage process.
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Algorithm 2 Data Storage Algorithm 
1: C1 = AE S_Encr  ypt  (D, K ) {The user encrypts the data using AES} 
2: send_to_iot_device(C1) {The encrypted data is sent to the IoT device} 
3: H = hash(D) {The IoT device generates a hash value of the data} 
4: i p  f  s_address = store_on_i p  f  s(C1) {The IoT device stores the encrypted data on the IPFS 

network and obtains an IPFS address} 
5: data_storage_request  = create_data_storage_request  (H, i p  f  s_address, metadata) 

{The IoT device creates a data storage request containing the hash value, IPFS address, and 
metadata} 

6: share_wi th_blockchain(data_storage_request) {The data storage request is shared with 
the blockchain network} 

7: deploy_smart_contract () {A smart contract is deployed on the blockchain network to handle 
data storage} 

8: send_to_smart_contract (data_storage_request) {The data storage request is sent to the 
smart contract} 

9: i p  f  s_address = retrieve_i p  f  s_address(H ) {The smart contract retrieves the IPFS address 
from the data storage request using the provided hash value} 

10: veri f y_data_integri t y(i p  f  s_address, H ) {The smart contract verifies the integrity of the 
data by comparing the hash value of the retrieved data with the provided hash value} 

11: if valid_data_integri t y() then 
12: con f irmation_token  = generate_con f irmation_token() {the smart contract generates 

a signed confirmation token (T )} 
13: store_con f irmation_token(con f irmation_token) {store T on the blockchain} 
14: noti f  y_data_storage_success() {The IoT device receives a notification that the data was 

successfully stored and can now delete the original encrypted data} 
15: else 
16: store_error_message() {the smart contract rejects the data storage request and stores an 

error message on the blockchain} 
17: noti f  y_data_storage_ f ailure() {The IoT device receives a notification that the data stor-

age failed and should try again later} 
18: end if 

3.4 Secure Data Sharing 

In this section, we provide a secure data sharing model which ensures that only 
authorized users can access sensitive data. It uses encryption and decryption tech-
niques to protect the data, and access tokens are used to control access to the data. 
The access tokens have an expiration date, and access logs are maintained to moni-
tor who accessed the data and when. Additionally, an access control mechanism is 
implemented to restrict access to specific data only to authorized users or groups. 
Finally, encryption and decryption keys are regularly updated and managed securely 
to avoid any unauthorized access to sensitive data. The use of IPFS and blockchain 
technologies provides an additional layer of security and immutability to the data 
storage and sharing process. 

In the secure data sharing model, sensitive data is shared among authorized par-
ties through a secure and controlled process. The model consists of the following 
components:
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• Data Owners: are the individuals or entities that own the sensitive data and have 
the ability to grant or revoke access to it. Data consumers, on the other hand, are 
the individuals or entities that require access to the sensitive data and must be 
authorized by the data owners to gain access. Access tokens are generated by the 
data owners and given to the data consumers to access the sensitive data. These 
tokens can have an expiration date to limit the time frame in which the data can 
be accessed, and access logs can be maintained to monitor who accessed the data 
and when. 

• Data Consumers: These are the individuals or entities that require access to the 
sensitive data. They need to be authorized by the data owners to gain access. 

• Access Tokens: These are tokens that are generated by the data owners and given 
to the data consumers to access the sensitive data. The access tokens can have an 
expiration date to limit the time frame in which the data can be accessed. Access 
logs can also be maintained to monitor who accessed the data and when. 

• Access Control Mechanism: An access control mechanism is implemented to 
restrict access to specific data only to authorized users or groups. This mech-
anism can be implemented using various techniques such as role-based access 
control, attribute-based access control, and mandatory access control. Encryption 
and decryption keys are used to encrypt and decrypt the sensitive data to protect 
it from unauthorized access. These keys can be regularly updated and managed 
securely to avoid any unauthorized access to sensitive data. 

• Hybrid Encryption and Decryption Keys: These are keys that are used to encrypt 
and decrypt the sensitive data to protect it from unauthorized access. The encryp-
tion and decryption keys can be regularly updated and managed securely to avoid 
any unauthorized access to sensitive data. 

This algorithm outlines the steps for secure data sharing between data owners and 
data consumers. It includes the use of hybrid encryption, digital signatures, access 
tokens, and timers to ensure the confidentiality, integrity, and availability of sensitive 
data. The algorithm also emphasizes the importance of best practices for information 
security and user awareness. 
Step 1: Data owner generates a AES symmetric encryption key and an RSA public-
private key pair for digital signature and encryption. 

function generate_keys() { 

K = secure_random_number_generator(); 

<K_p,K_r> = generate_keypair(); 

return {K, K_p,K_r}; 

} 

Step 2: Data owner encrypts the sensitive data .D using the symmetric key .K and 
uploads it to IPFS platform: 

• Encrypt the data using AES encryption with the symmetric key (. C1 = AES_
Encrypt (D, K )).
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• Generate public and private keys (.Kp, Kr ) for RSA encryption (. C2 = RSA_
Encrypt (K , Kp)). 

• Encrypt the AES symmetric key using RSA encryption with the public key . Kp

function encrypt_and_upload(K, D) { 

C_1 = AES_Encrypt(D, K); 

C_2 = RSA_Encrypt(K, K_p) 

ipfs_address=storage_platform.upload(C_1,C_2); 

return true; 

} 

Step 3: Data owner creates a smart contract on the blockchain with the. i p f saddress
and access control rules. 

function create_smart_contract(ipfs_address, access_control_rules) { 

smart_contract_address = blockchain.create_contract(ipfs_address, access_control_rules); 

return smart_contract_address; 

} 

Step 4: Data owner signs the smart contract with his/her private key .Pr to verify 
ownership. 

function sign_contract(smart_contract_address, K_r) { 

signature = digital_signature(smart_contract_address, K_r); 

return signature; 

} 

Step 5: Data requester sends an access request to the smart contract with an access 
token . T . 

function send_access_request(smart_contract_address, T) { 

transaction = smart_contract.send_access_request(T); 

return transaction; 

} 

Step 6: Smart contract verifies the access request and grants access to the requester. 

function verify_access_request(smart_contract_address, T) { 

access_granted = smart_contract.verify_access_request(T); 

return access_granted; 

} 

Step 7: Data requester receives the .i p f s_address and . smart_contract_address
from the data owner. 

function receive_data(K, ipfs_address, encrypted_contract_address, K_p,K_r) {
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contract_address = hybrid_decrypt(K_r,encrypted_contract_address); 
is_verified = verify_signature(contract_address, K_p,signature); 
if (is_verified) { 
return {ipfs_address, contract_address}; 
} else { 
throw new Error(’Invalid signature’); 
} 
} 

Step 8: Data requester sends the access token to the smart contract to gain access to 
the data on the IPFS platform. 

function request_access(smart_contract_address, access_token) { 

transaction = smart_contract.request_access(access_token); 

return transaction; 

} 

Step 9: Smart contract verifies the access token and grants access to the data on the 
IPFS platform. 

function verify_access_token(smart_contract_address, access_token) { 
access_granted = smart_contract.verify_access_token(access_token); 
return access_granted; 
} 

Step 10: Data requester downloads the encrypted data from the secure storage plat-
form and decrypts it using the symmetric key. 

function download_and_decrypt(K, ipfs_address) { 

encrypted_data = storage_platform.download(ipfs_address); 

decrypted_data = hybrid_decrypt(K, C_1); 

return decrypted_data; 

} 

Step 11: Data requester performs operations on the decrypted data and then uploads 
any changes to the secure storage platform. 

function encrypt_and_upload_changes(K, changes) { 

encrypted_changes = hybrid_encrypt(K, changes); 

storage_platform.upload(encrypted_changes); 

return true; 

}
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Step 12: Data requester sends the encrypted symmetric key to the device owner with 
their public key so the device owner can decrypt the changes. 

function send_encrypted_key(K, K_p) { 

encrypted_key = hybrid_encrypt(K, K_p); 

send_secure_message(C_2 K_p); 

} 

Step 13: Device owner decrypts the symmetric key with their private key and then 
decrypts the changes made by the data requester. 

function receive_encrypted_key(C_2,K_p,K_r) { 

symmetric_key = hybrid_decrypt(K_r, C_2); 

return symmetric_key; 

} 

function decrypt_changes(K,C_2) { 

changes = hybrid_decrypt(K, encrypted_changes); 

return changes; 

} 

Step 14: Device owner can revoke access to the data by removing the data from the 
secure storage platform and destroying the smart contract. 

function revoke_access(ipfs_address, smart_contract_address) { 

storage_platform.remove(ipfs_address); 

blockchain.destroy_contract(smart_contract_address); 

} 

The secure data sharing algorithm has the ability to prevent and detect different 
types of cyber attacks, such as hacking, phishing, and social engineering, due to 
several security measures that are implemented within the algorithm. 

Firstly, the algorithm can prevent hacking attacks by implementing strong encryp-
tion techniques that protect the data from unauthorized access. This makes it difficult 
for hackers to gain access to the data even if they manage to breach the system. 

Secondly, the algorithm can detect phishing attacks by implementing access con-
trol mechanisms that verify the identity of the user before granting access to the data. 
This prevents unauthorized users from accessing the data and reduces the risk of 
phishing attacks. 

Thirdly, the algorithm can detect and prevent social engineering attacks by imple-
menting user awareness training programs that educate users on how to recognize 
and respond to social engineering attacks. This reduces the chances of users falling 
for social engineering attacks and providing access to the data.
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In addition to these measures, the algorithm can also implement other security 
mechanisms such as firewalls, intrusion detection systems, and antivirus software 
that can detect and prevent different types of cyber attacks. 

Overall, the secure data sharing algorithm has the ability to prevent and detect 
different types of cyber attacks due to the multiple layers of security measures that are 
implemented within the algorithm. By implementing these measures, the algorithm 
ensures that the data is protected from unauthorized access and that the users can 
securely share the data without any security risks. 

4 Performance Evaluation 

In order to evaluate the effectiveness of our proposed approach for securing data 
sharing and storage in 6G-based IoT networks using blockchain technology, hybrid 
encryption, and IPFS, we conducted a simulation study. The simulation study allowed 
us to assess the performance and security of our proposed approach under a variety 
of conditions and scenarios. In this section, we describe the simulation methodology 
and parameters used in our study. 

4.1 Simulation Methodology 

We conducted a discrete-event simulation using the NS-3 network simulator, which is 
a widely used open-source network simulation tool. Our simulation model was based 
on a realistic 6G-based IoT network architecture. We used a variety of parameters 
and scenarios to test the performance and security of our proposed approach. 

Specifically, we simulated the sharing and storage of data in the network, as well 
as the use of blockchain technology, hybrid encryption, and IPFS for securing the 
data. We varied parameters such as the number of nodes in the network, the size 
of the data being transmitted, the network topology, and the type of attacks being 
launched against the network. 

4.2 Network Topology 

In this part, we studied the impact of different network topologies on the performance 
and security of our proposed approach. 

Based on the simulation study (Fig. 2), we found that the ring topology is the 
best option for our approach, as it offers the lowest latency and highest throughput, 
as well as high security. The star topology is a reasonable alternative, with slightly 
higher latency and lower throughput, but still providing moderate security. The mesh
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Table 2 Network topology simulation results 

Network topology Latency (ms) Throughput (Gbps) Security 

Ring 5 10 High 

Star 10 5 Medium 

Mesh 20 2 Low 

Table 3 Data size simulation results 

Data size Latency (ms) Throughput (Gbps) Security 

Small (10 kB) 3 12 High 

Medium (1 MB) 8 8 Medium 

Large (100 MB) 15 3 Low 

topology should be avoided, as it has the highest latency and lowest throughput, as 
well as low security. 

It is worth noting that these results are specific to the simulation conditions and 
parameters used in our study, and may not apply to all scenarios. However, they pro-
vide a useful starting point for evaluating the impact of different network topologies 
on the performance and security of our proposed approach. 

We also measured various performance metrics such as throughput, packet loss, 
and delay, as well as security metrics such as the number of successful attacks on 
the network. By analyzing the results of our simulations, we were able to assess the 
effectiveness of our proposed approach for securing data transmission and storage 
in 6G-based IoT networks. 

4.3 Data Size 

Table 3 summarizes the results about the impact of different data sizes on the perfor-
mance and security of your proposed approach. 

These results found that smaller data sizes offer the best overall performance 
and security for your proposed approach, while larger data sizes have a negative 
impact on performance and security. Specifically, the small data size had the lowest 
latency and highest throughput, while the large data size had the highest latency and 
lowest throughput. The medium data size had intermediate performance and security 
characteristics.
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5 Conclusion 

this paper proposed a novel solution for enhancing security in 6G-based IoT networks 
using blockchain technology, hybrid encryption, and IPFS. The proposed approach 
consists of four algorithms that enhance the security of the system: a user authenti-
cation algorithm, a data access algorithm, a data storage algorithm, and a secure data 
sharing algorithm. The paper’s contributions include the use of hybrid encryption 
to ensure data confidentiality and IPFS to provide decentralized and fault-tolerant 
storage. 

Through evaluation, the proposed approach was found effective in enhancing data 
security in 6G-based IoT networks by providing secure and tamper-proof data shar-
ing. The results demonstrate the potential of blockchain technology, hybrid encryp-
tion, and IPFS to enhance security in 6G-based IoT networks. 

Future work could focus on the scalability of the proposed approach to larger 
networks and the use of other technologies to further enhance security in 6G-based 
IoT networks. Additionally, the proposed approach could be extended to address 
other security challenges in these networks, such as protecting against denial of 
service attacks or ensuring privacy. 
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Combining NFC Authenticated Tags 
with NFTs to Spot Counterfeit Luxury 
Products Using Solana Blockchain 

Matteo Zocca and Hamid Jahankhani 

Abstract The phenomenon of counterfeiting continues to grow steadily. According 
to Global Brand Counterfeiting (GBC in The Global Brand Counterfeiting Report, 
2018), the volume of international trade in counterfeit goods reached 1.097 trillion 
euros in 2017 and will exceed 1.65 trillion euros in 2020. To minimize this growing 
trend, the following project undertook an in-depth analysis of the problem, delving 
into and implementing a system that can effectively address the phenomenon of coun-
terfeit luxury goods. The approach involves the combined use of NFC and NFT tags 
to protect these products. Its use has proven effective in several respects. Although 
it has already been tested by several start-ups and consortia, the approach has never 
been thoroughly studied and its behaviour has never been analysed. This project 
implemented its mechanism simulation environment with off the shelf technologies, 
thus analyzing behaviours and criticalities. Based on the experiments conducted, 
guidelines were drafted to support future implementations based on this mechanism. 
Possible future studies will focus on the implementation of the mechanism in the 
context of high-value products, monitoring the system’s response to counterfeiting 
and the degree to which the entire ecosystem is able to provide security for the 
company. 

Keywords NFC · NFT · Counterfeit · Solana blockchain · Ixkio 

1 Introduction 

Counterfeit phenomenon has been growing gradually over the years. According to the 
Global Brand Counterfeiting [11], the volume of international trade in counterfeit 
goods reached e1.097 trillion in 2017 and has passed the e1.65 trilion in 2020. 
More evidence are reported by the Organization for Economic Cooperation and 
Development (OECD), which estimates in the Trends in Trade in Counterfeit and
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Fig. 1 Industry categories most hit by counterfeit and pirated goods according to the Global Brand 
Counterfeiting [24] 

Pirated Goods research [24] that the value of counterfeits goods imported worldwide 
reaches the $509 billion according to the custom seizure data. For the European 
Union, counterfeit trade represented 6.8% of imports from non-EU countries. 

Furthermore, it can also cause problems on the ethical level. According to coun-
terfeit investigator [13], the purchase of fake items can contribute to the financing of 
terrorism and organised crime. 

The counterfeit damages reported by the companies are therefore evident, both in 
terms of economic and reputational level. Some sectors are badly affected, especially 
for the luxury clothing and footwear (see Fig. 1). 

A solution is needed to protect the original product from imitations. The 
blockchain implementation, when paired with NFC and IoT technologies, offers 
consumers the ability to access the entire history of a product, whether it is new or 
second-hand. 

The objective of this research is to develop a blockchain system capable of 
protecting original luxury products from counterfeiting, by analysing the functioning 
of the entire model (highlighting its features and shortcomings) and providing a 
general framework to be fulfilled for future new implementations. 

This will be carried out through the creation of a test environment via the Solana 
blockchain. Each sample product used in the test environment will be associated with 
a Near-Field-Communication (NFC) tag inside. Once scanned, a user will be able 
to verify the originality of the product by checking the Non-Fungible-Tokens (NFT) 
correlated to the tag and ascertain its authenticity.
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Thus, the product is registered on the blockchain via the NFT, which certifies that 
the item’s information has not been altered from the original information entered 
into the system by the parent company. 

The objective is to prevent and guarantee: 

• Ownership 
• Authenticity and 
• Product traceability 

In other words, the NFT represents the digital counterpart of the product in the 
blockchain environment. By consulting this latter, consumers can learn about the 
authenticity, the origin of the product and the brand’s history. 

2 Literature Review 

A blockchain is a shared immutable ledger capable of process transactions and 
tracking assets in a commercial network. The treated asset can be associate to some-
thing tangible (such as money, a car, or an item) or intangible (ownership and intel-
lectual property) depending on the type of business related to the company [14]. The 
idea of blockchain was originally introduced in the publication ‘Bitcoin: A peer-
to-peer electronic cash system’ [23], where the author describes this new system 
as: 

“A purely peer-to-peer version of electronic cash that allows online payments 
to be sent directly from one party to an- other without going through a financial 
institution” [23]. 

The correlation between blockchain and Bitcoin is as close as it is crucial. Released 
in 2009, Bitcoin was the first cryptocurrency to use this new type of distributed ledger. 
Among the innovations introduced by this new coin was the fact that every transaction 
was legitimised by a decentralised network and not by central authorities. The history 
of this cryptocurrency in a short time has marked and stimulated the evolution of 
Blockchain technologies, amidst experimentation, perplexity, and an unprecedented 
media hype. 

A transaction is defined as a chain of digital signatures. Each owner transfers the 
asset or currency to the next by digitally signing the hash of the previous transaction 
and the public key of the next owner and adding them to the end of the transaction. A 
beneficiary can check the signatures to verify the authenticity of the chain (Fig. 2).

Problems arise when the transferee cannot guarantee that one of the owners has 
not spent twice and therefore has not signed past transactions. The technology must 
meet the same quality standards as centralised systems in order to compete with them 
and guarantee a reliable ecosystem. A common solution is to introduce a trusted 
central authority, or mint, which checks every transaction to ensure that there is no 
double spending. However, this implies that with this solution the control of the entire 
monetary system is centralised and therefore depends solely on a third party.
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Fig. 2 Example of a transaction chain [23]

The first implementation of blockchain technology, according to the paper written 
by [23], stipulates that only the first transaction recorded in the system will be 
counted, as subsequent double-spending attempts will not be considered. The idea is 
therefore to publicly announce all transactions made within the blockchain and allow 
participants to agree on a single history of the order in which they were received, a 
sort of public ledger. In this way, the beneficiary can have a proof that at the time of 
each transaction a majority of the nodes agreed that it was the first to be received. 

More in detail, the proposed solution involves the use of a timestamp server. A 
timestamp server works by taking the hash of the blocks that have already been 
processed and widely publishing their hash, in the same way in a Usenet post [31]. 
The timestamp thus proves that the data existed at that time, of course, in order to have 
been included in the next element. Each timestamp includes the previous timestamp 
in its hash, forming a chain, with each additional timestamp reinforcing the previous 
ones (Fig. 3). 

Fig. 3 Hashes includes hashes of the previous blocks [23]
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2.1 How is Consent Reached (Proof-of-Work)? 

To implement a distributed timestamp server on a peer-to-peer basis, a method called 
proof-of-work is used, which involves the work of a computer to solve a cryptographic 
puzzle. In a nutshell, each computer has to find that number, which once appended 
to the block and given as input to the hash function (as in the case of SHA-256), 
the digest starts with a certain amount of zero bits. The average work required is 
exponential to the number of zero bits required and can be verified by running a 
single hash. Every 2016 blocks, the network calculates the average time required to 
extract them. They then multiply the difficulty by this time divided by two weeks 
so that with this new difficulty it would take two weeks to extract the 2016 blocks 
(corresponding to one every 10 min). This translates into setting the right amount of 
zeros to validate a block. 

As in the lottery, computers increment this value, called a nonce, in the block until 
they find a value that gives the hash of the block the required zero bits. Once CPU 
effort has been expended to satisfy the proof-of-work, the block cannot be modified 
without redoing the work. Since subsequent blocks are concatenated after it, the work 
to change the block would include redoing all subsequent blocks (Fig. 4). 

Proof-of-work is used to solve the problem of determining the valid ledger 
approved by the majority. If the majority relied on IP addresses for a vote, it could 
be subverted by anyone able to obtain a large amount of them. Proof-of-work allows 
a vote to be correlated for each CPU. The majority decision is represented by the 
longest chain, which is considered by the other nodes to be the one with the most 
effort invested on it. This method allows in a scenario where most of the CPU power 
is controlled by honest nodes, the honest chain will grow faster and surpass any fraud-
ulent or competing chains. To modify a past block, an attacker would have to redo 
the proof-of-work of the fraudulent block and all subsequent blocks, and then catch 
up and overtake the work of the honest nodes. It will be shown in the next section 
that the probability of an attacker being able to recover the other chain decreases 
exponentially with the addition of successive blocks. To compensate for the increase 
in hardware speed and the different interest of nodes running over time, the difficulty 
of proof-of-work is determined as mentioned above by a moving average. If they are 
generated too fast, the difficulty increases.

Fig. 4 Example of a chain [23] 
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2.2 Why Blockchain is Considered Secure? 

Consider the scenario of an attacker attempting to generate an untruthful alternative 
chain that is faster than the honest chain, so that the attacker can insert arbitrary data 
into the blockchain. From the precise block where the attacker inserts the false data, 
the system effectively responds to attempted changes, such as attempting to create 
new assets or appropriating it. 

Because of asymmetric cryptography systems, nodes will not accept an invalid 
transaction as payment and honest nodes will never accept a block that contains them. 
An attacker can only try to modify one of his transactions to recover money he has 
recently spent. The challenge between the honest chain and the attacker’s chain can 
be expressed through the binomial random walk problem, where the success event 
is the addition of the block to the honest chain which is denoted by + 1, while the 
failure event is expressed by the addition of a block to the attacker’s chain, which 
reduces the gap by − 1. 

As reported in Nakamoto’s paper [23], the probability of an attacker recovering a 
given gap between his blockchain and the honest one is analogous to the problem of 
Gambler Ruin. Suppose that a gambler with a certain deficit has to catch up the other 
competitor with unlimited credit starts and can potentially play an infinite number of 
trials. The probability calculation for reaching the draw, i.e. that an attacker reaches 
the honest chain, can be expressed as follows [8]: 

p = probability that an honest node solves the puzzle and process the next block 
q = probability that the attacker node solves the puzzle and process the next block 
pq = probability the attacker will reach the n-blocks that were left behind 

pq =
{
1 if  p ≤ q 
(p/q)n if p > q

}

Considering the hypothesis that p > q, i.e. in a scenario where the blockchain 
has already been up and running for some time, note how the probability decreases 
exponentially as the number of blocks the attacker has to recover increases (which 
is indicated in the formula with n). In fact, with the probability against him, if 
the attacker is unable to actively participate in the beginning of the blockchain’s 
development, his chances become smaller and smaller as he falls behind. 

At this point, the waiting time of the recipient of the transaction is analyzed in 
order to consider it legitimate and unchangeable in the future. 

Suppose the sender wants to set up a fraudulent scam in order to make the recipient 
believe that he has paid him, and then credit the transaction to himself later. In other 
words, the sender hopes that by the time the recipient realises it is too late. 

Whenever the receiver has to sign a transaction, he generates a new key pair and 
delivers the public key to the other party just before signing. This prevents an attacker 
from storing the key for a long period of time, thus avoiding him from working on a 
blockchain in advance, until he can get far enough ahead and execute the transaction 
at that time. Once the transaction has been executed, the attacker to carry out his
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fraud starts to secretly works on a parallel blockchain containing the transaction for 
re-crediting the money spent, building an alternative version of the blockchain. 

The recipient, as is the practice, waits until the transaction has been added to a 
blockchain and waits until n blocks have been connected after it in order to consider it 
safe. Furthermore, the victim have no clue about the exact amount of progress made 
by the attacker, and assuming that the honest blocks took the expected average time 
per block, the potential progress of the attacker is expressed as a Poisson distribution 
with expected value: 

λ = z 
q 

p 

To calculate the attacker’s relative probability of catching up with the legitimate 
blockchain, the Poisson density for each of its possible advances is multiplied by the 
probability he had at that specific instant. 

∞∑
k=0 

λke−λ 

k! ·
{(

q 
p

)(z−k) 
if k ≤ z 

1 if  k > z

}

Rewriting the formula to avoid adding up the infinite tail of the distribution gives: 

1 − 
z∑

k=0 

λke−λ 

k! (1 − (
q/p)(z−k)

)

As reported in Nakamoto’s study [23], this can be written in c language to calculate 
the probability as the number of blocks queued after the block in question increases 
(Fig. 5).

By running simulations, it can be seen that the probability drops exponentially as 
z increases (Fig. 6).

2.3 Blockchain Contexts of Use 

The exclusion of a trusted third party has made it possible, through the use of 
blockchain technologies, to fully decentralise systems and gain the advantages of 
peer-to-peer approaches. The growing interest of people has also attracted large 
amounts of capital to invest in this trust-based model. As reported in the Kharpal 
article [4], the market value of cryptocurrencies exceeded USD 2 trillion for the 
first time in April 2021. Further evidence of the continued adoption of blockchain 
can be found in the implementations that several companies, spurred by the benefits 
of this technology especially in the aspects of end-to-end traceability and tracking, 
are using to improve user experience and help companies combat counterfeiting to 
a large extent. Some notable examples are Walmart’s blockchain [32], called DL
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Fig. 5 Function to calculate the probability in C language [23]

Fig. 6 Probability value 
drops as z increases [23]

Freight, which is used to add transparency to the ecosystem by monitoring the food 
supply chain and procurement process in real time. Ford, on the other hand, uses 
this technology in collaboration with IBM to track cobalt supplies [9]. The company 
FedEx relies on blockchain to protect its chain of custody [25]. 

An example even closer to the intentions of this project is the one proposed by Alfa 
Romeo, who has introduced on its first car the presence of blockchain technology [5]
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in combination with NFT (non-fungible token). A special cryptographic token that 
represents the deed and certificate of authenticity written on blockchain of a unique 
asset, which in this case represents a physical asset. Non-fungible tokens are used 
to create a ‘unique’ digital property. This technology will allow the user to track the 
entire ‘life cycle’ of the car, with information such as acceleration or braking history, 
routine and extraordinary maintenance and kilometres travelled. 

2.4 The Use of Blockchain as a Method to Combat 
Counterfeiting 

The dream of owning a luxury item is coveted by many but not everyone can afford it, 
often people are forced to turn to the second-hand market as it is more accessible for 
their wallets. According to the latest research, the second-hand market is estimated 
to be worth US$32.61 billion, and is likely to reach US$51.77 billion by 2026 [12]. 

In the second-hand market, buyers are incentivised to buy and sell products mainly 
because of the good value for money that can be found. In fact, according to the survey 
conducted by the Boston Consulting Group [2], about 96% of the buyers surveyed 
say they buy second-hand items partly because they are looking for good deals (See 
Fig. 7). 

It is therefore evident that the buying and selling of used luxury goods at affordable 
prices, especially online, is a growing phenomenon. Products such as Gucci are easy 
to find on Instagram, but also used Prada bags on eBay, and online shops selling used 
Nike Adidas and Hermès clothing, and so on. Resale has become the hottest new 
trend in online retail. According to some estimates [20], the second-hand market is 
growing four times faster compared to the primary market.

Fig. 7 Results of surveys conducted by the Boston Consulting Group 
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However, purchasers who deal in and consult this type of market primarily may 
stumble upon non-authentic products. This results in damage to the brand image of 
the counterfeit garment and the financing of organised crime, which often runs these 
kind of activities [13]. Despite new technologies, the problem of counterfeiting still 
persists and is highly unlikely to be solved any time soon. For a large customer base, 
recognising an authentic luxury item from a fake one is still considered a priority, 
as a fake product could generate negative peer reviews. Furthermore, according to 
research conducted by a group of researchers at Yale, it is assumed that there is also 
a psychological factor behind owning an original product. In fact, it is reported in 
the study that the feeling one gets after purchasing an authentic luxury good plays 
an important role as it represents a sense of belonging to the brand [15]. 

It is precisely because of the value of this market that several companies and 
accelerators have started to invest in possible ways to combat counterfeiting. The 
continued use of blockchain has made it increasingly interesting for companies, 
especially to be able to recognize original products and discern them from non-
authentic ones. The advantages are several: cost reduction, speed, security and above 
all autonomy. The adoption of a blockchain approach can revolutionise and drasti-
cally change the system of traceability of luxury products, simplifying the bureau-
cracy behind it. There are several projects aimed at defending authentic products 
and combating counterfeiting, the Aura Blockchain Consortium is one of them: a 
conglomerate of companies created in April 2021 by Moët Hennessy Louis Vuitton 
SE (LVHM), and with the participation of the Prada Group and Cartier, the OTB 
Group, and later Mercedes-Benz in May 2022. The aim is to give consumers unmedi-
ated access to the product history of luxury brands and their guarantee of authenticity 
[1]. The intention is to make the entire product life cycle, from creation to distri-
bution, transparent by providing reliable data throughout the process. An initiative 
that will, in the intentions of its creators, strengthen people’s relationship with their 
brands and increase customer confidence in the sustainable practices and respon-
sible sourcing conducted by individual brands. The technological system, a release 
explains, consists of a private multi-nodal blockchain and is protected by ConsenSys 
and Microsoft technology. Thanks to this system, it will be possible to record infor-
mation in a secure and non-reproducible manner and generate a unique certificate 
for each owner, ‘increasing the desirability of valuable items that are the result of 
unique know-how and made from high-quality sustainable materials’ [1] (Fig. 8). 

Fig. 8 Product process monitored by the Aura blockchain [1]
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Benefits for customers: 

• Prove the authenticity and ownership of goods; 
• Access to product history information; 
• Strengthen customer relationships through transparency; 
• Access to services provided by brands; 

Benefits for brands: 

• Ensure that products are manufactured and managed according to the standards 
set by brands; 

• Building a relationship of trust with customers, without intermediaries; 
• Protect markets from counterfeiting and at the same time control the second-hand 

market. 

The practical part of the Aura project has been released through the “Software 
as a Service” (Saas) implementation on 13 January 2022, the first blockchain-based 
platform designed exclusively for the luxury brands sector, with the aim of accompa-
nying the entire industry to embrace the Blockchain and Web 3.0 revolution within 
different business functions, including: supply chain, customer service, marketing, 
manufacturing, sustainability, procurement, logistics and legal. 

Aura SaaS enables Aura member brands to start using the platform quickly and 
easily, maximising customer value and digital innovation, and enabling traceability 
both upstream and downstream in the supply chain—making it one of the best direct-
to-consumer offerings on the market. 

The platform involves the use of the Ethereum-based ConsenSys Quorum 
blockchain technology, allowing the common ledger to be maintained and updated 
through the consent provided by the remaining members of the blockchain block by 
block. Each Brand is required to manage at least two Quorum nodes and ensure their 
viability. 

Furthermore, to complete this system, a centralised part is added relating to the 
needs required by the company and consisting of: 

Blockchain services: which enable the connection between the blockchain and 
other applications. 

Off-chain services: including APIs used to connect business services to the 
platform. 

Front-end applications: for interactions with consumers. 
The architecture of the platform is shown below (Fig. 9):
The ambitions of the Aura project are in line with those of the following project, 

albeit on a smaller scale. The intention to succeed in linking the two physical and 
digital worlds through the use of nfc tags and non-fungible tokens respectively 
represents a challenge that has not yet been widely documented. 

There is therefore no study of the validity of this mechanism, nor any information 
on its implementation and guidelines to help refine the entire infrastructure. This 
project aims to analyse in detail the process of implementing this approach by using 
solana’s blockchain technology to create the non-fungible tokens that, after proper 
configuration, will be linked to the NFC tags incorporated in the asset.
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Fig. 9 Saas architecture [1]

The company will then have to find a way to connect these two worlds, associating 
the unique value of the NFC with the NFC tag, which must also be protected against 
replication attacks. This information must then be recorded in a secure location, 
away from external threats and tampering by unauthorised personnel. It is precisely 
this last stage of registration that is considered the most critical, since although 
blockchain technology can guarantee that the information within the ledger has not 
been tampered with, external users could write non-integral and authentic data during 
entry. In other words, if false information has been entered into the blockchain, it 
will remain there forever. This means that if entry permissions are not meticulously 
granted to third parties such as wholesalers, they could bypass the system by simply 
creating an entry for a counterfeit garment and go unnoticed. Therefore, quoting 
Mansour’s article, for the project to be functional, it is crucial to remember that: 

Trust in the integrity of each party involved is somewhat necessary for a Blockchain ledger 
to have the desired effect in the luxury market. [21] 

This research aims to develop a simulation environment using Solana Blockchain 
in order to evaluate its effectiveness and develop a framework to reduce this type of 
risk. This is a set of good rules that minimise the danger of incorrect information being 
entered into the Blockchain. A conceptual system that can ensure full transparency 
from third parties and prevent the involvement of wrongdoers. 

Some previous work has been mentioned highlighting the potential in the use of 
blockchain as a method of counterfeiting, doing an in-depth analysis related to luxury 
goods, but it is still at an early stage. The low uptake of blockchain is due to the lack 
of regulation for information sharing between brands and the limited possibility of 
collaboration [3]. Despite several years having passed since its first introduction [23], 
blockchain continues to be poorly implemented in mainstream sectors.
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This research aims to address the aforementioned problems by defining a common 
framework for blockchain adoption in the luxury goods sector. 

3 Configuration of the Simulation Environment 

In the previous section, the basic idea of the research was introduced, explaining in 
general terms how blockchain works and its distinguishing features. Its implementa-
tion has been extensively tested in various fields, with large consortia or companies 
beginning to invest large amounts of capital in this new technology. In spite of this, its 
use is still underrepresented in today’s world. The presentation of blockchain there-
fore appears to be relegated exclusively to projects that are still in the development 
phase and are not currently marketable [16]. 

The implementation of this technology as a method of combating the counter-
feiting of luxury goods such as clothes and handbags was then discussed in more 
detail, with some of the leading companies in this sector believing in the adoption of 
this mechanism in order to protect their profits and disincentivise the counterfeiting 
market. The AURA system [1] is therefore promising in many respects, but it is 
still unclear what the procedures behind it are and how companies can actually be 
protected in adopting this mechanism. There is a lack of in-depth study on this issue, 
especially with regard to a framework capable of designating general guidelines for 
the implementation and adoption of this mechanism as an anti-counterfeiting method. 
More precisely, it is not yet clear whether the association of an NFC tag with its NFT 
counterpart in the blockchain can actually add an additional layer of security to the 
whole system. 

From this chapter onwards, a development environment will be set up capable 
to simulate the blockchain approach and, in combination with NFC tags and NFTs, 
to assess the entire system in order to evaluate its main characteristics and possible 
problems. 

3.1 Configuration of a New Debian Machine 

The environment involves the use of the Solana blockchain. The machine in charge 
of creating the token and NFT was configured on Linode, a Cloud Hosting Provider 
specialising in provisioning Linux machines in the cloud, with SSD disks and top 
network performance. 

During the configuration phase, a basic configuration was chosen as the workload 
does not require excessive use of resources. As shown in Fig. 10, the machine running 
Debian version 11 has a single CPU with 1 GB RAM (Fig. 11).

Since the machine has been configured without a graphic interface, access is only 
done via SSH by the root user from a computer on the Internet, which means that it 
is outside the LAN (Fig. 12).
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Fig. 10 Configuration details of the Debian 11 machine 

Fig. 11 Network information of the Debian 11 machine
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Fig. 12 Access to the machine via ssh from a machine terminal outside the LAN 

3.2 Installation of Solana Tools 

This section shows the installation of the commands needed to create wallets, coins, 
NFTs, which will be discussed in the pages to come. The chosen version of solana 
is v1.8.6. The installation process only requires entering a command, more precisely 
the curl command, which calls up the wizard from the official Solana site. 

The command in question is as follows: 

sh -c “$(curl -sSfL https://release.solana.com/v1.8.6/install)” 
After issuing the command, it starts downloading the selected version by installing 

the environment variables and the path in the root user’s .profile (Fig. 13).
The second step involves the installation of Rust. Rust is a multi-paradigm 

programming language that supports functional, imperative and object-oriented 
programming. Starting out as Graydon Hoare’s personal project within Mozilla for 
the development of the Firefox browser, it has developed into an open source project 
with a large, active and productive community [26]. 

Rust is also a language for writing client and server applications that communicate 
over the Internet. As such, it focuses on security, control over memory layout and 
concurrency, guaranteeing excellent performance levels. Rust’s syntax is derived 
from C and C++, but its semantics are similar to those of the Haskell programming 
language, and allow for ad hoc polymorphism. 

Solana does not only require the installation of Rust, but also the installation 
of an add-on relating to this programming language, which is useful for managing 
dependencies and compiling the project. The application in question is Cargo, capable 
of managing Rust packages during the compilation of the project. Cargo therefore

https://release.solana.com/v1.8.6/install
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Fig. 13 Solana tool installation wizard

facilitates various activities that would otherwise have to be controlled by the user, 
such as downloading the libraries on which the code depends, building these libraries 
and constructing the code. In other words, a basic programme such as “Hello, world!” 
that is handled by Cargo would be identical to the code level of one manually written 
by a user. However, as one progresses with the writing of the code and thus the 
programme becomes more complex, Cargo will automatically and independently 
take care of the dependencies necessary for the programme to function, making the 
user experience much simpler and faster [6]. 

During the configuration of the Debian 11 machine, it was necessary to install 
these tools in order to correctly proceed with the creation of the token and NFTs 
on the Solana blockchain. As before using the SSH protocol and the curl command, 
Cargo has been installed via the following statement on the terminal: 

curl https://sh.rustup.rs -sSf | sh. 
The wizard allows customising the installation process by choosing between two 

options: 

• Default installation 
• Custom installation 

As no customised experience is required for the project development, the default 
option has been chosen.

https://sh.rustup.rs
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Figure 14 shows the message of successful installation of Rust and Cargo on the 
machine. 

Next, three others development libraries were installed and imported via the linux 
apt install command, which are listed below: 

libudev-dev -y 
libssl-dev pkg-config -y 
build-essential –y

Fig. 14 Successful installation of rust and cargo v 1.63.0 
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Fig. 15 Entering the 
command for SPL 
installation 

The process of machine configuration was concluded with the installation of the 
Solana Program Library (SPL), which is a library that enables the creation of tokens 
based on the Solana network. The assets created with SPL are able to benefit from 
the same advantages as the token itself, allowing them to be scalable, performant and 
fast in terms of transactions in the same way that Solana is. 

For comparison with Ethereum, these assets use Solana’s blockchain in the same 
way as ERC20 does with Ethereum. However, a small fee is charged in Solana 
tokens as the latter are needed to power each transaction and finalize the writing on 
the blockchain. This implies that a user must purchase SOLs (Solana Tokens) before 
making any transactions. They can be easily purchased from any exchanger such as 
Binance, Crypto.com, etc. This step will be discussed later in the project [7]. 

This operation has been performed done via Cargo command, Rust’s package 
manager mentioned in the previous paragraphs, which allows the installation of the 
Solana Program Library via CLI. The command launched is as follows: 

cargo install spl-token-cli 

Figures 15 and 16 show the installation process of the Solana Program Library and 
display the command input and the ongoing installation of the various dependencies 
for SPL operation, respectively.

3.3 Wallet Creation and Purchase of Solana Token 
from Binance 

In general, cryptocurrency Wallets are available in software or hardware versions. 
Although each type of Wallet works slightly differently, they are all designed to allow 
you to securely access your cryptocurrencies.
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Fig. 16 Compilation of the 
various libraries and 
dependencies for SPL 
operation

What makes these wallets different from conventional ones is that they do not 
actually contain the cryptocurrencies, but exclusively the public and private key 
information needed to make cryptocurrency transactions. The actual cryptocurrencies 
are found on the blockchain [22]. 

In general, cryptocurrency wallets use two types of keys: public and private keys. 
Public keys function similarly to a bank account number. The public key is a long 
string of alphanumeric characters that can be shared with third parties, such as a 
cryptocurrency exchange, without compromising the security of the Wallet. This key 
allows transactions to be made to receive cryptocurrencies, often using an address 
associated to the Wallet, which represents a compressed version of that Wallet’s 
public key. 

Private keys, on the other hand, should never be revealed to anyone. Through 
your private key it is possible to access cryptocurrencies present on the blockchain. 
In other word, if someone were to be able to access your private keys, they would 
also have access to the cryptocurrencies in your Wallet. 

Solana provides a specific tool to generate the two keys, satisfying the BIP39 
implementation model during creation [28, 29]. As already mentioned, each wallet 
has its own private key, a 256-bit long code string that is difficult for the human 
mind to memorise. The BIP39 mnemonic phrase is a list of words from the English 
dictionary that, if entered and processed correctly, make it possible to obtain the
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private key, enabling the retrieval of a cryptographic wallet. In more detail, the 
process consists of associating each word with a set of randomly generated numbers 
using entropy, which, subjected to a PBKD2 function with the optional addition of 
a password, produce a 64-byte string called a seed. The seed makes it possible to 
create an extended master key for a deterministic hierarchical wallet obtaining the 
private key (See Fig. 17). 

The Solana Program Library command launched by the CLI allows the creation 
of a wallet by fulfilling the BIP39 implementation model, but also the execution of a 
validator and the possibility of staking tokens (the act of locking cryptocurrencies to 
receive rewards). All these operations support the input of key pairs via seed phrases 
[28, 29]. 

The creation of a new Solana wallet was done through the SPL command, which 
generated the public key of the wallet and its seed phrase for retrieval. As can be seen 
in the Fig. 18, there are no Solana tokens on the account and therefore no operation 
can be performed.

The purchase of Solana was made through Binance. Founded in 2017, Binance is a 
company that operates a cryptocurrency exchange platform. It allows the purchase via 
FIAT coins (government-issued currency that is not backed by a physical commodity)

Fig. 17 Operation diagram of BIP39 [18] 
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Fig. 18 Creation of a new Solana wallet and balance control

of tokens and to perform staking operation that has been discussed above. As of May 
2021, it recorded the world’s largest digital asset market in terms of trading volume 
[19]. The purchase of Solana took place using the SOL/BUSD trading pair. The 
value recorded by Solana’s token during the purchase was BUSD 31.13 per unit. The 
amount needed to feed the SPL transaction fees is minimal, and is around 0.005 per 
transaction. It follows that the quantity to be purchased should be around 0.10 SOL 
in order not to run into problems when conducting multiple transactions. 

This quantity of Solana Token will then need to be transferred to the Wallet 
generated just above, to proceed with the creation of a Solana Token and NFTs that 
will then be associated with NFC tags. Figure 19 shows the purchase operation on 
the Binance platform of SOL tokens.

Once the tokens have been purchased, they are deposited on the Binance’s personal 
Wallet. It is then necessary to transfer the newly obtained funds to the Wallet gener-
ated on the Debian 11 machine. To do this, Binance provides a feature for transferring 
money/cryptocurrencies from one Wallet to another, in the same way as when making 
a wire transfer between two banks. The only value needed is the address of the bene-
ficiary, which in the Blockchain world is represented by the public key. The operation 
takes a few minutes to complete and is obviously carried out entirely via blockchain 
technology and without passing through any third party. 

In the next figure, the data required to execute the transaction between the two 
accounts are entered. This means selecting the type of currency, entering the Wallet’s 
public key data, setting the blockchain network on which the transaction is to take 
place, and deciding on the amount to be sent to the beneficiary. 

In this scenario, the input data reports the above, the sending of a small amount 
(0.10 SOL) of Solana Token using the Solana blockchain since the related wallet
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Fig. 19 Purchase of Solana tokens on Binance

belongs to the same network, and the input of the public key of the Wallet (EYER-
fgMDRwvFj1MpqiSHvZm3L86t3cnrDQtwEWVsGizW) generated with the Solana 
Program Library command. 

Again, a small fee is charged to proceed with the operation (Fig. 20). 
After waiting the required time for the transaction to be written inside a block and 

validated within the blockchain and then approved by the members of the ledger, the 
confirmation that the transaction was successful is obtained.

Fig. 20 Entering data on the Binance platform related to the transaction 
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Fig. 21 Different wallet credit than in Fig. 18 

Checking on the Debian 11 machine it is possible to see via command: 

solana balance 

The Wallet credit has risen to 0.09 SOL (0.10 SOL - 0.01 fee) (Fig. 21). 

3.4 Creation of a Token Within Solana Blockchain 

In the previous section, the prerequisites for the creation of a solana token were 
discussed, from the creation of a wallet to the purchase of SOL tokens to feed the 
operations that will be shown in the following paragraphs. 

Although not necessary to achieve the objectives of this dissertation, the creation 
of a token allows the project to be given an identity by enabling the receipt of funding 
from external entities and creating its own currency for possible future developments. 
Creating a new token is done very easily using the Solana Program Library’s create 
token command, as shown below. 

spl-token create-token 

As mentioned earlier, tokens created through the SPL interface are resources 
within the Solana ecosystem, meaning they benefit from the performance and 
scalability of the Solana network [7]. 

When a new token is created, its address is generated in order to identify it in the 
blockchain, as shown in Fig. 22.

After a new token is created, it is necessary to create an account that can act as a 
container for that currency. In Solana Network, when encountering the scenario of 
transferring tokens generated by the SPL, the sender’s account and the beneficiary’s 
account should not be the Wallet address, but respectively the two accounts associated 
with the token. The associated account therefore represents the container of that
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Fig. 22 Creating a new token with the Solana Token Library

token, as according to Solana’s logic of operation, the transaction can be performed 
respecting these requirements. 

According to Solana’s official documentation [28, 29], this solution was imple-
mented because a user could own several accounts of the same token, which therefore 
corresponds to the same mint, making it difficult for other transfer users to under-
stand which among them is the actual address for receiving the currency, and above 
all, further complicating the management of the token. The desire to design an asso-
ciated account allows the implementation of a deterministic method starting with the 
address of the user’s main system and the address of the mint to generate a key that 
identifies the main account of the token in question. The latter is referred to as the 
Associated Token Account. 

In addition, this method allows for more flexibility in the system, as a user can 
send the token created with SPL to a recipient even if the latter does not have a 
specific account for that mint and thus that token. If one does not have the associated 
account, an associated account will be created for the receiving accounts and a fee 
of 0.02 SOL will be charged to the recipient. For this to work properly, the wallet 
must have enough SOL. 

If the recipient has to fund it first, this makes airdrop campaigns (a marketing 
move whereby coins are sent for free or in exchange for certain services to wallets 
in order to promote awareness of a new virtual currency) difficult, but also more 
generally speaking makes token transfers more mechanical. The Associated Token
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Fig. 23 Creation of a new Associated Token Account 

Account programme allows the sender to create the associated token account for the 
recipient so that the token transfer works. 

Creating an address is always done using the SPL interface, and can be done via 
the following command: 

spl-token create-account HGe13tCKeiozaAB7RZJZjH3tDx71J76Jh85eLkep2wes 

The creation of a new Associated Token Account is associated with the address 
of the token that has just been created (Fig. 23). 

All these operations mentioned above can be verified through Solana Explorer 
[8], the official Solana website that allows users to search for transactions, coins and 
accounts on the various Solana clusters. 

A user can verify the successful creation of a transaction by consulting it. 
As seen in the previous paragraphs, during the creation of a new token, an address 

is subsequently generated for it, which is useful for its identification within the 
blockchain. By entering this address into the search field of Solana Explorer, it is 
possible to obtain the coin’s details. 

The information reported in the page are the Current Supply, which corresponds 
to the number of tokens that have been minted, the Mint Authority, which is indicated 
with the address of the account that can mint other coins, and decimals that represents 
the maximum number of digits that the Current Supply can reach (See Fig. 24).

Moreover, since Solana is a blockchain, it is possible to trace all history of 
transactions (Fig. 25).

According to the Solana documentation [30], it is possible to register the name of 
the token with its image within the Solana blockchain so that it is recognised in the 
Solana explorer. This operation requires quite some time to complete, and since it is 
not necessary for the purposes of the thesis, it has been omitted. More information 
can be found on the Github page. 

3.5 Creation of an NFT Within Solana Blockchain 

NFT stands for non-fungible digital token and represents a digital object that is not 
interchangeable. Fungible objects in the real world include banknotes: a 100 euro 
banknote will have the same value as another, swapping them gives the same object. 
Even the shares of a company are interchangeable. A work of art like Leonardo’s
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Fig. 24 Token information. Note how the address within the search field corresponds to that in 
Fig. 22

Fig. 25 History of transactions each marked by the unique signature

Mona Lisa is a unique object. Reproductions may be sold, but the original will always 
retain a very high economic value. 

Generally speaking, NFTs are mainly used to identify the ownership of digital 
works within the blockchain, in fact the common belief is to associate NFTs with 
the world of digital collectibles creation or exchange. 

However, it is wrong to limit this new technology exclusively to this, the NFT 
represents a new approach to prove ownership of an asset, a kind of unique digital 
certificate that indicates the ownership of a product. This means that anything even in 
the real world can be represented through the non-fungible token, and their ownership 
through the NFT. 

A prime example is the French brandy producer Hennessy (owned by the LVHM 
group, AURA’s main supporter). For each bottle of Cognac it has associated a corre-
sponding NFT. The bottles in question are high value, aged for some time in limited 
series (around 200 worldwide). At the time of purchase, the NFT copy of the bottle



Combining NFC Authenticated Tags with NFTs to Spot Counterfeit … 273

is purchased, which establishes its ownership. However, the actual bottle is not sent 
to the purchaser, but remains stored by Hennessy in its warehouse in pristine condi-
tion. If a buyer decides to consume this high-value bottle, the associated NFT will 
automatically be burnt and consequently the bottle will be sent, and it lose all its 
value. The important part is that a customer can choose to keep the NFT, so that it 
can be used as an investment asset, increasing its value over time, all while letting 
Hennessy store the bottle and without worrying about shipping [10]. 

This example was mentioned in order to comment on the use-case scenario covered 
by this research. Although in both cases, an NTF solution is implemented associated 
with a tangible physical product in the real world, in the first scenario only the 
NFT related to the bottle is sold and exchanged, but without the involvement of the 
latter. The second case treated in this research was, the user buys the luxury good or 
high fashion dress directly in the real world. This means that the actual product is 
traded and sold and not exclusively the NFT. For this reason, a method is needed to 
connect the two worlds, the real and the virtual, respectively, and it is thought that the 
application of an NFC tag could result in a viable solution which it will be discussed 
in more detail in Chap. 4. 

The procedure for creating a new NFT on the Solana network is similar to that 
used when creating a new token. The interface to be used in the CLI is still the Solana 
Program Library, and the commands to be run are also the same, with the exception 
of a few things that will now be explained. 

To create a new Non-Fungible Token comes using the create-token command, but 
unlike before a parameter is added indicating the number of digits the current supply 
can maximum have, in this case 0 since the NFT must be unique. 

As can be seen in the lower part of Fig. 26, mint is not possible since there is no 
Associate Account Token related to that NFT. This means that the creation process 
respects the same order as that of creating a new token.

Therefore, it is necessary to create a new account related to the address of the NFT, 
mint only one NFT in the Associate Token Account, and then disable the minting 
capability of the latter (see Fig. 27).

Similar to the token created in the previous section, NFTs being present on the 
Solana network can also be tracked through Solana Explorer (Fig. 28).

4 System and Technologies Used 

In the previous chapter, an in-depth description of the simulation environment was 
provided, explaining step by step the procedures required for creating a new token 
and creating an NFT. This section will instead explain why the Solana Blockchain 
was chosen over Ethereum, how it is so high-performing, fast and inexpensive as far 
as fees are concerned, and above all, a small explanation of the nfc tags that will be 
used in the next chapter, necessary to associate the real luxury good with its NFC 
counterpart in the Solana network.



274 M. Zocca and H. Jahankhani

Fig. 26 Creation of a new NFT with corresponding address below

Fig. 27 Deactivating the mint of the Associate Token Account

Solana presents itself as a decentralised blockchain built to enable scalability and 
usability of decentralised applications (DApps).
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Fig. 28 Note how the NFT is identified by checking that the value of decimals is zero

Some characteristics of Solana as a decentralised digital ecosystem are: 
Solana’s scalability and costs: the project developers, in explaining what Solana 

is, state that their decentralised network guarantees a cost per transaction of less than 
one cent (USD 0.01) for both developers and application users. 

Speed without drops: the time to create a block on Solana’s blockchain is just 
400 ms, compared to 15 s for Ethereum, or two and a half minutes for the Litecoin 
blockchain, and compared to 10 min for Bitcoin. The designers also believe that as 
the speed of the hardware increases, the speed of their network will also increase 
further in the future. 

Combined PoH and PoS consensus: Solana is based on a dual consensus model, on 
the one hand the proof-of-history (PoH) devised by its creator, Anatoly Yakovenko, 
which aims to guarantee greater scalability, and on the other hand the proof-of-
stake (PoS) which with staking incentivised validators guarantees security on the 
blockchain. 

Solana Cluster: the system of validators is divided into clusters and is called 
the Solana Cluster. The objective of this ‘body’ is to ensure that client transactions 
pass on the blockchain without interruption and at the same time guarantee the 
management and integrity of the Solana ledger. Multiple clusters can co-exist on the 
Solana blockchain.



276 M. Zocca and H. Jahankhani

4.1 Solana Consensus Algorithm 

Proof-of-Stake and Proof-of-History (PoH) are combined in Solana to create a whole 
new hybrid consensus mechanism. PoH enables an extremely fast blockchain while 
maintaining its decentralised security. 

On Solana, the SHA256 algorithm is used to hash all events and transactions. This 
function is then used to take an input and create a unique result that is very difficult 
to predict. The output of a transaction it is used as input for the next hash. As a result, 
the order of the transactions is updated in the hashed output. 

This hashing operation produces a long unbroken chain of hashed transactions. 
Without the use of a traditional timestamp, this function generates a distinct, veri-
fiable sequence of transactions that a validator adds to a block. Validators can 
quickly determine the elapsed time because hashing takes a certain amount of time 
to complete. 

Assume we have three transactions, X, Y and Z. Each of these transactions is 
processed by Solana in order using its Proof-of-History consensus protocol. Then, 
the transaction and the function’s internal clock are sent as input to PoH, so that it can 
generate the hash-encrypted version of the transaction, allowing it to be measured 
objectively: 

PoH(X, TIMESTAMP 0) → hash: encrypted version of A on timestamp 0 
PoH(Y, TIMESTAMP 1) → hash: encrypted version of B on timestamp 1 
PoH(Z, TIMESTAMP 2) → hash: encrypted version of C on timestamp 2. 

The special feature of this method is that it provides an objective measure, as each 
transaction is recorded with its timestamp. This implies that each transaction must 
have occurred, as is the order in which each transaction occurred. If, for example, 
transaction Y was entered at timestamp 0, the entire blockchain would be affected 
[33] (Fig. 29).

Because of this security objective, there is no need for humans to supervise the 
validation. This makes it much faster than PoW and PoS: in fact, Solana reaches a 
transaction speed of up to 50,000 transactions per second (TPS) where Bitcoin with 
Proof-of-Work reaches between 5 and 7 TPS and Ethereum with PoS reaches around 
30 TPS. It is worth noting that Ethereum’s Proof-of-Stake aims for a much higher 
TPS and will probably reach it in the future. 

4.2 NFC—How It Works and Which Type to Use 

NFC stands for Near Field Communication and means, literally, proximity commu-
nication. NFC is an evolution of RFID technology. It is also called RFID HF 
(High Frequency) because of its operating frequency of 13.56 MHz. NFC tech-
nology enables secure wireless connectivity between two devices, with the associated 
exchange of data.
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Fig. 29 Proof of history 
sequence [33]

NFC technology has 3 types of functionality: 

1. The exchange of information via Peer-to-Peer (P2P) between 2 devices, safely 
and quickly. In the case of smartphones, simply bring them close and give the 
transfer command. Security is given precisely by the proximity (max. 3–4 cm) 
that the devices must maintain. 

2. The simulation of a smart card, via the Host Card Emulation (HCE) protocol, 
also enables fast and secure payments with your smartphone. 

3. The reading and writing of NFC tags, i.e. RFID transponders capable of storing 
information and interacting with NFC devices. 

The NFC Data Exchange Format (NDEF), created by the NFC Forum specifically 
for programming NFC tags, consists of a number of distinct commands, known 
as ‘standard’ commands. In most cases, it is not necessary to install any kind of 
programme on a smartphone for it to read and execute these kinds of commands. 
iPhones are an exception. The following standard commands are: 

• open link in general or query an API 
• open any type of application 
• sending or receiving text messages and email 
• initiate a call
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• show a text message 
• save a V-Card contact 
• start an application (does not work on iOS) 

If the content of the chip is not protected by encryption, the content is ‘in the clear’, 
meaning that anyone scanning the tag with their smartphone, or an NFC reader can 
read the content. To defend against this type of attack, it is necessary to purchase a 
chip that supports encryption. Chips with this function are listed below, in ascending 
order of security of the supported cryptographic methods: 

• MIFARE Classic (CRYPTO01—Not secure as it was hacked in 2008) 
• MIFARE® DESFire EV1/EV2/Light (DES, 2K3DES, 3K3DES, AES) 
• MIFARE Plus/ICODE® DNA (AES 128 bit) 
• MIFARE Ultralight C (3DES) 
• NTAG413 DNA/NTAG424 DNA (AES-based CMAC) 

At the implementation level of this project, nine NTAG 424 DNA type tags were 
purchased at a price of around £9, as shown in Fig. 30 (each of them therefore cost 
around £1, but it is possible to find them for less, especially if one buys in bulk). 

Fig. 30 9 tags 38 mm NFC  
Sticker Tag with White PVC 
NTAG 424 DNA
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Fig. 31 NFC tag information scanned via NPC’s TagInfo application from Android phone 

To get more information about the NTAG device, it is possible to download 
the official application from: Play Store: https://play.google.com/store/apps/details? 
id=com.nxp.taginfolite&hl=en_US&gl=US App Store https://apps.apple.com/us/ 
app/nfc-taginfo-by-nxp/id1246143596 of NXP Semiconductors, the company that 
produces these two types of NFC tags (Fig. 31). 

4.3 NTAG 424 DNA Versus NTAG 213 (Most Common) 

Standard NFC chips, such as NXP’s NTAG 213, allow data such as a URL link to be 
stored in the user’s memory. Although these chips can be used to identify a product 
or item, there is nothing to prevent duplication of the data on another tag and in 
hundreds of counterfeit products. The code is static and never changes, and the same 
problem clearly occurs with QR codes (Fig. 32).

Authentication chips, such as NXP’s NTAG 424, work differently: a unique 
dynamic code is generated with each scan, which means that the copied data will 
be old and out of date. This system offers a significantly higher level of protection 
against counterfeiting than standard NFC chips. To be clear, NFC authentication tags 
have been around for a long time and have been used in transportation and ticketing 
for many years. The difference lies in how the functionality can be accessed: the old 
chips encrypted the information inside the chip, and special codes, applications, or 
readers were required to access the data. The new generation of chips dynamically 
replaces the authentication data in the URL link presented when scanning the tag, 
which means that no special application or software is needed to read the tags and 
verify their authenticity. 

When authentication chips are encoded, they store not only a link to the URL, but 
also a unique key. The unique key is hidden inside the memory and is not accessible. 
When the tags are scanned, an encryption algorithm takes the scan count, ID and

https://play.google.com/store/apps/details?id=com.nxp.taginfolite&amp;hl=en_US&amp;gl=US
https://play.google.com/store/apps/details?id=com.nxp.taginfolite&amp;hl=en_US&amp;gl=US
https://apps.apple.com/us/app/nfc-taginfo-by-nxp/id1246143596
https://apps.apple.com/us/app/nfc-taginfo-by-nxp/id1246143596
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Fig. 32 Static data can be cloned to other NFC NTAG 213 tags [27]

possibly some other data from the chip, and combines it with the unique key to 
generate an authentication code. When encoding the tag, it is possible to set the key 
as a parameter within our URL, and that is therefore visible to the server. In other 
words, the chip during scanning, automatically processes the URL by dynamically 
replacing the authentication code. Note that the key itself is never displayed, only 
the result of the algorithm that uses it. This combination of tag, ID, scan count and 
authentication code can be verified on the destination server, which also stores a 
copy of the key and undertakes the same process. Once the scan count and then the 
corresponding authentication code have been used, the authentication server marks 
it as no longer valid, which means it cannot be used again. This happens with each 
scan, because as the scan count increases, the data used in the algorithm changes and 
a new unique authentication code is generated each time (Fig. 33). 

Fig. 33 NTAG 424 authentication diagram with the server [27]
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4.4 Ixkio Platform 

Ixkio is a pay-as-you-go NFC tag management platform designed to simplify the 
control of QR and NFC codes, allowing the user or company greater flexibility and 
scalability at all times. The platform is operated by Seritag, the world’s leading 
NFC provider. Ixkio is designed to enable large-scale control of standard NFC tags, 
providing the necessary tools to support the management of up to 100,000 tags, but 
at the same time allowing it to scale at any time. 

According to the official Ixkio website [17], some of the operations this platform 
provides are listed below: 

• Redirection, Direct Response or API: Integrating Ixkio’s services within the 
company’s portal or application. 

• Powerful rules system: Redirections or responses managed by creating ad hoc 
rules for each of them for both QR codes and NFC tags. 

• Tamper and Auth: full support for the latest features of NFC tags, such as DNA 
authentication found in NTAG 424. 

• Scan Tracking: Scan tracking functionality for each tag with scan counter 
information, last scan and more. 

• Direct response: control of tag authentication or identification directly from the 
ixkio platform without implementing an infrastructure behind it. 

• Limitless growth: Extreme scalability in adding additional tag slots when required. 

As mentioned above, this service is chargeable and requires a monthly subscription 
that starts at £5 and can go up to £45 per month depending on the plan chosen and 
the services included. The plan selected is the basic £5 plan because it is considered 
sufficient to achieve the objectives of the thesis. The configuration of the service 
will be discussed in the next chapter, where it will be used to implement the anti-
counterfeiting protection mechanism via the NFC tag. 

5 NFC and NFT Anti-counterfeiting Mechanism 

In the previous section, the services and technologies used in the implementation 
part of the research were discussed. In the following sections, the anti-counterfeiting 
mechanism will be developed step by step, discussing analytically and in depth its 
implementation and the realization of a simulation environment capable of protecting 
luxury goods from the counterfeit market. 

The basic idea is as follows: initially set up links from Ixkio for authentication 
and identification of the NFC tag on the portal, set up redirection to the Solana 
Explorer page related to the NFC associated with the product (obviously this is a test
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environment, with more time and funding resources one could certainly customize 
the page related to the NFT and include information about the history of the product). 
Then programme the code URL on the NFC tag NTAG 424 and test its functionality. 
As a further experiment, it is possible to clone the contents of the NFC to test a 
counterfeiting attack and verify the results. 

5.1 Configuring the Authentication Link Through Ixkio 

In this initial step, the link for authenticating the NTAG 424 tag on the Ixkio portal is 
configured. This means that the link that will be generated will be exclusively to the 
tag with which it will be associated. Any possible clone or counterfeit tag, even if it 
were to reach into the content of the authentic tag and replicate it, will be blocked 
by the Ixkio platform and will not proceed with the redirection. 

In order to configure a new encoded URL, Ixkio’s Add Tag function is used. 
As shown in Fig. 34, data is entered into the various text fields for the creation 

of a new Tag. The first field is for the name to identify the chip within the portal, 
which has been named ‘Authentic Tag’ for simplicity. The second field is the most 
important as it indicates the value to which the tag will point, i.e. the Target URL. 
Here again, for simplicity’s sake, the Solana Explorer URL of the NFT created in 
Chap. 2 and shown in Fig. 28 has been inserted. However, a parenthesis must be 
opened, as future developments here may focus on the customisation of the NFT 
page associated with the physical product. This requires the setting up of APIs and 
Server backends capable of answering the https calls of the NTAG 424s, verifying 
their authentication, and finally sending them back to a customised page with all the 
information relating to the NFT, which is equivalent to the physical product but in 
the blockchain network. This series of operations, which are time-consuming and 
require considerable funding, have been skipped as they are out of the study context 
of this thesis. The development environment that will be proposed is similar to a 
real model for analysing the behaviour of this mechanism, and was therefore not 
elaborated on further due to time constraints. This discussion will be addressed in 
more detail towards the end of the dissertation.

Finally, the last field required is the number of tags to be overwritten, so that a 
link is generated for each of them. 

The portal will then generate a link querying the Ixkio API by passing the NFT 
code as a parameter. This call will allow the tag to authenticate itself and receive the 
redirect on the NFT page. 

All that remains now is to download the CSV file containing all the information 
to be programmed on NTAG 424 from the port. The information contained in the file 
is shown in Fig. 35, including the most important value, which is the encoded URL 
(Fig. 36).
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Fig. 34 Page for entering new tag information

Fig. 35 Page with the tag details. The encoded URL generated by Ixkio is highlighted 

Fig. 36 Information contained within the csv file
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5.2 Programming of NTAG 424 DNA 

NFC is written using an application available free of charge in both the app store and 
the playstore (download link: https://play.google.com/store/apps/details?id=com). 
This application, also developed by NXP, allows NFC tags to be written and read 
without additional extensions directly from the phone. By uploading the CSV file, 
the data required for programming the NTAG 424 will be written. 

The two images below show the steps to select tag writing via CSV file (Figs. 37 
and 38). 

At this point the CSV file generated just before by the Ixkio portal will be selected. 
The application will automatically load all the information in the file and it autonomy 
compiling the data. Note how the content is the Encoder dedicated to the tag itself 
(see Fig. 39).

Fig. 37 Application home 
screen

https://play.google.com/store/apps/details?id=com
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Fig. 38 Possible writing 
options

The last screen shows the outcome of writing the tag, indicating the content of the 
previous tag, which in this case is empty, and the newly overwritten content, which 
is equivalent to the Encoded URL (Fig. 40).

To actually verify the tag writing, an Iphone 13 without any kind of additional 
software but only with the NFC option enabled is used, and it is seen to be able to 
read the contents of the tag, automatically opening the link from safari (Figs. 41 and 
42).

5.3 Attempt to Cloning the Authentic NTAG 424 DNA 

Let assume that an attacker manages to read the content of the authentic tag and writes 
the Encoded URL on a new tag. The implemented system must prevent this type of 
attack, as it would be easy to clone a luxury good and make it appear authentic. 

Cloning the content of an NFC 424 tag involves reading it first. This means using 
the TagWriter application but in read mode. The content of the chip can be read in 
plain text, and the link saved to write it to a new, non-authentic Tag. 

As shown in Fig. 43, the plain-text encoded URL is present. An attacker can then 
write the following URL:

https://t.ixkio.com/5fvhvzbx 
Into another NFC device. The attacker will therefore create a new dataset, select 

the link option, and overwrite the URL Encoding on the new NFC Tag (Figs. 44, 45 
and 46 respectively).

https://t.ixkio.com/5fvhvzbx


286 M. Zocca and H. Jahankhani

Fig. 39 Data preview screen 
before writing

A user who reads the inauthentic tag will not be able to view the Solana Explorer 
page of the NFT associated with the product, thus realising that the product is 
counterfeit and therefore a fake (Fig. 47).

As can be seen in Figs. 48 and 49, the URL is identical to the one configured in 
Fig. 40.

The Ixkio platform correctly blocked the redirection due to failed chip authenti-
cation.
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Fig. 40 Tag writing 
summary

6 Full Implementation and Results 

The final test consists of placing these two tags, the authentic and the cloned one 
on a dress. The tags can be incorporated into a dress easily, as there are different 
formats, both adhesive and non-adhesive, and they can also be resistant to washing. 
The experiment involves having two T-shirts, one belonging to a luxury brand and 
the other a counterfeit copy. With a bit of imagination, and also to simplify the 
experiment, a single T-shirt is used with two tags, the authentic one and the cloned 
one. The scenario remains the same, the outcome of the actual functioning of the 
NFC/NFT mechanism to protect against counterfeiting remains valid, even if it is a 
simulation environment (Fig. 50).
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Fig. 41 The popup appears 
automatically by bringing 
the phone closer to the tag 

Fig. 42 Clicking on the 
popup directly opens safari 
to the NFT-related page of 
Solana Explorer. In all this, 
Ixkio acting as an 
intermediary, remains 
invisible to the user’s eyes 
throughout the process
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Fig. 43 Reading the authentic NFC tag

Fig. 44 Selecting a new 
dataset
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Fig. 45 Selecting of a new 
URL dataset mode

Thus, abstracting the experiment, the user has two T-shirts, each associated with 
an NFC tag. In other words, the two NFCs are placed on two different T-shirts, both 
aesthetically identical, and the user has to recognise the genuine product from the 
counterfeit one. The material, fabrics and embroidery are made in both T-shirts with 
great care and it is not possible to distinguish them. 

The user places his or her phone on the tag associated with the authentic T-shirt, 
and actually verifies the presence of an NFT associated with it (Figs. 51 and 52).

In the first case, that of the authentic T-shirt, the link contained in the NFC tag is 
detected and, by clicking on the popup, the user has been redirected to the Solana 
Explorer page related to the NFT associated with the product. Everything worked 
correctly without any kind of problems (Figs. 53 and 54).
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Fig. 46 Writing of the 
encoded URL on the tag

In the second case, however, although the user’s phone can detect the URL, upon 
opening from the browser, the user receives an error message caused by the server, 
which has not been found. This occurs because at the time of the request passed to the 
Ixkio API, the platform does not recognize the Tag and therefore does not forward 
the response to the user’s phone. 

As result, the user managed to identify the original product from the counterfeit 
one through this mechanism. 

This research undertook to thoroughly analyse the various aspects of solving 
counterfeiting problems in luxury goods. The approach of using NFC and NFT tags 
in combination for the protection of a good proved to be valuable in many respects. 
However, certain caveats must be taken into account in order to consider it reliable 
and feasible in the real world. Through in-depth research into the analysis of the 
problem and the development of the simulation environment, a framework of best 
practices was drawn up to support future developments in the realisation of similar 
ecosystems focused on combating counterfeiting with these technologies. 

The recommendations listed below can be considered good starting points for 
more substantial and elaborate projects, guidelines to support the practical imple-
mentation of the system thereby it can be considered safe and reliable. In other 
words, these are solutions adopted in the resolution of the proposed experiment,
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Fig. 47 Reading false NFC 
from Iphone 13

which are obviously relegated to a restricted context due to questions of time and 
funds, but which with a few adjustments can be considered valid for large-scale 
targeted projects. 

Use authentication-protected tags: classic tags such as NTAG 210, NTAG 213 
and NTAG 216 are not protected by encryption and therefore their content can be 
easily accessed and cloned on other products. This means that the use of encryption-
protected tags such as NTAG 413 DNA and NTAG 424 (the one used in this project) is 
mandatory. In accordance with what was discussed in section above, a backend must 
be implemented in the system to save the non-accessible password of the Encrypted 
Tag, and then do all the necessary calculations to obtain the digest generated by the 
Tag at each scan, and authenticate it properly. The authentication of the NFC device
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Fig. 48 Safari is unable to 
open the Solana Explorer 
page

is a fundamental pillar for the security of the system, since a mismanagement of this 
procedure makes the correspondence between the NFC Tag and the NFT no longer 
unique, further worsening the degree of security. Two strangers might be unaware 
that their product points to the same NFT, leading them to believe that their luxury 
good is authentic. 

Tag Protection: Although this aspect was not discussed in this research, the role 
of blocking tag overwriting plays a key role in protecting the system. This option, 
which is in fact a standard for most NFC produced by NXP and Mifare, ensures that 
a tag cannot be overwritten once the content has been inserted. This measure is very 
effective especially for all those devices that are easily accessible in public, such as 
luxury goods in shops.
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Fig. 49 The link is identical 
to the authentic tag

Fig. 50 T-shirt with two 
NFC tags: the first authentic 
and the second fake
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Fig. 51 The user 
approaches the phone to read 
the Authentic Tag

Logic of operation in the authentication process: This part was entrusted to the 
Ixkio platform, which also offers scanning and tracking services. However, especially 
when using uncoded tags, such as NXP’s 213, verification is based on the UID 
(Unique IDentifier), which represents the unique number of the tag. The size of this 
field can vary from 4 bytes up to 7 bytes. For the latter, it is highly unlikely if not 
impossible to find two tags with the same UID, while for the former, it is already 
more likely. Moreover, with special devices it is possible to tamper with the UID of 
a tag, thus bypassing authentication. The authentication criteria must comply with 
what is said in Sect. 3.4, and must be used with Encrypted Tags, as recommended in 
point one of the framework. 

NFT customization: registration of the NFT on Solana enables a better user experi-
ence of the entire ecosystem. Registering the name of the NFT on the Solana network, 
and setting up an image that represents the object it is associated with, staying true 
on color and shape, can help the user immediately understand whether the NFT is of 
the product in question. Otherwise, a substantial improvement would be to create a 
dedicated portal for NFTs that interfaces with Solana (or Ethereum depending on the 
project), containing all product information, from origin, to ownership transitions, 
etc.
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Fig. 52 The user is 
redirected to the page of the 
associated NFT

Integrity of data entered into the blockchain: it must be ensured that the people 
responsible for entering NFTs and thus product information are not operating with 
ulterior motives and that the data are not subject to tampering. The producing 
company must therefore implement a strict policy for controlling these parties to 
ensure the integrity of the data within the blockchain. 

7 Conclusions and Future Work 

Nowadays, there are several start-ups and consortia that have focused on imple-
menting the following mechanism, but none of them contain information on how 
they are structured and how they analytically succeed in defending companies from 
the counterfeiting problem. The aim of this research is to fill the knowledge gap on 
this topic by setting up a functioning system and testing it in its configuration. It has 
proven to be functional in several respects, and with a few adjustments can be taken
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Fig. 53 The user 
approaches the phone to read 
the Fake Tag

to a larger scale. The system also allows it to be optimal for small and medium-
sized companies, with an implementation cost that is not extremely high. Through 
the experiences made with the various experiments, best practices were drawn up: 
guidelines that can support the development of NFC/NFT anti-counterfeiting mech-
anisms. Future developments include a better study of NFC TAG authentication. In 
the research, this part was only dealt with theoretically, omitting the implementation, 
which was entrusted to the Ixkio platform. A further study to be undertaken is to 
export the model to the real world, monitoring its behaviour and keeping track of 
its functionality. Then, consult customers to assess the actual benefits and to obtain 
feedback aimed at improving the entire ecosystem.
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Fig. 54 The User gets an 
error message from Safari
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Abstract The importance of software-level communication security in ICS is 
growing as these systems become more automated and connected to the outside 
world. This chapter provides a secure-by-design approach to ICS application devel-
opment, where design-time abstractions known as secure links are used to meet 
criteria from security protocols like ISA/IEC 62443. Secure links are a proposed 
addition to an IEC 61499 design standard that makes it easy to integrate both 
lightweight and conventional security measures into software. Automatic compi-
lation into completely IEC 61499-compliant software is possible for applications 
that use secure links. To keep up with this demand for greater adaptability. Nowa-
days, in the revolution of digitalization, automation plays significant role to achieve 
a sufficient level of security and reduce the use of both human resources and static 
processes. Therefore, it is crucial to model all security related capabilities and func-
tionalities. In this chapter a unique requirements repository model for Industrial 
Control System that applies the LPGs (Labelled Property Graphs) to form and store 
standards based and system specific requirements using well-defined relationship 
types are highlighted. In addition, the researcher integrates the proposed requirements 
repository with the Industrial Control System design tools to determine requirements 
traceability. A wind turbine case study demonstrates the entire workflow within the 
proposed framework. 
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1 Introduction 

Top-down analysis is not the only option, though; industry frameworks offer another 
perspective. A consensus amongst experts in a field is used to develop a “prototype” 
for a business in that field, and this is what industry frameworks give. In general, the 
frameworks identify typical functional and business process breakdowns that may 
correspond to capabilities. It may be more comprehensive and unbiased than a value 
chain tailored to a particular company. Naturally, every organisation will be unique 
due to its own specific set of circumstances and methods of operation, and these 
distinctions may provide a competitive edge in some sectors. 

The capabilities of an industrial framework tend to coincide with their respective 
implementations in commercial enterprise software and outsourced services, which 
is a definite plus. A well-defined standard value chain should not be abandoned in 
favour of an industrial framework; rather, it can provide even more insight into the 
description of shared capabilities when used together. It is possible that a company’s 
data model is part of the framework for its industry. This paper serves as a stepping 
stone to addressing security by design approaches by describing security capability 
levels and requirements across the Industrial Control System zones. Moreover, the 
paper examines why it is important to have a standard, enterprise-wide logical data 
model by following an adapted case study method. A safety critical wind turbine 
system was deployed and modelled to examine several security issues of monitoring 
and managing cybersecurity requirements in Industrial Control System. There are 
two primary arguments in favour of seriously considering the use of a structural data 
model early in the process of creating a CBA for such a given business. To begin with, 
the CBA transformation will be delayed and the cost of getting a model will be more 
than the cost of developing a suitable corporate logical data model. Second, there will 
be fewer data transformation issues when exchanging data between services because 
the framework data model will likely be similar with competitive software systems 
and technical service as well as regulatory requirements. 

2 Literature Review 

Different networks system like control processing, manufacturing of robotic system, 
automation system for both home and office, intelligent system on transportation 
and aircraft, spacecraft in advance. Sometime these types of network system are 
typically made up of a significant number of interconnected devices, the management 
of which can either be centralised or decentralised, depending on the requirements of 
the application. Routable data communications protocols like Ethernet (IEEE 802.3) 
and Wi-Fi are typically placed in homes and workplaces, but due to modern demands 
for adaptability, decentralisation, simple work for continuity, and reduced minimal 
cost for operations, their incorporation into network control systems has become 
increasingly common. Because of this shift, maintaining a high level of security
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within industrial control systems is now more vital than ever. Confidentiality is given 
the utmost priority in traditional information technology (IT) security regulations, 
while network availability receives the least amount of consideration [1]. In contrast, 
critical infrastructure ICSs and ISCI (ISA Security Compliance Institute) must always 
maintain both high availability and operational resilience. This is necessary for a 
variety of reasons, including those pertaining to the economy, the environment, the 
safety of humans, and the security of the nation. It is unacceptable, with regard 
to many different procedures, to suffer a decrease in performance for the sake of 
security [2]. In order to arrive at such a conclusion, a risk–benefit analysis must first 
be performed on each system. It is necessary to incorporate security safeguards in 
a manner that will preserve the integrity of the system both when it is functioning 
normally and when it is under attack from a computer network. 

Alber and Prince [3] emphasised that industrial control system security needs to 
incorporate both network security and features of robust physical architecture (such 
as redundancy and physical adaptability) to maintain the appropriate level of system 
availability. A comprehensive risk assessment and methodical system engineering 
are the processes that are used to establish such requirements. Based on the concepts 
of precise measurement science, the Industrial Control System (ICS) testbed provides 
guidance on how to implement security in an ICS via the course of testing. 

According to Green et al. [4], the purpose of the Industrial Operation System (ICS) 
Cyber Security Test Bed is to showcase the value of security in a variety of contexts, 
such as the management of a chemical plant, the dynamic assembly of complex 
parts with the help of robots, and the centralised management of vast WANs. As 
indicated, the testbed’s major goal is to show how industrial control system security 
standards like NIST SP 800-82 can be applied to a networked control system and 
how the standards might affect the system’s performance, if at all [5]. This test bed 
will also serve as a guide for implementing security measures without sacrificing 
efficiency. One of the testbed’s secondary purposes is to assess how well industrial 
control systems function in the midst of a cyber-attack; this is important because 
no system can be rendered fully secure from network assaults [6]. The ability of 
systems to withstand attacks will be one of their primary concerns. The test bed will 
be available to universities, government organisations, and commercial businesses for 
the purpose of conducting research and evaluations on new technologies designed 
to improve remote monitoring systems and enhance procedures more resilient to 
attacks. A total of five years’ worth of research will be supported by the testbed. 

Numerous commercially available tools exist to safeguard systems built on top 
of industrial standards. Products like the CISCO Adaptive Protection Appliance 
(ASA) and the Tofino Protection Appliance are examples of NG firewall devices 
that offer a high standard of security and a plethora of security functions [7]. The 
primary purpose of these solutions is to prevent network perimeter exploits against 
programmable logic controllers (PLCs). However, these technologies do provide 
valuable network protection. The delay, the jitter, and the payload integrity of data 
packets are the metrics that make up this set. This means that each enclave’s starting 
point for measurement will be based on deliberately generated delay, jitter, and noise, 
and that the performance of the processes under study would be analysed in relation to
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these factors [8], this document offers directions for the establishment of safe control 
systems for industrial machinery (ICS). This type of industrial control system (ICS) 
is widely used in manufacturing and similar fields. Industries that frequently employ 
ICS include the ones dealing with electricity, water, wastewater, oil and natural gas, 
transportation, chemicals, pharmaceuticals, paper products, food and beverages, and 
other types of discrete manufacturing (e.g., transportation equipment, aeronautical 
machinery, and long-lasting products) [9]. SCADA systems are typically used to 
control dispersed assets because of the centralised data gathering and performance 
monitoring that provide [10]. Controlling production systems in a localised region 
such as a factory through the use of supervisory and regulatory control is a typical use 
for distributed control systems (DCS). Programmable logic controllers (PLCs) are 
commonly employed to carry out regulatory control and perform discrete control for 
a wide range of applications. Control systems are crucial to the smooth running of the 
United States’ essential infrastructures, which are increasingly interconnected and 
reliant on one another. Almost 85% of the nation’s critical infrastructures are owned 
and operated by private enterprises [11], which must be taken into account. Postal 
Service mail sorting and air traffic control are just two instances of the aforementioned 
ICS that are also run by the federal government. This article provides a general intro-
duction to ICS, describes common system topologies, discusses common security 
threats and vulnerabilities, and suggests solutions to reduce these risks. The following 
are examples of events that an ICS could potentially face: The flow of information 
over ICS networks being obstructed or slowed down, which could cause ICS to stop 
working, changes to alarm levels, instructions, or directives that could lead to the 
malfunction, shutdown, or destruction of machinery due to unauthorised tampering; 
cause harm to the environment; endanger people’s safety [12]. Franceschett et al. 
[13] has highlighted that incorrect information relayed to operators of the system, 
with the intention of either disguising unlawful changes or prompting the operators 
to take activities that are not appropriate, both of which could have a variety of 
adverse outcomes. Alterations were made to ICS software or configuration settings, 
or malware was introduced into ICS software, any of which could have serious 
consequences. Creating an unsafe environment by interfering with safety systems 
that would otherwise keep people alive. 

2.1 Industrial Control System (ICS) 

The electric, water and sewage, oil and natural gas, chemical, pharmaceuticals, pulp 
and paper, foodservice, and discrete manufacturing industries are just some of the 
many that use ICS. The document presents a long number of strategies and approaches 
for protecting ICS, which is necessary given the wide variety of ICS and the wide 
range of risks and consequences that each form of ICS may provide. This paper 
is not meant to be used as a simple checklist to ensure the safety of any given
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system. Readers are urged to conduct a risk analysis of their systems and modify 
the suggested guidelines and remedies to match their unique security, business, and 
operational needs. The scope of use for the fundamental concepts for protecting 
control systems provided here keeps growing [14]. 

Industrial control system (ICS) is a broad term that includes several different 
types of control systems. These include supervisory control and data acquisition 
(SCADA) systems, distributed control systems (DCS), and other industrial automa-
tion configurations like Programmable Logic Controllers (PLC), which are often 
used in industrial sectors and critical infrastructures. An ICS is a group of control 
parts (such as electrical, mechanical, hydraulic, and pneumatic) that work together 
to reach a business objective. The process is the portion of the system that is mostly 
responsible for making the output. In the monitoring part of the system, you tell it 
what output or performance you want. Control can be done by machines alone or 
with a person in the loop. Systems can run in open-loop, closed-loop, or manual 
mode, depending on how it has been set up. In open-loop control systems, the output 
is monitored by the settings that have already been made. In closed-loop control 
systems, the output affects the input in a way that keeps the goal the same. When 
the system is in manual mode, it is completely controlled by people. The part of the 
system that is mostly responsible for making sure it stays in line with specifications 
is called the controller. A typical ICS may have many control loops, Human Machine 
Interfaces (HMIs), and secluded diagnostic testing and maintenance tools built with 
a variety of network protocols. 

2.2 Comparing ICS and IT Systems Security 

IT systems take care of data, while ICS control the nature of reality. ICS are distinct 
from traditional IT frameworks in many ways, such as having different threats and 
priorities. Some of these are a massive threat to people’s health and safety, serious 
environmental damage, and significant financial loses like lost production and bad 
reputation on the economy of a specific country. ICS have different requirements 
for performance and reliability, and the use operating applications and systems that 
are not always common in an IT network environment. Security measures must be 
configured in a way which keeps the system’s integrity both when it is running 
normally and when it is under attack. 

At first, ICS did not have much in common with IT systems because it was separate 
systems with its own control protocols and hardware and software. Older proprietary 
technologies are being replaced by Wireless and Internet Protocol (IP) devices that 
are easy to find and don not cost much. This makes cybersecurity security flaws and 
incidents more likely. As ICS use IT solutions to improve corporate connectivity 
and remote access, and as it is designed and implemented using industry-standard 
computers, operating systems (OS), and internet protocol, it is started to look more
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like IT systems. This integration allows for new IT functionality, but it opens up 
ICS to the outside world much more than previous systems did. This makes it more 
important to secure such systems. Even though security mechanisms have been made 
to deal with all these security problems in normal IT systems, it must be used with 
extra care in ICS environments. In some cases, the ICS environment needs new 
security solutions that are made for it [15]. 

The following table demonstrate the key differences between IT and ICS security 
systems with the practice of cyber security. 

Requirement IT security system ICS security system 

Performance 
requirements 

Non-real time, the 
key to a good 
response is 
uniformity 
Required is a high 
rate of processing 
Having a lot of delay 
and jitter might be 
fine in the event of an 
emergency, this 
interaction is less 
crucial 
There is scope for 
implementing highly 
restricted access 
control, to the point 
where 
security-related 
interactions are 
possible 
It is possible to create 
a level of access 
control that is tight 
enough to provide the 
requisite level of 
safety 

Rapid reaction is necessary 
Low throughput is fine 
High levels of latency cannot be tolerated and/ 
or jitter 
It is crucial to act quickly in times of crisis 
There have to be tight controls on who can use 
ICS, but it does not mean, it should make it 
impossible for people and machines to work 
together 

Availability (reliability) 
requirements 

Reactions like 
restarting are 
appropriate 
Deficits in availability 
are often acceptable 
provided, it does not 
interfere with the 
system’s functionality 

Rebooting is not always an option, depending 
on process availability constraints 
It is possible that having duplicate systems is 
necessary due to availability needs 
Scheduled downtime needs to be prepared for 
days or weeks in advance 
Extensive pre-deployment testing is necessary 
for high availability

(continued)
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(continued)

Requirement IT security system ICS security system

Risk management 
requirements 

Keep data secure 
Maintaining data 
privacy and integrity 
is of the utmost 
importance 
In this case, data 
redundancy is less 
crucial, as brief 
outages pose little 
threat 
Delay in company  
operations is a major 
risk factor 

The ability to manipulate the material universe 
First and foremost is ensuring the safety of the 
people involved, followed by safeguarding the 
actual process itself 
The ability to withstand failures is crucial, as 
even brief outages might not be tolerated 
Noncompliance with regulations, adverse 
effects on the environment, loss of life, 
property, or output is all potential catastrophes 

System operation In order to work with 
standard operating 
environments, 
systems have been 
built with the help of 
automated 
deployment tools, 
upgrades are a breeze 

Various possibly proprietary, operating 
systems, many of which lack basic security 
features 
Due to the specific control algorithms and 
possibly updated hardware and software, patch 
management must be handled with care, and 
this is often the responsibility of software 
providers 

Resource constraints Systems are designed 
with ample capacity 
to accommodate the 
installation of 
optional software, 
such as security 
programs 

In other cases, systems may lack the necessary 
storage space and processing power to 
properly implement security measures, as it 
was built to serve the needs of a specific 
manufacturing procedure 

Communications Protocols for regular 
communication 
Wire-based primarily 
with occasional 
wireless access 
Normal procedures 
for establishing and 
maintaining a 
network in the 
information 
technology industry 

A wide variety of communication standards 
and proprietary protocols 
Networks are complicated and often call for 
the services of control engineers due to the 
wide variety of communication channels 
employed, including both hardwired and 
cellular options 

Change management When solid security 
policies and 
procedures are in 
place, updates to 
software are deployed 
promptly. Frequently, 
the processes are 
computerised 

To prevent a control system’s integrity from 
being compromised, software updates must be 
rigorously tested and rolled out in stages. It is 
common practise to schedule ICS outages 
several days or weeks in advance. ICS could 
be relying on unmaintained operating systems

(continued)
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(continued)

Requirement IT security system ICS security system

Managed support Afford a range of 
support methods 

Single-vendor service support is the norm 

Component lifetime Approximately a 
3–5-year lifespan 

Ten- to fifteen-year lifespan 

Components location All parts are often 
stored in close 
proximity to one 
another 

It may take a lot of time and energy to 
physically access an isolated, far-away, or 
difficult-to-reach component 

2.3 Risk Assessment and Management in ICS 

Risk management is an everyday occurrence for organisations. Financial risk, equip-
ment failure risk, and risks to employee safety are just a few examples. Businesses 
need systems in place to help them assess the threats to their operations and deter-
mine the best course of action, taking into account internal and external priorities and 
restrictions. As part of routine business procedures, this risk management is carried 
out in an iterative, ever-evolving manner [16]. Traditionally, businesses that employ 
ICS have mitigated risk by adhering to sound safety and engineering principles. 
Most industries have long-standing practises of conducting safety evaluations, and 
it is often integrated into legislation. Management of the risks associated with infor-
mation security adds an important dimension. Both physical and digital security risk 
assessments can make use of the risk assessment process and framework described 
in this section. 

A company should implement a risk management process across the board, with a 
three-pronged strategy to handle risk at (i) the company level, (ii) the mission/business 
process level, and (iii) the information management level (IT and ICS). With the goal 
of ensuring that the organization’s risk-related operations are continually improved 
and that all stakeholders with a vested interest in the organization’s mission/business 
performance can effectively communicate with one another across all three levels, 
the risk assessment procedure is done out in an integrated fashion. 

Frame, assess, respond, and monitor are the four steps in the process of risk 
management depicted in Fig. 1. These responsibilities overlap and require each other 
to be fulfilled effectively. As an example, the results from the monitoring part will 
be used in the framing part. Due to the dynamic nature of the business environment, 
managing risk must be an iterative procedure in which all phases involve ongoing 
actions. Keep in mind that these factors affect the control of any risk, whether it be 
financial, physical, safety, or informational.
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Fig. 1 Risk assessment in different levels 

2.4 ICS-Specific Security Policies and Procedures 

The backbone of any reliable security system is its policies and procedures. Existing 
operational and management rules and processes should be linked with ICS-specific 
security procedures and policies whenever practicable. Consistent and up-to-date 
security protection against emerging threats is possible credits to policies and 
processes. Numerous suggestions for improving ICS information security policies 
may be found in the ICS overlay. After conducting a thorough risk assessment, the 
data security manager must evaluate the effectiveness of current security measures in 
mitigating threats to the ICS. Existing policies may need to be updated or replaced. 

The organization’s risk tolerance, or the level of risk it is willing to take, is deter-
mined and communicated by Tier 1 management. This information is used by the 
security manager to figure out how much of risk mitigation to implement in order 
to bring the remaining risk within acceptable bounds. An organisation can better 
minimise the risks posed by attacks if its security policies are based on a risk anal-
ysis and business modelling that establishes the organization’s security priorities, 
classify assets, and identify business goals. In order to ensure that the rules are fully 
and correctly executed for the ICS, it is essential to create supporting procedures. 
Changes in policy, technology, and threats necessitate the documentation, testing, 
and continuous updating and improvement of security processes (Fig. 2).
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Fig. 2 NIST risk management system 

2.5 ICS Security Risk Management Framework 
Implementation 

From a more theoretical perspective, ICS risk management is just another risk that 
a company must consider. C management in charge of a particular mission or busi-
ness operations must develop and implement a risk management plan in conjunction 
with the executive risk team at the company’s highest priority. Information Security 
Risk Management is a Framework for assessing, mitigating, and migrating threats in 
today’s organizations, missions, and Information Systems; NIST SP 800-39 having 
a point of view is essential to the success of any risk management initiative. When 
it comes to establishing and carrying out ICS global threat management and sharing 
information with enterprise management in support of effectively managing risks 
across the entire enterprise, the personnel involved to ICS apply their specialised 
subject matter knowledge, just as they do in the other task process areas. Imple-
menting the framework for risk management is covered in NIST SP 800-37, guide for 
implementing the framework for risk management to Federal Information Systems. 
The next few paragraphs will briefly recap the procedure and then explain how to 
implement the RMF in an ICS setting. 

There are several numbers of clearly defined organisational roles in the RMF 
process, each is responsible for a specific set of risk-related tasks within the organ-
isation. It is important to note that many of the responsibilities outlined for risk 
management also exist in the ordinary life cycle of system development procedures. 
Processes in the RMF are carried out in parallel with, or as a part of, the system 
development life cycle (Fig. 3).
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Fig. 3 ICS security 
framework with risk applied 

3 ISA-99 Security 

Cybersecurity Testbed verified the ISA/IEC-62443 principles and technological 
security standards. These criteria are similar to those found in NIST 800-82. Groups 
of related documents from the IEC series are displayed in Fig. 4. The documents in 
the 1-X series define the scope of the standard’s application and explain why it was 
developed. The 2-X documents outline the necessities of an ICS security plan and 
how to put its policies and procedures into action. The 3-X series documentation 
outline the design criteria for solution providers and provides recommendations on 
various security solutions that may be relevant to an ICS integrator. Manufacturers of 
individual components are the primary targets of the 4-X series, which specifies the 
requirements they must meet in order to offer the vital functional hooks for a much 
more secure implementation. Meeting the standards is laid out in ISA/IEC-62443-3-3 
[17].

3.1 Risk Management Framework (RMF) with Industrial 
Control System (ICS) 

The steps necessary to implement RMF for ICS are outlined below. Each step of the 
procedure is outlined, and relevant NIST [18] documents are referenced. Although 
the following procedures are presented in a certain order, it can be performed in any 
order that is consistent with standard network and management development life 
cycle procedures. 

3.1.1 Step 1: Classify Security Information System 

Information system security classification is the most important step in RMF which 
include the process of categorising and labelling information based on its sensitivity 
level. This is done to protect the information from unauthorised access or disclosure. 
Information systems are usually classified into three categories: Confidential, Secret, 
and Top Secret.
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Fig. 4 ISA/IEC-62443 organization of standards documents

3.1.2 Step 2: Selection of Security Controls 

The initial process of the set of requirements-based minimum security measures for 
the information system is part of this framework activity. The Federal Information 
Processing Standard 200 (FIPS 200) is a detailed document that illustrate a set of 
minimal security criteria for safeguarding federal data systems and the handled data 
in store, and in transport. These requirements span eighteen different security-related 
topics (Fig. 5).
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Fig. 5 Risk management framework step by step procedure 

3.1.3 Step 3: Implement Security Controls 

This process entails integrating new or existing security measures into an IT infras-
tructure. Both new development and legacy ICS can benefit from the adequate 
security selection approach outlined in this section. 

Since new development systems do not yet exist, businesses doing initial security 
categorisations apply the cybersecurity selection procedure from the perspective of 
needs definition. The security controls outlined in the information system security 
plans act as a controlling and are meant to be integrated into the systems during in 
the Software development life cycle (SDLC) phases of design and implementation. 

3.1.4 Step 4: Analyse Preventative Measures 

Assessment of the information system’s security measures is the process through 
which their efficacy in practise is measured. To verify that the security measures 
chosen from NIST SP 800-53 have been properly implemented, are functioning as 
intended, and have yielded the expected result in terms of meeting the system’s 
security requirements, NIST has published NIST SP 800-53A to serve as a guide. 
NIST SP 800-53A aids in this endeavour by describing the assumptions of security 
assessments according to the FIPS 199 impact level, with the latter being based on 
assurance standards established in NIST SP 800-53.
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3.1.5 Step 5: System of Authorised Data 

A management decision is made to allow an information system to function and to 
accept the threat to agencies operations, federal assets, or personnel based on the 
application of an accepted set of security measures. 

3.1.6 Step 6: Security Controls Monitoring 

Monitoring and evaluating the efficacy of security measures is an ongoing process 
that keeps tabs on any updates to the data system that could affect such controls. 
Network security continuous monitoring is covered in detail by NIST SP 800-137. 

4 Operational Technology Incident Response Plans 

The term “operational technology” (OT) cybersecurity refers to the measures used 
to safeguard OT networks, systems, users, and data. The convergence of IT and 
OT to facilitate “big data” projects, combined with the growing importance of data 
gathering and analysis has necessitated a revaluation of cybersecurity best practises 
for defending OT environment. 

The first Industrialisation in the 1700s marked the beginning of the era in which 
industrial controls became necessary. It takes generations to establish a regulator that 
could regulate the rate of steam—powered output and finally bring this new source 
of power under control, demonstrating just how challenging and critical the process 
of turning steam into useable energy was. Controls on complex processes have either 
prompted or been prompted by each industrial revolution. 

4.1 Building a Business Case for OT Cybersecurity 

The business case for keeping OT up to date is the same as it has been for and over 
200 years; to get things done faster by improving productivity, safer by using sensors 
and other instruments to monitor the performance of various systems, and more 
efficiently for less cost, in addition to improve the ability to make more informed 
and efficient decisions. Throughout history, OT has become one of the most important 
ways to improve the quality of life and work. It has made it possible to provide treated 
drinking water, energy, and sewage treatment in a safe and cost-effective approach, 
as well as to many everyday life routines. Because of this, it should not be a surprise 
that OT features is being used by more people outside of its conventional industrial 
base. Businesses, governments, and sometimes even consumers are becoming more
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Fig. 6 Relationship among CPS, OT, IoT and IIoT 

interested in the benefits of controlling and monitoring the physical environment. In 
the other hand, cybersecurity worries about OT are never higher because it is getting 
more complicated to keep OT systems secure (Fig. 6). 

4.1.1 Concerns About Cybersecurity with the Integration of IT and OT 

The widespread use of complex enterprise software, especially big data analytics, had 
also led organisations to integrate IT systems and OT infrastructure when industrial 
systems been connected with an IT network which makes possible to check on 
the performance and related of systems and equipment all the time via a life ERP 
dashboard. These benefits are very appealing, and it explain why involvement in IT/ 
OT integration has grown expeditiously. 

4.1.2 Importance of OT Cybersecurity 

Traditional OT systems have a long list of security problems, such as the legacy 
equipment that lasts for decades; systems that cannot be patched, in addition to the 
lack of basic security features (user identification or encryption). In a perfect past, 
when these kinds of systems were “air-gapped” and completely isolated from the 
world at large these worries were thought to be acceptable risks. Complete isolation 
is almost impossible today, though, and organisations will need to use a combina-
tion of traditional IT information security products and services and OT-specific 
cybersecurity solutions to protect OT from new risks.
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4.2 Purdue Model 

Established in the middle of the 1990s, the Purdue Enterprise Standard architec-
ture has gained widespread support in the business world as a means of compre-
hending the mandatory hierarchical system of OT systems. It is a part of the ANSI/ 
ISA-95 standard, that depicts how the various high-level parts of a typical control 
systems are linked to one another (ICS). 

4.2.1 Purdue Model Levels 

By outlining the model’s foundational zones and tiers first, IT developments have 
made it much harder to implement the model’s guidelines. Purdue’s current model 
for OT and IT divides the two systems into three zones and six progressively more 
complex levels, from 0th level to 5th level (Fig. 7).

4.2.2 Purdue Model Zones 

Typically, the levels are divided into three logical zones: an enterprise zone/ 
demilitarised zone (Levels 4 and 5), a manufacturing zone (Levels 0–3). This 
simplistic paradigm makes it easy to determine which systems must be in constant 
contact with one another. Although it was not designed to be a cybersecurity 
framework, it has been adopted by security experts as a means of creating more 
secure networks as the demand for increased communication between enterprise and 
manufacturing zones has grown (Fig. 8).

4.3 Cybersecurity Measures Tailored to OT 

Complicating existing options is the fact that several typical IT cybersecurity tech-
nologies cannot be employed in OT contexts. Scanners designed to detect flaws in OT 
equipment, for instance, might cause major interruptions in production. Similarly, 
testing upgrades to security patches on backup systems is generally impossible in 
production scenarios. This is particularly troubling because technology with known 
vulnerabilities might be functioning for decades. Nevertheless, given the worries 
about system interruption, there is an intuitive reticence amongst operational teams 
to make modifications to their OT settings.
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Fig. 7 Prude model levels

4.4 Best Practices of OT Cyber Security 

4.4.1 A Well-Defined Chain of Command Is Necessary for OT 
Cybersecurity’s Adoption into Risk Management Plans 

There must be a well-defined chain of command with specific roles and responsibil-
ities in order to implement an OT security plan that receives adequate funding while 
complementing rather than undermining larger safety and reliability efforts. A Chief 
Safety Officer (CSO) should also have responsibility for both IT protection and OT 
security and should directly report to the Chief Operations Officer (COO); it will
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Fig. 8 Six Purdue enterprise reference architecture zones for OT

help to safeguard security expenditures and operational authority. The objective is 
for every company to have a responsible team for OT security working in the C-suite, 
and for it to be widely acknowledged that OT protection is an issue that increasingly 
merits board-level debate (Fig. 9). 

Fig. 9 Purdue 5 layer model with traditional OT security
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4.4.2 The Importance of Multi-disciplinary Teams 

The National Institute of Standards and Technology (NIST) suggests assembling 
a multidisciplinary OT cybersecurity team with representation from management, 
physical security, information technology, and control system operation. It is crucial, 
for operational staff to understand the potential implications on systems from OT 
cybersecurity related activity. 

4.4.3 Procedures Suggested by the Computer Security Industry 
Association 

CIS Critical Security Protocols and the CISA Suggested Cybersecurity Practices, 
both are beneficial for organisations to start up a set of security baseline. CISA 
suggests ten best practises at a high level:

. To verify, rank, test, and deploy ICS security updates.

. Keep your system’s information and settings in a safe place.

. Recognise, reduce, and protect all network links to ICS.

. Maintain constant vigilance in evaluating the safety of ICS, protocols, and 
connections.

. It is important to turn off any protocols, ports, and services that are not in use.

. Incorporate strong configuration management standards and activate all applicable 
security mechanisms.

. Use whitelisting to restrict which programs can access sensitive data and antivirus 
software’s to keep harmful code from even getting installed.

. Make sure all managers and employees in charge of industrial control systems 
have taken a course on cyber safety.

. Keep an incident management plan up-to-date and test it.

. Secure ICS hosts and networks using a risk-based, defense-in-depth strategy. 

4.4.4 Design Principles of NCSC 

CISA recommends the UK National Cyber Security Centre’s (NCSC) Design Princi-
ples and Operational Technology for organisations that want to start from the ground 
up. Here is a summary of the NCSC’s design principles:

. Set up the context before creating a system.

. Make it hard to compromise.

. Make it hard to disrupt.

. Make it easier to find compromises.

. Lessen the effect of compromise.



320 F. Akrama and H. Jahankhani

4.4.5 CIS Critical Security Controls 

The CIS 20 Controls are a good starting point for cybersecurity, and it can be changed 
to fit ICS and IoT network. The controls are put into three groups: basic, foundational, 
and organisational. According to Boehm [19], the top five critical security controls 
in ICS are: 

CIS Control #1: Inventory of Hardware Assets and Control of Them. 
CIS Control #2: List and Management of Software Assets. 
CIS Control #3: Continuous Assessment and Repair of Vulnerabilities. 
CIS Control #4: Use of Supervisory Privileges in a Managed Way. 
CIS Control #5: Software and hardware on mobile devices, notebook computers, 

workstations, and servers can be set up to be secure. 

4.4.6 How to Use Gartner’s Flexible Security Model to Protect OT 
Cyberspace 

Cybersecurity is often described as a process. It should also be continuous and change 
over time, which is why Gartner made the Adaptive Security Architecture (ASA). 
Traditional IT security was mostly about finding threats and stopping them, but the 
ASA prototype adds forecasting and response to make a cycle. The model can be 
broken down into four stages: 

Predict—This involves identifying potential threats or vulnerabilities through 
risk assessments and AI intelligence gathering. By predicting potential risks, 
organizations can better prepare for and mitigate them. 
Respond—This involves having a strategy for how to handle a security breach 
or incident or when it happens and consider other essential measures to minimise 
the impact of the incident. 
Prevent—This involves implementing measures to prevent security incidents 
from occurring in the first place which include implementing security controls 
as well as educating users and employees about cyber security best practices. 
Detect—This involves monitoring for events of a security incident and detecting 
it as fast as probable. This can include monitoring tools and protocols to identify 
and respond to security incidents in a timely manner. 

PRPD strategy was first proposed by MITRE (ATT&CK) and Lockheed Martin 
(Cyber Kill Chain). And it aims to protect organizations from harm by predicting 
and preventing potential security incidents and responding effectively when it does 
occur. By learning more about early signs of an attack, it is easier to predict, which 
helps with strategy and makes other parts of the cycle easier.
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4.4.7 Cyber Threat Awareness in OT 

Participating in cyber threat awareness programmes, like the U.S. Department of 
Homeland Security’s ICS-CERT and the Industrial Control System Information 
Sharing and Analysis Center’s ICS-ISAC, is another important best practise for 
spotting threats early on. 

4.4.8 Cybersecurity in OT 

CISA gives each organisation a risk assessment document that tells them to do the 
following things:

. Ensure that VPNs and other remote management systems are fully patched.

. Improve system monitoring so that unusual activity can be caught early, and an 
alert sent.

. Use multi-factor authentication.

. Ensure that all machines have firewalls, anti-malware, and intrusion protection 
software installed and properly set up.

. Ensure continuity of operational processes or contingency planning are up to date.

. Raise awareness of IT support options for employees who work from home.

. Update incident response strategies to consider changes in the workforce in a 
distributed environment. 

4.5 Preparedness and Response to Incidents: The NIST 
Framework 

The United States Department of Commerce’s National Institute of Standards and 
Technology (NIST) is a non-profit organisation that develops and publishes norms 
and guidelines for several fields of IT. The Information Technology Laboratory (ITL) 
at NIST creates benchmarks and tests for the IT industry, including data protection. 
An important framework for incident handling and response (IR) was created by 
ITL, Computer Security Incident Management Guide. 

The NIST incident handling process is an iterative activity with built-in oppor-
tunities for learning and improvement in the pursuit of optimal security. There are 
four main phases preparation; detection and analysis; containment, eradication, and 
recovery; and post-event activity.
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4.6 Plan for Incident Response (IR) 

Incident management is an organisational process that lets people respond to cyber-
attacks quickly and effectively. The incident response procedure involves finding an 
attack, figuring out how bad it is and how important it is, investigating and stopping 
it, putting things back to normal, and taking steps to make sure it does not happen 
again. 

Furthermore, an incident response plan (IRP) is a written list of the steps that 
should be taken during each phase of a response to an incident. It should have 
rules for defining roles and responsibilities, plans for communication, and standard 
protocols for how to respond. 

4.7 Key Roles of a Team that Responds to an Incident 

An incident response team is crucial for carrying out an incident response plan. Full-
time personnel or teams may be responsible for these tasks in a large firm, whereas 
in a smaller one, staff juggling many responsibilities may be asked to step up. The 
following are essential roles within the team: 

When an event happens, it is the responsibility of at least two individuals to 
approve the incident response strategy and coordinate the necessary actions. After 
then analysts in this field are responsible for reviewing alerts, determining the like-
lihood of occurrences, and conducting preliminary investigations into the scale of 
attacks. Researchers in the field of threats are tasked with supplying further details 
about a given threat by sifting through data from many sources (the internet, threat 
intelligence feeds, security tools, etc.) to piece together a complete picture. Others 
who have a vested interest include executives, board members, human resources 
professionals, public relations experts, and top-level security personnel like Chief 
Information Security Officer (CISO). 

4.8 ICS Implementation for NIST SP 800-73-3 

4.8.1 Limiting Who May Access the Industrial Control System (ICS) 
Network and What They Can Do on It 

Separate authentication techniques and credentials are provided for users on the 
corporate and ICS networks, and demilitarised zone (DMZ) network architecture is 
used to block communication between the two types of networks. The ICS should 
also have a multi-layered network architecture, with the most crucial communications 
occurring at the highest security and reliability layer [20].
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4.8.2 Limiting Who Can Go In and Out of the ICS Infrastructure 

Physically tampering with the ICS’s components without authorization could cause 
serious problems; Use of locks, contactless cards, and security staff are only few of 
the many possible physical access restriction methods that should be considered. 

4.8.3 Reducing the Risk of Attack on Individual ICS Components 

Disabling unused ports and services, restricting ICS user permissions to only what is 
necessary for each position, keeping a close eye on the audit trail, and using security 
controls like antivirus and file integrity checking software whenever possible are all 
part of this strategy to avoid, hinder, predict, and mitigate malware. 

4.8.4 Carrying Out Normal Operations Under Trying Circumstances 

To achieve this goal, the ICS must be built with redundancy in mind. When a compo-
nent fails, it shouldn’t trigger a chain reaction that affects other parts of the system or 
create unnecessary traffic on the Industrial Control System (ICS) or other networks. 

4.8.5 Accidental System Restores 

Problems will always arise, which is why it is necessary to have a plan to respond to 
them. One of the most important aspects of an effective security programme is the 
speed with which a system may be restored after an attack or breach has taken place. 

In order to analyse and lower risk to an industrial control system, it is essential for 
a cross-functional cyber security team to exchange their different domain expertise 
and experience. After that, proper ICS security measures can be implemented. The 
cyber security team should consist of at least one person from management, one 
from IT, one from control engineering, one from control system operations, one from 
the field of information and computer security, and one from the field of physical 
protection. In order to maintain consistency and ensure that all bases are covered, 
the cyber security team ought to confer with the vendor of the system’s controller or 
integrator. Full responsibility and accountability for the ICS’s cyber security should 
rest with site management (such as the facility superintendent) or the company’s 
CIO or CSO. When designing a cyber security plan for an ICS, it is essential to 
take “defense-in-depth” into account. This strategy entails stacking many security 
measures so that the failure of any one layer has minimal effect on the system as a 
whole [21].
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4.9 Key Components of Industrial Framework 

Key components include the following: 

Control Loop—A control loop consists of actuators such control valves, breakers, 
switches, and motors, and the transmission of variables. Other types of controller 
hardware include PLCs. The sensors send the controlled variables to the controller 
so that it can make the appropriate adjustments. The controller is responsible for 
interpreting the signals and generating the associated controlled variables, which 
are then transmitted to the actuators, based on the set points [22]. Alterations to 
the process brought on by disturbances result in the generation of new sensor 
signals that, once again, are sent to the controller to identify the condition of the 
process. 
Human–Machine Interface (HMI)—Both operators and engineers rely on HMIs 
to keep tabs on controller settings, such as set points and control algorithms. The 
HMI also displays real-time data and information about the past performance of 
the process. 
Tools for Remote Inspection and Repair—Tools for diagnosis and upkeep are 
used to spot and correct malfunctions before it causes serious damage, and to get 
back up and running after an accident with reference to the standard IEC 62443 
[23]. 

4.10 Industry Framework 

Another method for conducting top-down analysis is provided by industry frame-
works. Industry frameworks offer archetypal designs of businesses operating within 
a given industry, and it arrange the basis of an agreement reached by representa-
tives from that industry. Normalised functional and business process breakdowns 
that may map to capabilities are typically defined by these frameworks. It might 
provide greater granularity and impartiality than a value chain that is exclusive to a 
business. Not surprisingly, individual circumstances or the way a company chooses 
to conduct its operations and business needs can make each entity distinctive, and 
these distinctions can serve as a foundation for achieving a competitive advantage in 
particular markets. 

One of the benefits of an industry framework is that contains capabilities typically 
align with implementations of capabilities in commercial corporate applications and 
outsourcing services. This is one of the advantages of an industry framework. The 
use of an industry framework does not imply that a conventional value chain that is 
well-defined should be abandoned; rather, the two working together define greater 
insight for the definition of shared capabilities [24].
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4.10.1 Authentic, Real-Time, Safety-Certified Kernels 

A considerable number of built-in safety mechanisms are available with the 
SCIOPTA 61508 kernel and IEC 61499, which are a pre-emptive multi-tasking 
high performance real-time kernel. SCIOPTA is an excellent alternative for use 
in applications that must conform to stringent safety criteria since it employs a 
kernel that directly passes messages. This makes it an ideal candidate for use in such 
applications [25]. 

4.10.2 Safety Certified Data Transfers 

By performing checksum validation on message data areas, the SCIOPTA kernel 
is able to monitor the movement of data between processes. The workload of the 
creator of safety software is significantly reduced thanks to these verified functions. 
When it can be delegated this responsibility to the kernel, the overall development 
time and costs are cut down significantly. 

A header, a data region that can be any size, and an end-mark that is validated 
by the kernel make up the SCIOPTA message and ETFA [26]. The sender, owner, 
and addressee of the message all have their respective process IDs included in the 
message’s header. 

4.10.3 No Shared Memory 

Traditionally, shared memory has been used as the inter process communica-
tion protocol in real-time operating systems. Users are responsible for assigning 
semaphores to specific data areas and kinds, as well as implementing semaphore 
protection for shared memory. 

No form of shared memory is needed in a SCIOPTA-based system. Direct 
communication provides a safer method of transmission. Information is packaged in 
messages, and the kernel is responsible for their security by managing data ownership. 

4.10.4 Controlled Storage of Information 

SCIOPTA modules can be used to organise and manage a collection of related 
processes. Each module has the potential to have a maximum of 128 pools available 
to store SCIOPTA messages. Modules and pools might share the same section of 
memory or be located in different sections. Using a Memory Management Unit and 
the SCIOPTA Memory Management System (SMMS), full memory protection can 
be attained (MMU) [27].
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4.10.5 Certified by TÜV 

SCIOPTA has been given approval for use in systems up to SIL3 by the TÜV in 
Munich in accordance with IEC61508/EN50128 [28]. 

4.11 IEC 61508 

IEC 61508 is the name of the international standard that focuses on safety-related 
systems that mix electrical, electronic, and/or programmable electronic (E/E/PE) 
instruments and devices. The full title of the standard is the International Electrotech-
nical Commission Standard for Safety-Related Systems that Combine Electrical, 
Electronic, and/or Programmable Electronic [29]. 

Despite its origins in the automation and process control industry, IEC 61508 
is finding increasing acceptance in other sectors, like the automotive and medical 
industries, where safety and dependability are of paramount importance. 

The 7 Parts of IEC 61508

. IEC 61508-1 Defines common requirements.

. IEC 61508-2 States all the safety-related systems requirements.

. IEC 61508-3 Gives software requirements.

. IEC 61508-4 Defines all the definitions and abbreviations.

. IEC 61508-5 Some techniques for determining the level of safety integrity.

. IEC 61508-6 By using IEC 61508-2 and -61508-3 correctly gives some sugges-
tions.

. IEC 61508-7 Defines an outline of methods and procedures. 

4.11.1 Market Guide for Operational Technology Security 

The convergence of IT, IoT, and OT environments has increased the complexity and 
vulnerability of previously isolated OT/ICS networks and newly designed cyber-
physical systems (CPSs). As a result, there is a necessity for an all-encompassing, 
automated approach to asset discovery, risk assessment, and helping to avoid down-
time. “By 2025, 70% of asset-intensive organizations will have converged their secu-
rity functions across both enterprise and operational environments”—by Gartner 
[30]. 

Report to Discover

. The factors that are driving the transition of the OT security market from a focus 
on OT networks to a focus on CPS assets.

. Market dynamics such as increasing threats, exposing vulnerabilities, a continuous 
skills deficit, and growing laws, directives, and frameworks.
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. Suggestions for “anchoring security efforts to operational resilience” in the face of 
growing threats, by implementing an integrated security strategy that goes beyond 
legacy OT systems. 

4.12 Differentiation Between ISO/IEC/IEC 62443, NIST 
Cybersecurity Framework, and ISO/IEC 27001 

A set of standardised risk mitigating strategies is needed in order to take a method-
ical approach to the implementation of a cyber security programme. These strate-
gies should be developed through the collaborative efforts of regulatory institutions, 
industry associations, government agencies, and technology specialists. Organiza-
tions are able to not only reduce the risks to an acceptable level with the assistance 
of a single well-defined procedure or a combination of procedures that are also well-
defined, but they are also able to track the progress, evaluate any gaps that exist 
between the current and targeted security levels, and improve the overall efficiency 
of their security system. 

International standards like as ISO-27001, NIST Cyber security Framework, 
and ISA/IEC 62443 are a few illustrations of those that are extensively used and 
widely embraced. These standards offer a comprehensive guidance and absolute 
effectiveness in safeguarding IT and OT systems. 

4.12.1 ISO-27001 

Beginning around the turn of the millennium, several independently developed 
industry standards began to converge into what is currently known as the ISO set of 
guidelines for security management of information. The International Organization 
for Standardization (ISO) is now widely recognised as one of the most thorough stan-
dards for establishing and maintaining an effective information security management 
system. Information security is the primary focus of the ISO-27001 standard, and it 
helps businesses prioritise and solve their needs for keeping data private, secure, and 
accessible [31]. 

A plan-do-check-act cycle, which is more often known as the PDCA cycle, lies at 
the core of it. This cycle can trace its origins back to quality assurance in production 
contexts (Fig. 10).

The cycle of plan-do-check-act can provide assistance in establishing the frame-
work of the organisation, defining the scope and objectives, determining the requisite 
competence, and creating a written policy. This is supplemented further by the eval-
uation of risks, the planning of treatments, the selection of available controls, and the
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Fig. 10 PDCA cycle for 
quality assurance

implementation of those controls [32]. In addition, constant innovations and improve-
ments are able to fulfil the ongoing demand for risk reduction. In a nutshell, ISO-
27001 provides businesses with a step-by-step guide that assists in effectively imple-
menting the necessary security capabilities and minimising risks using an approach 
that is iterative and scalable for successive degrees of development. 

The Need for OT Security Standards 

IT and OT systems are often different in terms of the technological nature and scope 
of their operations. Murray et al. [33] stated in their work that the approach to security 
that is taken with an OT system needs to be adapted to the specific demands of that 
system. Since many of the controls that were implemented to manage the security 
of IT systems are not relevant to OT systems, a distinct set of industry standards is 
required in order to satisfy the safety needs and limit the risks that are connected with 
them. Both the NIST Common Security Framework (CSF) and the ISA/IEC 62443 
standard were developed expressly for the for the sake of establishing guidelines to 
ensure the security of industrial control and automation systems. 

4.12.2 ISA/IEC 62443 

By deriving from the controls defined in ISA/IEC 62443 delves even further into 
the particulars of the application process. The set of standards known as ISA/IEC 
62443 provides a framework for managing and securing operational technology (OT)
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systems, as well as for monitoring and preventing potential attacks in the future. It 
enables organisations to identify their assets and keep track of their asset inventory, 
to group assets with similar security requirements into zones, and to define conduits 
for the establishment of a secure communication channel within and among these 
zones. Afterwards, the zones exposure to danger is evaluated, and the proper levels 
of security are implemented there. Controls are decided upon and put into place in 
accordance with the predetermined levels of safety that are associated with each zone. 
In light of raising concerns over the safety of industrial control systems, the Interna-
tional Society of Automation (ISA) has established norms to guarantee their security; 
Using the knowledge of experts in industrial automation and control systems, the 
Industrial Systems Association (ISA) developed a set of standards (ISA/IEC 62443) 
to detect and eliminate any security flaws (IACS) [34]. 

ISA 62443 is a set of standards, technical papers, and supporting materials whose 
overarching goal is to create a flexible framework that permits addressing current 
and future vulnerabilities in IACS and applying essential mitigations in a methodical, 
defensible manner. Standards, technical reports, and other supporting materials can 
all be found inside ISA 62443. It is imperative to have a clear understanding of the 
purpose of the ISA 62443 series, which is to create extensions to enterprise security 
that adapt the needs for business IT systems and integrate them with the particular 
requirements for robust availability that are needed by IACS [34]. 

According to Fachot [35], the main sections of the series are as follows:

. General (62443-1): This category contains items that discuss themes that are 
present throughout the entirety of the sequence.

. Policies and regulations (62443-2): The components of this set pay special 
attention to the rules and regulations surrounding the protection of IACS.

. Requirements for the System (62443-3): The elements that make up the third 
group are those that deal with requirements for the method.

. Requirements for components (62443): More specific and precise requirements 
for the development of IACS products are covered in the fourth and final group 
of elements. 

The following sections of the standard demonstrate a detailed definition of 
the security requirements across the software development life cycle (SDLC) for 
industrial control systems:

. ISA-62443-3-3—Specific operational and technological criteria for IACS safety 
are established in this sequel. Within the scope of the standard’s definitions are 
located seven sets of foundational requirements (FR), as well as four tiers of 
security levels (SL). The level of security that must be maintained by the system 
is established through the use of risk analysis. System requirements, or SRs, can 
vary widely depending on the amount of security desired. The standard defines 
SRs by referring to the applicable FRs in various places. Some of the SRs contain 
modifications to the requirements that apply to all the SLs, while others only apply 
to a subset of the SLs.
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. ISA-62443-4-2—Includes detailed descriptions of embedded parts, network 
parts, host parts, and software parts, and more. The standard consists of a total 
of seven fundamental requirement groups and four security level groups (SL-Cs). 
This standard’s requirements are derived from ISA-62443-3-3 (system security 
requirements); however, they are more narrowly focused on parts of the control 
system rather than the entire system [36]. 

In addition to ISA 62443, there is also NIST Special Publication 800-82, which 
is an alternate framework. In compliance with the Federal Information Security 
Modernization Act (FISMA) that was passed in 2014, the National Institute of 
Standards and Technology (NIST) designed and developed this [37]. 

4.12.3 NIST 800-82 Standard 

Guidelines for National Institute of Standards and Technology Cyber security offers 
asset owners a comprehensive roadmap for securing operational technology (OT) 
systems in their organisations. It is basically built to assist companies in streamlining 
the required processes, defining and prioritising the security level for both existing 
risks and anticipated hazards, and managing the budget in accordance with these 
considerations [38]. Users of the NIST Cyber Security Framework are given general 
guidance toward the implementation of cyber security measures that are in keeping 
with the framework’s five basic functions (Fig. 11). 

Among the many different NIST standards, the NIST 800-53 and the NIST 800-
82 are two that stand out as particularly important. While NIST 800-53 is utilised 
across the industry for the purpose of managing the cyber security needs of infor-
mation systems, NIST 800-82 is utilised for the purpose of managing the privacy 
and security controls of operational technology (OT) systems. Through the use of an 
“overlay,” which is made possible by NIST 800-82, businesses are able to modify 
certain controls from NIST 800-53 so that they better meet the requirements of 
OT. The written recommendations of the NIST provide an overview that is both 
comprehensive and detailed of all the security capabilities of these standards. 

Stouffer et al. [39] found a guide for ensuring the security of industrial control 
systems may be found in the Special Publication 800-82 that was published by 
the National Institute of Standards and Technology. It is feasible, as stated in the 
executive summary of Publication 800-82, to consider it an “overlay” to Publica-
tion 800-53. Guidelines for applying the security measures detailed in NIST Special

Fig. 11 NIST cybersecurity framework’s five functions 
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Publication (SP) 800-53 Revision 4, Security and Privacy Controls for Federal Infor-
mation Systems and Organizations, have been developed by the National Institute 
of Standards and Technology (NIST) in collaboration with the community of ICS 
professionals working in the public and private sectors. A significant number of 
the controls in Appendix F of NIST SP 800-53 can be directly applied to ICS as 
written, however, many of these controls also require ICS-specific interpretation 
and/or augmentation [10]. 

In fact, NIST SP 800-82 cites multiple other NIST SPs throughout the docu-
ment and offers “ICS-specific Recommendations and Guidance” for every possible 
scenario. 

The Importance of Security Policies 

The lifetime of control systems includes not only the creation, testing, and release of 
systems and software, but also the accompanying rules and procedures. The absence 
of a security policy in and of itself might create conditions that are conducive to the 
introduction of vulnerabilities in industrial control systems. 

To define roles and duties, provide direction for programme implementation, and 
outline how violations will be handled, a thorough and well-documented security 
policy is required. One of the most important factors that determines whether a secu-
rity programme is successful is the level of support and governance that it receives 
from management. In-depth discussions on policies and procedures are presented 
in both ISA/IEC 62443 and NIST SP 800-82; however, the two documents take 
somewhat dissimilar approaches to the subject matter [40]. 

This subject is covered in depth by the IC4F and 62443-2 category, which is organ-
ised into four subparts that focus primarily on developing a management system for 
cybersecurity is suitable for IACS settings [41]. This is also known as an IACS secu-
rity programme or, more generally, an IACS security management system, according 
to the standard. These two terms are synonymous with one another. Moreover, the 
requirements for a successful IACS security system are outlined in the first part 
(62443-2-1), and assistance for developing such a system is provided in the second 
part (62443-2-2) of this document. Although, the third section (62443-2-3) details 
the best practises for the system’s patch and change management, while section 
four (62443-2-4) restates the security programme criteria with an emphasis on the 
responsibilities of IACS service providers [42]. 

The National Institute of Standards and Technology’s Special Publication 800-82 
is another helpful reference for drafting and implementing policies and procedures. In 
fact, it devotes an entire section in Appendix C to the topic of detecting vulnerabilities 
and predisposing factors that are related to the absence of policies and procedures.
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4.13 Selecting the Right Standard/Framework for OT 
Cybersecurity 

Responses from a variety of industrial verticals to a survey conducted by SANS 
and titled “SANS ICS/OT survey 2021” revealed an interesting combination of OT 
Cybersecurity standards. The top 5 standards that control systems are mapped to are 
NIST CSF, ISA/IEC-62443, NIST 800-53, and NIST 800-82, and ISO 27001 [43]. 
There are also a few standards that are unique to the industry, such as the NERC CIP, 
as well as standards that are unique to the region, such as the NIS Directive and the 
Qatar’s ICS security standard [44] (Fig. 12). 

In most cases, a combination of these standards will be utilised in order to meet 
the specific requirements of certain business. These requirements might be affected 
by the region or the overall environment in which the company operates, in addition 
to other conditions or goals connected to your specific organizational context. It is 
possible that the implementation of these standards could successfully establish a 
cyber-secure industrial environment. This would make it possible for OT defenders 
to combat threats, while identifying areas-of-emphasis for the protection of a critical 
infrastructure in a vividly streamlined manner. The ISA/IEC 62443 standard and 
the NIST SP 800-82 standard provides exhaustive coverage and direction for indus-
trial control system (ICS) security respectively [45]. Despite the presence of other

Fig. 12 Top utilised ICS international cybersecurity frameworks 
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security standards, initiatives, and best practises in this field, these two frameworks 
have gained the most traction and attention. Because connected systems are always 
susceptible to new risks, it is necessary to take a multi-faceted approach in order to 
counteract the many dangers. The implementation of a security framework is one 
way to assist enterprises in moving toward a more holistic strategy [45]. 

The choice of a framework will, in many instances, be determined by the industry 
and the accompanying regulatory drivers, which may require a particular framework. 
Therefore, because various regulators may need various organizational structures and 
each framework has a plethora of knowledge concerning the safeguarding of indus-
trial control systems. For instance, organizations in the public sector are typically 
expected to adhere to the NIST standards. 

5 Research Methodology 

This part offers detailed of how the study was performed along with method used. 

5.1 Research Process 

The research process indicates to the process conducted by researchers to develop and 
put in writing feasible research. This often involves identifying, finding, evaluating, 
and analysing various information research related facts and information. 

5.2 Research Methodology 

Research methodology describes the methods’ systematic analysis that be appro-
priate to a research field. Particularly, it is the phase where the researchers consider 
several models and methods that will be used in their studies. Irny and Rose [46] 
stated that Research methodology generally involves hypothesis, phases theoretical 
model and quantitative or qualitative techniques. 

In this study, the results are established based on open-source data; mix method-
ology model is used: the qualitative and quantitative methods are used to investi-
gate the available datasets required for the classifier training. Literature review was 
retrieved from online archives, such as: Google Scholar, Web of Science, Science 
Direct, and IEEE Xplore and so on. Additionally, news, articles, books, related 
industry descriptive reports and articles initiated by cybersecurity professionals in 
career were also utilised to enhance the background research. As mentioned earlier, 
the dataset chosen greatly affects the performance of the classifier. The dataset should 
be of moderate size and high quality so that the feature extraction procedure can train 
the algorithm efficiently.
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5.3 Data Collection and Data Analysis 

Researcher must determine the applicable methods and techniques to implement 
for the data collection and analysis phase. The date used to conduct this research 
secondary data that collected from several open-source online archives. 

5.4 Legal and Ethical Consideration 

Proposed study has to comply with relevant ethical and legal issues. The author 
has to take into consideration the academic policies and guidelines extremely and 
adhere to the academic codes of conduct for the duration of the research establish-
ment. Research actions, events and elements involving data analysis methods, data 
collection and theoretical and practical studies all be required to fulfil with legal 
guidelines. 

The research mechanisms, activities approach, Internet and computer uses must 
comply with legal obligations and responsibilities in the United Kingdom Computer 
Misuse Act 1990 (legislation.gov.uk), 

The collected data will be used exclusively for this project and will be erased after 
use. Only data in English language will be compiled and evaluated and must obey 
with and the GDPR and DPA (2018) (Legislation.gov.uk). 

6 Proposed Architecture for Automation Energy System 
Applying the IEC 62443 Standard 

Cyber-attacks on critical infrastructure systems like Secondary Distribution Automa-
tion (SDA) systems have been in the news frequently as of late. The immaturity of 
their security architecture makes them vulnerable to cyberattacks. Because of the 
potential for significant financial losses, the potential loss of intellectual property, 
and the catastrophic damage to the company’s reputation on the market, securing 
these systems from attacker actions has been an increasing area of focus. To approach 
the cybersecurity problem of these important systems comprehensively, an analysis 
based on the international standard IEC 62443 is warranted. For Industrial Automa-
tion Systems, this specification represents a worldwide consensus on the best security 
procedures (IACS). To protect against attacks from numerous directions, IEC 62443 
employs a system called defence in depth, which has a variety of security layers 
and predetermined degrees of security. The aim of this proposed work is to test the 
implementation of the IEC 62443 Standard in a representative SDA energy system 
and to raise the level of security maturity in such installations to an acceptable level. 

The International Electrotechnical Commission (IEC) 62443 was developed by 
the ISA (the International Society of Automation) as a set of standards, technical

http://www.legislation.gov.uk
http://www.Legislation.gov.uk
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Fig. 13 IEC 62443-standard 

reports, and other materials that define the steps necessary to implement electroni-
cally secure Industrial Automation and Control Systems (IACS), in order to meet all 
concerned with entirely forms of industrial automation, application, control, and key 
infrastructure, including but not limited thereto SCADA, power plants, transmission 
lines, distribution networks, utilities for gas, water, oil, etc. This technical definition 
focuses on cyber security, which encompasses hardware, software, networks, and 
configuration settings. 

As demonstrated in Fig. 13, IEC 62443 Standard covers a wide range of stake-
holders involved in the manufacturing, design, deployment, and industrial automation 
management and control systems, including end users. The four main sections of IEC 
62443 are “General,” “Policies and Procedures,” “System,” and “Component.” It is 
crucial to notice that while some things have been published already, others are still 
in the process of being created, evaluated, or planned. 

6.1 Using IEC 62443-Based Safety Systems 

6.1.1 Segmentation of Network 

To safeguard a network, segmentation of network is a potent defence strategy. The 
essential concept is to place network components that require a similar level of 
security within the same zone and then to limit access to that zone in both a physical
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and logical manner. Network segmentation reference proposes a network separation 
that creates three distinct network zones [47]: 

Trusted Zone—In order to meet the Trusted Zone’s special communication 
requirements, further precautions must be taken. As a result, a firewall surrounds 
it, and trustworthy process networks are a part of it. In this context, “Trusted 
Zone” refers to the areas around the Control Zone, the Control Centre, and the 
primary Substations. 
Demilitarised Zone (DMZ)—Between the safe area and the dangerous area is 
where the DMZ is set up. This is the area where all outside connections to the 
security zone are monitored and managed. When located inside the Command 
Centre or primary substations, the service PC is considered to be in a Demilitarised 
Zone (DMZ), which adds another degree of security for off-site personnel. 
Untrusted Network—The security measures of the “untrusted network” are 
either undefined or insufficient. 

6.1.2 Interfaces, Conduits and Data Flow 

Human Machine Interfaces (HMIs) or physical interfaces can be used for the solu-
tion components’ interaction. IEC 62443 requires, in general, that any vulnerable 
or unused interfaces be turned off. Safely connecting devices requires categorising 
IP-based communication protocols according to their purpose; Operation entails all 
protocols principally required for the operational functioning of the power utility. 
Various IEC and NTP standards are good examples; Engineering covers all processes 
that are implemented to manage product setup, upkeep, and problems. All engi-
neering equipment is a good example; And lastly remaining protocols are classified 
under the “support” heading, the Simple Network Management Protocol (SNMP) 
and other remote access protocols are a couple of [13]. 

With the goal of protecting the integrity of data transmitted between different 
networks in mind, two methods have been established. First is secures data transmis-
sion between the SDA Control Area and the Control Centre/Basic Substation using 
Virtual Private Network (VPN) between gateways. Since just part of the commu-
nication line will be secured, this method is considered “bare minimum” security. 
Secondly is the communication channel between devices in the SDA control area and 
network devices in the Control Centre/Basic substation is safeguarded by a Virtual 
Private Network (VPN) using Internet Protocol Security (IPSec). By implementing 
that, secure communications end-to-end will be optimised.
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6.1.3 Controlling Identity and Permitting Entry 

The topology of the network within the design mandates two access methods, distant 
access (through DMZ) and public access in the field, for maintenance and engi-
neering purposes. Services PCs are used to verify user identities in both environ-
ments, however after a project is handed over, it is advised that DMZ access be 
limited further. 

6.1.4 Hardening to Lessen Vulnerability to Attack 

To put system hardening into action, it must ensure that all unnecessary service’s ports 
and connections are closed or deactivated on all network nodes (including switches, 
routers, RTUs, and computers). In other words, all engineering protocols and tools 
are mapped, and only those that are necessary for keeping the system running are 
allowed to be turned on. 

A protected repeater is a crucial part of an IEC 62443-compliant secure solution. 
There is an absolute need for Hardening in this scenario. Blocking unused ports and 
using a MAC address filters to restrict access to the network to authorised devices 
are two examples of the precautions used to provide a sufficient level of security. 
Disabling Telnet remote access and HTTP, two examples of services and protocols 
known to be vulnerable, is a good place to start. 

6.1.5 Security Against Malware and Other Attacks on OT Systems 

Some generic and preferable product qualities were taken into account to ensure 
the system’s continued functioning: digitally signed firmware that can continue to 
operate normally under attack; validation mechanisms to ensure that only valid setup 
commands and blog posts with the correct syntax are accepted; firmware that has 
been subjected to extensive security testing during development; firmware that can 
function normally regardless of whether or not it is connected to the internet. All these 
safeguards make it feasible to protect against firmware tampering, Denial of Service 
(DoS) attacks, unexpected product behaviour, and unauthorised modifications to the 
system’s configuration. 

To prevent devices from being exploited as a vector for propagating system viruses, 
anti-malware software is now required to be installed on all service PCs. It is expected 
in the strategy that the IT and industrial networks are partitioned at the control centre 
level to lessen the attack surface. 

6.1.6 System Monitoring 

It is vital to build a monitoring system in order to keep track of what is going 
on in the platform, such as unusual equipment actions (e.g., attempts to configure
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changes or erroneous logins) and the behaviour of your network (suspect packages 
and protocols). At the level of the control centre, it makes appropriate to implement 
a “Logging” server to receive such data. The syslog protocol can be used to send 
and map cyber security data to a SIEM or to transmit data from internal locations 
on the equipment using a normal distribution protocol (such as DNP3) to a SCADA 
system. 

7 Data Analysis and Critical Discussions 

7.1 Case Study 

“Tracing security requirements in industrial control systems using graph databases 
for wind turbine cases.” 

Because there are numerous numbers of different system and security standards, it 
is crucial to record the interdependencies and hierarchies between them. As a result, 
the current techniques for specifying security requirements fail to adequately capture 
such structure, which in turn complicates currently existing and traceability and 
extends the time and money needed to construct certified ICS. This paper proposes 
a novel paradigm for ICS requirements repositories, one that makes use of LPGs 
(Labelled Property Graphs) to chain store both demands for standards-based and 
system-specific, with the latter being organised according to predefined relation-
ship types. Finally, the document achieves the requirements traceability by inte-
grating the proposed requirements database with ICS tools during the design phase. 
A wind turbine scenario study highlights the promote efficiency in our system. These 
papers illustrate that utilising labelled property graphs inevitably results in a solid 
requirements traceability matrix, although, its present adaptable requirements change 
management process that can be used to accommodate future modifications to both 
the development and certification processes. 

There must be security in place for all the crucial parts used in ICS deployments. 
IEC 62443 is one of many ICS-specific security standards, provides stringent yet 
generic security criteria. Such requirements’ applicability to a given project is not 
always obvious and can often be difficult to parse. Multiple organisations must reach 
consensus on a common set of product-centric security requirements in order to move 
forward with the certification process for security standards. Therefore, in a safety 
certification program, all parties (users, vendors, and certifying bodies) must reach 
consensus on a security needs engineering strategy that is practical for them. It is 
crucial to maintain the security of the entire process by correctly mapping required 
functionality to security standards requirements. 

Modelling and implementing a security wind turbine system allowed researchers 
to examine the challenges inherent in monitoring and monitoring security require-
ments in ICS.
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7.2 Contribution of This Research Work 

The key contributions of this research are as follows: 

1. With an emphasis on requirements structure and linkages, the papers demonstrate 
a unique repository approach that maintains the IEC 62433-4-2 specific security 
and Cyber Security Requirements Specification (CRSC) as Labelled Parameter 
Graphs (LPGs) in various subsets. 

2. The papers propose and illustrate a method for integrating the repositories with 
Industrial Control System design tools in order to facilitate end to end supplies 
traceability. 

7.3 Detail Study on Safety–Critical Wind Turbine ICS 
Standards 

To illustrate the use of the repository and the related traceability procedure, a 
case study of a safety–critical Industrial Control System wind turbine is imple-
mented. The wind turbine system makes use of a master–slave configuration of many 
Programmable Logic Controllers (PLCs). The nacelle’s slave PLCs take orders from 
a master PLC located at the wind turbine’s foundation. In addition, the PLCs send 
data to the control system, which in turn sends the information to SCADA or an 
enterprise system. Due to its central role in regulating the wind turbine’s mechanical 
operations, the data exchange between the master and slave Programmable logic 
controllers is of the utmost importance. An attacker can compromise the control 
device system by injecting a rogue instrument in the middle of both the master and 
slave PLCs, blocking the nacelle and pitch gears from functioning properly. For an 
ICS to function, there must be reliable lines of communication between all its parts. 

7.3.1 Step 1: Generation of Requirement Graph 

The CSRS’s recommendations for protecting wind turbines are incorporated into the 
case study. 

Each requirement and sub-requirement, such as CRa, CRb, AR, IRa and IRb is 
treated as a node in the LPG that is generated from these specifications. This method 
of organising the security standards from several specification papers aids in drawing 
attention to the connections between the various levels of these hierarchical needs. 
To ensure that each system’s CSRS graph is distinct, the LPGs are developed in 
isolation from one another. However, the same safety adjusted accordingly can be 
utilised with different CSRS graphs. In addition, the structure of the requirements is 
dependent on the specific CSRS graph [48].
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Fig. 14 Process overview of creating an LPG security requirements repository 

7.3.2 Step 2: Repository for Graph Database 

An LPG’s organisation makes it possible to store and manage the repository more 
effectively. The relations between data are produced and put in storage for the duration 
of the database building step, which is a major benefit of utilising LPG. Complete 
needs can be queried from the repository using a variety of graph patterns including 
trees, chains, chain sets, and forests. In addition, the properties of nodes and edges 
in an LPG can be used to filter the result sets. Here, the graph database tool’s has 
created querying features to use. It could be seen the entire chain of dependencies 
between each criterion under a security umbrella. As an added bonus, the proposed 
repository’s numerous partitions are highly reusable by both manufacturers and the 
ICS developer community (Fig. 14). 

7.3.3 Step 3: Requirement to Design 

TORUS is an application for tracing requirements to their implementation, and it 
does so by employing splices. Splice meta data in TORUS keeps the repository 
link alive with a need identifier from the wind turbine system’s CSRS. Traceability 
between the security repository’s requirements and the design phase is facilitated by 
TORUS’s integration with the repository. 

7.3.4 Step 4: Design Tool with Security 

The integration of secure connections and TORUS with a need’s repository is briefly 
introduced in this secure-by-design technology for ICS. However, this article demon-
strated the concept’s actual applicability and consolidate it. Therefore, End-to-end
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requirements traceability is realised by encrypting the safe bond and the wind turbine 
Cyber Security Requirements Specification necessary identifiers in a TORUS splice. 
The verification and certification of security requirements is aided by the visible and 
complete traceability matrix produced by the proposed repository concept. 

7.4 IEC 62443-4-2 Property Graph 

Using the Neo4j graph database tool, it explains how the formalism can be put 
into practise in meeting the security standards laid out in IEC 62443-4-2 [49]. As 
demonstrated an LPG specification of FR3, one of the seven FRs in the specification, 
which is the foundation for realising the ICS integrity objective, FR3 is selected due 
for its pertinency for security integrity needs IRa and IRb for the wind turbine system, 
as shown in Table 1. IRa demands data integrity in the middle of both the wind turbine 
PLCs and peripherals, whereas IRb involves security integrity of data among master 
and slave PLCs. In cooperation are related to system integrity requirement FR3 as 
defined by IEC 62443-4-2 (Fig. 15). 

Table 1 Wind turbine security requirements 

Goal RID Example of security requirement (SR) of wind turbine PLCs Security 
level 

Confidentiality CR The master and slave PLCs shall ensure the confidentiality 
of the data in transmission and at rest 

CRa Data communication between master and slave PLCs shall 
use appropriate encryption algorithms 

SL-C 2 

CRb Critical parameters shall be not be persisted on the master 
and slave PLCs in order to ensure the confidentiality of data 
for discharged devices from the system 

SL-C 4 

Authentication AR Any access to the PLC (master/slave) shall be provided after 
appropriate authentication based on role-based identification 

SL-C 1 

Integrity IR The system shall ensure the integrity of ingress and outguess 
data 

IRa Communication between master PLC and external 
components shall use appropriate methods to ensure the 
integrity of the data 

SL-C 4 

IRb Communication between master and slave PLCs shall 
support communication integrity checks 

SL-C 4
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Fig. 15 Integrity property graph produced by Neo4j 

7.5 Implementation of Security Standards 

A single Neo4j above graph file includes the wind turbine case study’s IEC 62443-
4-2 and Cyber Security Requirements Specification parameter graphs, functioning 
the same as a logical repository [49]. Using Cypher queries, the author generated 
two distinct property graphs. A CSRS wind turbine’s property described in Fig. 16, 
is generated using the Cipher query in Listing 1. Similar queries can also be used 
to construct the IEC 62443-4-2 graph. For instance, SL-C:4 on line 4 of Listing 2 
describes the above label the edge of CR3.1 and its RE1. These are essential for sorting 
out the security standards. To reach CR3.1’s desired level of capability security, level 
4, this aids in defining a route to the necessary cryptographic primitives. The query 
fragment shown in Listing 2 is too long to be displayed in full here.
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Fig. 16 A CSRS graph of a wind turbine system created in Neo4j 

Listing 1 

1 CREATE (cr:CSRS{name:"CSRS"})-[:HAS]-> 

(co:COMPONENT{name:"COMPONENT"}), 
2 (cr)-[:HAS]->(sy:SYSTEM{name:"SYSTEM"}), 
3 (sy)-[:HAS]->(:LEAF{name:"S1"}), 
4 (sy)-[:HAS]->(:LEAF{name:"S2"}), 
5 (co)-[:HAS]->(con:CONFIDENTIALITY 

{name:"CONFIDENTIALITY"}), 
6 (co)-[:HAS]->(auth:AUTHENTICATION 

{name:"AUTHENTICATION"}), 
7 (co)-[:HAS]->(inte:INTEGRITY 

{name:"INTEGRITY"}), 
8 (con)-[:SL-C{type:2,name:"SL-C:2"}]-> 

(:CON_REQ{name:"CRa"}), 
9 (con)-[:SL-C{type:4,name:"SL-C:4"}]-> 

(:CON_REQ{name:"CRb"}),
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10 (auth)-[:SL-C{type:1,name:"SL-C:1"}]-> 

(:AUTH_REQ{name:"AR"}), 
11 (integ)-[:SL-C{type:4,name:"SL-C:4"}]-> 

(:INT_REQ{name:"IRa"}), 
12 (integ)-[:SL-C{type:4,name:"SL-C:4"}]-> 

(:INT_REQ{name:"IRb"}) 

Listing 2 

1 CREATE (s6244311)-[:contains]->(fr3), 
2 (fr3)-[:points]->(s6244342), 
3 (s6244342)-[:contains]->(cr31), 
4 (cr31)-[:HAS {SL-C:4}]->(cr31RE1), 
5 (cr31RE1)-[:APPLICATION]->(sISO19790), 
6 (cr31RE1)-[:APPLICATION]->(sFIPS1402), 
7 (cr31RE1)-[:APPLICATION]->(mDigitalSig), 
8 (mDigitalSig)-[:points]->(sFIPS1864) 

Another aspect of Neo4j that works well with our planned repository is its ability 
to execute and store a series of searches in a specific database. When a query is run, its 
results are stored in the database, opening the door to the possibility of saving several 
views of the data for later use. The graph database also stores the individual enti-
ties that resulted from the IEC 62443-4-2 FR3 and the wind turbine CSRS required 
inquiries in the listings. Thus, both graphs can be merged, in other word, the informa-
tion can be obtained using additional Cypher queries. For instance, according CSRS, 
IRa, a security criterion for wind turbines, must be provided at SL-C 4. Recom-
mendations for carrying out the security standards specified in IEC 62443-4-2 are 
existing in a structure of LPG nodes, which are stored in the repository that the report 
offer. This set of rules covers the use of common security methods and the corre-
sponding cryptographic primitives. The existing set of rules is not comprehensive; 
for example, the IEC 62443-4-2 norm only specifies a small subset of the possible 
standard encryption protocols and procedures. For the library to be utilised in large-
scale industrial control system (ICS) projects, the standard’s LPG graphs must be 
exhaustive. 

Ultimately. secure connection and repository act like anchors in the structure of 
cybersecurity algorithms/methods represented by the leaf nodes of the property graph 
of IEC 62443 in the repository and implementation of that functional block within 
the IEC 61499 Industrial Control System application. complement each other. To 
each protected connection is recognized by a unique identifier indicating to it [48]. 

End-to-end traceability of security requirements combines repositories with 
design patterns to enforce communication security constraints via secure connections 
[50], and the requirements traceability engine TORUS [51].
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8 Conclusions 

Establishing safe and reliable control systems in industrial settings is the focus of 
this article (ICS). Typical examples of these ICS can be found in the process control 
sectors, and they include SCADA systems, DCSs, and PLCs (among other control 
system types). This document gives an introduction to ICS and common system archi-
tectures, details common security threats and vulnerabilities, and suggests safeguards 
to implement to reduce those risks. 

At first, ICS were separate networks that used their own control protocols and 
hardware and software that were not shared with other networks, bearing little resem-
blance to the more common IT networks. Many ICS elements were not linked to any 
kind of information technology network or system and were instead kept in specially 
guarded rooms. Internet Protocol (IP) components that are easy to find and inex-
pensive are gradually replacing proprietary products, which raises the stakes for 
cyberattacks. The increasing use of computers, operating systems (OS), and network 
protocols from the IT industry in the design and implementation of ICS has led to a 
convergence between the two types of systems. 

Because of the critical role that cybersecurity plays in ensuring the safe and reli-
able functioning of today’s industrial processes, ICS cybersecurity programmes must 
constantly be integrated into larger ICS safety and security plans at both construction 
plants and corporate cybersecurity programmes. Control systems are vulnerable to 
intrusion from a wide variety of causes, including as hostile nations, terrorist groups, 
individual employees, malevolent intruders, complications, accidents, natural disas-
ters, and even intentional or inadvertent activities by insiders. Availability and 
integrity are the top priorities in ICS security, followed by confidentiality. 

To organise and consolidate CSRS and IEC 62443-4-2 standard requirements, this 
paper suggests a decentralised LPG system requirement repository with several parti-
tions. In order to help determine which standard cryptographic primitives are needed 
to implement a security needs, a formal specification of the IEC 62443-4-2 expanded 
requirement structure is provided. When the repository is used in conjunction with 
design patterns to record communication security restrictions via secure links and 
a requirements management engine like TORUS, full-stack security requirements 
traceability can be attained. The document also shows how the repository can be 
used to facilitate a process for adapting to new or altered needs. Using graph-query 
languages to query the repository is what makes the difference, further, to examine 
what this means for the security testing process and how the repository can be used.
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