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Preface

We are delighted to introduce the proceedings of the third edition of the European
Alliance for Innovation (EAI) International Conference on IoT and Big Data Tech-
nologies for HealthCare (IoTCare 2022). This conference brought together researchers,
developers and practitioners around the world who are leveraging and developing tech-
nology for the Internet of Things and big data in Healthcare. The theme of IoTCare 2022
was the convergence of IoT and big data technologies for e-health, e-care, lifestyle, aging
population, smart personal living applications, etc.

The technical program of IoTCare 2022 consisted of 23 full papers in the oral pre-
sentation sessions at the main conference tracks. The conference main track was on
integrating healthcare with IoT. Aside from the high-quality technical paper presenta-
tions, the technical program also featured one keynote speech by M. Tanveer, who is
Associate Professor and Ramanujan Fellow of the Department of Mathematics of Indian
Institute of Technology Indore.

Coordinationwith the steering chairs, ImrichChlamtac andLiangxiuHan,was essen-
tial for the success of the conference. We sincerely appreciate their constant support and
guidance. It was also a great pleasure to work with such an excellent organizing commit-
tee team for their hard work in organizing and supporting the conference. In particular,
the Technical Program Committee, chaired by Yu-Do Zhang, completed the peer-review
process of technical papers and made a high-quality technical program. We are also
grateful to Conference Manager Ivana Bujdakova for her support and to all the authors
who submitted their papers to the IoTCare 2022 conference.

We strongly believe that the IoTCare conference provides a good forum for all
researchers, developers and practitioners to discuss all science and technology aspects
that are relevant to IoTCare. We also expect that the future IoTCare conference will be
as successful and stimulating, as indicated by the contributions presented in this volume.

Shuihua Wang
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A Review of Computer-Assisted
Techniques Performances in Malaria

Diagnosis

Ibrahim Mouazamou Laoualy Chaharou1(B), Jules Degila1, Lawani Ismäıl1,
and Habiboulaye Amadou Boubacar2

1 University of Abomey Calavi, Abomey Calavi, Benin
ibrahim.laoualy@imsp-uac.org

2 Air Liquide, Paris, France

Abstract. Malaria belongs to the class of the deadliest infectious dis-
eases in the world. The generally available tools to diagnose this disease,
the microscopy and rapid diagnostic test (RDT), have many limitations.
Alternative diagnostic techniques with superior results are inaccessible
to developing countries with more prevalent cases. Early detection of
the infection is critical. Computer-assisted methods are needed. This
study surveys the performance of the computer-assisted techniques used
in malaria diagnosis and the preprocessing techniques to render the data
usable. The survey illustrates, compares and discusses computer-assisted
methods results, considering different performance metrics. It highlights
how artificial intelligence can strengthen the fight against disease.

Keywords: Malaria · Diagnosis · Machine learning ·
Computer-assisted techniques · Performance metrics · Deep learning

1 Introduction

Malaria is an ancient disease whose first trace dates from the 5th century
before Jesus Christ [1]. The parasite of this disease was discovered in 1880 by
Alphonse Laverran, doctor and, French military [2]. Five Plasmodium species
cause malaria in humans: Plasmodium falciparum, Plasmodium vivax, malar-
iae Plasmodium, oval Plasmodium, and Plasmodium knowlesi. The most severe
species is the Plasmodium falciparum, which causes the most significant number
of deaths and is responsible for 97% of malaria cases globally. The World Health
Organization (WHO) report of 2020 reported that malaria affected 229,000,000
people in 2019 while causing the death of 409,000 people [3]. To effectively
treat this disease, it is imperative to go through an accurate diagnosis, given
that its symptoms are found in many other febrile illnesses. Different diagnostic
tools have been developed. The microscopic examination of the thick and thin
blood smear is a reference used since 1904 to diagnose malaria [4]. However,
the resulting performance depends on the quality of the smear (both light and
thick), the availability of high quality and well-maintained optical microscope,

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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and the practitioner’s expertise. With these sensitive requirements, WHO rec-
ommends using RDTs, especially in limited resource areas [5]. However, more
than 90 % of commercially available RDTs target the Plasmodium falciparum
histidine-rich protein-2 (PHRP-2), a specific protein of Plasmodium falciparum.
On the one hand, false negatives are common because of the parasites that can
detect of the PHRP-2 gene. On the other hand, false positives can result from
PHRP-2 presence in the blood 30 days after the elimination of the infection
[6]. Polymerase chain reaction (PCR), and loop-mediated isothermal amplifica-
tion (LAMP) molecular diagnostic tests have been developed and offer ultra-
sensitivity in the field. However, PCR is limited to well-equipped laboratories
distant from the remote endemic areas and is not ideal for quickly treating
malaria cases [1,7]. As for the LAMP method, it requires moderately qualified
personnel and presents a complex design of primers. In addition, there is no doc-
umentation for malaria LAMPs as a diagnostic tool in the population, and the
price is high for commercial LAMP kits [1,6,8]. Overall, computer-assisted tech-
niques are desirable to meet the requirements for early detection of the disease.
In this study, we present the performance of the computer-assisted methods used
for the early diagnosis of malaria via the images of a blood smear to encourage
their uses in the fight against malaria. The rest of this document is organized
as follows. Section 2 presents related works, and Sect. 3 describes the materi-
als and methods used. Section 4 deals with the data acquisition process, while
Sect. 5 discusses the images’ pretreatment. In Sect. 6, the methods used to clas-
sify the malaria parasites are shown. Section 7 presents the discussions and the
conclusion follows in Sect. 8.

2 Related Works

This part presents some survey studies on malaria diagnosis using computer-
assisted techniques. Each survey was presented according to the authors’ objec-
tives. Thus, this study [9] presents an overview of the computer vision studies
used to diagnose malaria while seeking to solve specific problems in the field.
The authors of this survey [10] identified 112 articles addressing the diagnosis
of malaria assisted by the computer published between 2000 and 2015. In addi-
tion, the study discussed various image-processing algorithms for blood smears,
recognition forms, and malaria detection. [11] presents the analysis of differ-
ent researchers’ work in detecting malaria parasites using computer vision. This
study examined the image processing methods, the classification of malaria par-
asites and their stages of life while discussing possible research prospects on
existing challenges. Furthermore, [12] presents an investigation into the image
acquisition process’s different stages to classify the red blood cells infected with
the malaria parasite. This study was carried out to supplement prior investiga-
tions in the diagnosis of malaria assisted by the computer and to provide the last
update of state of the art in this area as it presents at the end of 2017. Each of
these surveys has been presented to meet the objectives of the respective authors.
But in general, there is a presentation of an overview of computer vision studies
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used for the diagnosis of malaria while detailing image processing methods, clas
sification of infected and non-infected red blood cells with the malaria parasites
then the solutions found. In our case, the objective is to present the performance
of computer-assisted techniques used for the diagnosis of malaria and then to
propose a process to achieve this performance to motivate decision-makers to
invest in this area to get rid of malaria, which causes several deaths each year.

3 Materials and Methods

As part of this work, we collected more than 300 articles, including 229 articles
uploaded directly in to web of science database and other publications were
found by searching Google Scholar using the following research strings:

– methods of malaria diagnosis performed in laboratories;
– malaria diagnostic kits
– malaria diagnoses using machine learning
– image preprocessing techniques for malaria diagnosis.

We sorted all the publications to keep 102 publications relevant to this work.
These publications were published in sources such as: The American Journal
Of Tropical Medicine And Hygiene, Malaria Journal, Plos One, ScienceDirect,
IEEE Access, Springer Link, International Journal of Advanced Research in
Computer Science & Technology, Journal of Microscopy, Journal of Physics:
Conference Series, IEEE Journal of Biomedical and Health Informatics, Open
Access Freely Available Online, Neural Computing & Applications, International
Conference of Advanced Computer Science and Information Systems, United
States National Library of Medicine.

4 Data Acquisition

Data acquisition is essential for implementing any efficient malaria prediction
system through blood smear images. Indeed, most prediction errors are due to
how the data were acquired. Many samples have information that contributes
to prediction errors. For example, before applying operations to the blood drops
on the slides, the variation of blood volumes on the slides used for training
and those used for testing causes prediction errors, as illustrated in the case
of a study in Peru [13]. It is also crucial to take suitable precautions in blood
preparation. As indicated here [12], inadequate blood preparations often lead to
artefacts commonly confused with malaria parasites, leading to false positives. In
addition, there is a possibility that errors come from the devices used to acquire
the images (as in [14], where it is specified that the lighting in a microscope
can considerably modify the information captured by the image sensor. Thus,
a microscope can substantially change the data captured by the image sensor)
and/or preprocessing not applied to the data. This section will give an overview
of the steps used in the literature to acquire the data.
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4.1 Coloring Methods

To diagnose malaria based on the colors of blood components, it is essential to
use a staining method. Thus, the staining method will stain the parasites to
identify them on the microscopic images of the blood smears. Various staining
methods have been used in the literature to identify malaria parasites. Therefore,
our objective is not to present an exhaustive list of staining methods but instead
to overview the most commonly used ones.

Giemsa Coloring Method
The Giemsa coloring method was developed in 1904 by Gustav Giemsa. This
method has allowed blood smear microscopy to be the golden standard for diag-
nosing malaria [15]. The Giemsa solution is a mixture of eosin and methylene
blue (azure). The eosin colors the chromatin of the parasite in red, while the
methylene blue colors the parasitic cytoplasm in blue. This method has been
recommended for coloring thin and thick blood smears [16]. Although widely
used, this coloring method has disadvantages such as the need for much work
with a delay that can exceed 45 min to have the result [17]. Nevertheless, refer-
enced publications here [18–25] used the Giemsa coloring method to highlight
the parasite of malaria.

Leishman Coloring Method
Although the Leishman staining method is less widely used than the Giemsa
staining method, it offers better visualizations and sensitivity while taking less
time than the Giemsa staining method to detect malaria parasites [26–28]. In
addition, studies like [29–31] have used Leishman staining to identify malaria
parasites in blood smears.

Fluorochrome Coloring Method
This coloring technique also performs better than Giemsa’s coloring in detecting
malaria parasites with thin and thick blood smears. However, the problem with
this technique is that standard epi-lighted mercury vapor fluorescence micro-
scopes are expensive, especially for tropical countries where malaria is endemic
[32–34].

Acridine Orange Coloring Method
The orange coloring method with acridine also is better than the Giemsa coloring
method. However, the disadvantage of this method is that the sensitivity depends
on the parasitic density and the differentiation of space is often difficult [17].
Nevertheless, studies like [35–38] used the acridine orange coloring methods for
blood smear coloring to diagnose malaria.

Wright Coloring Method
This technique (often combined with the Giemsa coloring technique) makes
malaria parasites visible [39]. For malaria diagnosis, various studies, such as
[40–43], used this technique to highlight the parasites.
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Digitization of Blood Smear
After the blood smear coloring using an effective method, we move on to the
scanning process of the blood smear using a digital camera. At this level, different
tools were used to collect the images that would be processed before moving on
to the learning phase. These references [11,17,44–47] indicate the example of
some studies that described the various methods and tools used to acquire the
images of blood smears.

5 Pretreatment of Images

The objective of the pretreatment process is to obtain images with low noise and
a high contrast compared to the original images for the subsequent processing
[48,49]. The pretreatment process contains operations such as the removal of
unwanted noises, the increase in the picture contrast, the colors’ conversion, the
image’s sharpness, the image filtering stretch [44,47,50], the correction of the
bottom lighting of the microscopic images of a peripheral blood smear, that
varies from one slide to another due to the variation of coloration [51]. [52]
specified the need for pre-treatment to eliminate white blood cells confused with
red blood cells by the implemented algorithm for the best classification of malaria
parasites. Even with Convolutional Neural Networks (CNN) that are algorithms
designed for image recognition tasks, which have been successfully applied in
different areas as detailed in [53,54], the authors went from poor performance to
excellent performance by using preprocessing on the data as shown in [55]. The
process of image preprocessing is so crucial that it is found in almost all studies
involving artificial intelligence with image data. For example, these references
[52,56–59] present studies that have used some preprocessing methods to improve
the quality of images. Concerning the state of the data, some of the techniques
below will be used to have better performances.

5.1 Segmentation Methods

A microscopic image of a thin blood smear contains various blood components
such as erythrocytes, leukocytes, platelets, and staining artefacts. Segmentation
of a digital image allows the separation of the image into constituent regions. It
aims to isolate individual erythrocytes from the rest of the blood constituents
and then locate the probable plasmodium parasites from infected erythrocytes.
It provides the ability to detect the object of interest in blood cell images while
allowing separation of the foreground (object) from the background, i.e., red
blood cells, blood cells, other components, and parasite from the image’s back-
ground help separate overlapping malaria parasites. This is one of the most chal-
lenging tasks in image processing because it determines the success or failure of
the subsequent classification process [50,57,60–62]. Some examples of specific
segmentation methods usage are given in [11,47–49,63].
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5.2 Feature Extraction Methods

Malaria parasite infection causes microstructural changes in erythrocytes. Thus,
feature extraction selects appropriate parameters that correctly describe the
image information. These parameters are grouped in vector form and are called
feature vectors. Parasites and other colored components are flexible objects with
significant shapes, sizes, and morphologies. Therefore, color information is valu-
able but insufficient to distinguish between other colored things, such as Plas-
modium, and different species. Nevertheless, geometric features are still essential
for recognizing complex shapes, and many researchers have used them to iden-
tify parasites [11,50,64]. In studies like [30,47,57,61,65], examples of the use of
feature extraction methods have been presented.

5.3 Feature Selection Methods

As specified in the previous section, malaria infection causes shape changes in red
blood cells. Thus, feature selection plays a crucial role in finding the most signifi-
cant features among many extracted features in pattern recognition. In addition,
this technique reduces redundant and irrelevant data to increase predictive per-
formance, as the original feature set may contain unrelated data leading to an
overlearning problem [30,57,64].

6 Classification Methods

After the ready-to-use data is acquired, an algorithm will be trained to create a
model capable of classifying infected and uninfected red blood cells. Depending
on the literature, machine learning and/or deep learning methods were used for
classification. Therefore, we present the performance of different methods used
in classifying red blood cells in the tables below. Each table line gives essential
information to gauge the performance of automatic or deep learning methods used
for detecting of malaria parasites on the blood smear images (Tables 1 and 2).
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Table 1. The performance of machine learning technologies

References Methodologies Number of samples Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) Recall (%) F1 Score (%) MCC (%) AUC (%)

[71] ANN 70 99 – – 88 91 90 – –

[56] Bayesian
approach

600 84.0 – – – – – – –

[71] Bag of
Features and
SVM

27 558 85.6 – – – – – – 93.2

[67] CNN–SVM 26 161 98.93 99.16 – 99.21 – 99.18 – –

[67] CNN–KNN 26 161 99.12 99.23 – 99.11 – 99.28 – –

[73] C4.5 500 – 99.2 – – – 99.0 – 100.0

[75] GB, RF and
SC

27 558 96 – – 97 97 97 – –

[57] hybrid
classifier

200 98.50 95.68 98.81 – – 93.82 – –

[73] IB1 500 – 99.8 – – – 99.0 – 99.0

[57] KNN 200 97.35 83.64 99.07 – – 88.05 – –

[76] KNN 9 93.3 72.4 97.6 – – – – –

[57] Naive Bayes 200 97.23 95.68 97.38 – – 89.21 – –

[73] Näıve Bayes 500 – 84.5 – – – 87.0 —- 95.0

[74] RF 27 558 – – – 82 86 84 – –

[66] SVM 47 – 99.0 99.8 – – – – –

[56] SVM 600 83.5 – – – – – – –

[68] SVM 2565 91.66 – – – – – – –

[53] SVM 765 – 92.95 93.82 – – – 44.35 –

[69] SVM 450 – 94 99.7 – – – – –

[57] SVM 200 98.38 94.59 98.81 – – 93.12 – –

[70] SVM 15 – 93.12 93.17 – – – – –

[72] SVM 70 98 – – 83 91 87 – –

[77] SVM 60 93.33 93.33 – – – – – –

[44] VGG19-SVM 1530 93.13 93.44 92.92 89.95 – 91.66 – –

[44] VGG16-SVM 1530 89.21 89.80 89.81 84.47 – 87.05 – –
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Table 2. The performance of deep learning technologies

References Methodologies Number of samples Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) Recall (%) F1 Score (%) MCC (%) AUC (%)

[68] AlexNet 2 565 95.79 – – – – – – –

[71] AlexNet 27 558 96.4 – – – – – – 99.2

[67] Autoencoder 26 161 99.5 98.80 99.17 99.29 – 99.51 – –

[78] CNN 27 578 97.37 96.99 97.75 97.73 – 97.36 94.75 –

[53] CNN 765 – 97.06 98.50 – – – 70.33 –

[79] CNN 27 558 98.85 98.79 98.90 98.90 – – – –

[71] CNN 27 558 96.0 – – – – – – 99.1

[80] Custom CNN 27 558 99.09 – – 99.56 – 99.08 98.18 99.3

[55] CNN 27 558 99.96 – – 100.0 99.928 99.96 – –

[85] CNN 27 558 97.30 – – 97 97 97 94.17 97.04

[86] CNN 27 558 98.23 96.44 99.99 99.09 – 97.74 – –

[75] CNNs and
mini–VGGNet

27 558 – – – 99 96 97 – –

[71] DenseNet 27 558 96.6 – – – – – – 99.1

[82] DenseNet12
1

10 000 95.6 94.8 96.5 – – – – 99.0

[88] DBN 4 100 – 97.60 95.92 – – 89.66 – –

[84] Faster R-CNN
(InceptionV2 )

643 – – – 72.29 93.03 – – –

[89] FLANN/SSAE 1 182 89.10 93.90 83.10 – – 94.50 – –

[68] GoogLeNet 2 565 98.13 – – – – – – –

[80] InceptionR
esNet

27 558 98.79 – – 99.56 – 98.77 97.59 99.2

[82] InceptionV 3 10 000 92.8 92.5 93.0 – – – – 97.6

[82] InceptionR
esNetV2

10 000 93.5 93.2 93.8 – – – – 98.0

[68] LeNet-5 2 565 96.18 – – – – – – –

[82] MobileNet
V2

10 000 94.8 94.1 95.5 – – - – 98.7

[71] ResNet 27 558 96.0 – – – – – – 99.2

[81] ResNet-50 27 558 95.4 – – – – – – –

[82] ResNet50V 2 10 000 93.8 93.5 94.0 – – – – 98.2

[84] RetinaNet
(SSD
ResNetFPN)

643 – – – 86.97 60.86 – – –

[80] SqueezeNe t 27 558 98.66 99.44 98.64 97.32 98.85

[84] SSD
(InceptionV
2)

643 – – – 91.50 37.53 – – –

[71] VGG-16 27 558 96.5 – – – – – – 99.3

[80] VGG-19 27 558 99.32 – – 99.71 – 99.31 98.62 99.31

[82] VGG19 10 000 95.9 95.6 96.3 – – – – 99.1

[82] VGG16 10 000 96.0 95.6 96.4 – – – – 99.2

[90] WELM/
AlexNet FC
7

23 248 96.18 – – – – – – –

[82] Xception 10 000 94.6 94.3 94.8 – – – – 97.9

6.1 Interpretation of Results

The main objective of this study is to present the performance of computer-
assisted techniques used to diagnose malaria to motivate their use in the fight
against malaria. Therefore, we have collected in tables the results of several arti-
cles illustrating the performance of computer-assisted techniques in identifying
malaria from blood smear images. Each row of a table gathers the essential infor-
mation to judge the ability of a machine learning or deep learning methodology
to identify malaria parasites. Each table has eleven columns: the first one rep-
resents the reference of the different papers, the second one shows the methods
used, the third one represents the number of image samples used in the study,
and from the fourth to the last one, we have different results of performance
metrics according to the publications. These performance metrics are defined as
follows:
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– Accuracy: accuracy is a standard metric that is the percentage of the number
of correct predictions [90].

– Sensitivity or Recall: the rate of correctly identified true positive predictions
to all positive outcomes [90].

– Specificity is the rate of correctly identified negative predictions to all negative
outcomes [90].

– Precision: the precision is the fraction of the correctly classified instances from
the total classified instances [91].

– F1-score: this score is a harmonic mean of precision and sensitivity; it can be
used as an overall performance metric [90].

– MCC: Matthew’s correlation coefficient (MCC) is a metric formulated to
evaluate the quality of binary classification; it was designed to be used as a
balanced measure that can be used on imbalanced datasets [90].

– AUC: the area under the receiver operating characteristic curve (AUROC) is
the area under an angle of true positive rate versus false-positive rate that
can be used as a metric for methods working on imbalanced datasets [90].

These performance metrics provide the information expected by the doctor to
make good decisions in the fight against malaria while pushing to replace existing
tools. These continue to show their failings while plunging the world into more
serious consequences. Indeed, the report on malaria published on December 6,
2021, by the WHO showed that the number of cases and deaths from malaria
increased by 14,000,000 and 69,000 respectively in 2020 compared to the number
of cases respectively. and the number of deaths observed in 2019 [96]. Moreover,
according to WHO data, a few years ago, there was a shortage of more than
7 million doctors worldwide, and in 2035 this shortage will reach 13 million.
This will mean that almost half of the world’s population will not be able to get
medical help, and access to a specialist will take a few weeks or more, even in
the world’s richest countries [97].

Therefore, computer-assisted techniques are urgently needed in the eradica-
tion of this disease. When data of sufficient quality and quantity are available,
computer-assisted techniques offer better results than even the most advanced
human expertise. These techniques have the quality of allowing the prediction
of the parasite density which is essential information to know the severity of the
infection to better guide the doctor in the choice of the appropriate treatment.
The convincing results of these techniques and their successful use in various
fields have made it possible to estimate that the proportion of professional tasks
performed by intelligent robots will reach 52% in the world by 2025 [98].

7 Discussions

Techniques to eradicate malaria require an accurate diagnosis of the dis-
ease. Most failures in the fight against malaria are caused by an incorrect
diagnosis of this disease, presenting the same symptoms as other febrile dis-
eases. Misdiagnosis is widespread with all the tools currently available. As
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reported in [75], studies have shown that 46 laboratory professionals diag-
nosed 6 malaria slides for Plasmodium falciparum and Vivax with an error
rate of 43.5% and 37%, respectively. Another similar study reported an over-
all malaria diagnosis error rate of 40.4%. The microscope has been used for
more than a century. However, such a tool gives results that depend on the
microscopist’s expertise. More than half of all malaria diagnoses worldwide
are performed by microscopy [72], mainly because of its low cost. The cre-
ation of rapid RDT tools has circumvented the problem of test performance
being dependent on human expertise. However, RDTs can present many false
positives with the detection of the pHRP-2 protein which can be present in
the blood for up to 30 days after clearance of the infection. In addition, RDTs
cannot detect malaria infections with very low parasitemia. RDTs have gained
popularity mainly because of their ease of use [92], despite these weaknesses. The
ultra-sensitives diagnostic tests like the PCR and LAMP tests are not practical
for the reasons indicated in the introduction. The World Health Organization
has recommended a minimum standard of sensitivity and specificity of 95%
so diagnostic tools are clinically helpful when assessing patients infected with
Plasmodium falciparum densities of 0.0002% [93]. Computer-assisted techniques
provide much more advanced performance than these indications when data is
used in quality and in sufficient quantity on deep learning algorithms.

Obtaining the best performance for malaria diagnosis using these techniques
depends entirely on the data quality. In addition, many challenges affect the
data depending on their acquisition conditions. These challenges have inhibited
the achievement of the best performance in various studies. The best way to
overcome this problem is to apply preprocessing on the data before running it
through the chosen algorithm for training. As an illustration, in this study [55],
the impact of pretreatment has considerably changed the performance measures
in detecting malaria parasites, as presented in Table 3 below.

Table 3. Example of the impact of images preprocessing

Model Accuracy Precision Recall F1-score

Stacked CNN-5 layers with preprocessing 99.879 99.976 99.783 99.879

Stacked CNN-5 layers without preprocessing 49.61 50.14 50.14 50.14

In other cases, the effect of pretreatment [94,95] improved the accuracy and
F1-score in detecting malaria parasites via blood smear images. In some cases,
the performance of computer-assisted techniques presented in the performance
of machine learning or deep learning technologies sections has shown undeniable
capabilities in the early identification of malaria, facilitating its eradication. In
this sense, the present manuscript tries to draw the attention of the primary
decision-makers to control deadly diseases such as malaria to invest in research
using machine learning techniques for early and accurate malaria diagnosis. The
lack of diagnostic experts further supports the integration of these techniques



A Review of Computer-Assisted Techniques Performances 13

into easy-to-use tools. This problem has been considered in some studies that
have developed malaria diagnostic systems that can be used in smartphones.
In addition, studies like [45,52,67,72,87,99–101] have shown the possibilities of
integrating diagnostic systems with smartphones and achieving better perfor-
mance.

8 Conclusion

Malaria is one of the deadliest diseases worldwide. The performance of neural
networks for malaria diagnosis through blood smear images is unbeatable in this
era of Big Data. In some publications, the maximum potential of neural networks
has not been reached, mainly because of some gaps in the available data. How-
ever, studies that consider the preprocessing operations on the data obtained
rates are trending towards 100% on specific performance metrics. With these
results, if the diagnostic method is easy to use, this will provide a compelling
way to rid the world of malaria. Our future work will implement all processes to
develop an efficient and usable system for diagnosing malaria.
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Abstract. In the process of selecting privacy evaluation indicators, the original
algorithm did not set the degree of protection risk, which resulted in a little error in
the protection of privacy information, which affected the efficiency of data opera-
tion. A data mining-based cloud health privacy information protection algorithm
was studied. Build a differential privacy information protection model, establish
the connection relationship between users and information, and use trapezoidal
distribution membership function to determine the sensitive attributes of privacy
information. Set up health privacy information protection indicators on the cloud,
evaluate the risks of privacy information protection, and classify them into three
levels: high,medium and low. Based on datamining, the information privacymode
is extracted, and the minimum support threshold is used to judge the support of
private information in the database. Set the privacy information protection algo-
rithm in the way of data support estimation. Experimental results: in the given
data set, the support error of the algorithm in this paper is within 1.5%, and the
error of the traditional algorithm is more than 5%. With the increasing size of the
data set, the execution time of the traditional algorithm is much higher than that
of the algorithm in this paper, which shows that the design is effective.

Keywords: Data mining · Information protection · Health privacy · Protection
algorithm · Data set · Support

1 Introduction

Health information is a record of a resident individual’s various health conditions in
the entire life process, including records of information resources such as diseases and
medical visits, and is a long-term dynamic process record. Health information involves
residents’ diagnosis and treatment information in hospitals, such as various inspection
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reports, etc., as well as residents’ core health records. Health information records contain
a large amount of data and are widely used in various fields. Users are most concerned
about data security and privacy protection, including data leakage, loss and tampering
during data storage, transmission and processing. With the rapid rise of network tech-
nology, the continuous development of database technology and the wide application of
large-scale database management systems, a large amount of data information has been
generated. A wealth of knowledge is hidden in these massive data, and people are eager
to obtain useful knowledge from these data [1]. As a powerful data analysis tool, data
mining can automatically extract from a large amount of heterogeneous data hidden,
unknown and valuable knowledge, and realize the transformation from “data grave” to
knowledge wealth, this knowledge is expressed as rules or patterns. They can provide
valuable intellectual information for business decision-making, scientific exploration,
and medical research.

The knowledge discovered by data mining can not only be used to derive sensitive
information fromnon sensitive information, but also some knowledge discovered by data
mining may be sensitive information itself, involving national security, trade secrets and
personal privacy. With the continuous progress of information technology, information
has gradually evolved into a kind of commodity, which can be collected and stored in
database equipment for others to use with or without compensation. This information
is easily collected and processed, and finally sold to some intermediary companies and
marketing companies [2]. Butwhat follows is that a large amount of personal information
becomes more transparent, which makes personal safety feel damaged, and thus brings
great harm to personal personality. In the current information age, privacy protection
is much more complex than traditional privacy protection. How to prevent the leakage
of users’ privacy information and reduce the damage and loss of information assets
caused by objective or human factors while publishing and applying big data is a widely
concerned issue in the field of big data research, which will directly affect the safe
application of big data. Based on data mining technology, this paper studies the cloud
health privacy information protection algorithm. The overall research technical route of
the algorithm is as follows:

(1) First, through thedifferentiatedprivacy informationprotectionmodel, the connection
between users and information is analyzed. The membership function is used to
calculate the membership of information, and the sensitive attributes of privacy
information are obtained.

(2) According to the sensitive attributes of privacy information, build indicators of cloud
health privacy information protection, and assess the risk of privacy information
protection.

(3) Set the minimum support threshold of privacy information protection, and judge the
support of privacy information in the data through data mining methods. Set privacy
information protection algorithm in the way of data support estimation.

(4) In the test experiment, the performance of the text algorithm is testedwith the support
error and operation time as the test indicators.
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2 Health Privacy Information Protection Algorithm on the Cloud

2.1 Build a Differential Privacy Information Protection Model

The problem of health information privacy protection includes the user set and the con-
nection relationship between users. In order to protect privacy reasonably and effectively,
the data content and social structure are combined to build a differentiated privacy infor-
mation protection model, that is, based on the social network structure model CVB, the
value of users in sensitive attributes is extracted as attribute nodes, and the connection
between users and attribute nodes is used, represents the specific attribute value of the
user on the sensitive attribute.

The social network in reality is modeled as a simple graph with no authority and no
direction, and its mathematical expression is:

C = (V ,O,B,M ) (1)

Among them: V = {V1,V2, . . . ,Vw} represents the user node set. Vq represents the
q node, which corresponds to a real user in the network on the cloud. N ⊆ V × V
represents a set of user relationships, anyOqp ∈ O represents a social link between users
Vq and Vp, and all relationships are of the same type and are not considered sensitive
information.

B = {B1,B2, . . . ,Bw} represents the set of sensitive attribute value nodes, that
is, any Bq ∈ B represents a specific value of sensitive attribute. For example, in the
attribute “disease information”, hepatitis and cold are two different attribute values,
so two attribute value nodes are formed in the social graph model. M represents the
mapping relationship between the sensitive attribute value and the user node. The dotted
line indicates that the user has this attribute value, that is, the sensitivity function of the
attribute value Bq. The mapping relationship is:

M
(
Bq

) : Bq → Mq (2)

Therefore, the attribute tag of health user information on the cloud consists of two
parts: sensitive attribute value and attribute value sensitivity, namely:

eVq = (
Vq,Bq,Vq,Mq

)
(3)

In the formula: e is the attribute label [3]. eVq represents the sensitive attribute value
of user node Vq and the sensitivity of the attribute value. From this, a privacy information
protection model with simple attributes is constructed, as shown in Fig. 1.

Figure 1 shows a simple privacy information protection model, including three user
nodes V = {V1,V2,V3}, three attribute nodes B = {B1,B2,B3}, and the three social
relationships in the network are O1, O2, and O3. The attribute label of user V1 is eV1 =
(B1,M1), and the corresponding sensitivities are eV2 = (B2,M2), eV3 = (B3,M3).

In order to reduce the information loss caused by anonymous algorithm and improve
the data utility of publishing graph, considering the sensitivity of attribute values has
differences, the attribute value sensitivity function is proposed. By measuring the sen-
sitivity of sensitive attribute values, the sensitive attribute values are divided into three
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Fig. 1. Privacy information protection model for simple attributes

privacy levels, so that all values under the sensitive attribute category can be differentiated
privacy protected.

Different attribute values have different degrees of privacy. When users enter their
own health information, for example, the privacy degree of HIV is much greater than
that of the common cold. Therefore, the privacy degree of sensitive attribute values is
defined as the attribute value sensitivity, and accordingly The user’s information privacy
level is divided [4]. This time, a trapezoidal distribution membership function is used
to determine the sensitivity of the sensitive attribute, and the thresholds r and t. The
function value range is [0, 1]. Then exists:

ς(u) =
⎧
⎨

⎩

u, u ≤ r
u−r
t−r , r < u ≤ t
1, u > t

(4)

ς

⎧
⎨

⎩

u ≤ r, ς = low
r < u ≤ t, ς = middle
u > t, ς = high

(5)

In the formula: the sensitivity of sensitive attribute is ς(u). Privacy protection thresh-
olds r and t are two constants, which reflect the extent to which the respondent can accept
privacy disclosure. Their size is set by the data publisher according to different applica-
tion backgrounds or the privacy protection requirements of the respondent. By default, r
= 0.5, t = 1. In addition, data publishers can set privacy protection thresholds in real time
according to the dynamic status of the network environment. The lower the threshold,
the higher the demand for privacy protection.

The user’s disease information “HIV” is not sensitive information in the AIDS
friendly communication network, but is high-level sensitive information in ordinary
social groups. Accordingly, users’ information privacy levels are divided into three cate-
gories: high, middle, and low. There are certain differences in the protection forms of the
three information privacy levels, which are processed through the principle of anonymity
protection. The process is shown in Fig. 2 below.

In the above figure, the publisher initiates a publishing request in the network service
to request the information of users in the database to be published. The protection model
obtains the information of the publisher from the database, and combines the privacy
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Fig. 2. Anonymous processing process of user health privacy information

protection requirements set by the publisher in the account to obtain the set of privacy
information and the corresponding privacy protection requirements.

Generally, a simple form of anonymity is used to replace the user’s unique identity
with serialized symbols, build a social graph, obtain the sensitivity of each attribute value
in the privacy information according to the sensitivity function, divide the privacy level,
store the level in the user’s attribute tag, and adopt the corresponding anonymity strat-
egy. However, how to choose anonymous processing criteria requires selecting specific
indicators in the protection model.

2.2 Setting up Health Privacy Information Protection Indicators on the Cloud

In order to ensure that the health information on the cloud is in a safe state, a risk
assessment method is used to protect the privacy information, and a risk early warn-
ing protection index is proposed. Qualitative or quantitative evaluation of possible risk
events, and privacy risk situation assessment based on the release of health information,
can find out the main risk factors of privacy leakage, the state of each risk factor and the
development trend, which is the design of health information release. Prerequisites for
privacy-preserving algorithms.

With reference to ITSEC and in combination with the characteristics of health infor-
mation release and its application mode, privacy assets, privacy threats and privacy
vulnerabilities are combined to form the possible sources of privacy risk. The three are



Research on Cloud Health Privacy Information Protection Algorithm 25

taken as the first level elements for evaluating privacy risk, and the second level eval-
uation elements and third level privacy risk evaluation factors are selected for them to
design a privacy information protection system [5]. See Table 1 for details.

Table 1. Health privacy information protection system on the cloud

First-level indicator Secondary indicators Three-level indicator

Privacy assets Degree of confidentiality Data encryption

Quarantine data

Manage keys

Data confidentiality

Completeness Backup data

Destroy data

Upgrade software

Available value Migrate data

Identify risks

Privacy threat Technical risk Deliberate attack

Network control

Vulnerability Handling

Human risk Staff member

Verify identidy

Wrong operation

Privacy vulnerability Organizational vulnerability Approval system

Network system

Liability Regulations

Technical vulnerability Service Content

Degree of access

Other vulnerability Regulations

Privacy treatment

Risk report

On the basis of the above indicators, through the research and analysis of a large
number of privacy leaks and authoritative reports at home and abroad, and referring to the
risk assessment indicators of the world’s most authoritative IT research and consulting
company Gartner, European network and information security agency ENISA, cloud
computing security alliance CSA and other world authoritative organizations, sort out
and summarize the privacy risk assessment indicators.

On the basis of fuzzy mathematics, Vague set theory, and intuitionistic fuzzy theory,
a method for analyzing and processing uncertain information is developed. It uses the
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connection number to reflect the fuzzy, certain, uncertain and other phenomena between
things and the changes between them.With the help of ternary ormultivariate connection
number, the various factors affecting privacy risk can be concentrated, effectively clas-
sified and reasonably described. Among them, factors that have a positive and obvious
impact on system privacy risk can be expressed as support; Factors unrelated to privacy
risk can be expressed as opposition; Other factors with uncertain impact on privacy risk
can be expressed as a concentration is the uncertainty, or is further refined into the par-
tial identical component, the neutral component or the partial inverse component of the
uncertainty.

From the perspective of privacy risk assessment, “homeopathy” indicates that the
result of privacy risk assessment tends to be in the same trend statewith the ideal standard
risk, that is, it is in “low risk”; “Balance of power” reflects that the privacy risk assessment
results and the ideal standard risk are close to each other, that is, they are at “medium
risk”; “Counter trend” indicates that the result of privacy risk assessment tends to be
opposite to the ideal standard risk, that is, it is at “high risk”. The results of privacy risk
assessment can be simply “clustered” through potential value. The risk indicators of the
above privacy protection are evaluated, and their levels are shown in Table 2.

Table 2. Health and privacy protection index levels on the cloud

Index Influencing
factors

Privacy assets Privacy threat Privacy
vulnerability

Degree of
confidentiality

Data encryption High risk Medium risk High risk

Quarantine data Low risk Low risk High risk

Manage keys High risk High risk High risk

Data
confidentiality

Medium risk High risk High risk

Completeness Backup data High risk High risk Medium risk

Destroy data Low risk Medium risk High risk

Upgrade software High risk High risk Low risk

Available value Migrate data High risk Low risk High risk

Identify risks High risk High risk Low risk

Technical risk Deliberate attack High risk High risk High risk

Network control High risk Low risk High risk

Vulnerability
Handling

Low risk High risk Medium risk

Human risk Staff member Low risk Low risk High risk

Verify identidy Medium risk Low risk High risk

(continued)
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Table 2. (continued)

Index Influencing
factors

Privacy assets Privacy threat Privacy
vulnerability

Wrong operation High risk Low risk Medium risk

Organizational
vulnerability

Approval system High risk High risk Low risk

Network system Low risk Low risk Low risk

Liability
Regulations

Medium risk High risk High risk

Technical
vulnerability

Service Content High risk High risk High risk

Degree of access High risk High risk Low risk

Other
vulnerability

Regulations Low risk Medium risk Medium risk

Privacy treatment High risk High risk Low risk

Risk report High risk High risk Low risk

With the help of many experts, we will evaluate the level of risk factors in the
current privacy in the process of health privacy data release, so as to complete the
construction of privacy risk assessment index system. According to the principle of
maximum membership, the results are divided into corresponding evaluation levels,
corresponding to different risk levels, and information privacy patterns are extracted
based on data mining.

2.3 Extracting Information Privacy Patterns Based on Data Mining

Mining itself is also an effective means of knowledge expression. The goal is to retain as
many non sensitive patterns as possible in the result data set without disclosing sensitive
patterns, especially some non sensitive patterns containing important information, so as
to improve the availability of the result data set, that is, frequent pattern mining can be
used to find non sensitive patterns containing important information. Figure 3 shows the
process of processing the original data set to get the result data set.

The original dataset contains all frequent patterns,while the resulting dataset contains
only non-sensitive patterns. First, on the original data set, frequent pattern mining is
performed to obtain the corresponding set of frequent patterns. Through analysis, the data
owner determines which of the frequent patterns obtained by mining contain sensitive
information, which are called sensitive patterns or private patterns [6]. Then, according
to the frequent patterns obtained by mining, some of which have been identified as
sensitive patterns by the data owner, the original data set is processed by applying the
privacy protection algorithm to obtain a new result data set.

Mining schemas typically target datasets stored in transactional databases, also
known as transactional databases. Health privacy information on the cloud is a typi-
cal transaction database. A transactional database is usually described as follows: Let
S = {S1, S2, ..., SN } be a set of N items [7]. A transaction record D, also called a
transaction record, is a subset of the items in S. Table 3 is a simple transaction database.
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Fig. 3. Schematic diagram of the privacy protection process in frequent pattern mining

Table 3. Simple transaction database

Health information records Item in info record

S1 z, x, c

S2 v, z, b, x

S3 v, z, b, x

S4 z, b, x, n

S5 v, z, b, m

In the table above, each transaction record has a unique identifier. A transaction
database is a collection of transaction records. In thisway, the database schema is defined,
and the schema is called an item set, which is set as F , which is a subset composed of
items in S, and F is included in transaction record D. If F contains G items, then the
length of F is called G, denoted as:

|F | = G (6)

Therefore, for convenience, we abbreviate the mode like F = {c, n,m} as:
F = cnm (7)

When there are two modes, rewrite them as F and H . If F is a subset of H , then
F is said to be a sub-pattern of H . Correspondingly, H is said to be a supermode of F .
Obviously, for a pattern of length 1, its subpatterns do not exist. And when there are
two modes J and K , if J is a sub-mode of K , and there is no mode L, such that J is a
sub-mode of L and L is a sub-mode of K , then J can be said to be a direct sub-mode of
K , K is the direct supermode of J .

On this basis, to obtain the sensitivity support, a transaction recordD supports mode
F if and only if the transaction record D contains mode F [8]. If there are N multiple
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transaction records in transaction database S, and the number of transaction records
including F is Z , then the absolute support degree of mode F on S is Z , which is denoted
asZFS(F). The relative support, referred to as support, is Z

/
N , and denoted as Z∪FS(F).

When the private information database S is clear in the context, we also abbreviated
the support degree Z ∪ FS(F) and support number ZFS(F) of pattern F as Z ∪ F(F)

and ZF(F), respectively. Therefore, given the transaction database and the minimum
support threshold, set it to λ, if the support Z ∪ F(F) of pattern F on S is greater than
or equal to the minimum support threshold λ, then F is a frequent pattern on S.

Set theminimum support threshold λ to the value of 50%.According to the definition
of frequent patterns, the support of all frequent patterns in the transaction database in
Table 3 can be given, as shown in Table 4.

Table 4. Frequent mining patterns of single-transaction databases

Pattern length Frequent pattern

1 (v,50%), (z,100%), (b,70%),
(x,70%)

2 (vz,50%), (vb,50%), (vx,30%),
(zb,70%)
(zx,70%), (bx,50%)

3 (vzb,50%), (vzx,50%), (vbx,30%),
(zbx,70%)

4 (vzbx,30%)

The task of frequent pattern mining is to find all frequent patterns whose support
is not less than λ and their corresponding support when the minimum support thresh-
old λ is given. Given a transaction database and a minimum support threshold λ, let
X (S,Z ∪ FS(F)) denote the frequent pattern mining results on S, then:

X (S,Z ∪ FS(F)) = {p,Z ∪ FS(F)|Z ∪ FS(F) ≥ λ } (8)

In the formula: for convenience, when the transaction database S and the minimum
support λ are clear in the context, X (S, λ) is also simply marked as X [4]. Therefore,
through the frequent patterns in data mining, the privacy pattern of health information on
the cloud is given, and with the help of data support, the algorithm of privacy protection
of data information is designed.

2.4 Data Support Setting Privacy Information Protection Algorithm

Suppose a database tuple is composed ofQ andW ,Q indicates that the attribute appears,
and W indicates that the attribute does not appear. The probability of each data item
remaining at the original value is E, and the probability of flipping isQ−E. All database
tuples are distorted in the same way to form a new database. Data mining is performed



30 W. Wang et al.

on databases formed after distortion. For different properties, different values of E can
be used to distort. For simplicity, all probabilities E are assumed to be equal in this paper.

Let the real data set matrix be represented as R, the matrix obtained by R after the
distortion operation is T , and the distortion probability is E. The number ofQ in column
U of R is recorded as IRQ, the number ofW is recorded as IRW , the number ofQ in column

U of T is recorded as ITQ , and the number of W is recorded as ITW . It can be seen from
the data distortion process that:

{
IRQ × E + IRW × (1 − E) = ITQ

IRW × E + IRQ × (1 − E) = ITW
(9)

This leads to:

IR = P−1IT (10)

Of which:

P =
[

E 1 − E
1 − E E

]
(11)

IT =
[
ITQ
ITW

]

(12)

IR =
[
IRQ
IRW

]

(13)

In the formula: P is a matrix of order N . From Eq. (9), the true matrix one-item set
support IRQ can be estimated from the distorted matrix T .

The calculation method of the support of N item set is similar to that of item set. at
this time:

P =

⎡

⎢
⎢⎢
⎣

p0,0 p0,1 · · · p0,2N−1

p1,0 p1,1 · · · p1,2N−1

· · · · · · · · · . . .

p2N−1,0 p2N−1,1 · · · p2N−1,2N−1

⎤

⎥
⎥⎥
⎦

(14)

IT =

⎡

⎢⎢⎢
⎢
⎣

IT
2N−1

...

ITQ
ITW

⎤

⎥⎥⎥
⎥
⎦

(15)

IR =

⎡

⎢⎢⎢⎢
⎣

IR
2N−1

...

IRQ
IRW

⎤

⎥⎥⎥⎥
⎦

(16)
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In the formula: ITA is defined as the number of N itemsets in the distorted database,
the itemsets are in the form of N -bit binary numbers, and the decimal value A [9] corre-
sponding to theN -bit binary numbers. pi,j is the probability thatN itemset j (represented
as N -bit binary) is distorted into N itemset i (represented as N -bit binary). The bino-
mial set p0,1 represents the probability that the itemset 11 is distorted to 00, which is
(1 − E)2. Then the support degree of the N itemset in the original data set is IR

2N−1 . So
far, the design of the cloud health privacy information protection algorithm based on
data mining is completed.

3 Experimental Studies

3.1 Experiment Preparation

In the above, based on data mining technology, a new algorithm is designed for the
privacy protection of health information on the cloud. In order to verify the effectiveness
of this method, experimental testing method is used to demonstrate. Taking the noise
protection algorithm as the control group, the effectiveness and efficiency of different
algorithms are verified by comparing with the method in this paper. In the experimental
test, first, given the minimum support threshold, in 50 groups of original data sets, obtain
all the health information of users, randomly select 20 sensitive data sets, and take the
remaining non sensitive data sets as the release data sets.

The first part uses the support error index to measure the effectiveness of the two
algorithms. The larger the support error value, the greater the impact of the algorithm
on the result data set, the worse the processing of sensitive data in health information,
and it is difficult to complete the precision. Data protection.

Define the calculation method of the support error degree, and assume that there are
f = [

f1, f2, ..., fg
]
modes in the published data set, then:

k =
∑g

i=1

h(f )′ − h(f )

h(f )
(17)

In the formula: k is the support error degree. h(f ) represents the support of different
modes in the result data set, while h(f )′ represents the support of different modes in the
original data set.

In the second part of the test, the privacy protection threshold is taken as a constant,
and the size of the original data set is gradually increased, so as to compare the efficiency
of the two algorithms.

3.2 Results and Analysis

In the first part of the test, the number of transactions in the original data set is 200,000,
the original data set remains unchanged throughout the process, the minimum support
threshold is set to 4%, and the privacy protection threshold is gradually increased from
5% to 40%. In this case, the effectiveness of the two algorithms is compared, and the
results are shown in Fig. 4.
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Fig. 4. Compares the support error under different privacy protection thresholds

It can be seen from the figure that a small privacy protection threshold means a
higher degree of protection for sensitive modes. For the noise protection algorithm, as
the privacy protection threshold increases, more sensitive transactions are processed, so
the support error becomes higher. However, the variation range of this method becomes
smaller, and the error degree is basically kept within 1.5, which has application effect.

In the second part of the test, keep the privacy protection threshold unchanged, set
it to 30%, and the minimum support threshold is 2.0%, gradually increase the size of
the original data set, and compare the efficiency of the two algorithms. The results are
shown in Fig. 5.
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Fig. 5. Compares the execution time of the algorithm under different original data sets

In thefigure,when the original data set is the same, the execution timeof the algorithm
in this paper is less than the execution time of increasing the noise privacy protection
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algorithm, and with the continuous increase of the original data set, increasing the exe-
cution time of the noise protection algorithm will increase the speed of its growth. It is
much larger than the algorithm in this paper, indicating that the method designed this
time is more effective.

4 Conclusion

With the development of network information technology and database technology,
data mining technology shows an increasingly broad application prospect and plays
an increasingly important role in more and more fields. However, as a large number
of private data are widely collected and analyzed, the application of data containing
sensitive information will pose a threat to personal privacy security. Therefore, this
paper designs a new protection algorithm on the basis of data mining technology on how
to deal with the privacy protection problem.

On the one hand, it deals with the privacy information contained in the health dataset
itself, and on the other hand, it deals with the sensitive knowledge generated after the
application of the dataset. The experimental results show that the error degree of this
method is significantly reduced, and the error degree of this method is basically kept
within 1.5; The execution time of the algorithm in this paper is significantly reduced,
and the maximum is only about 150 s.

However, due to the limitation of time and energy, the research results that have been
achieved still need to be further improved, and can be further expanded in the process of
combining with relevant research directions and fields. Specifically, an algorithm will
have more vitality only if it is applied in real life. It will be our important work in the
future to apply our algorithm to realistic datasets and solve problems that arise in reality.
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Abstract. Users who frequently use social media can easily lead to changes in
their mental health status. In order to accurately predict users’ mental health sta-
tus, a data mining method for testing social media users’ mental health status is
designed based on machine learning algorithms. Perform clustering processing on
the test data, calculate the centroid of each cluster and the sum of squared errors of
the data set, and obtain the clustering result of the test data; extract the character-
istics of social media users’ mental health status, and calculate the abnormal score
of the object’s mental health status, Use this to distinguish the user’s psychological
state; build a data mining model based on machine learning algorithms, build a
one-dimensional convolutional neural network framework, record the activation
functions of the convolutional layer and the pooling layer, and obtain the output
value of the fully connected layer; design social media user psychology Health
state test data analysis algorithm to obtain a safe mining method for social media
users’ mental health state test data. Obtain the best period of social media users’
mental health status observation through experiments. It can be seen from the
experimental data that the correlation of the mental health state mining results
obtained by this method is higher than 0.91, and the prediction accuracy is higher
than 92%, which improves the effectiveness of mental health state prediction. The
best observation period is one month to two months before the expected time.

Keywords: Machine Learning Algorithm · Social Media Users · Mental Health
Status Test · Data Security Mining Method

1 Introduction

At present, with themassive Internet big data information, our society has developed into
an information society, and it has gradually developed into a trend in the whole world.
In the current information society, the generation, dissemination, processing and use of
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information are inseparable from the effective construction of the whole society. At the
same time, the progress of information technology further provides a strong guarantee
for the normal operation of the whole society. The overall level of informatization in
Chinese society has basically reached the level of moderately developed countries, and
China is entering a period of accelerated transformation of the information society [1].
At present, China has entered the era of big data, and this rapid development is due to
the lightning-fast progress of the Internet. Countless individuals or groups have studied
the massive Internet data and information, and regard it as a huge treasure, hoping to dig
out their own wealth. And social media is one of the most worthy of study among these
sectors. Social media represents a class of websites and technologies on which users can
write, comment on, share, and communicate with each other on the Internet. At the same
time, Social Media is also a type of tool and platform, where users can share insights,
opinions, experiences or suggestions with each other. At present, social media covers
a wide range, including Weibo (Sina Weibo, Tencent Weibo), social networking sites
(Facebook)., Twitter, Renren, Friends), blogs (Sina Blog), forums (Shui Mu Nianhua),
WeChat, etc.

The rapid development of social networks has dramatically changed the way people
communicate. With the rapid development of society, huge work and life pressures
are coming, which not only brings a heavy burden to our body, but also a variety of
psychological problems are gradually increasing [2]. Especially in the university campus,
events such as jumping off the building, suicide, running away, depression, etc. often
occur, and some vicious injuries occur from time to time. The mental health of large
objects has become one of the focuses of social concern, and has received extensive
attention from all walks of life. Mental health problems are showing a growing trend
around the world. Therefore, it is particularly important to use Internet big data to
discover people’s mental health problems in time. To this end, this paper studies data
security mining methods for testing the mental health status of social media users based
on machine learning algorithms. The module designed for the study method is shown in
Fig. 1:

As shown in Fig. 1, the research process designed in this paper is as follows: cluster
the test data and calculate the clustering results of the test data; Extract the characteristics
of users’ mental health, and mine abnormal scores of mental health; The data mining
model based on machine learning algorithm is Innovatively constructed, the optimal
classification value is calculated, and the optimal classifier is used to realize the safe
mining of users’ mental health test data. The test results show that the contribution
of this method lies in improving the accuracy of the mental health state prediction of
social media users, which can better reduce people’s psychological stress and reduce the
incidence of psychological problems such as depression.
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Fig. 1. Study module flow

2 Test Data Clustering

After years of development, data mining technology has achieved good results in the
wide application of various fields, which is unmatched by other technical methods. Data
mining technology is to dig out the hidden rules and value content in data to solve specific
problems. People can also use computer applications to complete the same functions
when they do not master the technology. Therefore, this paper proposes to introduce
data mining technology into mental health data to mine and analyze the causes of the
object’s mental health problems, which provides a scientific basis for early prevention
and early intervention to control the emergence of campus psychological crises.

The purpose of clustering is to group objects with similar properties together. In
most cases, the data that people collect is unlabeled, and clustering can divide the data
into multiple distinct groups. The data in each group has greater similarity, and the data
between groups has greater exclusivity, that is, “similarity within a group and exclusivity
between groups” [3, 4]. Clustering algorithms are mainly divided into partition-based
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clustering, hierarchical-based clustering, grid-based clustering, density-based cluster-
ing, and model-based clustering. As one of the commonly used methods in traditional
machine learning algorithms, cluster analysis is widely favored due to its practicality,
simplicity and efficiency. It has been successfully applied in many fields, such as: doc-
ument clustering, market analysis, image segmentation, feature learning Wait. In this
study, we choose the KMeans clustering algorithm, which is a partition-based clustering
algorithm, to divide the meal times and entropy of the objects. First, randomly select
k sample points from the sample set and use them as the center of the cluster. Then,
according to the distance of each sample to the k centroids, it is divided into the nearest
clusters, and the centroid of each cluster is recalculated. This article uses the Euclidean
distance, and the calculation formula is:

D
(
st,Mg

) =

√√√√
√

n∑

i=1
X 2
ij

Mg
(1)

In formula, D
(
st,Mg

)
represents the Euclidean distance of each sample from the

initial point to the cluster; st is the number of sample points;Mg is the centroid position;
and Xij represents the cluster entropy of the data.

In the sum of error squares for all datasets, the formula is:

GSSE =

k∑

i=1

∣∣D
(
st,Mg

)∣∣2

k∑

i=1
M 2

g

(2)

In formula (2), GSSE represents the sum of squared of the dataset.
By initialization, you can randomly select k sample points from the original N sam-

ples and treat them as the hearts of the cluster. The eucoid distance of the remaining
sample to the cluster center was calculated according to formula. Based on the results of
the sum of squares calculation, each sample was divided into the nearest cluster cluster
cluster to obtain the clustering results of the test data.

3 Feature Extraction of Mental Health Status of Social Media
Users

Some studies have found that people with mental health problems develop eating disor-
ders, especially those with depression. Based on this fact, the consumption records of
the subjects in the canteen can be extracted by the store name to analyze their eating
patterns. Pay particular attention to the subject’s breakfast, lunch/dinner routine. In this
study, the breakfast time period is set from 6:00 to 9:00, the lunch time period is set
from 11:00 to 13:00, and the dinner time period is set from 17:00 to 19:30 [5, 6]. Since
there are often multiple records for each meal, the first card swiping time in a meal is
taken as the meal time of the meal. For example, there are 3 records in a breakfast, and
their occurrence times are 7:20, 7:21 and 7:22, then use 7:20 as the breakfast time. The
regularity of a behavior can be thought of as repeatable and will be measured by the
entropy of the probability of the behavior occurring within a specific time interval.
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Assuming n time interval Tn = {t1, t2, · · · , tn}, for any given object, the probability
of behavior Fm = {fbre, flun, fdin} occurring within the time interval ti is:

Pd (Tn = ti) = Df (ti)
n∑

i=1
Df (ti)

(3)

In the formula, Pd (Tn = ti) indicates the probability of breakfast, lunch and dinner
at any time interval; Df (ti) indicates the frequency of any meal of the three meals in
the time interval ti [7]. According to the calculation of consumption characteristics of
Pd (Tn = ti), the calculation formula is:

Es = −

n∑

i=1
Pd (Tn = ti)

lgPd (Tn = ti)
(4)

In formula, Es indicates the entropy of meal consumption. The smaller Es, the more
concentrated the time interval of the probability distribution.Therefore, in the clustering
process of entropy value and number, the clustering results of the measured meals can
be obtained.

The goal of the abovemethods is to discover subjects with an abnormal diet. Suppose
that the smaller an object is in the cluster, and the farther away it is from the center of
the cluster, the higher the anomaly score is. Calculate the exception score of the object
according to the formula:

Yc = dis (hk , pc) ×

⎛

⎜⎜
⎝1 −

n∑

i=1
di

n∑

i=1
fi

⎞

⎟⎟
⎠ (5)

In formula, Yc represents the score of the object diet abnormality; dis(hk , pc) repre-
sents the Euclidean distance between the object and the centroid, where hk represents
the number of objects, pc represents the centroid point of the cluster; di represents the
consumption entropy of the i object and the diet, and fi indicates the regularity coefficient
of the object eating.

The abnormal score is mainly aimed at the difference of dining behavior between
the object, as well as the dining difference of the object in different time periods, and
finally the overall diet data of the object is obtained.

4 Building a Data Mining Model Based on Machine Learning
Algorithms

According to the browsing history of the object, the characteristics of the Internet are
mined. According to the order of access time, a time series of Internet access is estab-
lished for each object. It is hoped to dig out the online pattern of the object from the
online time series. In this study, the overall framework of the designed one-dimensional
convolutional neural network is shown in Fig. 2.



40 J. Su et al.

Fig. 2. One-dimensional Convolutional Neural Network framework

As shown in Fig. 1, there are five neural network layers except for the input layer. The
first and third neural network layers use the convolutional layer, the second and fourth
layers use the pooling layer, and the last output layer is the fully connected layer. Record
the activation functions of the convolution and pooling layers separately, as shown in
formula (6):

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Y p
k =

n∑

i=1
yp−1
i ∗hpi
n∑

i=1
bip

Ŷ p
k =

n∑

i=1
yp−1
i ×down

(
f pk +ki

)

n∑

i=1
bip

(6)

In the formula, Y p
k and Ŷ p

k represent the activation functions of the convolutional
layer and the pooling layer respectively, which are also the results obtained by training
each tested data in different stages of the model; yp−1

i represents the feature parameter
corresponding to the convolution kernel; ∗ represents the multiplication operation; hpi
represents the bias position of the convolution kernel; bip represents the vector dimension

of the convolution kernel in the online sequence; down
(
f pk

)
represents the bias matrix

downsampling function in the pooling layer; ki represents the input value.
Within the full connection layer, you can get the activation function:

f (m) =
f
(
Y(4) ∗ Y 2

(3) + Y(1)
)

f
(
Y 2
(2)

) (7)

In formula, f (m) represents the output value of the fully connected layer in a 1
D convolutional neural network; Y(1), Y(2), Y(3), Y(4) represent the output values of the
first, second, third, and fourth layer, respectively.Through the above functions, a standard
model of the mental health status test data of social media users can be established.
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5 Design the Data Analysis Algorithm for Social Media Users’
Mental Health State Test

Due to the implicit characteristics of mental health, it is impossible to directly observe
the mental health status of individuals, so we can only use some explicit “behavioral
samples” to measure indirectly. At present, traditional psychological testing of mental
health or clinical application of patients prefers indirect methods using these pheno-
types. Each assessment method consists of thousands of items, each of which can be
regarded as an abstract description of a series of individual behavioral characteristics.
Correspondingly, these behavioral characteristics have a certain relationship with psy-
chological characteristics. When using these methods to assess the mental health status,
firstly, the individual needs to select the corresponding options according to the fit degree
of his specific situation and the content of the options; secondly, the assessor calculates
the score according to the individual scoring method provided by the specific basis;
finally, the evaluators put forward conclusions based on the overall evaluation results,
and explain the meaning in detail, and then notify the relevant personnel in the form of
text or reports.

Which of somany Internet behaviors could reflect significant effects onmental health
issues is clearly critical to our research. Even different mental health issues target differ-
ent internet behaviors. However, on the other hand, this particularity of cyberspace has
led to a complicated trend in the relationship between Internet behavior and users’ psy-
chological characteristics. We cannot simply apply the traditional psychology research
conclusions on a certain dimension of mental health to correspond to the characteristics
of Internet behavior, but should first establish the most complete network user behavior
type guidelines, and gradually screen and reconfirm effective Internet users on the basis
of these guidelines. Correspondence patterns of the relationship between behavior and
psychological traits.

In data mining technology, the algorithms used mainly include decision tree algo-
rithm, association rule algorithm, neural network algorithm, genetic algorithm, Bayesian
network algorithm and statistical analysis method. In the data analysis research of social
media users’ mental health, this paper chooses to use decision tree algorithm and associ-
ation rule Apriori algorithm. Decision tree algorithm is a relatively classic classification
data mining algorithm. It generally uses a top-down recursive form to build generative
decision trees from a large number of cases. The classification model of the decision
tree algorithm is a directed acyclic tree consisting of a root node, parent nodes, child
nodes and leaf nodes. Typical decision tree algorithms include ID3 algorithm C4.5 algo-
rithm and CART algorithm. Using the ID3 algorithm and the C4.5 algorithm to generate
decision trees for studying mental health problems is a common method. The decision
tree algorithm is used to predict and analyze the mental health data of social media
users. The general idea is to first analyze and calculate which attribute has the greatest
correlation with the psychological problem, as the root node of the decision tree, and
then use the iterative recursive method to analyze the rest in the same way. Attributes
are classified, a decision tree is formed and a classification tree model for predictive
analysis is constructed, as shown in Fig. 3.

As shown in Fig. 3, the overall identification algorithm of social media users’ mental
health problems based on mining algorithm is mainly divided into three parts, including
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Fig. 3. Mental health state identification algorithm of social media users

data acquisition, feature extraction and model identification. In the data acquisition and
preprocessing stage, we obtained three data sources, namely computer social network,
basic information of the tested object, and dietary consumption data. In the feature extrac-
tion stage, relevant features such as students’ online patterns and abnormal consumption
scores are extracted from the above three data sources. In the model identification stage,
the optimal classifier is screened out, and the abnormal points of social media users’
mental health status are obtained. At this time, through the above method, a safe mining
method for the test data of social media users’ mental health state based on the machine
learning algorithm can be obtained.

6 Experimental Test

In order to combine the social media behavior of Internet users with mental health
assessment, and to integrate machine learning methods into the field of mental health
assessment, this paper designs and studies a depression prediction model based on social
media behavior of Internet users. This method better explores the effective way to com-
bine the two modes. The core idea of the whole process is based on the most extensive
psychological assessment methods at present, trying to replace the traditional method by
using the user behavior of Internet users on social media to achieve basically the same
purpose.
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6.1 Acquisition and Preprocessing of Raw Data

In the acquisition and preprocessing part of raw data, on the one hand, the user’s mental
health assessment results are obtained through traditional scales, and on the other hand,
the user’s raw data on social media is obtained through Internet means, and then through
step-by-step processing, the final result is formed. User network behavior characteristics
are stored in the database. In the part of network behavior characteristics, it can be divided
into three parts according to its process: social media API port call, data preprocessing,
feature extraction and selection. In the acquisition of mental health status data, it is
mainly divided into two parts: scale evaluation and data processing.

Application programming interfaces, or APIs for short, are functions that are pre-
defined and encapsulated by website developers. Third-party personnel can directly call
these functions without accessing the source code or understanding the details of the
internal working mechanism of the website. At present, many social networking sites
provide API interfaces. On the one hand, it is convenient for third-party personnel to
develop more meaningful applications to enrich the website itself. On the other hand, it
also provides a good opportunity for researchers to make it more convenient. to get the
desired data.

Since the API ports provided by each website are different, the data formats of the
obtained Internet users’ network behavior are also different, so the data needs to be
preprocessed before the next step to form the format required in the machine learning
process. In the traditional machine learning process, data preprocessing is generally
divided into three parts: data fusion, data cleaning and data transformation. Data fusion
is to combine data from multiple data sources and store them uniformly, in other words,
to realize the initialization of the data warehouse itself. The purpose of data cleaning is
to remove errors or abnormal data in user data, remove redundant data, and standardize
data formats. Data conversion is to convert user data into a custom normalized format,
so as to facilitate the re-expansion and continuous transmission of user data.

According to the network behavior index system and the definition of specific psy-
chological problems (such as depression, anxiety, etc.) in traditional mental health, the
Internet behavior characteristics of individuals are extracted from the Internet behavior
data of users. These Internet behavior characteristics can represent the overall behavior of
individual users in the process of Internet communication, and are universal and specific.
Then, according to the user’s mental health status evaluation results, the characteristics
that can represent the user’s network behavior are selected.

The basic support for the establishment of themental healthmodel based on the social
media behavior system of Internet users is the scale evaluation method in traditional
psychology. Summarize. Therefore, as the establishment and evaluation standard of the
model, the mental health status of some users must be obtained through the scale. There
are many scales for comprehensive assessment of mental health commonly used in
psychology at present, and different types of mental health have their own one or more
assessment scales.

The data processing of the mental health measurement link is the same as the data
preprocessing function of the network behavior part. After obtaining the mental health
assessment scales of some users, the obtained scale scores need to be counted, summed
and screened. Invalid or redundant assessment results will be removed.
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A group of target users who are very active on social media and study in the same
school are selected as the main subjects of this experiment, and the experiment time is
from May 1, 2015 to May 15, 2015. Set the time period to 0.5 Hm, 1 Hm, 2 Hm, 3 Hm

when the time point of May 1, 2015 is P1, the time of 0.5 is from April 15, 2015 to May
1, 2015, and the time point of 1 is April 1, 2015 May 1, 2015; that is, the time period is
the forward half month, one month, two months, and three months. Time point P2 is half
a month before P1, that is, April 15, 2015, and the same time period is set under time
point P2. Time points P3, P4, and P5 are April 1, 2015, March 15, 2015, and March 1,
2015, respectively. According to the above time points, the collected data and data can
be divided into 20 data sets, as shown in Table 1.

Table 1. Time points and time periods

0 Hm 0.5 Hm 1 Hm 2 Hm 3 Hm

P1 2015.05.01 2015.04.15 2015.04.01 2015.03.01 2015.02.01

P2 2015.04.15 2015.04.01 2015.03.01 2015.01.01 2014.11.01

P3 2015.04.01 2015.03.15 2015.02.01 2014.11.01 2014.08.01

P4 2015.03.15 2015.03.01 2015.01.01 2014.09.01 2014.05.01

P5 2015.03.01 2015.02.15 2014.12.01 2014.07.01 2014.02.01

These data are initially stored in text format and then transferred to the database.
In the experiment, these time points are respectively used as test points for the user’s
mental health status.

6.2 Model Accuracy Test

Set the number of convolution kernels of the two convolutional layers to 16 and 32
respectively, use reLU as the activation function, and use adam as the optimization algo-
rithm. Furthermore, to prevent overfitting, we use three dropout layers with parameters
of 0.15, 0.15, and 0.5. In the model training phase, we selected 70 positive samples and
70 negative samples to train the model. In the feature extraction stage, all experimental
samples are input into the trained model, and finally the result of the fully connected
layer is used as the output value. According to the trend of model accuracy level, we
can analyze from both vertical and horizontal aspects. First, at the longitudinal level, we
observe different time periods at the same time node (P1, P2, P3, P4, P5), as shown in
Fig. 4.

The performance test results of the time node model at the longitudinal level are
shown in Fig. 4. We can see that with the increase of the observation period, the correla-
tion coefficient script presents an “inverted U”-shaped change trend. This means that in
a period of time, as the observation period becomes longer, each node of the model will
continuously accumulate behavior data of the user network. Compared with a smaller
amount of information, these accumulated data can better describe the The behavioral
habits of bloggers and the psychological factors hidden behind them. Therefore, the
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Fig. 4. Model performance at different time nodes

correlation between the data of social media users’ mental health status test and the
three-meal data gradually increased. It can be seen from Fig. 4(a) that the optimal time
period is usually between one month and two months, and the most relevant data in
this image is 2 Hm at time node P34. However, since depression in mental health is an
unstable psychological variable that changes with time, with the further growth of orig-
inal data, the correlation between online user data and mental health status gradually
weakens. Predictive power is gradually diminishing. Therefore, too long observation
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Fig. 5. Model performance for different time periods

period is not conducive to the prediction of depression state of Weibo users. In Fig. 4(b),
the prediction results under all time periods are also in the “inverted U” shape, and the
accuracy rate of P3 in the 2 Hm period is also the highest overall. Therefore, the accuracy
trend of the classification model can be seen in this experimental test. However, under
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this trend, the mining results of the present method can still maintain over 0.91 corre-
lation and over 92% accuracy, indicating that the mining level of the present method is
relatively high.

At the lateral level, for the continuous value prediction of depression, we observed
the performance at different time nodes in the same time period (0.5 m, 1 m, 2 m and
3 m), as shown in Fig. 5.

Through the model performance test results under different time periods shown in
Fig. 5, it can be seen that for the same time period, the correlation of the model is not
the higher the closer it is to the P1 time node, from 0.5 Hm to 3 Hm also shows a kind
of Inverted U trend. In other words, for the same observation period, since the user data
was obtained at the P1 time point, the P2 node in the correlation test of the model is
the highest point under the same time period, that is to say, using the user’s network
behavior to predict the depression state has hysteresis characteristics. Under the same
period of time, as the time node goes from P1 to P2, P3, and then to P4 and P5, the
prediction accuracy of the model also has a clear trend of high in the middle and low on
both sides. The drop from P2, P3 to P4, P5 may be caused by the data getting farther
and farther away from the P1 time point. From the lateral level overall data, the mining
correlation of this method is higher than 0.92, and the prediction accuracy is higher than
93%, with a good mining and prediction level.

It can be seen from the above two sets of experiments, although the best observation
period is fixed, the mining and prediction results of the present method both achieve
good levels. If you want to better predict the mental health status of social media users,
it is best to use the data of the previous month or two to make the prediction results more
accurate.

7 Conclusion

Data mining technology has been successfully applied in many fields and achieved
certain results in various fields. In this paper, data mining technology is applied to the
mental health data of social media users, and a data mining method for social media
users’ mental health testing based on machine learning algorithm is proposed. Calculate
the clustering results of each data set; Innovatively extract the characteristics of social
media users’ mental health status, and distinguish users’ mental status; Build a data
mining model based on machine learning algorithm, design a data analysis algorithm,
and obtain the mining results of social media users’ mental health. The test results show
that themining results of socialmedia users’mental health status obtained by thismethod
are highly correlated, with high prediction accuracy, and improve the effectiveness of
mental healthmining. It is expected that the best prediction results will be obtained one to
two months before the time, so as to better serve the purpose of mental health. However,
due to the limitation of time and its own level, there are still some shortcomings and
deficiencies in the research on the mental health data mining of social media users in
this paper, and many previous assumptions have not been completed in the research. It is
hoped that these remaining issues can be further studied under conditions in the future.
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Abstract. Aiming at the problem that the precision of information node localiza-
tion is low, which leads to the low speed of information transmission. This paper
puts forward an early-warning method of college students’ mental sub-health
based on Internet of Things. Using sensors to build the Internet of Things network
in colleges and universities to complete the college students’ mental health infor-
mation collection and transmission. Association rule algorithm is used to analyze
the original psychological information of students. Draw radar chart and evaluate
the early warning grade of college students’ mental health by radar chart com-
parison. Design the early warning information transmission plan according to the
operation requirements of the IOT. At this point, based on the Internet of Things
college students mental sub-health early warning method design completed. The
experimental results show that this method can improve the accuracy of informa-
tion node location and speed up the transmission of mental sub-health warning
information.

Keywords: Internet of Things · Information Transmission · Mental Health ·
College Students · Early Warning Evaluation · Local Maintenance Mapping
Algorithm

1 Introduction

Health is not only the foundation of people’s lives, study and work, but also the guar-
antee of life quality. With the development of modern science and technology and the
improvement of social civilization, people’s understanding of health has changed from
that of biology to that of sociology and psychology. This change in understanding, so
that people’s understanding of human health has undergone profound changes. Based on
the formation of new ideas, it is also recognized that the standards of human health for
most people are not met, but in a state of “sub-health” is not a disease. Scientific research
has found that many diseases are related to psychological factors, such as coronary heart
disease, hypertension, angina pectoris, etc., collectively referred to as psychosomatic
diseases. Mental health is not only related to the success or failure of disease, career, but
also closely related to people’s survival [1, 2].

Mental sub-health, which exists in all occupations and all ages, has become a social
and medical problem that can not be ignored. With the development of society and
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the popularization of networks, people’s quality of life and life rate have improved
accordingly. Everything is more haste, less reach, fast high-quality living environment
easy to cause psychological burden, leading to the psychological sub-health of this new
disease began to spread to college students in this group. From the demand of scientific
research and practice promotion, college students as a professional group should pay
attention to their overall risk structure. Further clarification of the distance and direction
between the group risk structure and the idealized zero risk state and scientific early
warning to provide quantitative support for action to reduce risk [3].

Reference [4] method studies the automatic detection and classification of cognitive
distortions in mental health texts. A mental health dataset was collected based on a
machine learning framework. Exploratory analyzes were performed using unsupervised
content-based clustering and topic modeling algorithms. This method can detect the
state of mental health to a certain extent, but the transmission rate of early warning
information still needs to be improved. Reference [5] uses machine learning algorithms
and deep neural networks to build electronic health record data models. A final risk
score for each individual is calculated and calibrated. Individual-level analyzes of risk
scores were performed to help healthcare providers managing risk cohorts interpret
results. This method can detect abnormal mental health states to a certain extent. The
intercommunication method in the transmission of information can be further improved.

The necessity of early warning stems from the severe situation of high incidence of
group sub-health and the increasingly urgent requirement ofmental health improvement.
From the crisis management, scientific management, dissemination of energy efficiency,
information support, scientific research, groups and individuals to effectively improve
the existing needs. For modern universities, many universities use advanced information
management system and operation system to make students study and live more conve-
nient, fast and efficient. However, these activities are increasing in unprecedented depth
and breadth, which creates an opportunity for us to analyze and understand the mental
sub-health state of college students automatically and comprehensively. In the past stud-
ies, some college students’ mental sub-health warning methods were also put forward,
but the overall warning effect is not good. After comparing many kinds of technologies,
we choose IOT technology to accomplish the early warning of college students’ mental
sub-health, and design the method based on IOT.

According to the application and development direction of Internet of things, the
application architecture of Internet of things can be divided into three categories: WSN,
RFID and machine-to-machine. The study used the Internet of Things to transmit the
collected data to the gateway nodes. After all the data are collected at the gateway node,
they are transmitted to Ethernet to provide treatment basis for teachers and counselors.
These data can also be analyzed and processed through the analysis and processing
warningmechanismof the host computer. If it goes beyond the normal scope, it willmake
a prompt, warning and other decision-making and control to promote the development
of college students’ mental health education.
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2 Collection and Transmission of Information on College Students’
Mental Subhealth

In this study, sensors were used to build the Internet of Things network in colleges
and universities, and to perceive the psychological state of college students. In order to
ensure the accuracy of the sending of early warning information, we first complete the
positioning of college students with mental sub-health status. After comparing several
methods, use the local preservingmapping algorithm to complete this partial processing.

In this study, the transfer time between nodes can be expressed as:

t = ta + tb + tn (1)

Among them, ta is the time needed to transmit the signal between the receiving end
and the transmitting node in the LOS environment. The ratio of tb to error is small, which
represents the systemmeasurement error. It can be expressed as a Gaussian random vari-
able subject toN (0, α)2 distribution. The ratio of tn to error is very large,which represents
the time error caused by non-line-of-sight radio propagation. It can be expressed as a ran-
dom variable subject to an exponential distribution. Because the Internet of things used
in colleges and universities are non-line-of-sight environment. Therefore, the statistics
of the signal propagation time are expressed by the actual distance between nodes, and
there are:

A
[
tnN

] = ntn1d
na

n2δ
2 (2)

where d represents the actual distance between nodes. tn1 is the median of signal prop-
agation time. n2 represents the exponent of 0.5–1. δ is the calculated Gaussian random
variable. Replace sample tnN with first order statistics. Then, the relationship between the
signal arrival time and the distance between nodes in a sensor network can be expressed
as:

t(g, g′) = d(g, g′)
v

+ t1d(g, g′)a
n2
2 (3)

t(g, g′) represents the signal transmission time between nodes. d(g, g′) represents the
actual distance between nodes. v indicates the speed of the signal. The distance-based
radial basis kernel function has the following form:

l(g, g′) = f (d(g, g′)) (4)

f (·) represents the function defined in the target interval.
Since there are multiple nodes in the Internet of Things, the nodes have similarity. In

the process of data collection and transmission, the process can be completed according
to the similarity of nodes to improve the speedof information transmission.Therefore, the
similarity between computable nodes provides convenience for the follow-up research,
and the similarity between nodes can be calculated by the following Gaussian kernel
function, specifically in the following form:

h(bi, bj) = exp(−oG
∥∥η(bi) − η(bj)

∥∥2)

= exp(−
n∑

i=1
oG(ti1 − tj1)2)

(5)
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oG represents the adjustable function in the calculation. ‖·‖ stands for Euclidean norm.
Through the above calculation process, the college students’ psychological information
is collected and transmitted. At the same time, according to this part of the content of
the early warning information transmission process to control.

3 Design of Early Warning Methods for College Students’ Mental
Sub-Health

3.1 Information Analysis of College Students’ Mental Subhealth

The collected psychological state information of college students is integrated into the
designated database, and the original information is analyzed by association rule algo-
rithm [6, 7]. SetW = {W1,W2,W3, ...,Wn} as the information set or information set.
Wi is a separate information, R = {R1,R2,R3, ...,Rn} is a set of psychological features.
Ri is a single psychological feature, and Ri is a subset of W .

In a rule A′ ⇒ B′, A′ and B′ are mental feature sets. A′ sets of psychological features
represent the conditions under which rules are valid. The set of B′ psychological features
represents the result of the rule. The confidence level of the rule can be expressed by
conditional probability p(A′∣∣B′ ), based on the knowledge of probability theory:

confidence(A′ ⇒ B′) = p(A′∣∣B′ ) = p(A′B′)
p(A′)

(6)

According to this association rule, the following association rules are obtained. In
a rule A′ ⇒ B′, A′ and B′ are mental feature sets. The A′ psychological feature set
represents the condition of rule validity, and the B′ psychological feature set represents
the result of rule validity. The support of the rule can be expressed by probability p(A′B′),
that is:

sup port(A′ ⇒ B′) = p(A′B′) (7)

Through the fusion analysis of the above two laws, the promotion of the rules in
application is obtained. The specific formula is as follows:

life(A′ ⇒ B′) = confidence(A′ ⇒ B′)
sup port(B′)

= p(A′B′)
p(B′)

(8)

According to the above association rules, the confidence between the original infor-
mation is calculated. The original information is preprocessed and analyzed, and it is
drawn as a radar chart.
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3.2 Early Warning Information Arrangement of College Students’ Mental
Subhealth

Based on the analysis of college students’ mental sub-health state information, the radar
map of college students’ mental health is drawn, and the students’ mental state is set as
8 dimensions. The 8-dimension offset vector is defined by the coordinate difference of
eight index dimensions. Then:

Pi = Pαi − Pβi (9)

Here, Pi represents the offset of goal α from the i-dimension of goal β risk assignment.
Pαi is the coordinates of the i-dimension of the target α (risk assignment). Pβi is the
coordinates of the i-metric dimension of goal β.

The coordinate definition of eight index dimensions of individual is clear, and the
coordinate average value of each individual in group is used to define the coordinate
coordinate of group radar chart. The overall risk drift is a ratio of the maximum area of
two objectives. Namely:

S = Wc

Wd
(10)

Among them, S is the global offset of target c from target d risk assignment. Wc is
the maximum area of the radar map for target c. Wd is the maximum area of the radar
diagram for target d . From this formula, it can be seen that the overall deviation of an
individual from the ideal zero risk is the risk assessment level corresponding to its own
maximum risk radar area [8]. Namely:

Si = Hi (11)

Among them, the definition rule of Hi takes the concept of life model of radar area
as the main content.

Using this formula, the total deviation is compared with the ideal zero risk value to
obtain the arithmetic average of the maximum danger radar region for each person. For
example:

Sj = H (Ei) (12)

Among them, Ei = (E1+E2+E3+...+En)
n . According to this formula, the early warning

and evaluation grades of college students’ mental health can be obtained, as shown in
Table 1.

According to this form, the early warning information of the mental sub-health state
of students can be obtained. And organize it into the form of information, and transmit
and distribute it according to the design content of the first part of the text.

3.3 Design Early Warning Information Transmission Scheme

It is assumed that there are N wireless sensor nodes randomly and evenly distributed in
an M ∗ N square area G. The set of nodes is represented as � = {�1,�2,�3, ...,�N },
which has the following properties:

(1) The network is a stationary network, and the sensor nodes anddata aggregation points
are both stationary nodes. That is, the positions are not moving after placement.
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Table 1. Early warning and evaluation grade of college students’ mental health

Level Value result Level content

I 0–0.5 Stablize

II 0.5–0.8 More stable

III 0.8–1.2 Convergence

IV 1.0–1.2 Warn

V 1.2–2.0 Alarm

(2) The sensor node knows its location. Nodes can rely on GPS, positioning algorithms
and other auxiliary facilities or algorithms to obtain specific coordinates [4, 9].

According to the above two parts and the same energy attenuation model of LEACH
protocol, the early-warning information transmission network model is constructed. The
details are as follows:

Qi(u, h) = Q1(u) + Q2(u, h)

=
{
uQ1 + u�1h

2, h < h0
uQ1 + u�2h

4, h ≥ h0

(13)

Qei(u, h) = Q1(u) = uQ1 (14)

h represents the Euclidean distance between node i and node j.Q1 represents the energy
consumption of a circuit in receiving and transmitting radio waves.�1 and�2 represent
the amplifier energy consumption of the free-space model and the multiplexed attenua-
tion model, respectively. h0 represents the constant in the calculation. u represents the
number of bits a sensor node is sending and receiving data.

According to this network model, the sending cluster of early warning information
is determined. When the first stage of cluster is established, the sensor node automati-
cally generates a random number If Z < ℵ (ℵ indicates the threshold generated by the
network), the node automatically becomes the cluster head. The size of the threshold is
determined by the following formula:

ℵ =
⎧
⎨

⎩

k{
1−b∗

[
t mod ( 1b )

]} j ∈ G′

0 else
(15)

Among them, b means the proportion of the selected cluster head in the whole
network. t is the number of cycles in progress for the current network. G′ represents a
collection of all sensor nodes that have not been selected as cluster heads in the current
network cycle. After the above calculation, the fusion analysis is made with the first part.
The early warning information transmission scheme is drawn as shown in Fig. 1.

The information of mental sub-health state and the result of mental state evaluation
were collected. According to the structure shown in Fig. 1, it transmits and warns the
information in the form of early-warning information, and completes the process of
early-warning. Organize the above settings. So far, based on the Internet of Things
college students mental sub-health early warning method design completed.
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Fig. 1. Schematic Diagram of Early Warning Information Transmission for College Students’
Mental Sub-Health

4 Experiment Analysis

In this study, an early-warning method of college students’ mental sub-health based
on the Internet of Things is proposed. In order to confirm the application value of this
method, the experimental link was constructed to compare the application effect of this
method with the current method.

4.1 Experimental Analysis on the Positioning Accuracy of Early Warning Nodes

In order to verify the proposed algorithm can improve the location accuracy of unknown
nodes. We useMATLAB7.0 software to do simulation experiment. Factors such as posi-
tioning accuracy are commonly used in wireless sensor networks. In this paper, the
accuracy of orientation, the accuracy of mental sub-health assessment and the trans-
mission speed of early warning information are taken as the evaluation criteria. The
distribution of alert information nodes in this experiment is shown in Fig. 2.

As shown in Fig. 2, in the simulation experiment, the area of college students’ mental
sub-health warning network is set to 50 * 50 m square area. In this region, 20 beacon
nodes and 10–20 unknown nodes are distributed evenly and randomly. Suppose the
calculated unknown node location is (x2, y2) and its real location is (x1, y1). Then the
positioning error Error is:

Error =
√

(x2 − x1)2 + (y2 − y1)2

n
(16)

n represents the number of unknownnodes in the network. In this experiment, themethod,
basic method and artificial intelligence method are used to locate the receiving node of
early warning information. The positioning accuracy of different methods is compared
and the results are shown in Fig. 3.

Compared with the above experimental results, it can be seen that the positioning
accuracy of early warning information node is relatively high. In the process of early
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Fig. 2. Early warning network of mental sub-health state of college students
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Fig. 3. Experiment results of early warning node positioning accuracy

warning information transmission, the transmission route of early warning information
can be determined in the shortest time to improve the transmission speed of early warn-
ing information. Compared with the proposed method, the positioning accuracy of the
basic method and the artificial intelligence method is relatively low. The results of this
experiment may affect the transmission of early warning information. Therefore, the
node location performance of these two methods needs to be optimized.

4.2 An Experimental Analysis on the Accuracy of Grades for Assessing Students’
Mental Sub-Health State

In this experiment, 20 college students were selected as the experimental subjects, and
experts in related fields were invited to evaluate the psychological sub-health status of
their students after obtaining this behavioral information. The specific results are shown
in Table 2.
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Table 2. Student’s mental sub-health state assessment results

Student number Mental health rating Student number Mental health rating

D01 I D11 III

D02 II D12 IV

D03 I D13 II

D04 I D14 V

D05 I D15 I

D06 IV D16 II

D07 V D17 V

D08 III D18 II

D09 I D19 III

D10 II D20 IV

Using the contents of Table 2 as the control group, the mental health ratings of the
subjects were evaluated by the above methods and other two methods. The accuracy
of mental sub-health assessment was determined by three methods. The experimental
results are shown in Table 3.

Table 3. Experimental Results of the Accuracy of Mental Sub-health Assessment of Students
(unit: %)

Student
number

Method in
the text

Basic
method

Artificial
intelligence
approach

Student
number

Method in
the text

Basic
method

Artificial
intelligence
approach

D01 95.86 93.24 94.49 D11 95.46 94.86 94.67

D02 96.72 93.25 94.85 D12 96.08 94.21 94.18

D03 95.68 94.48 94.61 D13 96.15 94.84 94.03

D04 96.16 94.75 94.56 D14 96.61 94.01 94.52

D05 96.66 94.75 94.81 D15 96.61 93.18 94.79

D06 95.09 94.69 94.26 D16 95.42 94.17 94.91

D07 96.57 94.35 94.14 D17 96.26 94.23 94.35

D08 96.69 94.81 94.96 D18 95.26 93.46 94.65

D09 95.77 94.7 94.33 D19 96.85 94.23 94.22

D10 96.49 94.04 94.36 D20 95.55 93.58 94.58

Through the analysis of the contents in Table 3, it can be seen that the mental sub-
health status of the students in the method is more accurate. The evaluation results are
more close to the expert evaluation results. Using this part of information can achieve
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high precision early warning. Compared with the other two methods, the accuracy of
mental sub-health assessment is relatively poor. In the process of early warning, some
teachers and departments can not get the real warning information of students’ mental
sub-health and can not guide students in time. On the basis of collecting the mental
health information of college students, the original psychological information is analyzed
by using the association rule algorithm. The level of mental health warning of college
students is evaluated by radarmap, thus improving the accuracyofmental healthwarning.

4.3 Experimental Analysis on Transmission Speed of EarlyWarning Information

In order to ascertain the early warning information of mental sub-health state of college
students, the information used in the experiment was sorted out. This part of the infor-
mation is used to complete the experiment of early warning information transmission
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Fig. 4. Experiment results of early warning information transmission speed
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speed. During this experiment, we set the environment to contain unknown nodes and
not unknown nodes. The result is shown in Fig. 4.

Analysis of the experimental results in Fig. 4 shows that when there are unknown
nodes in the early- warning network, the transmission speed of early- warning informa-
tion is different from other two methods. The data transmission speed of this method is
better than other two methods. When there are no unknown nodes in the early- warning
network, the difference of transmission speed of early-warning information between
the proposed method and the other two methods is obviously reduced. Under the two
experimental conditions, the transmission speed of early warning information is better
than that of other two methods. Because this paper method uses sensors to build the
information collected by the university Internet of Things network. According to the
operation requirements of IOT, the early warning information transmission scheme is
designed to improve the speed of information transmission.

5 Discussion

In order to establish the psychological early-warning mechanism, we should first estab-
lish the psychological early-warning information network and organize the existing
resources in a certain way. Through this system, we can get the information about the
psychological state of college students in time, process the information quickly, and
respond effectively when necessary. In response to this requirement, in this study pro-
posed based on the Internet of Things college students mental sub-health early warning
methods. The main contents of this study are as follows:

(1) Because the source of students’ psychological data is divided into several systems,
the structure of the source database is analyzed, and a large number of data are
sorted out and integrated. This makes it easier to do data mining analysis and makes
it possible to analyze high-quality psychological information.

(2) This paper presents localization algorithm based on kernel local preserving mapping
and localization algorithm based on gene expression programming. The feasibility
of the two algorithms is analyzed, and the principle and steps of the two algorithms
are introduced. The reliability of the algorithm is proved by MATLAB simulation.

On the basis of this study, the future research direction is prospected. As a systematic
project, college students’ mental health management has the characteristics of organic,
dynamic and sustainable development. With the development of mental health man-
agement to a higher level, we should deepen the research of dynamic intelligent early
warning system based on continuous monitoring time variable. The research and service
objects should be shifted from focusing on college students to providing quality health
management services for all citizens.

6 Conclusion

Aiming at the problems of poor accuracy and poor transmission speed in the early
warning of college students’ mental sub-health, this paper puts forward a method based
on Internet of Things. In the future research, how to maintain the positioning accuracy
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while reducing the amount of node positioning computation will be discussed. How
to determine the optimal control parameters through the influence of genetic control
parameters on the positioning accuracy is studied further.
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Abstract. Students’ psychological stress assessment has become an important
part of college mental health management, but the current assessment methods are
qualitative analysis, combinedwith the scale to get the assessment results. The lack
of data support in the evaluation process leads to large evaluation errors. In view of
the above practical problems, this paper studies the automatic evaluation method
of college students’ psychological stress based on medical big data. After using
crawlers to obtain medical big data, it was preprocessed. Taking physiological
data as the evaluation index of psychological stress, the relationship between
physiological indexes and psychological stress is obtained by data mining. The
HMM model improved by SVM is used to quantify the evaluation results. After
testing, the relative error of the evaluation method based on medical big data is
less than 10%, and the evaluation accuracy is higher.

Keywords: Medical Big Data · College Students’ Psychology · Psychological
Stress · Evaluation Methods

1 Introduction

The acceleration of globalization, the rapid development of information and the openness
of information increase the psychological pressure of college students. Academic, social
relations, employment and other kinds of pressure on college students exhausted. When
people encounter stressful events in their lives, there is a sense of stress. Psychological
stress is a kind of psychological stress reaction when people face difficult situations
[1]. College students also face more stressful events in complex environments. Stress
and other psychological factors can affect physical health, leading to poor occupational
health and insomnia, anxiety, mild depression and other physical and mental disorders.
Studies have shown that appropriate levels of pressure can motivate people to progress
and reach their potential. For students, proper pressure can improve their learning effi-
ciency and benefit their growth and development. However, excessive psychological
pressure may bring students physical and psychological pain. When people do not know
how to deal with this kind of pressure, there will be a variety of negative emotions. Stu-
dents can not solve the psychological pressure when prone to psychological problems,
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leading to accidents. Psychological stress is a more obscure topic, many students may
not even notice their own situation has been very serious or deliberately ignored it. Even
if students are in a state of abnormal psychological stress, because of the convergence
of character rarely find others to express, which caused the school to monitor students’
psychological stress. College students’ mental health has become the most concerned
problem in colleges and universities. Effective ways are needed to regulate students’
psychological pressure and negative emotions.

Students with different levels of psychological stress can choose different ways of
adjustment. Therefore, evaluating students’ psychological stress is the basis of dealing
with college students’ psychological problems. In recent years, there aremany researches
on mental health of college students, but few researches on mental stress assessment
of college students. The traditional psychological stress assessment scheme is mainly
realized by questionnaire and manual interaction. Psychological stress was assessed by
daily or multiple questionnaires and manual interviews over a period of time, and by
questionnaires and wearable equipment. This approach usually requires a relatively long
period of time for data collection and works only for some of the students involved in
the survey [2]. Using the recorded information to predict, do not need to re-operate each
survey, and after the model is built, can be extended to all students with similar records,
adaptable. But choosing the right features and the right models will greatly affect the
assessment [3].

With the progress of the times, the problemof psychological stress of college students
has attracted people’s attention more and more obviously, and it has entered the public’s
field of vision. It belongs to the important and practical field of the branch of educational
data mining. Traditional psychological stress assessment programs are mainly realized
through questionnaires and human interaction. Some use daily ormultiple questionnaires
and manual interviews for a period of time to assess students’ psychological pressure,
and some use questionnaires and wearable devices. To assess the psychological stress
of students, this method usually requires a relatively long period of time to collect data,
and it is only effective for some students who participated in the survey. Under the back-
ground of big data era, with the development of health care and intelligent medical care,
medical information is growing exponentially every day. These accumulated medical
big data contain rich information and inestimable value. With the development of key
technologies such as distributed storage and distributed computing, it is easy to solve the
difficult problems in traditional data warehouse. Compared with questionnaire survey
data, medical big data is more objective and accurate, because it records students’ real
medical feedback information and diagnosis and treatment behavior. According to the
above analysis, this paper will study the automatic evaluation method of college stu-
dents’ psychological stress based on medical big data. Use crawler technology to crawl
medical data related to psychology. The medical data is then preprocessed. Through
data mining technology, the relationship between physiological data and psychologi-
cal stress scale was established. On this basis, automatic evaluation of psychological
stress of college students is carried out. Through the big data analysis technology, the
paper quantitatively evaluates the psychological stress of college students, and provides
empirical data support and reference.
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2 Medical Big Data Acquisition and Analysis Processing

2.1 Crawlers Acquire Medical Big Data

The rapid development of medical information industry has given birth to a considerable
scale of medical platform. These medical platforms are dedicated to provide convenient
medical services for ordinary users, while facilitating access to medical resources, but
also accumulated a large. The medical data of college students in psychological coun-
seling or other medical behaviors are mixed with the medical data of different groups,
which affects the efficiency of follow-up analysis. Therefore, crawlerswere used to crawl
medical data related to college students’ psychological stress assessment.

Map/Reduce is used to construct intelligent web crawler for medical big data. The
crawler for medical big data includes crawler strategy design, middleware design and
data storage design. The design of crawler strategy mainly involves how to parse and
extract web page information, incremental crawling data and data deduplication, etc.
(mainly using Redis database to select efficient mode to assign captured URL through
custom module. According to the priority of crawling data and ensuring the consistency
of crawling order, the crawlingURL order strategy is configured. The part of middleware
design mainly deals with the anti-crawler setting based on Scrapy crawler framework
and the design of appropriate proxy pool for IP real-time replacement [4].

Due to the wide availability of medical big data. This study uses the distributed
master-slave crawler architecture shown in Fig. 1 below to obtain medical big data of
college students.

Slave1 Slave 2 ……

Master

Route
User

Mongodb

Fig. 1. Schematic diagram of distributed crawler framework

As a host, Master is responsible for scheduling crawler tasks and managing cluster
resources. It also assigns crawler requests to RPC communication between Slave pro-
cessing and master-slave machines for real-time monitoring of crawler tasks. Each of
these Slave receives a crawler task assigned by theMaster and processes the task only on
its own node, storing the results in the MongoDB database. The Redis database stores
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the status of the crawl URL queue, which is fetched from the cache by the host and
slave. The second stage mainly includes deciding whether to crawl the page. If the task
is not crawled directly into Hbase for parsing, crawl the content of the page for content
parsing. At the same time, the output of the parsed content is saved, and it is optional
whether the parsed results should generate the next level of tasks [5]. The third stage is to
store the output data, and the source data crawled after parsing the content will be stored
in the mongodb database, Hbase database, and test according to different requirements.
Where test is custom and optional to test the accuracy of the data.

The complete process for crawlers to obtain data on college students’ psychological
stress is shown in Fig. 2.

Fig. 2. Obtaining the crawler process of college students’ psychological stress medical big data

Task start execution to get crawler execution configured as the first phase. This phase
is the crawler task generation phase. This phase implies a timed task module that pre-
generates crawler tasks based on the crawler configuration. In order to avoid the web
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crawler from falling into the web trap, the authoritative web pages related to medical
subjects are selected as part of the seed set.

This design uses Bayesian algorithm to identify crawler crawling objectsWeb pages.
To identify whether the text on the Web page contains medical data related to psycho-
logical stress assessment of students. Calculate Bayesian probabilities for uncategorized
texts based on setting up texts for medical big data related words [6].

P(Li|w ) = P(w|Li ) ∗ P(Li)
n∑

i=1
P(w|Li ) ∗ P(Li)

(1)

In the above expression, P(Li|w ) indicates the probability that the document belongs
to category Li, determined by the matching of its words with vector pattern w. Posterior
probability P(Li|w ) is obtained by prior probability P(Li) and conditional probability
P(w|Li ). By finding the maximum value of P(Li|w ), you can know the classification of
web pages, namely:

F(w) = argmin
Li∈L

P(Li|w ) (2)

It is assumed that the medical big data texts used for classification are independent of
each other. Follow the process above to categorize theURLs. According to themaximum
classification results, after identifying the target web, the crawler crawls the correspond-
ing web page. Web crawlers crawl files in a variety of formats, including Word, PDF,
Excel, and so on, and the corresponding Jar packages in Java provide interfaces for
processing these files. Web crawlers need to call the corresponding file parsing module
based on the file extension to parse these binaries. Then the index program is used to
index the analyzed web page information, and the index database is established. Finally,
for user search.

2.2 Medical Big Data Preprocessing

When preparing data, be fully aware that real data is susceptible to interference, loss, and
inconsistency. So the first thing to do when you get a data source is to preprocess the data
to make it a high-quality data mining source. The primary function of data preprocessing
is to transform raw data into a data format that can be entered into the model. It includes
data cleaning, data integration, data specification and data transformation.

In medical big data processing, we often meet the problem of imbalance of positive
and negative labels. If we do not deal with it, we will get a defective evaluation model.
The main algorithms for dealing with imbalanced datasets are as follows: (1) Adjust the
threshold value to make more samples become samples with fewer categories. (2) Cost-
sensitive learning makes the category training with fewer samples get higher weight,
which makes the punishment for wrong judgment greater. (3) Oversampling, copying
more small categories of samples and equalizing the overall sample ratio. (4) Undersam-
pling reduces the number of samples with a large number of categories, resulting in a
balanced ratio of the overall sample. (4) Data synthesis (SMOTE), i.e., synthetic minor-
ity over-sampling technology. The algorithm will feature a small number of samples and
artificially synthesize new samples to add to the dataset [7].
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The value interval of data is normalized, and the projection space [0, 1] is generally
taken as the projection space. Therefore, the weights of different ordinal variables are
unified so as to facilitate the calculation of similarity and clustering operation. For the
acquired software running dataset, the normalized formula for its data mapping is as
follows:

SR−D = RD − 1

maxR − 1
(3)

In the above expression, RD is the data whose ordinal variable attribute is k. maxR
is the maximum value for the data map. In order to adapt to the range of the degree
of variability of different types of variables, it is necessary to transform the degree of
variability of different types of data. Make their values map to the same interval [0, 1].

The LOF algorithm is used to detect outliers in the data to reduce the impact on
subsequent analysis. The neighborhood point set lk(p) of data point p is the accessible
distance from all points to p. Rather than the accessible distance of all points p to lk(p).
The lower the data point density in the neighborhood of data point p, the more likely it is
an outlier. Conversely, the higher the density, the more likely it is that the points belong
to the same cluster. If the data point p and the surrounding neighbor point density is
more sparse. Then the accessible distance of the point has a large probability to take a
larger value, resulting in a smaller data point density in the neighborhood of data point
p. If the data points p and surrounding neighborhood points are more dense. Then the
accessible distance may be a smaller distance, and the density of data points in the set
of data points p is higher [8].

LOF(p, o)k =

N∑

q=1
qlk(p)lk(o)

|lk(p)| (4)

In the above formula, o is the data point in the neighbor point set lk(p) of the data
point p. lk(o) is the maximum distance from the data point p in the domain set. If the
value calculated by the above formula is closer to 1. Then it means that the density of
point p and its neighbor set lk(p) is similar, and the more likely this point is a normal
point.

3 Analysis on the Evaluation Index of College Students’
Psychological Stress

College studentswill encounter various pressures in their daily life.When these pressures
accumulate to a certain extent, itwill affect students’ life satisfaction level. These external
pressures are objective factors, as well as subjective factors that affect an individual’s
attitude towards and satisfaction with life. External stressors have a direct effect on
individual mental health and life satisfaction. When the individual psychological stress
is too high, it will lead to changes in their physiological data. Therefore, this paper takes
the physiological indexes in the big data of medical treatment as the evaluation basis,
and gets more accurate evaluation results by quantification.
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EEG signals are closely related to physiological and psychological information
related to various parts of the body. In general, the excitation process of EEG signals
increases significantly when the slowwave with high amplitude changes to the fast wave
with low amplitude. Conversely, suppression occurs when a low amplitude fast wave
becomes a high amplitude slow wave. When neurons in the brain are active, they exhibit
nonlinear dynamics. Therefore, nonlinear dynamic analysismethods such as complexity,
psychological stress index and maximum Lyapunov index (LLE) are combined. They
can accurately analyze the nonlinear dynamic characteristics of EEG signals.

KC complexity is a coarse grained nonlinear dynamic method. It can judge the
random degree of the sequence. When there are enough sampled data, the mean of KC
complexity tends to 0 in periodic sequence and 1 in random sequence. In other sequences
between 0 and 1 [9].

Let EEG sequence be R = {r1, r2, . . . , rn}. The new sequences are R′ ={
r′1, r′2, . . . , r′n

}
andR′′ = {

r′m+1, r
′
m+2, . . . , r

′
m+i

}
. TheKCcomplexity calculation steps

are as follows.

(a) The sequence R′ is further constructed from the sequence R, and a value greater
than the average value of sequence R is replaced by 1, otherwise 0. To get the new
sequence R′, and then add a string of characters after the sequence R′′.

(b) Compute subsequenceR′R′′ according to the sequencesR′ andR′′ obtained from step
(a). If sequence R′′ ∈ R′R′′, copy the sequence after R′ and repeat the calculation.
Otherwise, insert a “*” afterR′R′′, and repeat the process until the end of the sequence
to get a new sequence.

The formula for obtaining the KC complexity from the sequence constructed by
steps (a) and (b) is as follows:

υ = R′′(n)
R′R′′(n)

(5)

The energy of EEG signals δ, θ , α, β and γ varies with the fluctuation of brain states.
Therefore, this paper combines the characteristics of psychological stress in human
physiological data. Based on Hilbert’s marginal spectral energy, psychological stress
index is defined. The calculation expression is as follows:

P = Eδ + Eθ

Eα + Eβ
(6)

Among them, E is the marginal spectral energy corresponding to four kinds of
rhythms.

When the human body receives certain outside stimulation, will have the psychologi-
cal tension or the nerve excited phenomenon, causes human body’s heart to relax and the
contraction speed to speed up, the heart rate will also increase accordingly. The spectral
peak recognition curve calculated by the autoregressive model of heart rate variability
is accurate and has high power spectral resolution. By reading the data on the spectral
estimation curve, the corresponding interval of heart rate can be determined.

Respiration rate RR is calculated by means of the mean value between the peak
periods of the respiration wave. Blood oxygen saturation is one of the important indexes
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to measure the oxygen content in human blood. Blood oxygen saturation is the amount
of oxygenated hemoglobin in the blood as a percentage of the total binding hemoglobin
volume. The above physiological indexes are used as the specific quantitative criteria
to evaluate students’ psychological stress. The relationship between physiological data
and psychological stress scale was established by data mining.

4 Medical Big Data Mining

Medical big data has the characteristics of high-dimensional data. In order to simplify
the processing process, a global algorithm model is used to reduce the dimensionality
of the data. Given a dataset X consisting of n samples and m features. It is known that it
contains C modes, and the label information B of X is known. The data is dimensionally
reduced according to the principle of mutual information.

D = argmax
d

⎧
⎨

⎩

1

|D|
n∑

xi∈D
I(xi; b) − 1

|D|2
n∑

xi,xj∈D
I
(
xi; xj

)
⎫
⎬

⎭
(7)

In the above formula, D is the feature selection target. Mutual information is a
symmetric metric, that is, the information quantity of feature B obtained by observing
featureX is equal to the information quantity of featureX obtained by observing variable
I(X ;B) ≡ I(B;X ).

This symmetry is a good attribute in feature selection. But mutual information tends
to have more values. When X or B has more values, the results calculated by mutual
information show that the probability of their correlation is very high. So if you compute
the mutual information of the features corresponding to many tags, you can easily get a
very large value [10].

Symmetric uncertainties are used to compensate for the bias ofmutual information to
features with more values. In order to measure the identification of featureX to tagB, the
correlation evaluation matrix V = {DU (xi, bi)} is constructed by using the symmetric
uncertainty of feature and tag. The value of V = {DU (xi, bi)} ranges between [0, l].

The larger the value is, the more important the relevance between the representation
features and the classification tasks is. Feature redundancy evaluation matrix V ∗ is
constructed by using symmetric uncertainty between features. Combining the above
evaluation matrices V and V ∗ to maximize the feature correlation. At the same time, the
feature redundancy is minimized and the objective function is constructed as follows.

f = min
W

{
WTV ∗W − WTV

}
(8)

The process of optimizing the above objective function is mapping medical big data
from high dimensional space to low dimensional space. After dimensionality reduc-
tion, k-means clustering algorithm is used to mine the relationship between data and
psychological stress.

Set the densest point to the first initial cluster center point Go through it, calculate
the distance from each point di of C1 in the high density region, calculate the distance
between them. Set the point farthest from C1 as the second initial cluster center point
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C2. Taking these two points as the center, two clusters are generated according to the
distance between the center and other points, and the cluster centroid c1, c2. Find the
furthest point from the two clustering centers in the high density domain. This paper sets
it as the third initial clustering center point. The formula is as follows:

Ji = j(di, c1) + j(di, c2) (9)

Among them, c1 and c2 represent respectively the center of mass with C1 and C2.
The distance c1 and c2 farthest point is chosen as the third cluster center point C3.
j(di, ci) is the Euclidean distance from the cluster center. Repeat the process until the
number of initial cluster centers is equal to the number of predefined clusters to get the
corresponding initial cluster centers. According to the process of k-means clustering
algorithm, medical big data are clustered.

The following intra-cluster variation is used to evaluate the quality of clustering
results.

e =
k∑

i=1

∑
dist

(
dj, cei

)2 (10)

In the above expression, e is the mean distance difference within the cluster. dist is
the square of Euclidean distance between clustering centers. cei is the cluster center. dj
is medical big data to be mined. Through cluster analysis, the data relationship between
medical big data and college students’ psychological stresswas established. In this paper,
the relational features are used as the classification basis, and the HMM model is used
to analyze the data to obtain the results of psychological stress assessment.

5 Realize the Psychological Stress Assessment of College Students

This paper uses SVM algorithm to improve HMM model. In the model of college
students’ psychological stress assessment, SVM chooses “one-to-many” strategy, and
HMM chooses continuous strategy. The input parameters in the model are dominant,
which represent the probabilistic vector sequence of physiological parameters after
SVM, and the output pressure emotion sequence is hidden. On this basis, the stress
emotion is classified to improve the accuracy of stress emotion classification.

The training process of HMM emotion model based on SVM to optimize feature
parameters is as follows:

(1) SVM training: Take the optimized feature vector sequence as the input vector of this
step, rain three SVM, write down three labels, describe as A, B, C. Respectively
extract A corresponding vector is positive, B, C corresponding vector is negative.
B is positive and A and C is negative. C is positive, B is negative. All the samples
belonging to this category are input into three SVM and the output probabilities are
calculated respectively to get three probabilities.

(2) HMM training: This step involves training three HMM models HMM = (π,A,B).
Each class corresponds to a model, and the training data is three output probabilities
in the previous step, that is, the output of each class is a vector (g1, g2, g3). This
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is done for all training samples and the vector sequence is obtained. The model
parameters are then randomly initialized. BW algorithm is used to calculate the
parameters of the model, and stable π , A and B are obtained, which are parametric
models related to college students’ psychological stress.

HMM emotion model improved by SVM is used to identify the optimized feature
parameters. The corresponding parameters of SVM and HMMmodel are obtained after
training stage. First, we input SVM to get the sequence of probabilities, then input
three HMMs. The observation probability matrix of the model is estimated by using the
piecewise K-means principle. After selecting the best observation probability matrix,
Baum-Welch is used to reevaluate the parameters in the model and judge whether the
model converges. If the model parameter is convergent, the model under the parameter is
used for flutter identification, otherwise, the process is repeated until the best parameter
is determined. After HMM calculation, the results of psychological stress assessment
were obtained. So far, we have completed the research on the automatic assessment of
college students’ psychological stress based on medical big data.

6 Test Study

Above proposed based on the medical big data university student psychology pressure
automatic assessment method. In order to judge the practical application value of this
method, the performance of this method will be tested with data set.

6.1 Test Content

Under the same condition, the evaluationmethod is comparedwith the evaluationmethod
based on neural network and the evaluation method based on AHP. The assessment test
was carried out in A university, and the physiological data of the whole students were
collected to establish a large medical database. A total of 900 students were randomly
divided into 300 groups to investigate the psychological stress of all the students objec-
tively and quantitatively. The objective investigation results are used as reference, the
evaluation results of the three methods are compared with the quantized data, and the
evaluation error of the method is obtained. The accuracy of evaluation is judged by
analyzing the error of evaluation.

6.2 Test Result

Table 1 below is the statistical results of relative error of psychological stress assessment
for students inAuniversity by using three psychological stress assessmentmethods. Each
group of 30 people was used to calculate the mean value of relative error in the group,
and the results were compared.

Analyzing the data in Table 1, we can see that the relative error of thewholemethod is
less than 10% when we evaluate the psychological stress of randomly grouped students.
But the relative error of AHP based psychological stress assessment method fluctuates
between 22–36%. The relative error of the method based on neural network fluctuates
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Table 1 Comparison of relative errors of psychological stress assessment methods/%

Group Psychological stress
assessment method in this
paper

Psychological stress
assessment method based
on neural network

Psychological stress
assessment method based
on AHP

1 7.46 21.31 24.38

2 9.15 20.02 23.72

3 7.23 16.24 23.20

4 5.96 19.63 33.84

5 6.58 14.46 35.55

6 9.72 20.47 23.39

7 9.07 21.59 23.27

8 8.41 15.60 25.62

9 8.74 15.28 30.58

10 9.39 15.05 29.93

between 14% and 23%. It shows that the evaluation result of this method is more close
to the objective evaluation result and the evaluation result is more reliable.

To further validate the method assessing the performance of psychological stress
in college students. Here, the F1 value is used as the experimental index, and the
comparative experimental results are shown in Fig. 3.

Fig. 3. Comparison of F1 value of college students’ psychological assessment

From Fig. 3, the F1 value of this method is higher than the other two methods,
on average, higher than 1.0. To sum up, this paper puts forward a method of college
students’ psychological stress automatic assessment based on medical big data, which
can simplify the assessment process. And the use of big data analysis and other theories
to improve the accuracy of psychological stress assessment.
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7 Conclusion

The psychological pressure of students themselves is increasing, which seriously affects
the normal study and life. This paper studies the automatic evaluation method of college
students’ psychological stress based on medical big data. First, the crawler technology
was used to crawl psychologically related medical data. Then pre-process the medical
data. Normalize the value interval of the data, and generally take the projection space
[0, 1] as the projection space. Physiological indicators are used as specific quantitative
standards to evaluate students’ psychological stress state. Through data mining, the
relationship between physiological data and psychological stress scale was established.
So far, the automatic assessment of college students’ psychological stress has been
realized. Compared with other evaluation methods, the results of the proposed method
are closer to the real results, and the evaluation accuracy is higher. Using this method
to evaluate the psychological stress of college students can help tutors identify students
who need more attention, reduce workload, and detect abnormal students early.
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Abstract. In order to avoid the wrong transmission behavior of medical data
and realize the effective protection of sensitive information samples, the protec-
tion algorithm of medical sensitive data based on differential privacy is studied.
According to the application principles of Laplace mechanism and index mech-
anism, a query control model is constructed, and then the analysis of differential
privacy protection technology for medical sensitive data is realized by solving
the security trust index. Based on the R-tree clustering structure, according to the
sensitivity index calculation results, the search and processing of sensitive objects
are completed, and the design of medical sensitive data protection algorithm based
on differential privacy is completed. The experimental results show that under the
effect of the principle of differential privacy, the error transmission probability of
medical sensitive data will never be higher than 10%. It has strong application fea-
sibility in solving the problem of medical data error transmission and effectively
protecting sensitive information samples.

Keywords: Differential Privacy · Medical Sensitive Data · Data Protection ·
Query Control Model · Safety Trust Index · R-Tree Clustering Structure

1 Introduction

Since the birth and development of the Internet, it has greatly facilitated the lives of the
masses. People can make mobile payments, e-shopping and surf the Internet through the
Internet, but at the same time,more traces are left on the Internet. Under the circumstance
of protection, relevant information will be collected and used by criminals, resulting in
property damage and even life safety threats. With the development and progress of the
times, various attack methods are emerging one after another. Although the traditional
privacy protection technology has guaranteed sufficient protection to a certain level, it
is unable to defend against background knowledge attacks. Differential privacy tech-
nology can not only analyze the data from big data to obtain effective information with
unchanged statistical properties, but also protect the privacy information of users at the
cost of certain loss of performance, regardless of the background attack.
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Through the technical disturbance and distortion of data, the balance between the
effectiveness of data analysis and privacy protection is achieved [1]. With the rapid
development of medical diagnostic technologies such as medical information systems
and high-throughput sequencing, the medical and health field is gradually entering the
“big data era”. Medical big data includes basic data such as residents’ behavioral health,
electronic medical records, diagnosis and treatment data, detection reports, medical
images,medicalmanagement, economic data, etc. It is characterized by large scale, rapid
growth, diversified structure, and high application value. Therefore, medical sensitive
data needs to be protected.

Reference [2] proposed a sensitive data protection algorithm based on sharding. This
algorithm perturbs the data based on the idea of dynamic sharding, and completes the
adjustment of data cluster size and sharded data. The isolated nodes are integrated into
a set to avoid data interference. Reference [3] proposed a sensitive data protection algo-
rithm based on Bayesian network. This algorithm uses clustering method to discretize
data, and uses Bayesian model to protect data privacy. Although the above methods can
complete the protection of sensitive data, there is a problem of low security factor, which
makes the data easy to be stolen, intruded or tampered.

In order to improve the security of medical sensitive data, this research proposes a
medical sensitive data protection algorithm based on differential privacy.

2 Differential Privacy Protection Technology for Medical Sensitive
Data

The protection of medical sensitive data is based on differential privacy application tech-
nology. This chapter will study the practical methods of differential privacy protection
technology from three aspects: Laplace mechanism and index mechanism, query control
model, and security trust index.

2.1 Laplace Mechanism and Index Mechanism

The method of realizing the privacy protection of medical sensitive data in differential
privacy protection is called “implementationmechanism”.Laplacemechanismand index
mechanism are the two most basic implementation mechanisms of differential privacy
protection. Laplace mechanism is mainly used to protect numerical medical sensitive
information results, and exponential mechanism is mainly used to protect non numerical
data results, similar to geometric mechanism and Gaussian mechanism. Different noise
mechanisms are suitable for different occasions, which are closely related to function
sensitivity and privacy budget parameters, and provide differential privacy protection
for different types of data.

Laplace Mechanism
The main method of Laplace mechanism to achieve differential privacy protection is to
add random noise obeying Laplace distribution to the returned result of medical sensitive
data query, so that the returned result after adding noise satisfies the differential privacy



Research on Medical Sensitive Data Protection Algorithm 75

protection constraint in formula (1).

Q = 1

χ
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⎪⎪⎨
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exp
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Ẇ
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exp
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, e2 ≥ e1

(1)

where, e1 represents the location parameter of medical sensitive data, e2 represents the
scale parameter, Ẇ represents the sensitive eigenvalue of medical data, and χ represents
the negative feedback vector.

For a given dataset �, there is a query function R, and its mean sensitivity is �α.
Simultaneous formula (1) can express the differential privacy query principle of medical
sensitive data based on the Laplace mechanism as:

⎧
⎪⎨

⎪⎩

YR = �α · Q +
[
β
(

r2

r1×r2

)]

r1 ∈ �
r2 ∈ �

(2)

where, r1 represents the sensitivity marking coefficient, r2 represents the privacy query
marking coefficient, r represents the average value of coefficients r1 and r2, and β

represents the Laplace definition index.
Regardless of whether a medically sensitive data is recorded in or not in a private

dataset, adding Laplace-distributed noise to the real query results has little effect on the
final query results, that is to say, the attacker’s same query differs between two records
that differ by only one record. The probability ratio of the same outcome on the dataset
is close to 1.

Index Mechanism
The index mechanism is mainly applicable to the case where the output result is non
numerical. The result calculated by directly adding noise may damage the numerical
characteristics. In order to select the “best” response, the index mechanism responds
to any utility query (as well as any non numerical query) by designing a scoring func-
tion, while maintaining differential privacy protection. Let δ represent privacy protection
parameters, �I represent the unit accumulation of medical sensitive data to be queried,
and U represent the mean value of query vector. With the support of the above phys-
ical quantities, the simultaneous formula (2) can define the exponential mechanism
expression based on differential privacy as:

Q′ = exp

(
YR
δ2

)

· �I · U (3)

An exponential mechanism often provides a strong utility guarantee, as its effect
decreases rapidly exponentially as the score decreases. The probability of returning an
optionwith good availability by the indexmechanism is limited by the privacy protection
parameter δ. When the value of δ is large, the difference between the options is large,
and the option with a higher score is more likely to be output.
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2.2 Query Control Model

Considering the characteristics of query trust from two aspects: the query authority
and reputation value of medical sensitive data and the privacy attribute of query data,
a data hierarchical query control strategy using query trust to measure the level of the
inquirer is proposed. The hierarchical query control processing is carried out on the
data information stored in the data collection server combined with differential privacy
protection technology, so as to provide different query users with available data with
different accuracy. Differential privacy protection mechanism is widely used in privacy
protection data publishing, data mining and other fields, aiming to protect individual
sensitive data in the database when publishing data sharing. Define the query control
model as:

P =
[
φ
[
q̂
]2 − φ′[q′]2

]

ε × Q′ (4)

where, φ represents the probability of medical sensitive data privacy being disclosed, q̂
represents the disclosed data information, φ′ represents the probability of medical sensi-
tive data privacy being differentially processed, q′ represents the differentially processed
data information, and ε represents the discrimination coefficient of data information.

In the differential privacy protection mechanism, the difference of the queryer’s
authority and the privacy of the query data are considered, which can effectively prevent
the privacy leakage threat caused by users with different authority levels querying sen-
sitive data. In order to achieve the purpose of publishing available data information with
different data accuracy rates for different levels of query users, a data hierarchical query
control model based on differential privacy protection is proposed as shown in Fig. 1.
Partial composition. Among them, hierarchical query control is the most important part,
mainly including data preprocessing module, hierarchical query control module and
usability analysis module.

In the process of publishing and sharing medical sensitive data, different query users
have different needs and purposes for the published data. If they ignore the differences
between the inquirers and provide data resultswith the same degree of privacy protection,
users with low query authority will obtain information containing more sensitive data,
resulting in the chain leakage of user sensitive data; Secondly, the privacy attributes of
different sensitive data information are also different, and the data owners have different
requirements for the degree of privacy protection of data. Each type of data will have
different privacy requirements. The existing differential privacy protection research does
not fully consider the impact of query user permissions, reputation values and data
privacy attributes on privacy protection, which is easy to cause query users with low
permissions and reputation to obtain high availability data, and then cause the indirect
disclosure of user sensitive data.

The hierarchical query control module combines differential privacy protection tech-
nology and is responsible for hierarchical control of queries. Query based on data
research and use needs to consider the influence of factors such as query authority
and the privacy properties of query data. The solution is to perform trust quantification
analysis according to the authority, reputation value of the data queryer, and privacy
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Fig. 1. Data Hierarchical Query Control Model

attributes of the data, and classify the corresponding levels to correspond to different
privacy protection parameters, so as to achieve differentiated differential privacy protec-
tion effects [4]. The availability evaluation module measures the data availability after
differential privacy protection processing, realizes controllable sensitive data privacy and
availability protection, can effectively prevent malicious attackers from obtaining user
privacy information through information query, and can greatly reduce privacy leakage.
Increase the effective use of published data. Finally, the processed results are fed back
to the query user.

Data asset management is to manage the data in the storage cluster according to
certain rules, including data standardmanagement, data quality detection, data operation
monitoring, data resource directory, data securitymanagement and data value evaluation.
Realize value realization through managed data. For example, the intelligent medical
information management platform can be used for medical insurance quality control,
semantic retrieval, etc., to improve medical quality. Manage the medical activities of
the whole hospital through the president’s cockpit, adjust the hospital resources in real
time according to various reports, allocate medical resources reasonably, and solve the
problem of waste of medical resources.

2.3 Calculation of Security Trust Degree

This section proposes the query security trust degree to quantify the security and trust-
worthiness of medical sensitive data. The query security trust degree is determined by
the query subject attribute value and the query object attribute value. The larger the
value, the more trustworthy. In this section, we mainly consider that the query security
trust degree consists of two parts: the queryer’s trust value and the data privacy attribute
value. Its calculation publicity network:

O =
(
1 − ϕ2

)
P + γ �A (5)
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where, ϕ represents the differential confidence index of medical sensitive data, �A rep-
resents the privacy information storage vector, and γ represents the privacy query
coefficient.

Theweight distribution is determined by the data owner according to the data privacy
protection requirements. For different privacy protection requirements, the weights of
the queryer trust value and the data privacy attribute value can be adjusted to perform
security trust calculation anddata processing. For example,when the security trust degree
does not consider the data privacy attribute, γ = 0. The queryer trust value reflects the
subjective differences of data query users with different rights and reputation values,
and the trust values corresponding to different query rights and reputation values are
also different. The data privacy attribute value reflects the degree of privacy of different
sensitive data and is usually determined by domain experts and data owners. To facilitate
trust calculation, we quantify queryer authority and reputation values and data privacy
attribute values as scalars between 0 and 1.

Calculation of querier trust value: the querier trust value is composedof query permis-
sion attribute and reputation value. When calculating the trust value of the inquirer, first
analyze the authority value and reputation value of the inquirer according to the user
attribute. The authority value and reputation value are random variables with normal
distribution between 0 and 1. The specific calculation formula is as follows:

S = O2 + (λ − 1)
s2max − s2min

ḋ
(6)

Among them, λ represents the query security item coefficient of medical sensitive
data, ḋ represents the trust measurement value, smin represents the minimum value of the
security confidence index of medical sensitive data, and smax represents the maximum
value of the security confidence index. As requests for access and public disclosure
of health data continue to increase, and the line between privacy protection of person-
ally identifiable information and aggregated data becomes increasingly blurred, laws
and regulations alone cannot effectively constrain the privacy of personal information.
Therefore, it is particularly important to use privacy-preserving technologies to improve
information retrieval of medical big data. Privacy-preserving technologies can not only
improve access management, monitoring, and control of data, but also improve the
identification of personal health information, helping to assess and reduce the risk of
re-identification.

Smart hospitals use intelligent technology, Internet technology and some AI tech-
nologies in the field of medical services, making it a new trend of modern medical
development in China. Smart hospitals help hospitals integrate resources, optimize pro-
cesses, reduce hospital operating costs, and improve service quality, management level,
and work efficiency. Patients use the hospital introduction in the palm hospital to under-
stand the hospital before seeing a doctor, and then directly locate the hospital location
according to the navigation [5]. Learn about doctors through specialized consultation
and introduction of famous doctors in palm hospital, and select appropriate doctors for
registration and appointment according to their actual situation.Aftermaking an appoint-
ment, you can use real-time query to understand the treatment situation of experts, and
arrange an appropriate time for medical treatment according to the current treatment
situation, so as to save the waiting time of patients.
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The security trust degree is a key indicator to judge the differential privacy perfor-
mance ofmedical sensitive data, and the interaction is based onwhether it meets a certain
trust level. The division of trust levels mainly reflects the relationship between the level
of trust in the inquirer, and it is not necessary to be too precise in specific applications. By
analyzing the difference of the queryer’s authority attribute and the dynamic change of
the data privacy attribute, the query security trust degree is calculated and corresponding
to different trust levels and different privacy protection parameters, so that when the
sensitive data privacy attribute changes, the query users of different levels can obtain
different results. Availability of privacy-preserving data to achieve hierarchical control
of the accuracy of sensitive data information in query responses under the premise of
protecting privacy.

3 Medical Sensitive Data Protection Methods

Based on the application principle of differential privacy, according to the processing
flowofR-tree clustering structure construction, sensitivity calculation and sensitive point
search, the design of medical sensitive data protection algorithm based on differential
privacy is completed.

3.1 R-tree Clustering Structure

In order to achieve effective access tomedical sensitive data, a clusteringmodel based on
R-tree index is used for data retrieval of intelligent medical information system. When
constructing the R-tree clustering model, if the distribution law of data is unknown,
setting the clustering center in advance will make the final clustering result deviate from
the reality, thus affecting the efficiency of the constructed R-tree model index [6]. In
order to effectively determine the clustering center, DCC algorithm is introduced to
construct R-tree model. The R-tree model can accurately calculate the distance between
medical sensitive data, improve the clustering accuracy of medical sensitive data, and
help improve the integrity and security of medical sensitive data protection.

Set the distance index of measuring adjacent sensitive data as l, which is expressed
as:

l = S
√

f
G

(7)

In the formula, f is the quantity of medically sensitive data, and G is the range of a
given spatial area. Using the dynamic R-tree generation algorithm, reasonable leaf nodes
are inserted into the target object, and the above-mentioned dynamic determination of
the cluster center algorithm is used to construct the large-scale dynamic optimization
of the R-tree. The R-tree generation for either spatial dataset is shown in Fig. 2. The
main process of its establishment is as follows: First, establish the minimum bounding
rectangle for all spatial objects. Then the base rectangles are grouped according to the
algorithm of dynamically determining the cluster center. For example, in Fig. 2, the R12
closest to the mean point is first selected as the initial cluster center. Then select R19
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farthest from R12 and R8 farthest from R19 as the cluster center and start clustering.
Among them, R13, R14, R17 and R18 are divided into R19, R9, R10, R11, R12, R15 and
R16 are divided into R8. At this time, two clusters are formed, and the cluster center and
cluster measurement function are calculated. Select the cluster with the largest radius
and its cluster center R12 from the two clusters, select R15 with the farthest distance
from R12 and R11 and R18 with the farthest distance from R15 as the cluster center to
re-cluster, and then calculate its cluster center and the clustering measure function. The
loop repeats until the clustering function is known to converge.

R8
R9

R10
R11

R12

R13
R14

R15

R16
R17

R18

R19

Fig. 2. R-tree structure clustering center

Although using big data can improve medical quality and solve current problems,
its unique characteristics also bring challenges to technology and management. For
example, big data has many sources and formats, from early images and text to video,
audio, graphics and even GPS data from mobile phones. Complex data forms greatly
increase the difficulty of storing, mining and analyzing data. Because many hospitals
have digitized their administrative and treatment procedures, the speed and quantity of
data generation exceed the limitations of traditional data processing software. In the
database system, when the stored objects are very large, the efficiency of data query and
retrieval is an important bottleneck that restricts the application of medical information.
Therefore, improving the information retrieval ability in the context of medical big
data is of great significance to improve the level of medical services and promote the
construction of medical informatization.

With the development of medical informatization, the traditional paper medical
records are gradually replaced by electronic medical records. However, for special med-
ical records, paper medical records still have an irreplaceable position. Users can access
real-time through personal computers ormobile phones, providing users with convenient
and fast information query services.When themedical record roommanages these paper
medical records, they can quickly query relevant information through the smart hospital
system to complete the management of paper medical records [7]. Medical institutions
are responsible for the management and protection of personal information, and bear
the corresponding legal responsibilities and risks when processing these information. In
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the face of increasingly complex data processing needs, it is very important to establish
and improve relevant laws to meet the reasonable requirements for data processing.

3.2 Sensitivity

Differential privacy protects the user’s private information by adding noise to the query
results. The amount of noise added is the key. It is required that the added noise can not
only protect the user’s privacy, but also prevent the data from being added too much.
The noise makes the data unavailable. Function sensitivity is an important parameter
to control noise. By controlling the amount of noise generated by global sensitivity, a
privacy protection mechanism that meets the requirements of differential privacy can be
implemented.

The global sensitivity for a query data h is defined as follows:

K(h) = max
ι=1

l × [F(h) − X (h)] (8)

where, ι represents the tuple definition coefficient, F(h) represents the privacy query
function based on coefficient h, and X (h) represents the differential definition function
based on coefficient h. Global sensitivity reflects the upper limit of the output that can
be disturbed when protecting privacy. It is independent of the data set and is determined
by the query function itself.

When solving the sensitivity index of medical data information, the cooperation of
the following equipment structures is also required.

(1) Information perception layer: It is a physical layer that includes sensor networks,
sensors, data collectors, etc., which are used to store parameters or identifiers in
object events. Its task is to complete the acquisition, communication and coordination
of data.

(2) Network Cognitive Layer: Provides connection and transmission between objects,
network devices, wireless or wired and cloud systems, and sends and processes data
obtained locally; it also includes data received from the perception layer. Gateway
component [8]. Starting from the information perception layer, processing hosts can
obtain a large amount of heterogeneous perception information, and use the inter-
connection mechanism between networks to distribute and share these perception
information.

(3) Intelligent application layer: responsible for providing applications and services to
human or non-human users. It can specify and locate various application processes,
programs and application software in the Internet of things. For example, intelligent
medical record management system, medical image management system, etc.

Then the geometric data table and related attribute data table are designed for the
hierarchical geometric object set. The geometry table consists of the unique identifier of
the geometry object and two binary coordinate fields (strings). Accordingly, the unique
identifier of the object and several attribute fields are designed in the attribute data
table, and the connection between the geometric data table and the attribute data table
is realized through the unique identifier.
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Although privacy-preserving schemes emerge in an endless stream, they all have a
common disadvantage, all relying on the background knowledge of the attacker and not
making reasonable assumptions about the attackmodel. The emergenceof the differential
privacy model effectively solves this problem. The concept of differential privacy comes
from cryptography and aims to maximize the accuracy of data queries and minimize
the chances of records being identified when querying from statistical databases. The
differential privacy model ensures that the public results will not change significantly
because of whether an individual is in the data set by adding random noise to the data
set, and provides a quantitative model for the degree of privacy leakage [9]. Because
the change of an individual will not have a significant impact on the data query results,
the attacker cannot infer the private information of individual samples from the public
results based on their own background knowledge. Differential privacy model does not
depend on the background knowledge possessed by attackers and provides a higher level
of semantic security for private information, so it is widely used as a new type of privacy
protection model.

3.3 Sensitive Point Search

Because the data collected by the medical Bracelet changes in real time, its data usually
remains almost constant or increases (or decreases). For example, when collecting and
monitoring the vital signs of patients, their ECGandbloodpressure are almost unchanged
in general, but they will increase or decrease in unstable periods. Therefore, the goal of
the first stage of collecting such health data is to search for sensitive points when the
trend begins to change.

In order to better protect the privacy information in medical and health data, after
analyzing the data, we further develop an anonymous privacy publishing model suitable
for medical and health data. Due to the correlation between the attributes of medical and
health data, publishing all attributes in the same data table and then surfacing this data to
all users will increase the risk of privacy disclosure [10]. One of the principles of privacy
protection is to reduce the number of people who have access to privacy. According to
the data characteristics of medical and health data, two different publishing methods are
proposed:

1. For some data users with lower authority, only data tables consisting of quasi-
identifiers andmain sensitive attributes, such as gender, age, and disease, are released,
thereby reducing the probability of information leakage. Only disease is a sensitive
attribute in the medical and health data table released at this time, so it is necessary
to formulate a single-sensitive attribute privacy protection scheme suitable for med-
ical and health data. The released single-sensitive attribute data sheet can not only
reduce the probability of link attack and homogenization attack, but also have good
performance against background knowledge attack and similarity attack.

2. For another part of data users with high authority, the data table includes not only
multiple quasi identifiers and primary sensitive attributes, but also some secondary
sensitive attributes, such as the attending doctor and the treatment method adopted. At
the same time, we also need to consider the sensitivity of the main sensitive attributes
of disease and the correlation between the attributes. For this kind of data, it is
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necessary to formulate an appropriate privacy protection scheme for multi sensitive
attribute medical and health data, so that the published data can not only deal with
the semantic attacks that single sensitive attribute data may face, but also have the
ability to resist sensitivity and association attacks.

Let J represent the assignment coefficient of medical sensitive data, �Z represent
the unit accumulation of the data text to be processed, and  represent the sensitivity
feature measurement index. With the support of the above physical quantities, formula
(8) can be combined to express the sensitive point screening index M as:

M = K(h) + J

(
�Z

 2

)

(9)

The similarity or dissimilarity between the values of each sensitive attribute can be
calculated according to the position of the disease in the semantic hierarchy tree. For a
givendisease value, if the distance betweenother diseases and it is calculated, first find the
specific positions of the two disease values in the semantic hierarchy tree, and traverse the
hierarchy tree upwards according to their positions until the minimum of the two disease
values is found. Common parent node, and then calculate the distance from the leaf node
where the disease value is located to its smallest common parent node. On the basis of
formula (9), let c1, c2, · · · , and cn E represent the definition coefficients of n different
medical sensitive data cotyledon nodes, ϑ represents the sensitivity measurement index,
b̃ represents the fluctuating transmission characteristics of medical sensitive data, and σ

represents data processing vector.
The search results of medical data sensitive points based on differential privacy are:

V = (c1 + c2 + · · · + cn)
ϑ · M

1 +
∣
∣
∣b̃

∣
∣
∣
−σ

(10)

Combining the concept of differential privacy to develop a reasonable and available
medical sensitive data protection algorithm is the research focus. In the process of pro-
cessing, the research on the privacy protection scheme of single sensitive attribute and
multi sensitive attribute medical health data will be carried out respectively, in order to
reduce the attack vulnerability of the published medical health data table. The effec-
tiveness of the scheme is proved by experiments. In addition, on the basis of privacy
protection, how to minimize the loss of information in the process of anonymity is also
one of the issues that need to be considered in the formulation of privacy protection
schemes.

4 Case Analysis

In order to verify the practicability of the differential privacy-based medical sensitive
data protection algorithm, the following comparative experiments are designed.

Step 1: Implant a sensitive data protection algorithm based on differential privacy in
a medical operation system, use the system to normally store daily medical information,
analyze the changes of relevant index parameters, and record the obtained data as the
variable index of the experimental group;
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Step 2: Implant the conventional data protection algorithm in the medical operation
system, use the system to normally store daily medical information, analyze the changes
of relevant index parameters, and record the obtained data as the variable index of the
control group;

Step 3: Compare the variable indicators of the experimental group and the control
group, and summarize the experimental rules.

The layout of the complete medical operation system is shown in Fig. 3.

Medical processing
mainframe

Data input

Data output

Core processing
equipment

Database host

Sensitive
information

Non-sensitive
information

The subjects

Fig. 3. Layout of medical operation system

In the medical operation system, the transmission effectiveness of sensitive informa-
tion samples can be used to describe the processing ability of the medical host for data
objects. Without considering other interference conditions, the stronger the transmis-
sion effectiveness of sensitive information samples, the stronger the processing ability
of the medical host for data objects. During this experiment, if the sensitive information
sample can be successfully transmitted to the target location, the coding result will be
recorded as “1”; If the sensitive information sample cannot be successfully transmitted
to the target location, the coding result will be recorded as “0”. The specific experimental
results are shown in Table 1.

Analysis of Table 1 shows that the algorithm in the experimental group has relatively
weak coding ability for equipment usage indicators. Among the 10 variable indicators,
only the coding result of this type of medical sensitive data is “0”; The algorithm in the
control group has department information, drug information, the coding ability of the
three types of indicators of treatment duration is weak. Among the 10 variable indicators,
the encoding result of the above three types of medically sensitive data is “0”.
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Table 1. Encoding results of medically sensitive data

Data classification The experimental group The control group

The patient information 1 1

Department of information 1 0

Medical information 1 1

The fee information 1 1

The doctor’s advice information 1 1

Return information 1 1

Drug information 1 0

Equipment usage 0 1

Drug dosage 1 1

The treatment time 1 0

The ability of the selected protection algorithm to transmit medical sensitive data
can be expressed as:

⎧
⎪⎪⎨

⎪⎪⎩

η1 = M1

M0
× 100%

η2 = M2

M0
× 100%

(11)

where, η1 represents the effectiveness index of the experimental group, M1 represents
the total amount of sensitive data with the coding result of “1” in the experimental group,
η2 represents the effectiveness index of the control group,M2 represents the total amount
of sensitive data with the coding result of “1” in the control group, and M0 represents
the total amount of medical sensitive data samples.

Combine Table 1 and formula (11) to calculate the η1 and η2 indicators. Without
considering other interference conditions, it can be seen that η1 = 90% and η2 = 70%,
the effectiveness of the experimental group is significantly greater than that of the control
group.

After the above experiments are completed, in order to further verify the performance
of the algorithm in this paper, the security factor is taken as the indicator to test the
protection security of the algorithm in this paper. Set the maximum safety factor to 1.0.
The higher the safety factor, the stronger the protection performance of the algorithm.
The algorithm in this paper is compared with the algorithm in reference [2] and the
algorithm in reference [3]. The comparison results of the safety factors of the three
algorithms are shown in Table 2.

It can be seen from the comparison results of the safety factors shown in Table 2 that,
with the increase of the number of experiments, the safety factor of the algorithm in this
paper is significantly higher than that of the two literature comparison algorithms. The
maximum safety factor of the algorithm in this paper reaches 0.98, while the maximum
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Table 2. Safety factors

Number of
experiments

Safety factor

Algorithm in this paper Reference [2]
algorithm

Reference [3]
algorithm

10 0.95 0.72 0.83

20 0.98 0.56 0.84

30 0.96 0.78 0.80

40 0.94 0.69 0.74

50 0.96 0.71 0.71

60 0.97 0.83 0.64

70 0.98 0.73 0.62

80 0.95 0.76 0.68

90 0.96 0.68 0.64

100 0.98 0.65 0.69

safety zone coefficient of the algorithm in reference [2] and the algorithm in reference
[3] reaches 0.9. Therefore, the data protection security of this algorithm is high.

5 Conclusion

In order to improve the security of medical sensitive data, a medical sensitive data
protection algorithm based on differential privacy is proposed. The performance of the
algorithm is verified from both theoretical and experimental aspects. The algorithm has
high coding and transmission performance when protecting medical sensitive data, and
improves the security of medical sensitive data. The experimental results show that,
compared with the protection algorithm based on fragmentation and Bayesian network,
the algorithm in this paper can improve the security factor of medical sensitive data and
improve the security of medical sensitive data.
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Abstract. In the storage of medical health monitoring data, the overall storage
is chaotic and takes up more backup space. A classified storage method of medi-
cal health monitoring data based on Bayesian algorithm is designed. Collect and
integrate medical health monitoring data. Data collection is realized by relying
on the unified data exchange platform in the big data platform. Each collection
node uploads the required data by accessing the data exchange platform. Data
integration is mainly about data preprocessing of collected medical and health
big data. Based on Bayesian algorithm, an integrated naive Bayesian algorithm
based on knowledge transfer is designed to implement the classification and pro-
cessing of medical health monitoring data. A hybrid storage model is designed to
implement the classified storage of medical health monitoring data. Test the data
classification and storage performance of the design method. The test results show
that the method has less startup nodes, less computing power requirements as a
whole, can realize the sharing of medical and health monitoring data, and the data
classification time is relatively short as a whole, which proves that the method has
a broad application space.

Keywords: Bayesian Algorithm · Medical Health · Monitoring Data · Data
Classification Storage

1 Introduction

With the improvement of people’smaterial living standards, the trend of population aging
in many countries is gradually obvious. With that comes a rise in the number of people
with geriatric and chronic diseases. According to the “Report on Nutrition and Chronic
Disease Status of Chinese Residents” released in 2015, the prevalence of hypertension
and diabetes among adults aged 18 and over in my country in 2012 was on the rise
compared with 2002, and the number of deaths from chronic diseases in the country
that year accounted for It accounts for 86.6% of the total number of deaths, which has
attracted much attention [1]. Chronic disease treatment is a process that requires long-
term monitoring. In order to save medical resources, it is a good solution to use the
mobile medical method to monitor the human body for a long time and in real time by
the health monitoring terminal.
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In recent years, the development of medical informatization has promoted the inte-
gration of medical and mobile communication technology, and gave birth to the concept
of mobile medicine. Mobile medicine generally refers to the provision of medical ser-
vices and information throughmobile communication tools, such as PDA,mobile phone,
etc., including remote patient monitoring, online consultation, online consultation, wire-
less access to electronic medical records, etc. [2]. It provides an effective way to solve
the problem of shortage and uneven distribution of high-quality medical resources. It not
only changes the traditional treatment mode, but also enables patients to perform simple
operations on the mobile medical service platform established by medical institutions,
so that they can complete the appointment for treatment and avoid the toil of queuing up
for registration in the hospital. At the same time, it also realizes telemedicine monitoring
with the help of mobile communication technology, and effectively manages the health
information of patients.

Reference [3] proposed a method to build a safe storage model of health data based
on the alliance blockchain. This method divides medical institutions based on the dis-
tribution of medical resources, and uses the share authorization certification mechanism
and the practical Byzantine mechanism to achieve the safe transmission of health data.
According to the characteristics of the blockchain, such as decentralization, security
and trustworthiness, and tamper prevention, health data is stored on the blockchain to
improve the security of health data. Reference [4] proposed a method to build a safe stor-
age model of health data based on the blockchain. This method designs a safe storage
model of health data based on the blockchain storage structure to improve the practi-
cality of the storage model. And optimize the storage process of the blockchain, and
improve the storage efficiency through the consensus mechanism of random number
election. Although the above methods can complete the classification and safe storage
of health data, there is still a high intrusion rate and it is difficult to resist external attacks.
Therefore, in this study, a classification storage method of medical health monitoring
data based on Bayesian algorithm is proposed.

2 Classification and Storage of Medical Health Monitoring Data

2.1 Data Collection and Integration

Collect and integrate medical health monitoring data. Data collection is realized by
relying on the unified data exchange platform in the big data platform. Each collection
node uploads the required data by accessing the data exchange platform.Data acquisition
and exchange include a variety of accessmethods, including but not limited to data tables,
front-end libraries, real-time communication, documents, data distribution, etc. when
accessing the new system, the appropriate and best access method should be selected
according to the exchange requirements and characteristics of the new system. Data
collectionmethods are divided into document based and intermediate library based forms
[5]. Based on document collection, nodes can upload documents directly, or convert and
upload the original library through the document conversion tool. Based on the collection
of the intermediate library, the nodewrites the data to the front-end computer and uploads
it. Combine two ways to collect.
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Document-based collection means that each data collection node collects according
to the document format specified in the data collection specification, and directly uploads
the exchanged document to the big data platform by calling Web service; the platform
reviews the document format and quality information and feeds it back to the collection
node. Document-based data collection is suitable for the collection of unstructured data
or structured data whose update frequency is relatively slow. Document-based data col-
lection has the following characteristics: high real-time data collection and scalability,
no need to adjust the service interface due to the increase of collection services; Lower
maintenance costs, more conducive tomanagement; If the collected data content is large,
the pressure on the network and the exchange server will be very large.

The access node takes the document as the carrier and can upload data by calling the
Web service. However, due to the different data storage forms of the collection node,
the process of data uploading will be different, which can be uploaded in three ways:

(1) Access nodes upload documents directly: for data in the form of documents, access
nodes can directly call web services to upload documents;

(2) The access node uploads the data in the document library: the local data stored in
the document library in the form of documents. The platform can directly call the
service interface of the platform to upload the data of the local document library;

(3) Data is converted into document format and uploaded: local data stored in rela-
tional database can be converted into documents and uploaded through document
conversion tools.

The document library includes documents in any format, such as XML, CDA, XLS,
PDF, DOC, TXT, etc.

In the process of data exchange based on the intermediate library, the intermediate
library will be used as the intermediate link of the exchange between the platform and the
access node. Database table exchange is a sharing method of medical and health big data
based on database table structure. The front-end database table is used as the interface
for data acquisition and push between the data exchange system and the access node. The
data exchange systemexchanges data through the front-end database, and the access node
obtains the data of the front-end database or pushes it to the front-end database through
bridging. The data and database exchange method has the following characteristics:
It is relatively safe not to access the business database; Simple configuration and less
operation andmaintenance workload; Clear boundaries, clear responsibilities and rights;
The data transmission efficiency is high, the real-time performance is high, the exchange
mode is flexible, and it can adapt to many scenarios [6].

Data integration is mainly to preprocess the collected medical and health big data.
Medical and health big data has the characteristics of large data volume, heterogeneity,
asynchronous (sequential) and incompleteness. Therefore, it is undoubtedly difficult to
analyze and apply the original data of medical and health data. In order to provide higher
quality for the data analysis stage Generally, data preprocessing operation is required
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for the target data set of the data processing. There are generally four methods for data
preprocessing: data cleaning, data integration, data reduction and data transformation.

(1) Data cleaning: Data cleaning is to serve the high-quality data requirements of
subsequent data analysis. The tasks of data cleaning mainly include:

➀ Fill in missing data values.
Fill in data values that are vacant in the record.
➁ Noise data smoothing.
Noise refers to random errors in the data. A common way to remove noisy data is to

divide the noisy data equally into nearby data.

(2) Data integration: data integration refers to the process of merging data frommultiple
data sources into one data set. According to different data conditions, the conversion
work of data integration is different, such as null value filling, standardized and
unified data format, data splitting, data correctness verification, etc.

(3) Data specification refers to the compression of data sets, but the integrity of data
must be maintained. There are three types of data protocols:

➀Quantity specification: replace the original data with smaller data. Simple original
data can be replaced by sampling data. For complex data, the cluster center in cluster
analysis needs to replace the original data first.

➁ Data compression: transform the original data into a compressed form through
the compression algorithm, which can keep the content and characteristics of the data
unchanged, mainly for image and video data.

➂ Dimension reduction: extract the dimensions from the original data, remove those
dimensions that have no use value, and only retain the main dimensions, so as to reduce
the size of the data set [7].

(4) Data transformation: The purpose of data transformation is to eliminate the differ-
ence in the data type and data format of the original data. The specific operation
methods are as follows:

➀ Data normalization: Reducing the attributes with huge differences between the
maximum value and the minimum value in the original data according to an appropriate
ratio can effectively improve the performance of the data algorithm.

➁ Data aggregation: Aggregate raw data according to the granularity required for
data analysis, such as aggregating daily data into annual data.

➂Attribute construction: Combine several attribute constructions in the original data
into a new attribute.

➃ Discretization: Replace the data type values in the original data with interval
labels, such as the eastern, western, and central regions for regional distribution, and
divide the ages into children, youth, middle-aged, and elderly.

2.2 Data Classification

Bayesian classification algorithm is a classification method of statistics, which is a kind
of classification algorithmusing probability and statistics knowledge. Inmany occasions,
Naïve Bayes (NB) classification algorithm can be comparable to decision tree and neural
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network classification algorithm. This algorithm can be applied to large databases, and
the method is simple, the classification accuracy is high, and the speed is fast.

Based on Bayesian algorithm, an integrated naive Bayesian algorithm based on
knowledge transfer is designed to implement the classification and processing of med-
ical health monitoring data. Ensemble learning is an effective strategy to deal with
concept drift in streaming data classification. In ensemble learning, the historical model
can be updated and reorganized to meet the current distribution of the latest data blocks.
However, there will be a disadvantage when using this method only to deal with the con-
cept drift problem, that is, when the new data block arrives, it only filters the historical
model and integrates it in some way, without making corresponding adjustments to the
historical model to make it more suitable for the current data. Although this method is
simple and easy to understand and implement, it can not fully mine the useful knowledge
for learning the latest data distribution only by simply combining the historical mod-
els. Therefore, the combination of ensemble learning method and knowledge transfer
makes the model more effective in dealing with the problem of concept drift in data
flow classification. That is, knowledge transfer is introduced into FWNB algorithm and
combined with naive Bayesian algorithm based on forgetting mechanism weighting. In
transfer learning, the source domain and the target domain belong to the same learning
task, so they are interrelated. It can also use the knowledge of the historical model after
knowledge migration to assist in the learning of the latest data. Therefore, an integrated
learning algorithm FTENB based on knowledge migration is proposed, which takes the
historical model as the initial solution, and then migrates it based on the latest data to
make it more suitable for the latest data distribution after concept drift.

The model usage strategy based on knowledge transfer is as follows: The existing
ensemble learning models in the classification of data flow have a same characteristic.
Whenever the newly arrived data block is classified, the historical model is only analyzed
by integrating various methods, without taking into account that the historical model is
adjusted according to the latest data and then integrated. So these approaches differ
mainly in the various integration and combination approaches to the preserved historical
models. While these methods are less complex and easier to implement, doing so alone
may not fully exploit the knowledge that is most useful for classification learning on
current state-of-the-art data.

Suppose there are two data distributions, P1 and P2, respectively. P1 represents
some historical data distribution in the data stream, and P2 represents the current latest
data distribution. P1 is different from P2, which means that concept drift has occurred
[8]. The classification performance of the historical model learned from the historical
data distribution P1 may not be high on the latest data, so in the ensemble model, the
importance of this historical model should be reduced, that is, give it a lower weight,
some extreme case may be zero, then all the knowledge in the model will not be used.
If P1 and P2 are regarded as the source domain and target domain of transfer learning,
respectively, then P1 and P2 belong to the same classification learning task, and there
is a certain connection between the two. Based on this, after knowledge transfer, the
knowledge of the transferred historical model can be used to assist the learning of the
latest data. Therefore, it is very advantageous to use transfer learning in ensemblemodels.
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The classification learning algorithm is different, and the learning method is also
different, so the method of transferring the historical model according to the new data
is also different. In this paper, naive Bayesian algorithm is used as the basic learning
algorithm, and a method based on Naive Bayesian model is designed and proposed to
adjust the historical model, aiming to adjust the retained historical naive Bayesian model
to adapt to new data.

The specific migration process is divided into the following two steps:
Step 1: Combine all the data in the newly arrived data block Ba with the historical

data Bi respectively. At this time, the data in the new data block is marked, and the
newly generated data block contains both historical knowledge and current knowledge,
and does not belong to a specific real data distribution;

Step 2: Build a classifier Ea
i for the new data block Ba

i , obtain new class probability
and conditional probability, and generate a new Naive Bayesian model.

After performing knowledge transfer on historical models based on new data, the
newly generated models not only contain previous knowledge, but also current latest
knowledge. Therefore, the newly generated model Ea

i is a new distribution that mixes
various data, and does not really belong to the real distribution of a certain piece of data
in the dataset. The naive Bayesian model after knowledge transfer can be more adapted
to the latest data Ba

i , but it will also reduce the model difference between Ea
i , so these

transferred models will be discarded after use, just for the classification of the current
data block service without being retained by the system.

In FTENB algorithm, selecting N historical model can be defined as selecting n
storage from amodel. Take the stored nmodels as the startingmodel, and then implement
knowledge migration based on the latest data. The migrated model will be used as the
base model in the subsequent integration algorithm.

The integration strategy of models in streaming data classification is actually an
effective combination of multiple models. In order to have a better combination effect,
it is bound to choose the best base model for integration [9]. Based on this, FTENB
algorithm uses the classification effect of historical model on the latest data block as the
screening criterion of historical model. Following this criterion, the FTENB algorithm
selects the historical model for knowledge migration as follows.

Suppose FTENB can hold n historical models. After receiving Ba, test all saved
historical models based on Ba, and at the same time, build FWNB model Ea based on
this data. Then check whether the number of models saved in the current system reaches
the threshold n. If not, save Ea, otherwise, add Ea to the ensemble model first, and then
select the worst model according to the performance of each model on the current data,
and remove it from the system. In addition, the removed model is selected from all
models in the current system, so both Ei and Ea may be removed.

Each data block B1,B2, · · · ,Ba arrives sequentially in the form of a stream. The
FTENB algorithm first establishes a naive Bayesian model E1 on the data block B1 and
saves it in the system.When Ba arrives, based on the latest data block Ba, the knowledge
migration is performed on all the stored historical models Ei, and the migrated model
Ea
i is obtained. At the same time, a weighted model based on the forgetting mechanism

is established on Ba as a new base model Ea. After integrating the historical model with
knowledge transfer and Ea, the integrated model at time a can be obtained. At the same
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time, the FTENB algorithm also needs to update the historical model in the system in
time to ensure that the ensemble model uses the optimal base model.

When integrating classification models, we also need to consider the weight calcu-
lation of each model. AUE2 algorithm has the best classification learning ability among
the current integration algorithms, so we refer to the integration method of AUE2 algo-
rithm. For all migrated historical models, formula (1) is used to calculate the weight of
the model. For the base model Ea trained by Weighted Naive Bayes based on forgetting
mechanism on the latest data block Ba, it is the most “perfect” model based on Ba, and
formula (2) is used to calculate the weight of Ea.

ωa
i =

1

Ma
i + Ma′

i + χ
(1)

In formula (1), Ma
i refers to the classification error of Ea

i on Ba; Ma′
i refers to the

mean square error of the random classification model; χ refers to the positive value.

ωa= 1

Ma′
i + χ

(2)

The formula for calculating Ma
i is as follows:

Ma
i = 1

|Ba|
∑

{c,d}∈Ba
(
1 − lai (d |c )

)2 (3)

In formula (3), lai (d |c ) refers to the posterior probability ofmodelEa
i aftermigration;

c and d refer to the medical and health monitoring data flow in Ba.
The formula for calculating Ma′

i is as follows:

Ma′
i =

∑
d
la(d)

(
1 − la(d)

)2 (4)

In Eq. (4), la(d) refers to the prior probability of data stream d in Ba.
Complete the classification of medical health monitoring data.

2.3 Data Classification Storage

Design a hybrid storage model to implement classified storage of medical health moni-
toring data after classification. The hybrid storagemodel is introduced in three parts. The
first part is the related implementation in the Linux kernel, the second part is the imple-
mentation of metadata distinction, and the third part is the implementation of logical
block mapping.

In the hybrid storage model, the relevant implementations in the Linux kernel are as
follows: The Device Mapper mechanism in the Linux kernel exists in the kernel in the
form of modules, which did not appear until the kernel version 2.6, and is mainly used
to implement the mapping mechanism for logical volume management. It implements a
modular kernel architecture for creating virtual logical devices and managing multiple
underlying storage resources. If developers want to use the Device Mapper mechanism
to develop, it must be included in the kernel, and a management tool for users to be
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installed. The current management tool of Device Mapper uses dmsetup, which mainly
includes related configuration and interface library functions. In fact, the role of Device
Mapper can be regarded as combining multiple underlying storage devices into a logical
device, so that users cannot feel the existence of the underlying device, but can only see
the created virtual logical device. In addition, Device Mapper is a “stack” structure, and
its underlying device can be composed of Device Mapper. It is mainly composed of 3
kinds of objects: (1) Mapper Device: the logical device displayed to the outside world;
(2) Mapping Table: custom rules to link different underlying devices; (3) Target Device:
the actual physical device.

Several mapping rules have been defined under the Device Mapper architecture of
the kernel to implement different logical devices. First of all, the target driver module
is inserted into the Linux kernel in the form of a module. The main function of this
module is to redirect or modify the I/O requests of the upper layer. At present, there
are many different types of mapping rules in the kernel, including linear rules, soft
raid, et al.The data request sent by the user is passed to the block layer, which will be
converted into a request of bio structure, and then the bio request will be processed
by the unified processing method of the Device Mapper mechanism. Corresponding
processing, the algorithm will modify the corresponding address contained in the bio
request, and the device pointed to in the bio structure also specifies the underlying
physical device corresponding to the physical address. The bio request processed by the
mapping rule will still be put into the request queue owned by the block device, and
then the method generic_make_request will be used again to submit the request that
has been redirected by the Device Mapper mechanism. Therefore, it can be considered
that the Device Mapper mechanism just performs a simple redirection operation on the
received request, and converts the I/O request to the logical device into a request to
the underlying device. The Device Mapper mechanism has an interface that can accept
the submission and processing of the upper general block layer and re-initiate the bio
request. Therefore, developers can easily implement their own mapping rules according
to their own needs, and only need to follow the Device Mapper architecture definition.
Rules to write modules, and then insert the module into the kernel, do not need to worry
about the interaction with other modules in the kernel, so it has good generality.

In the process of implementing the hybrid storage model, it is not only necessary
to distinguish all metadata requests, but also to reduce the movement of the head when
accessing the disk, it is also necessary to aggregate all scattered metadata and data
requests in the disk, so that different kinds of data are gathered in different areas of
each block group. Therefore, the active identification method is used, but on the basis of
active identification, Make a few modifications to the model to distinguish all metadata
[10].

The layout of themodel disk can distinguish some staticmetadata requests. However,
since the directory item is a dynamically allocated data block, the allocation function
of the data block needs to be modified (for example, ext2_get_block function, et al.)
to make the dynamically allocated metadata block and the statically allocated metadata
block together. First, select to reserve some data blocks after the fixedmetadata blocks of
eachblockgroup for allocation to the dynamically allocated directory, so that all statically
allocatedmetadata blockswill be stored after the dynamically allocatedmetadata blocks,
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so that the former part of each block group stores all metadata, while the ordinary files
are allocated to the latter part outside the reserved area of the block group. In this way,
Aggregate all metadata and data in each block group in the file system.

Themetadata in theExt2 filemodelmainly exists in twoways, one is fixedly allocated
metadata, and the other is dynamically allocatedmetadata. For fixed allocationmetadata,
such as superblock, group descriptor table, and inode table, disk blocks are allocated
at fixed positions in each block group of the device when mkfs formats the file model.
For example, when the Ext2/Ext3 file model divides the disk storage space into 128 MB
block groups, at this time, the disk blocks at the beginning of each group are reserved for
storing metadata as data blocks of statically allocated metadata, but For a directory (the
disk block of which is used to store directory items, which is also a kind of metadata),
the disk block is dynamically allocated in the corresponding block group when the user
creates it, which is a kind of dynamically allocated metadata.

For statically allocated metadata blocks, the number and storage location of disk
blocks occupied can be calculated from the relevant information recorded in the
superblock when creating the file system. However, for dynamically allocated meta-
data, in order to put it together with statically allocated metadata blocks, it is necessary
to reserve a certain area of data blocks after fixing the disk blocks reserved for metadata
during file model formatting to store these dynamically allocated metadata.

The data blocks allocated to the directory are uncertain, because directories, like
regular files, are created according to the needs of users, so the creation of directories
is related to application scenarios. Under different load scenarios, the number of data
blocks occupied by directories will be very different. For example, for deep directory
loads, many directories will be created. By testing different loads, estimate the number
of directories created under different conditions, and then reserve almost the same data
blocks to store the directory items of the directory, and the number of data blocks reserved
here to store the directory can also be dynamically adjusted.

Each driver type (target_type) of Device Mapper has a target type name as an iden-
tifier, which also corresponds to a module in the kernel. There are multiple callback
functions for each driver type, including some necessary and non-essential callback
functions, such as constructors, destructors, and mapping functions that must be imple-
mented. The callback function is optional. The Device Mapper mechanism is used in
the hybrid storage model, a target device type called raid_target is defined as the identi-
fier, and four callback functions are implemented as required. The name of the callback
function and the introduction of related functions are shown in Table 1.

Table 1. Names and related functions of callback functions

Serial number Function name Callback function

1 Constructor raid_ctr()

2 Destroy function raid_dtr()

3 Mapping function raid_map()

4 State function raid_status()
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Constructor raid_ctr(). This function is mainly used to allocate the required memory
and data structure, parse the target rules configured by the user, and use the various
parameters obtained by parsing to initialize each field in the data structure.

The destruction function raid_dtr() is just the opposite of raid_ctr(), so this function
will release the data structure and memory allocated in raid_ctr(). So when the user
exits, this function will release the memory space and various resources allocated by the
constructor and return it to the model.

Mapping function raid_ map () is a very important function. It is the interface for the
whole model to obtain the bio request from the upper layer and process the bio request
to the lower layer. In the constructor, the received bio request needs to be segmented
according to the required size, and then the segmented request is submitted to themapping
function for filtering and redirection. Finally, the processed bio request is submitted to
the underlying device for further processing.

Status function raid_ status () is provided for the user to call, so that the user can
obtain various states of the current device from the recorded information.

The function dm_register_target registers the defined target_typ. This method will
be called when inserting target_type using insmod. After calling this function, a corre-
sponding descriptor target_type will exist in the kernel, which can then be used for some
of the above functions.

The function dm_unregister_target unregisters the target_type that has been regis-
tered in the kernel. Each target type of the kernel is unregisteredwhen themodule rmmod
is used, and this function is used at this time.

The implementation process of model initialization is as follows: The hybrid storage
model logical device is described by a data structure raid_c.

The process of reading and writing is mainly controlled by raid_ map () function
implementation. First of all, the requests sent from the user space will be processed
by the modified file system. After processing, the requests will be handed over to the
general block layer. In the general block layer, the user requests on the upper layer
will be converted into bio structure for description, and then processed by the unified
processing module of the Device Mapper mechanism to divide the bio requests. After
pre-processing by DeviceMapper, the bio is handed over to raid_map function, and then
use the configuration you have created to map bio to the underlying device disk. Among
them, the most important process is to modify the sector number field Bi corresponding
to the bio request_ sector and the underlying storage device Bi corresponding to the bio
request_ bdev, in this way, can retransmit the bio redirected using the mapping rules to
the block layer for processing.

In the callback method raid_map of map, the bio request that has been divided and
modified by Device Mapper will be received. First, the corresponding logical block
device number (LBN) will be calculated through the bi_sector field of the record in the
request bio structure, because the file model Modify so that in each block group of the
file model, the first half of the blocks are used to store metadata and the second half
of the data blocks are used to store data. All the currently requested LBNs that can be
obtained are in each block group. The first half or the second half, so as to judge whether
the current bio request is a metadata request or a data request, and decide to redirect
the bio request to the SSD or HDD according to the judgment result. At the same time,
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modify the bi_bdev and bi_sector fields to point to the corresponding underlying device.
And the corresponding physical address. For example, after the request sent by the user
is modified in the Linux kernel I/O stack, the bio will eventually be sent to the created
logical device, and the redirection algorithm will check the LBN requested by the bio. If
the number is less than EXT2_METADATA_COUNT, the request will be redirected to
RAID1 consisting of high-speed solid state disks (SSD). If the requested LBN number
is greater than or equal to EXT2_METADATA_COUNT, it will be redirected to RAID5
consisting of ordinary disks (HDD).

3 Storage Test

3.1 Experimental Data and Test Environment

For the designed classification and storage method of medical health monitoring data
based on Bayesian algorithm, its classification and storage performance is tested through
experimental data. In a hospital, some medical health monitoring data were collected as
experimental data, a total of 1000000 pieces, which were divided into five types: blood
pressure data, blood oxygen data, ECG data, blood glucose data, body fat data. The
performance format of each type of data is shown in Table 2.

Table 2. Scope and basic data types of various types of medical data

Serial number Data type Basic data type Company Medical data range

1 Blood pressure Integer mmHg 80–140

2 Blood oxygen Float % 88–100

3 Electrocardiogram Double Times/minute 62–105

4 Blood sugar Integer Bomol/L 3.2–7.0

5 Body fat Integer index 15.2–45.0

The test environment in the experiment is as follows: both Target and Initiator use
centos 6.5 system, Target kernel version uses 2.6.34.1, and Initiator uses kernel version
2.6.32.26. On the Target side, two 120GSSDs are used to formRAID1 to storemetadata,
and three 1THDDs are used to formRAID5 to store data. The initiator uses the discovery
command to mount the devices in the Target node to the local. Then, the mapped logical
device is formatted as an Ext2 file model on the initiator side. In order to eliminate the
impact of network bandwidth, 10 Gigabit network cards are used on both the initiator
and target sides.

The basic information of the configuration environment in the test is shown inTable 3.
Test the classified storage performance of the design method in this environment.

The testing tools used mainly include Postmark, Filebench and fio.
After setting the experimental data and environment, set the experimental process:

verify the classification performance of the text method by taking the number of starting
nodes, computing power requirements, and data classification time as indicators; Taking
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Table 3. Basic information of the configuration environment in the test

Serial number Project Specific
information

1 Memory Kingston 32GB
DDR

2 Operating
system

CentOS 8.2

3 Linux kernel
version

Linux 2.6. 22

4 HDD 6TB

5 SDD 240G

6 Network card Intel 8 Gigabit

the intrusion rate as the indicator, and the reference [3] method and the reference [4]
method as the comparative experimental method, the security of the method in this paper
is verified.

3.2 Test Results

First, test the number of start-up nodes and computing power requirements of the design
method, and the test results are shown in Table 4.

Table 4. Number of startup nodes and computing power requirements for the design method

Data volume (GB) Number of startup
nodes (PCs.)

Computing power
demand

Whether to realize data
sharing

5 5 Small Yes

10 8 Small Yes

15 11 Small Yes

20 15 Small Yes

25 17 Small Yes

30 19 Small Yes

35 21 in Yes

The test results in Table 4 show that the number of startup nodes of the designmethod
is small, and the overall demand for computing power is small. At the same time, it can
realize the sharing of medical and health monitoring data.

Then test the classification time of medical health monitoring data of the design
method, and the specific test results are shown in Fig. 1.
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Fig. 1. Classification time of medical health monitoring data

According to the test results in Fig. 1, the classification time of the medical health
monitoring data of the design method is relatively short as a whole. With the increase of
the amount of data, the classification time also increases, but the overall increase is low.

In order to further verify the security storage performance of the method in this
paper, the intrusion rate is taken as the comparison index, and the method in this paper is
comparedwith themethod in reference [3] and themethod in reference [4]. The intrusion
rate comparison results of the three methods are shown in Fig. 2.

Fig. 2. Comparison Results of Medical Health Monitoring Data Security

It can be seen from the test results shown in Fig. 2 that, under many comparative
experiments, the intrusion rate of themethod in this paper is always lower than that of the
two literature comparison methods. The maximum intrusion rate of the method in this
paper is only about 1%, while the maximum intrusion rate of the method in Reference
[3] and Reference [4] is more than 6% and 5% respectively. Therefore, this method can
reduce the intrusion rate of health monitoring and improve the security of storage.
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4 Conclusion

With the increasing emphasis on chronic diseases and the development of health mon-
itoring terminals, medical and health big data and precision medicine have become the
current development direction. Therefore, it is necessary to realize the integration and
sharing of medical and health data. Therefore, a classification storage method of medical
health monitoring data based on Bayesian algorithm is designed to realize the rapid clas-
sification and classification storage of medical health monitoring data. The experimental
results show that this method can shorten the time of medical health monitoring data
classification, reduce the intrusion rate of medical health monitoring data, improve the
security of health monitoring data storage, and has great significance for the integration
and sharing of medical health data. In the future research work, targeted encryption
measures should be taken for different intrusion modes to effectively ensure the storage
security of medical health monitoring data.
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Abstract. Health resource planning is an important means for the government
to adjust resource allocation and achieve fair and efficient development of health.
Its core is the balanced allocation of health resources. In order to solve the prob-
lem of low accuracy of health resource demand prediction, an analysis method of
health resource allocation equilibrium based on improved machine learning was
designed. Using the two-step mobile search method, combined with the Gaussian
distance attenuation function and the search threshold set according to the classi-
fication of medical facilities, the spatial accessibility of weekday medical services
is calculated. Based on the improved machine learning, the demand for health
resources is predicted, and the change of resource characteristics and relevant
policy variables leads to the change of health resource demand. According to the
prediction results of the demand for health care resources, a supply-demand coor-
dination model is constructed to measure the degree of coupling and coordination
and the level of hierarchy. Lorentz curve was used to quantify the accessibil-
ity distribution of medical resources, Gini coefficient and global Moran index
were calculated, and the equilibrium of health resource allocation was analyzed.
The results show that this method can accurately predict the demand for health
resources, and get the analysis results of allocation balance, which is conducive
to the overall integration of medical resources.

Keywords: Improving Machine Learning · Medical Care · Health Resources ·
Allocation Balance

1 Introduction

Under the background of the basic establishment of the public health service system, the
basic improvement of the national medical security system, and the deepening reform of
the national health care system, the people’s health level has significantly improved. The
contradiction between residents’ demand for healthy life and the current insufficient and
unbalanced supply of medical facilities resources has become increasingly prominent,
resulting in social phenomena such as “it is difficult and expensive to see a doctor”.Health
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resource planning is an important means for the government to adjust resource alloca-
tion and achieve fair and efficient development of health. The core of health resource
planning is to optimize the allocation of health resources. China’s central and local gov-
ernments have carried out a lot of health resource planning work, which has played an
important role in optimizing the allocation of health resources [1]. The comprehensive
promotion of the equalization of regional health services has brought about a significant
improvement in people’s health. The analysis of the supply and demand framework of
basic public services shows that China is about to enter a period of consolidation and
improvement of the equalization of basic public services characterized by “compre-
hensive coverage, fairness and equality, and balanced burden”. Objectively, there is an
imbalance in the development of economic and social levels between regions, result-
ing in great supply differences in medical facilities between regions and between urban
and rural areas, which has a negative impact on the health level of residents in some
backward areas. Due to the lack of reasonable theoretical framework and model in the
existing health resource planning, the allocation of health resources follows the feeling of
health managers and is divorced from the actual needs of residents. The quality of health
services is increasingly prominent, the supply of public health services is fragmented
and other problems are prominent, health resources are divided into blocks, unreason-
able structure and layout, shortage and waste of health resources coexist, and there is a
lack of overall and comprehensive planning within and between regions [2]. This also
leads to the unbalanced allocation of health resources in the health service system and
the provision of health services cannot meet the health needs and other problems. The
current medical and health management mechanism still has shortcomings, resulting in
prominent problems such as the quality of medical and health services, unreasonable
structure and layout, which are specifically manifested as the lack of medical means in
hospitals in some areas and the lack of customers, while some hospitals are overcrowded,
resulting in the coexistence of shortage and waste of medical resources [3]. How to use
health resource planning to better deepen the reform of the medical and health system
and promote the construction of “healthy China” still needs to make greater efforts in
the scientificity of planning and the effectiveness of planning implementation. Based on
improved machine learning, this paper analyzes the balance of the allocation of health
care resources, which is of great significance for the overall planning of the distribution
of health care resources within and between regions, and to solve the current imbalance
and unfairness of distribution.

2 Space Accessibility Calculation of Health Care Services

The research on the balance of medical resources involved in this study emphasizes the
rational allocation of resources at themacro level, that is, using scientific planningmeans
to enable residents in different locations to enjoy efficient and fair medical and health ser-
vices, which should be reflected not only in geographical space, but also in quantity and
quality. In this paper, the two-step mobile search method, combined with the Gaussian
distance attenuation function and the search threshold set according to the classifica-
tion of medical facilities, is used to study the spatial accessibility of weekday medical
services. Accessibility impact mainly involves three factors: the attributes of medical
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service institutions (facility scale, grade, number of health technicians, financial and
material resources of institutions, etc.), the attributes of medical service demand points
(population, consumption level, population composition, medical preference, etc.), and
travel costs (traffic network direction, road grade, speed limit, time spent, etc.). The
two-step mobile search method and the gravity model method are most widely used in
the evaluation of spatial accessibility, but the two-step mobile search method is easier
to understand, has strong operability, and takes comprehensive consideration of both
supply and demand sides. Because of its scale, personnel, equipment, capital and other
advantages, hospitals are actually the most important subject of medical and health facil-
ities and the most important research object in related fields [4]. The first step of the
two-step mobile search method is to calculate the supply-demand ratio. The specific
method is to divide the opportunity quantity or supply quantity of each facility by the
demand quantity within the respective search threshold in the defined search threshold.
The formula is:

px =
m1∑

x=1

αxd2
xy

m2∑
z=1

βzdxy

(1)

In Eq. (1), px represents the ratio of the supply capacity αx of the supply point x to the
number of demanders servedwithin the search threshold; dxy is the distance cost between
the supply point y and the supply point x;m1 andm2 represent the total number of supply
points and demand points;βz refers to the demand quantity; z indicates the demand point.
The second step of the two-stepmobile searchmethod ismedical accessibility. Its concept
is a decisive factor affecting the fairness of medical and health services. As an important
indicator to judge the shortage area of medical services, it plays an extremely important
role in the scientific layout and planning of medical services. Supply capacity αx can be
calculated by substituting the number of beds, licensed doctors, registered nurses, daily
outpatient volume and other data in the study. When considering accessibility, only
the medical institution points within the threshold range are considered, and the points
beyond the threshold range are not considered, and for the points within the threshold,
regardless of distance, each medical point has the same impact on the accessibility of
demand points [5]. In real life, the travel distance and time cost of medical facilities
with different travel distances are very different for residents, so simple summation fails
to take into account the distance attenuation between supply points and demand points.
According to the attenuation characteristics and actual needs of the distance attenuation
function, this paper selects the Gaussian function as the distance attenuation function,
and the formula is:

dxy = e
− 1

2

(
dxy
d0

)2−e− 1
2

1 − e− 1
2

(2)

In Eq. (2), e is the natural constant; d0 indicates the search threshold. Then calculate
the sum of the supply-demand ratio of all facilities in each demand area within the search
threshold. According to the accessibility score of the demand point x calculated by the
two-step mobile search method, the actual meaning is the average facility resources
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that each demander can reach at the demand point x. Different from the original two-
step mobile search method, the accessibility decay rate in the Gaussian distance decay
function first accelerates and then slows down with the increase of distance, which is
similar to people’s expectations for the choice of medical facilities with the increase of
travel distance or travel time in real life, and can more truly simulate the real decision-
making state. The search scope selects the linear distance between the supply point and
the demand point, Manhattan distance, great circle distance, or the actual road network
distance according to the researchers’ research purpose. The purpose of this paper is
to study the medical accessibility of the actual situation, so the actual road network
distance is selected for analysis. Associate the calculated spatial accessibility value
to the residential population point data layer, use the point grid tool, select the spatial
accessibility value as the generated value, turn the residential population point into a grid,
and draw the spatial accessibility distribution diagram through the natural discontinuity
method. Residents’ access to ideal medical services is basically concentrated in urban
areas or counties, and residents in areas with general spatial accessibility and below are
mostly distributed in suburban or rural areas. The spatial accessibility is similar to the
distribution characteristics of the traffic network. The regional accessibility of the dense
traffic network also shows a high law. On the contrary, the regional accessibility of the
sparse traffic network is also low.

3 Prediction of Health Resource Demand Based on Improved
Machine Learning

Accurate prediction of demand is the basis of health resource planning, and the core of
health resource planning is the optimal allocation of health resources. Therefore, accurate
prediction of demand is the basis of health resource allocation. Health needs are affected
by many factors, including personal factors, such as age, gender, occupation, education
level, behavior style, etc. at the same time, they are also affected by many macro factors,
such as economic level, health-related policies, etc. [6]. Medical service facilities can
be divided into four categories: hospitals, basic medical service facilities, special public
health facilities and other facilities. Among them, hospitals are divided into three levels,
namely, tertiary hospitals, secondary hospitals and primary hospitals. The basic medical
system includes urban and township parts. The township system consists of village health
stations and township health centers, and the urban part consists of outpatient clinics and
community health service centers (stations). This paper predicts the demand for health
care resources based on improved machine learning. The basic idea of health resource
demand prediction is shown in Fig. 1.

First, according to the characteristics of people’s health needs, the micro units were
sampled to obtain data to form a data file. According to the real health needs of the pop-
ulation, build a model to simulate the changes in the parameters of demand influencing
factors. The residential population point data is the center point of the pixel converted
from the 1-km spatial resolution grid. Crop worldpop 100 m spatial resolution grid data
using administrative boundaries. Resample the grid and resample the original data into
1km spatial resolution grid data. When resampling, select the superposition method to
process the value of the grid. Use the administrative boundary to crop the 1km spatial
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Fig. 1. Basic idea of health resource demand prediction

resolution grid, and then convert the grid data into the pixel center as the residential
population point to participate in the calculation [7]. The kernel function of SVM can
map low dimensional space to high dimensional space. In nonlinear problems, kernel
functions can be used to add dimensions to the original data, thus transforming it into
a linear problem in a higher dimensional space. The main function of Gaussian kernel
function is composed of Euclidean distance equation, which is expressed as:

ϑ(a, b) = ‖a − b‖ (3)

In Eq. (3), ϑ represents Gaussian kernel function; a, b is the sample point. The
traditional Gaussian kernel function can be expressed as:

ϑ(a, b) = exp

(
−‖a − b‖2

2ε2

)
(4)

In Eq. (4), exp refers to exponential function; ε represents the width parameter.
Computer programs are used to realize the changes of eigenvalues related to micro units
due to the characteristics of micro units and the changes of relevant policy variables.
Through the statistics, analysis, inference and synthesis of characteristic variables, the
impact of policy changes on micro units can be obtained, and the implementation effects
of policies at macro and all levels can be obtained. The population ratio is obtained by
dividing the specific population allocated to each medical facility by the total service
population of the corresponding medical facility, and then multiplying the population
ratio by the number of resources of medical institutions within each range to calculate
the number of medical resources of each medical facility occupied by each residential
population. The main indicators in the database are individual health needs, needs and
related influencing factors, including gender, age, marriage, education, urban and rural
areas, healthy lifestyle factors, income, medical insurance, patient visits and hospital-
ization flow and other indicators. For the sample data of this study, each sample point
is dense. When it is mapped to the high-dimensional space through the Gaussian kernel
function, the sample points will become sparse. The way to alleviate this problem is to
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attenuate the Gaussian kernel function to a certain extent when it is far away from the
test point, so as to enhance the learning ability. According to this condition, this study
deforms the Gaussian kernel function by adding two displacement parameters ϕ1 and ϕ2
on the basis of the traditional Gaussian kernel function. The improved Gaussian kernel
function is as follows:

ϑ(a, b) = exp

(
−‖a − b‖2 + ϕ1

2ε2
+ ϕ2

)
(5)

In Eq. (5), ϕ1 is the parameter that adjusts the amplitude of the function; ϕ2 is the
displacement bias of the adjustment kernel function. The improved SVM establishes a
dynamicmodel of abstract system changes from discretemedical resource data to predict
the demand for health care resources.After themodel construction and test, the prediction
results are analyzed and the fitting grade of themodel is judged, and the prediction results
of the original data are obtained. Reasonable allocation of community health service
resources and Realization of the balance between supply and demand of community
health services are the basic requirements for the optimal allocation of community health
resources. The ultimate goal of the optimal allocation of health resources is to maximize
the efficiency and benefits of community health services.

4 Build a Supply-Demand Coordination Model

In the process of using public medical resources, there may be inconsistencies between
patients’ personal needs and actual needs. When medicine believes that there is no need
for medical services, but the actual utilization of medical services occurs, that is, there is
“noneed for demand”,whichwill lead to thewaste ofmedical resources.According to the
prediction results of the demand for health care resources, a supply-demand coordination
model is constructed, as shown in Fig. 2.

The essence of supply-demand coordination is to achieve dynamic balance between
total supply and total demand, and to coordinate the proportion of supply and demand
organically. Consistent with the actual needs, and based on this, we can obtain the
expectation of effective medical services in medicine, that is, the reasonable expectation
of public medical resources. The key factor is whether the individual on the demand
side can obtain enough effective information. The supply system of medical and health
facilities is divided into three primary indicators and six secondary indicators. The three
primary indicators are economic input, facility allocation andmedical efficiency. Among
them, economic investmentmainly reflects the strength of government capital investment
and the level of regional economic development through medical financial investment
and regional GDP; The facility allocation mainly reflects the facility scale, equipment
scale and personnel scale through the building area, the number of beds and the num-
ber of health technicians; Medical efficiency mainly reflects the benefit efficiency of
medical resources through the average number of daily diagnosis and treatment. The
mismatch between supply and demand of public medical resources and the failure of
graded diagnosis and treatment will cause great harm to patients and society. From
the perspective of demand, the medical demand of outpatient services is calculated by
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Fig. 2. Supply and demand coordination model

multiplying the number of people allocated to each medical facility by the annual per
capita outpatient visits, and the resource supply is obtained by multiplying the number
of health technicians by the medical ratio by the per capita daily visits of doctors by
the number of doctor visits [8]. The residents’ medical demand system is divided into
three primary indicators and six secondary indicators. The three first-class indicators
are population structure, economic level and traffic accessibility. Among them, the pop-
ulation structure mainly reflects the characteristics of population structure through the
total population of each community, the proportion of floating population, the proportion
of elderly population, and the proportion of population with high school education or
above; The economic level is mainly reflected by the per capita income of residents;
Traffic accessibility mainly selects the regional medical accessibility obtained from the
previous analysis. After obtaining the supply-demand ratio between each residential
population point and each medical facility, the Gauss distance attenuation function is
used to modify the supply-demand ratio according to the time cost, and then the total
number of residential population points on the assigned population ratio is multiplied
by the supply-demand ratio to obtain the supply-demand ratio of each part of the pop-
ulation contribution. Finally, the probability of residents in each residential population
point to obtain outpatient services is obtained by summarizing these supply-demand
ratios according to the residential population points, Take this as the basis for evaluating
the relationship between supply and demand. When it is considered that there is a need
for medical services in medicine, but due to the high cost of medical treatment, incon-
venient medical treatment, no corresponding medical resource supply or poor quality of
medical resources and other conditions, the medical needs cannot be transformed into
real needs, and the patients’ diseases cannot be treated in a timely and effective manner.
In order to quantitatively evaluate the coordinated development level of medical and
health facilities, this paper constructs a coupling coordination degree model to judge
its coupling coordination degree and level. The coupling coordination degree model
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involves the calculation of three index values, namely, the coupling degree S value, the
coordination index γ value, and the coupling coordination degree χ value. The coupling
degree is calculated as follows:

S =
[
(β1β2)

(β1 + β2)
−2

2

]μ

(6)

In Eq. (6), β1 and β2 are the comprehensive evaluation indexes of the supply and
demand of medical and health facilities in the community respectively; μ refers to the
adjustment coefficient, and the value is 2. The value of coupling degree S is used to
reflect the relationship between supply and demand. The coordination index γ is used
to reflect the overall synergy between facility supply and demand, and the formula is:

γ = 	1β1 + 	2β2 (7)

In Eq. (7), 	1 and 	2 represent undetermined coefficients, both of which are taken
as 0.5. The coupling coordination degree χ is an important index to evaluate the degree
of supply-demand coordination. The formula is:

χ = √
Sγ (8)

When the value of coupling coordinated development degree is between 0–0.49, it
is in the stage of supply and demand imbalance, and when the value of coupling coordi-
nated development degree is between 0.50–1.00, it is in the stage of supply and demand
imbalance. It is difficult for individual patients to do so because of information asym-
metry; And in order to ensure good treatment effect, we often take adverse selection
behavior according to our own cognition, giving priority to medical treatment with med-
ical resources that we think are good brand, strong medical power, excellent equipment,
good drugs, low risk and excellent quality, resulting in overcrowding in large hospi-
tals and idle resources in small hospitals, which is mainly manifested in cross regional
medical treatment. The current policies and allocation standards mostly take the service
population and service radius as indicators to allocate medical and health facilities in the
area. However, in the actual use process of residents, due to the different input-output
ratio and use efficiency of various facilities, the supply level is also different; Even if the
supply level is the same, residents’ demand for medical and health facilities is differ-
ent due to their own situation differences and external factors, indicating that the same
supply can not meet the differentiated needs of residents.

5 Analysis on the Balance of Health Resources Allocation

The concept of health services is to serve citizens and ensure that residents in differ-
ent areas of economic development and people of different income groups can enjoy
equal health care services. In this study, Lorentz curve is used to quantify the accessi-
bility distribution of medical resources. Lorentz curve refers to the curve formed by the
point where the percentage of population “from the poorest population to the richest
population” corresponds to the income percentage of each population percentage in a



110 Y. Wang and H. Li

whole (country, region). The drawing method is that the horizontal axis is the percent-
age of population and the vertical axis is the cumulative percentage of accessibility. The
drawing is completed by connecting the corresponding points. The fairness of medical
resource allocation between urban regions is an important goal that must be considered.
The economic, geographical, demographic and traffic conditions of different regions
of a city are different, so the fairness of resource allocation must be guaranteed, and
spatial accessibility is also the key to urban medical resource allocation from a spatial
perspective. The Lorentz curve accumulates the population data of social wealth and
wealth from small to large, and connects the data points corresponding to the percentage
of population and its percentage of social wealth [9, 10]. Assuming that the closer the
gap between the allocated resources of each region and the population percentage (or
geographical area percentage) of its city, the fairer the hospital medical resources allo-
cated by each region will be. Draw the absolute fair line on the basis of Lorentz curve.
The area between the curve and the absolute fair line is A1, and the area below the actual
Lorentz curve isA2. UsingA1(A1 + A2) can reflect the degree of unfair distribution. This
calculated value is called Gini coefficient. The Gini coefficient is the percentage of all
residents’ income used for uneven distribution. TheminimumGini coefficient is equal to
0, representing the absolute average of income distribution; The maximum is equal to 1,
indicating that the income distribution is absolutely uneven. The actual Gini coefficient
is between 0 and 1. If the difference between the resource allocation of each region and
its percentage in the city’s population (or the percentage of geographical area) is closer,
the more equitable the resource allocation will be considered. The calculation formula
of Gini coefficient is:

g = 1 −
1
2

n∑
i=1

(qi + qi+1)ψi+1

5000
(9)

In Eq. (9), g represents Gini coefficient; i and n respectively represent the sequence
number and collection sequence of residential areas; q represents the cumulative pro-
portion of resources and represents the accessibility value of medical resources in this
study; ψ represents the corresponding proportion of population, which is calculated
based on the population data of residential areas in this study. The absolute fairness
between regions that only pay attention to resource allocation will ignore the accessibil-
ity of residents at the regional boundary, and will also lead to the problem of allocation
efficiency, while paying attention to the spatial accessibility of resource allocation will
ignore the balance of development between regions, and lack of consideration for the
coordinated development between different regions of the city in the future. The global
Moran index is used to judge the aggregation state of accessibility data distribution and
the degree of correlation between data, the global Moran index is the most commonly
used spatial autocorrelation index, which is an important research index to study the
potential interdependence between the observation data of variables in the same distri-
bution area. In short, it is to determine whether there is a correlation between spatial
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entities within a certain range, and its calculation expression is:

M = n
n∑

i=1
qi

n∑
i=1

θ(qi − q)

n∑
i=1

(qi − q)2
(10)

In Eq. (10), M represents the global Moran index; θ represents the spatial weight
matrix; q represents the average of all study area data. For the specific model planning
formula, the functional positioning of different levels of medical institutions, residents’
medical behavior, regional balance, medical needs and other factors should be consid-
ered, and can be dynamically adjusted according to the future development of the city.
Using the global Moran index, we can effectively obtain its spatial distribution equilib-
rium, and identify the corresponding data aggregation and dispersion state. For areas
lacking medical resources or areas with waste and overflow of medical resources sup-
ply, it is also more accurate to identify, and then put forward planning suggestions for
the scientific and reasonable allocation of medical resources and health facilities [11,
12]. If we want to achieve the goal of fairness of community health services, we need to
have adequate protection in human resources, material resources and financial resources,
eliminate the unfair factors of health services caused by geographical environment and
economic conditions as far as possible, fully reflect the public interests of residents in
the allocation of community health service resources, and ensure that residents can have
fair access to community health services. Through continuous improvement, we will
finally achieve a fair, reasonable and optimized allocation of community health service
resources.

6 Experimental Study

6.1 Overview of the Study Area

Taking the allocation of health care resources in a city as the research object, the data of
population distribution and medical resource distribution in the region were collected,
and the balance of resource allocation was analyzed. The total population of the city is
2036528, and the regional population distribution is uneven. There are 43 medical and
health institutions in the city, including 16 first-class hospitals, 14 s-class hospitals and 13
third-class hospitals. There are 58 township health centers and community health service
centers. The distribution of medical and health institutions is relatively concentrated and
mostly distributed in urban areas, with less distribution in township areas. Township
health centers and community health service centers are evenly distributed, and each
township and street has at least one health center or community health service center.
On the whole, the spatial accessibility level of the southern region is higher than that of
the northern region, and the spatial accessibility level of the central region is higher than
that of the eastern and western regions. More than 85% of the residents are located in
areas with good spatial accessibility and excellent grade, which shows that most of the
population can enjoy better medical services. After the data collection in the study area
is completed, the data are statistically analyzed and sorted out, and the obtained data are
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visually expressed by using Excel chart tools. And the final visualization is reflected in
the demand forecast of health resources and the equilibrium analysis of health resource
allocation. Combined with the data published in the statistical yearbook of the city, the
general situation ofmedical resource allocation in each administrative region in the study
area is summarized.

6.2 Prediction and Analysis of Health Resource Demand

In order to verify the prediction effect of this method on the demand for health care
resources, the prediction accuracy is calculated. The test results are compared with the
resource allocation equilibrium analysis method based on GM (1,1) grey prediction
model and ARIMA model. The test results of the accuracy of demand forecast results
are shown in Table 1.

Table 1. Accuracy of demand forecast results

Number of tests An improved machine
learning based
equilibrium analysis
method for health care
resource allocation

Analysis method based
on GM (1,1) grey
prediction model

Analysis method based
on ARIMA model

1 0.692 0.584 0.524

2 0.755 0.561 0.511

3 0.693 0.542 0.582

4 0.756 0.575 0.595

5 0.742 0.526 0.597

6 0.781 0.513 0.614

7 0.724 0.502 0.601

8 0.748 0.551 0.625

9 0.765 0.584 0.642

10 0.782 0.567 0.616

According to the results inTable 1, this paper predicts the demand for health resources
based on improvedmachine learning,with an accuracy of 0.744,which is 0.193 and0.153
higher than the analysis methods based on GM (1,1) grey prediction model and ARIMA
model. Therefore, the data prediction effect of this method is good, and it can effectively
evaluate the demand for health care resources. The number of health institutions, licensed
(Assistant) doctors, registered nurses and beds were analyzed by using the prediction
results of improved machine learning.
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6.3 Analysis of Resource Allocation Balance

The equilibrium of health resource allocation was analyzed from two aspects: Gini
coefficient and globalMoran index. The Gini coefficient of health resources is calculated
according to population distribution and regional area distribution, and the results are
shown in Table 2 and Table 3.

Table 2. Gini coefficient of health resources by population distribution

Particular year Health institutions Practicing (Assistant) doctor Registered nurse Bed

2012 0.2920 0.1832 0.2051 0.1788

2013 0.2762 0.1915 0.1934 0.1550

2014 0.2878 0.1858 0.1862 0.1632

2015 0.2853 0.1627 0.1825 0.1563

2016 0.2745 0.1546 0.1707 0.1449

2017 0.2686 0.1783 0.1618 0.1355

2018 0.2631 0.1455 0.1556 0.1256

2019 0.2360 0.1624 0.1585 0.1262

2020 0.2164 0.1567 0.1149 0.1036

2021 0.2412 0.1564 0.1426 0.1154

If the Gini coefficient is less than 0.2, it means that the degree of unfairness is very
low, and the height in the region is average; If the value is 0.2–0.29, it means that the
degree of unfairness is low and the region is relatively average; If the value is 0.3–0.39,
it means that the degree of unfairness is moderate and the region is relatively reasonable;
If the value is 0.4–0.59, it means that the degree of unfairness is high and the regional
gap is large; If the value is above 0.6, it means that the degree of unfairness is very high,
and the gap within the region is wide. According to the results in Table 2, from 2012 to
2021, the average Gini coefficients of health institutions, licensed (Assistant) doctors,
registered nurses and beds were 0.2641, 0.1677, 0.1671 and 0.1405 respectively. The
Gini coefficient of health institutions does not exceed 0.29, indicating that the imbalance
of resource allocation is low; The Gini coefficient of the number of licensed (Assistant)
doctors, registered nurses and beds is less than 0.2, and its resource allocation has a very
low imbalance and is in a fair state. When the health resources are distributed according
to the population, the Gini coefficient shows a downward trend with the increase of
years, indicating that the balance is improving, and the allocation of health resources is
becoming more and more equitable.

According to the results in Table 3, whenmedical and health resources are distributed
by regional area, the average Gini coefficients of health institutions, licensed (Assistant)
doctors, registered nurses and beds during 2012–2021 are 0.3792, 0.3344, 0.3090 and
0.2998 respectively. The number of health institutions, licensed (Assistant) doctors and
registered nurses is between 0.3–0.39, indicating that the imbalance of the above three
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Table 3. Gini coefficient of health resources distribution by regional area

Particular year Health institutions Practicing (Assistant) doctor Registered nurse Bed

2012 0.4133 0.3651 0.3425 0.3292

2013 0.4026 0.3586 0.3215 0.3145

2014 0.3895 0.3548 0.3288 0.3025

2015 0.3974 0.3434 0.3146 0.3186

2016 0.3826 0.3359 0.3143 0.3058

2017 0.3768 0.3285 0.3058 0.2954

2018 0.3648 0.3215 0.3072 0.2835

2019 0.3615 0.3176 0.2964 0.2902

2020 0.3521 0.3167 0.2837 0.2811

2021 0.3516 0.3023 0.2751 0.2772

medical resources is moderate, relatively reasonable in the region, and generally fair.
The Gini coefficient of the number of beds is less than 0.3, indicating that the imbalance
of resource allocation is low, which shows a relatively fair state. With the change of
time, the Gini coefficient of the distribution of health resources by regional area shows a
downward trend, indicating that the balance of resource allocation is improving year by
year. Compared with the Gini coefficient of population distribution, the resource alloca-
tion balance of geographical distribution is relatively poor. There are certain differences
between the two, which is relatively unfair. The global Moran index of various health
care resources is calculated according to the population distribution, and the results are
shown in Table 4.

Table 4. Global Moran index of health resources by population distribution

Particular year Health institutions Practicing (Assistant) doctor Registered nurse Bed

2012 0.0814 0.1406 0.1863 0.0935

2013 0.0951 0.1512 0.1752 0.0867

2014 0.1135 0.1455 0.1628 0.0854

2015 0.1268 0.1334 0.1586 0.0781

2016 0.1126 0.1268 0.1465 0.0748

2017 0.0953 0.1451 0.1554 0.0925

2018 0.0842 0.1243 0.1377 0.0856

2019 0.0984 0.1372 0.1441 0.0663

2020 0.0827 0.1285 0.1313 0.0792

2021 0.0865 0.1256 0.1292 0.0634
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According to the results inTable 4, the globalMoran indexmean values of the number
of health institutions, licensed (Assistant) doctors, registered nurses and beds are 0.0977,
0.1358, 0.1527 and 0.0806 respectively, indicating a high balance of resources. With the
growth of time, the overall Moran index shows a downward trend, so the allocation
equilibrium is also improving year by year.

In conclusion, the data prediction effect of the method presented in this paper is
good, and it can effectively evaluate the demand for health care resources. The balance
is improved and the allocation of health resources is more and more fair. Compared
with the Gini coefficient of population distribution, the balance of resource allocation of
geographical distribution is relatively poor, and there are some differences between the
two, showing a more unfair performance.With the increase of time, the global Moreland
index decreased, and the allocation balance also improved year by year.

7 Conclusion

At present, the spatial service scope defined by the 3000 m medical service circle used
in the planning of medical facilities in China is often difficult to meet the actual medical
needs of residents in reality. In order to match the actual medical needs, we need to give
priority to policy guidance and further expand the medical service circle. Expand the
service scope of various medical service resources, integrate various medical resources
and facilities at all levels, and promote the establishment of medical consortia. Based
on improved machine learning, this paper proposes an analysis method for the balance
of health care resource allocation. This method can accurately predict and evaluate the
resource demand, and is helpful to improve the accessibility and balance level of high-
quality medical services. In this paper, the supply of medical services only considers the
number of licensed (Assistant) doctors and registered nurses, without a comprehensive
evaluation of the overall service capacity of the hospital, which can be considered in
future research.

FundProject. Xiamen Institute ofTechnology2021School-levelYoung andMiddle-agedScien-
tific Research Fund Project: Binhai Nuclear Power Plant Disaster-Causing Organisms—Detection
and Identification of Haitigua, Project No. 6
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Abstract. Traditional data acquisition methods usually collect and upload data at
a fixed time interval, which is easy to generate a large number of redundant data,
leading to large acquisition errors. To solve this problem, this study designed
a new method of human injury data collection in sports based on the Internet
of things. First of all, select the strong representative features such as the mean
value and peak mean value of human injury data, and detect the human motion
state according to the resultant acceleration, signal intensity region and tilt angle.
Then, set up multiple sensors. Capture multi angle information of human motion
data. Finally, using the adaptive strategy, the ratio of the residual energy and the
total energy of the Internet of Things collection node is used to characterize the
overall energy state of the node, reduce data redundancy, and then send the data
to the data sink node through wireless transmission to confirm the current human
motion injury state. Test results show that the average acquisition error of this
method is relatively small, and it can collect human injury data more accurately
in long-term sports.

Keywords: Internet of things · Athletic sports · Human body injury · Data
collection · Movement characteristics · Adaptive acquisition

1 Introduction

Good health not only helps us to maintain a positive and optimistic mood and attitude
towards life, but also helps to enhance happiness and self-confidence. Having a strong
physique is the fundamental guarantee for our study, work and life. At present, regular
sports have been proved to be helpful in slowing down and preventing the development
of chronic diseases, and have important significance in sub-health intervention and pro-
moting human health. But in sports, we need to follow a certain scientific way, otherwise,
it will not only be difficult to achieve the purpose of strengthening the body and curing
diseases, but even counterproductive, causing secondary damage to the body.

In sports, it is necessary to monitor the sports state of athletes, and understand the
exercise situation of sports participants according to their state, including whether the
action category is correct, the number of actions, the amount of exercise and the period
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are appropriate. In this process, it is an important link to collect and analyze the injury
data of sports participants, which can help people track their own health at the sports
fitness level [1].

At present, the wireless body area network (WBAN) composed of multi-sensor
is usually used to assist instructors to monitor the movement of sports participants,
determine the movement status of participants by collecting human injury data, and
make timely corrections and guidance, adjust their exercise intensity in a timely manner,
give early warning to individual sports fatigue, and give an alarm at the first time when
abnormal conditions occur in the participants’ bodies, Themedical staff shall be informed
to carry out timely rescue and realize continuous dynamic monitoring of important parts
of the human body [2].

On the basis of traditional research, this paper proposes amethod of collecting human
injury data in sports based on the Internet of Things, which makes it possible to monitor
user oriented sports, andmakes it easier for people to obtain professional sports guidance
when participating in sports exercises, so as to improve the professionalism of sports and
exercise participants, effectively avoid the occurrence of sports injuries, and improve the
effect of sports exercises.

2 Analysis of Human Motion Characteristics

The movements of the lower limbs of the human body are achieved by driving the bones
through the relevant skeletalmuscles to complete the rotation of the corresponding joints.
The main muscles of the lower limbs are the hip muscles, thigh muscles, calf muscles
and foot muscles. The human body has different exclusive characteristics in different
movement modes such as standing, walking, and running. The travel speed, ups and
downs of the center of gravity, height and posture in different movement modes will all
affect the gait of the movement. A general multi-sensor human posture data acquisition
system needs to configure 11 sensors, which are located in 11 parts of the human body’s
head, upper arm, lower arm, chest, abdomen, thigh and calf, and the sensor binding
position is between the two joints on body parts. However, due to the large number of
sensors used in this process, the system has high requirements for data aggregation and
fusion, which easily leads to low effective recognition rate of the final information.

In order to improve the operation and recognition efficiency of the system, the sensor
nodes of the head, chest and lower arm are removed in this paper, because the pose data
of the head and lower arm have little impact on the pose recognition, which is relatively
redundant. The motion of the chest and abdomen are basically similar, so one is taken
as the node. When the human body remains standing, there is no obvious movement
sign except for the normal natural weak shaking of the human body. The characteristic
data with strong representativeness such as the mean value, peak mean value, standard
deviation, covariance and skewness of the data are selected as the characteristic values
of motion pattern recognition.

The standard deviation of human injury data in sports is calculated as follows:

ε =
√
√
√
√

1

u

u
∑

i=1

(

Ai − A
)2

(1)
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In formula (1), ε is the standard deviation; u is the number of data samples; i is the
data serial number; Ai is the data sample; A is the mean. The standard deviation reflects
the volatility of the action range. The standard deviation can reflect the range of human
motion in sports. The larger the range of motion, the greater the standard deviation. The
smaller the range of motion, the smaller the standard deviation.

Seven sensors were used in the study, which were bound to seven parts of the human
body, including the left upper arm, right upper arm, abdomen, left thigh, left calf, right
thigh and right calf. The coordinate system that specifies the initial binding position of
each sensor is consistent, the X axis points to the left side of the human body, the Y
axis points to the top of the human body, and the Z axis points to the front of the human
body [3]. Because the muscles of the lower limbs need to maintain the balance of the
human body, stand stably, and walk frequently, they are more developed and powerful
than the muscles of the upper limbs of the human body. The complete time from the heel
of a lower extremity touching the ground to the heel of the lower extremity touching
the ground again is the gait cycle. In this time period, the gait cycle can be effectively
divided into a support period and a swing period according to whether the foot of the
lower limb touches the bottom. Covariance is often used to calculate and evaluate the
overall error between two sets of variables. Therefore, calculate the covariance difference
between the acceleration and angular velocity at the upper and lower limbs of the human
body, and identify the motion state according to the calculation results. The covariance
is calculated as follows:

c =

u∑

i=1

(

bi − b
)

(γi − γ )

u − 1
(2)

In formula (2), c is covariance; bi and b represent acceleration samples and combined
values; γi and γ represent the sum of angular velocity samples. The covariance feature
of the standard matrix of the static attitude is roughly distributed between 0.09 and
0.011, and the variance feature of the standard matrix of the moving attitude is highly
distinguishable from the static attitude. Therefore, the static attitude and the moving
attitude can be distinguished by this feature. The data point distribution dispersion,
peak valley value difference and numerical point distribution ratio have characteristics
similar to acceleration. The respective kurtosis of the data represents the slope of the
data fluctuation peak, which can reflect the maximum amplitude of human movement.
The calculation formula is:

ϕ =

u∑

i=1

(

Ai − A
)4
h

uε4
(3)

In formula (3),ϕ is the kurtosis; h is the sample interval of the data. Different from the
slowwalkingmode, the running speed in the runningmode is faster, and the frequency of
changes in the center of gravity of the human body increases. It is necessary to increase
the frequency, speed up, and increase the range ofmotion and elbowcurvature tomaintain
the stability of the human body. The phase division of the gait cycle presents periodic
changes in time and space [4]. And according to the phase change of the corresponding
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gait cycle, the data characteristics of the surface EMG signal of the lower limbs of the
human body also have corresponding periodic changes, and at the same time have a high
correlation with the gait cycle.

3 Motion State Description

In order to describe the motion state of human body, it is necessary to introduce several
motion features, including acceleration, signal intensity region and inclination angle.
The principle of the accelerometer is to calculate the acceleration value of the block
at this moment through the force generated by the inertia of a block in motion. The
accelerometer can not only measure the acceleration of the block, but also the gravity
value of the block. The resultant acceleration represents the arithmetic square root of
the vector sum of squares of triaxial accelerations in space. The calculation formula of
resultant acceleration v(t) at time t is as follows:

v(t) =
√

v2x (t) + v2y (t) + v2z (t) (4)

In formula (4), vx(t), vy(t), vz(t) represents the output value of the acceleration sensor
in the three directions of X, Y, and Z, respectively. v(t) is a general description of the
acceleration value changes in all directions, which can reflect the intensity of the human
body’s motion state.

Compared with the standing state, when the human body is in the slow walking
state, the acceleration in the X, Y and Z directions increases with the increase of the
swing arm speed and frequency. The resultant acceleration fluctuates between 5.285–
17.391 m/s2. The angular velocity changes with the action amplitude and the curvature
of the axis joint, the peak valley value difference increases, and the resultant angular
velocity fluctuates between 0.125–2.847 rad / s.

Due to the abnormal jitter in the movement process and the influence of the mea-
surement environment, it is inevitable to produce noise. The frequency of human motion
is generally concentrated in 0-20Hz, and the change is more obvious in 0-5Hz, and the
frequency of noise is certainly greater than this frequency. Therefore, low-pass filter can
be selected to suppress noise [5].

When a fall occurs, the change of the v(t) curve increases significantly, so the fall
behavior can be preliminarily judged by setting the threshold value of the resultant
acceleration. The SMV curve changes of falls are similar to those of strenuous exercise
and running.This paper uses a 4th-orderButterworth low-pass filter to denoise the triaxial
acceleration and triaxial angular velocity data. Filter parameters: the pass-band cut-off
frequency is 20 Hz, the stop-band cut-off frequency is 23.5 Hz; the minimum pass-band
attenuation is 3 dB; the stop-bandmaximum attenuation is 20 dB. Use the signal strength
area to make up for the lack of v(t)-curve threshold detection. The signal strength area
W can be used to analyze the amplitude of dynamic motion, and its expression is:

W = 1

t

(∫ 1

0

∣
∣vx(t)

∣
∣dt +

∫ 1

0

∣
∣
∣vy(t)

∣
∣
∣dt +

∫ 1

0

∣
∣vz(t)

∣
∣dt

)

(5)

For some movements, the limbs always move in the horizontal plane during the move-
ment, so the average acceleration along the axis of the limb direction is always near
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zero. For other movements, the limbs always move in the vertical plane, so the aver-
age acceleration along the axis of the limb direction is around 1g. Because there are
some similarities in the behavior of human activities, such as the acceleration changes
of falling and rapid sitting are relatively similar, the tilt angle is used to judge the posture.
The inclination angle represents the angle between the body and the vertical direction,
and the formula is:

β = ar cos

(
l(t)

g

)(
180

π

)

(6)

In formula (6), β is the inclination angle; l(t) is the height of the body torso; g is
the acceleration of gravity. In the whole process of falling, the human body will be in
different states over time during the fall, and the change of the posture of the human
body from 0° to 90° during the fall process can be reflected by the inclination angle.
In the static state, the three-axis angular velocity data should be zero, the X, Y axis
acceleration should be zero, and the Z axis acceleration should be + 1g or -1g, but the
data measured by the sensor will drift during the actual measurement process. Data to
compensate. After compensation, the acceleration measurement value of the sensor is
stable at 0.001g, and the angular velocity measurement value is stable at 0.05°/s, which
corrects the error.

4 Multi-sensor Data Fusion in Human Motion

The motion data collected by the sensor will be uniformly encrypted and stored in the
database, and the identification result is only the motion status information and the
number of the safety device worn. Therefore, it can effectively avoid adverse effects
caused by personal data leakage [6].

Before entering the designated area, the person being tested should enter personal
characteristic information, that is, personal movement characteristic data, so as to ensure
that all safety device wearers can be accurately identified. The terminal locations in the
area are similar, and the collected environmental parameters have strong coupling, that is,
there is a spatial correlation between the sensing data of each terminal in the monitoring
area. The time synchronization server is the timing center of the system, which can
provide millisecond-level time synchronization for all distributed positioning devices.
The sensing data of a single collection terminal can form a time series, and through
the analysis of the time series, it can be found that the sensing data within a certain
period of time has a strong temporal correlation [7]. Each pressure sensor can actually
provide complementary information. That is to say, each sensor in complementary fusion
captures different aspects of the monitored object, which is used to improve the accuracy
and reliability of the system. Therefore, the sensing data collected by the terminals in the
adjacent monitoring area have strong spatial and temporal correlation. The data fusion
process is shown in Fig. 1.

The time synchronization server is equipped with a microcontroller and a RF
transceiver, which periodically broadcasts the relative time value to all distributed posi-
tioning devices in the space field through wireless communication. Each distributed
position device maintains time synchronization with the time synchronization server,
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Receiving data from adjacent terminals

Start

Assign weights based on spatio-
temporal correlation

Weighted data fusion

End

Calculation of spatiotemporal
correlation

Eliminate low correlation data  

Fig. 1. Schematic diagram of isomorphic data fusion

thereby realizing time synchronization between all distributed positioning devices [8].
Firstly, the dynamic time planning distance method is used to calculate the spatial dis-
tance of terminal data at each time point in a period of time. In the window time, the time
data series of terminals E1 and E2 are ζ (E1) and ζ (E2) respectively, and the distance D
between terminal perceived data is expressed as:

D=f [ζ (E1), ζ (E2)] + min f
[

ζ ′(E1), ζ
′(E2)

]

(7)

In formula (7), f is the Euclidean distance between the corresponding data points
in the sequence; ζ ′ is the sequence of the previous data sampling period. The main
function of the time synchronization server is to send time information regularly to
ensure the time synchronization of the entire network. The distance between data points
is calculated recursively. By calculating the distance of each terminal data, the median
absolute dispersionmethod is used to set the correlation threshold, and the lowcorrelation
terminal data exceeding the threshold will not participate in this data fusion.

Generally, for statistical data, the number of digits is reserved to 6 significant digits
at most. Therefore, for the data extracted by different sensors, the data digits are unified
respectively to avoid the error impact on the subsequent eigenvalue extraction. Take the
median of the calculated space-time distance and calculate the absolute difference with
each distance, and then take the median of all the obtained absolute values as MAD.
Calculate the correlation degree between the terminal data according to the calculated
dynamic time planning distance, and use the exponential function to quantify the spatio-
temporal correlation degree between the terminal data, which is expressed as:

R = e−D2
2 (8)

In formula (8), R is the spatiotemporal correlation degree; e is an exponential func-
tion. The weight is allocated according to the strength of the correlation degree, wherein
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the higher the correlation degree between the terminal perception data, the greater the
allocated weight. According to the size of the weights, weighted data fusion is performed
on the currently collected sensing data to achieve the purpose of improving the accuracy
of the sensing data.

In order to directly import relevant data into MATLAB for eigenvalue calculation,
the sensor category name and time node information are eliminated, and only the human
motion dynamic data detected by the sensor is retained. Even if the information provided
by multiple pressure sensors is used, it is still unable to obtain gait spatial measures
such as stride length and pace. When multiple kinds of sensor signals are needed to
obtain information that cannot be obtained by observing these signals independently,
collaborative fusion plays a role. According to the assigned weights, the isomorphic
perceptual data with strong spatial-temporal correlation is weighted for data fusion, and
the fusion results will be reported to the server as the final measured data value of the
terminal.

5 Establishing a Sports Injury Data Collection Model Based
on the Internet of Things

The above contents analyze the human motion characteristics, describe the motion state,
and implement the fusion of multi-sensor data in the human motion process. On this
basis, take the fused multi-sensor data as the basic data, and establish the sports injury
data acquisition model based on the Internet of Things.

Large-scale data acquisition and transmission requires the acquisition system to
support long-distance communication and support a large number of sensor nodes to
work at the same time. The data acquisition model proposed in this paper is shown in
Fig. 2.
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Fig. 2. Sports injury data collection model

Collection setting is a necessary configuration module for data collection, mainly
an interface management module that needs to be configured for a collection task. In
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this part, the interface design of configurable collection, analysis and conversion will
be realized. It includes task ID, DTU enable, acquisition command, acquisition cycle,
task mode, matching rules, data segmentation, data conversion, filtering rules, incre-
mental threshold, maximum and minimum value (optional), adaptive switch, etc. The
data acquisition of human sports injury is located in the perception layer, and the adap-
tive adjustment of data acquisition interval is completed according to the set adaptive
acquisition strategy.

In traditional data collection methods, data are generally collected at fixed time
intervals and uploaded. The data interaction is carried out in the CBI mode, and all the
information in the system interface will be saved through the configuration file, which
is logically the corresponding relationship between nodes and sub-nodes [9]. The fixed
acquisition interval requires consideration of energy consumption and data sensitivity.
When the human body motion is in a stable state, performing data collection at fixed
intervals will generate a large amount of redundant data and waste energy. When sports
are in a state of rapid change, if the set collection time interval is too large, it will
inevitably lead to less data collected. The information display method of each check
box in the configuration interface is the node name and the node field name consists of
two important parts. The precondition for data transmission is to establish a connection
between the two parties. This part is transmitted using the TCP protocol, and the data
transmission is performed by establishing a socket channel.

When the acquisition system adopts fixed interval for data acquisition, there will be
problems if the acquisition interval is set too short or too long. Therefore, the acquisition
system needs to be able to reasonably set the acquisition frequency according to the
demand, so as to maximize the contradiction between data perception and energy con-
sumption [10]. In this paper, an adaptive strategy is proposed to select the ratio of residual
energy and total energy of nodes to represent the overall energy state of nodes. After ini-
tializing the acquisition, start to adjust the acquisition interval. When the collected data
changes frequently, the collection interval will be dynamically reduced. Assuming that
the value of the data currently collected by the system is Z0 and Z is the data reference
threshold, there are:

Z =
{

Zmin,Z0 < Zmin

Zmax,Z0 > Zmax
(9)

In formula (9), Zmin and Zmax are the minimum and maximum thresholds of sports
injury data, respectively. After obtaining the reference threshold, it is necessary to cal-
culate the degree of deviation of the data. At this time, the following method is used to
calculate:

{

η1 = |Z0 − Z|
η2 = Zmax − Zmin

(10)

InEq. (10),η1 is the difference between the collected data and the reference threshold;
η2 is the difference between the maximum threshold and the minimum threshold. On
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this basis, the adaptive acquisition strategy can be expressed as:

κ =

⎧

⎪
⎨

⎪
⎩

κ0

(

1 − η1

η2

)(

1 − δ

δ0

)

, η1 ≤ η2

κmin, η1 > η2

(11)

In formula (11), κ represents the updated acquisition interval; κ0 and κmin represent
the initial acquisition interval and the set minimum motion injury data acquisition inter-
val, respectively; δ and δ0 represent the current state and initial energy of the acquisition
node, respectively. The entire transmission process includes initializing the connection
of the device, obtaining the mac address for data MD5 verification, obtaining the node
data of the configuration file, establishing the channel and authenticating, and waiting
for the data packet to be sent. When the data is in a normal state, the system tends not to
update the collection interval, but uses the initial collection interval for data collection;
when the data fluctuation exceeds the normal range, the system needs to update the
collection interval. After the transmission channel is established, the gateway sends a
collection command to the gateway through the Modbus TCP protocol. After receiving
the collection command, the collection end will immediately feed back the information
data stream. After the gateway receives the data, the data will be analyzed, matched and
filtered. Operation, and send the collection result package to the cloud. Data needs to be
formatted and preprocessed after collection.

In the txt text file, in addition to the real-time sensor data in the X, Y and Z directions,
the data information collected by the sensor also includes the category annotation and
coordinate axis annotation of each sensor. In addition, the digital digits recorded and
saved by each category of data are lack of consistency, so it is necessary to sort out
all data contents according to categories. Considering the extreme situation that the
data deviates too much, and when the new acquisition cycle calculated is less than
the sleep time supported by the hardware, this acquisition interval will be set as the
minimum acquisition interval. Control the relevant sensors and obtain the readings of
the equipment to obtain the data of the motion state; Send data to the data convergence
node by wireless way; Receive the information of the data convergence node to confirm
the current motion state. Before data analysis, it is necessary to import the contents of
txt file recording motion data into the Excel table of Office, and classify the contents
and set the digits of the imported information.

6 Experimental Studies

In order to verify the practical application effect of the data collection method of human
injury in sports based on the Internet of Things, a comparative experiment was designed
to compare the method in this paper with the traditional data collection method based
on association rule algorithm and the data collection method based on edge computing.

6.1 Experiment Preparation

The data processing program in this paper is based on the GUI module in MATLAB
as the development platform, and the upper computer software system is built. In the
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experimental test, 10 volunteers (aged 25–45 years old, height 160cm-180cm, 5 males
and 5 females) were invited to conduct sports data collection experiments.

The acquisition experiment requires the subjects to perform the data acquisition
experiment of the exercise process in a state of no muscle fatigue and a good mental
state. The purpose of the action counting and cycle calculation experiments is to verify the
accuracy of data collection. For this experiment, the objectiveness of the experimental
results is largely affected by the number of trials. Especially for action counting, the
validity of the analysis method can only be demonstrated if the results are still accurate
when the number of times is sufficient. The experiment set the data collection time as 60
min, and repeated 50 movements during this time. This value is higher than the number
of times required for a single exercise, which can verify the accuracy of the method.

During the experiment, in addition to using sensors to collect and record motion
data, a stopwatch was also used to time the cycle of each action as the actual standard.

6.2 Results and Analysis

For the movement of limbs rotating around joints, the sensitive axis is generally angular
velocity, while for the vertical movement of limbs such as shoulder pushing and heel
lifting, the sensitive axis is acceleration. Therefore, the angular velocity and acceleration
of motion are selected as the collected data for the experiment.

Due to the different structure of the crowd and the different physical characteristics
of individual pedestrians, the statistical distribution of stride length and stride frequency
is often relatively discrete, because for individual pedestrians, the size of their stride
length is largely subject to their physical characteristics. In motion, the amplitude and
frequency ofmotion fluctuations fluctuate in varying degreeswith the intensity ofmotion
changes. Therefore, it is of practical significance to select stride and stride frequency
data to analyze the effect of injury data collection.

The average error of data acquisition is obtained by comparing the motion data
acquisition value with the actual value. In the 60 min test time, the results of motion
angular velocity, acceleration, stride and step frequency data acquisition error obtained
by different methods are shown in Table 1, 2, 3 and 4.

In the angular velocity data acquisition, the average acquisition error of the human
injury data acquisition method in sports based on the Internet of things designed in
this paper is 2.34%, which is 1.32% and 2.11% lower than the comparison acquisition
method based on association rule algorithm and edge calculation.

In the sports acceleration data acquisition, the average acquisition error of the human
injury data acquisition method in sports based on the Internet of things designed in this
paper is 2.02%,which is 1.81%and 2.45% lower than the comparison acquisitionmethod
based on association rule algorithm and edge calculation.

In the movement stride data acquisition, the average acquisition error of the human
injury data acquisition method in sports based on the Internet of things designed in
this paper is 2.17%, which is 1.49% and 1.95% lower than the comparison acquisition
method based on association rule algorithm and edge calculation.

In the step frequency data acquisition, the average acquisition error of the human
injury data acquisition method in sports based on the Internet of things designed in this
paper is 2.27%,which is 1.00%and 1.64% lower than the comparison acquisitionmethod
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Table 1. Motion angular velocity data acquisition error (%)

Acquisition time
(min)

Data collection method
of human body injury
in sports based on
Internet of Things

Data collection method
of human body injury
in sports based on
association rule
algorithm

Data collection method
of human body injury
in sports based on edge
computing

5 1.84 3.59 4.16

10 1.91 3.66 5.52

15 2.55 3.45 3.46

20 2.60 3.14 5.36

25 2.52 4.57 4.95

30 1.86 2.31 3.85

35 2.78 3.68 5.47

40 2.25 4.52 4.52

45 2.54 5.26 5.58

50 2.82 3.23 3.36

55 1.96 2.65 3.49

60 2.43 3.88 3.63

Table 2. Motion acceleration data acquisition error (%)

Acquisition time
(min)

Data collection method
of human body injury
in sports based on
Internet of Things

Data collection method
of human body injury
in sports based on
association rule
algorithm

Data collection method
of human body injury
in sports based on edge
computing

5 1.34 4.43 4.26

10 1.61 3.16 5.28

15 2.25 4.05 5.59

20 1.92 2.52 4.96

25 1.83 3.28 3.37

30 2.76 5.86 3.41

35 2.65 3.93 4.86

40 2.78 4.61 5.50

45 2.09 3.34 4.29

50 1.66 3.57 3.63

55 1.52 3.72 4.14

60 1.84 3.45 4.35
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Table 3. Movement stride data collection error (%)

Acquisition time
(min)

Data collection method
of human body injury
in sports based on
Internet of Things

Data collection method
of human body injury
in sports based on
association rule
algorithm

Data collection method
of human body injury
in sports based on edge
computing

5 2.54 3.16 3.26

10 2.41 3.25 3.48

15 2.95 3.48 4.47

20 1.82 3.96 2.95

25 1.66 2.52 3.63

30 1.43 2.74 4.48

35 1.72 4.96 5.96

40 1.55 4.35 4.58

45 2.28 3.35 4.47

50 2.36 3.48 5.11

55 2.43 4.62 3.35

60 2.84 4.08 3.68

Table 4. Movement cadence data collection error (%)

Acquisition time
(min)

Data collection method
of human body injury
in sports based on
Internet of Things

Data collection method
of human body injury
in sports based on
association rule
algorithm

Data collection method
of human body injury
in sports based on edge
computing

5 2.66 2.48 2.86

10 1.85 2.62 3.74

15 1.44 3.59 4.98

20 2.57 4.47 5.61

25 2.61 2.58 2.95

30 2.75 2.63 2.90

35 2.48 3.12 3.39

40 1.82 3.15 3.65

45 1.96 2.41 4.58

50 2.53 4.86 4.46

55 2.34 3.59 4.73

60 2.28 3.75 3.12
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based on association rule algorithm and edge calculation. The data acquisition interval
of the design method in this paper will be adjusted adaptively with the deviation of the
collected data and the change of energy. Therefore, the average error of the acquisition is
relatively small, and the data acquisition of human injury can be realizedmore accurately
in long-term sports.

7 Conclusion

In sports training, it is necessary to monitor the movement state of the athlete. A network
composed of multi-sensors can assist the instructor to monitor the body movements of
the sports participants, and by collecting the data of the human body injury, it is possible
to know whether the number and cycle of the athlete’s movements are appropriate.

In the traditional data collection method, data is generally collected and uploaded
at fixed time intervals, which will generate a large amount of redundant data and cause
a waste of energy. Aiming at this problem, this paper designs a data collection method
for human injury in sports based on the Internet of Things. After the acquisition is
initialized, the adjustment of the acquisition interval begins. When the collected data
changes frequently, the collection interval will be dynamically reduced. Control the
relevant sensors and obtain the readings of the equipment to obtain the motion data,
and send the data to the data aggregation node wirelessly to collect the current motion
state data. The average error of the collector in this paper is relatively small, which can
achieve accurate collection of long-term motion data.

Although the method designed in this paper improves the ability of environmental
perception, the overall energy consumption of the proposed strategy is still large in
the case of drastic changes in the environment. Therefore, the next step is to study a
more reasonable node sleep strategy to further reduce the energy consumption of data
collection.
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Abstract. With the continuous growth of our country’s economy and people’s
happiness, people’s improvement of the living environment and competition in
the real estate industry have become increasingly fierce. The emotions of property
employees at work will have a direct impact on the owners, and the construction
of a harmonious living environment will have a significant impact on the improve-
ment of the human resource management level of the property’s capabilities and
the impact of the company’s brand. The purpose of this article is to study the
psychosocial therapy model involved in the emotional management of property
management employees. This article first introduces the basic theory of emotional
management, and then elaborates on the current situation of the property man-
agement staff, and analyzes the problems existing in the work of the staff. On
this basis, combined with the psychosocial therapy model to carry out emotional
management research on the employees of property management. This article sys-
tematically expounds the process of psychosocial therapy for employees to carry
out emotional management treatment, and uses questionnaire surveys, field sur-
veys and other research methods to study the themes of this article. Experimental
research shows that after psychosocial treatment, property managers learn to per-
ceive emotions and consciously perceive negative emotions, which improves their
insight into self-emotion and self-emotion management ability.

Keywords: Psychosocial Therapy · Estate Management · Emotional
Management · Research Analysis

1 Introduction

With the continuous improvement of people’s living standards, people’s desire to pursue
a high-quality life is becoming more and more urgent [1, 2]. High-quality property
services have become one of the first choices that people consider when buying a house
[3, 4]. Research on property companies and improve the management level of property
companies, to improve the service level of property companies, has attracted more and
more attention [5, 6].
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In the research on property employee relationship management, many scholars have
achieved good results. For example, Zhang Xiaohua pointed out that emotional man-
agement is an indispensable part of employee relationship management in his research
on emotional management of property employees; regulating emotions by establishing
communication channels can improve work efficiency [7]. In his research on real estate
human resource management, Chen Murong concluded that companies must be strate-
gically oriented, consolidate the foundation of human resource management, reform the
salary system, and improve the performance management system in order to improve
employee relationshipmanagement more effectively [8]. ZOUYanchun et al. studied the
specific strategies of leaders’ interpersonal emotional management from the perspective
of overall emotional management, negative emotional management and emotional man-
agement efficacy, and summarized them as constructive strategies, neutral strategies
and destructive strategies. The above strategies have different effects on employees’
attitudes, behaviors and performance through different mechanisms. Social exchange
theory, resource conservation theory, threat regulation theory, emotional event theory,
emotion namely social information theory and attribution theory are the main theoretical
mechanisms to explain the impact of leaders’ interpersonal emotion management [9].
LAN Jijun et al. studied the influencing factors of mental health of subway employees.
The typical sampling method was used to investigate their mental health, mental cap-
ital and job investment. The research analysis shows that there is a close relationship
between the mental health of subway employees and their work involvement [10].

This article aims to improve the efficiency of property services. Combining the
psychotherapy model to study the emotional management of property managers, the
feasibility of the content of this article is judged by comparing and analyzing the emo-
tional management status of property managers before and after receiving psychosocial
treatment. The experimental results demonstrate that the contribution of this method is
that property managers learn to perceive emotions and consciously perceive negative
emotions if not only for employees, and improve their insight into self-emotion and
self-emotion management, which is application-wise feasible.

2 Psychosocial Therapy Model Involved in the Application
of Emotional Management of Property Management Employees

2.1 Emotion Management

This article divides emotional management into three dimensions. First, with the help
of social workers, employees can correctly understand their own emotional state and
realize that they have a certain degree of emotional problems; second, employees can
judge themselves rationally whether their emotions are positive or negative, and can
accurately express their emotions; finally, employees can find suitable methods and
strategies for coping with emotions, so as to adjust and change their own bad emotions.
Effectively enhance personal positive emotions and balance their internal and external
emotions, thereby helping employees achieve their career planning and life goals with
a positive attitude [11, 12].
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2.2 Analysis of the Causes of Emotional Problems of Property Management
Employees

2.2.1 External Reasons

Immature owners’ assembly system
The owners’ meeting system has not yet matured. The owners’ meeting of some projects
has not only failed to act as a “barrier”, but has aggravated the conflict between the own-
ers and the property company, and finally led to a substantial increase in the workload
of the property company. According to the survey, the most psychologically stressed
positions for property employees are related to customer service relationship manage-
ment positions responsible for coordinating and handling owners’ complaints. This also
shows that there is a correlation between the maturity of the owners’ assembly system
and the company’s employee relationship management.

It is difficult to use and renew the expenses such as property management expenses and
special maintenance funds
The difficulty in the use and renewal of expenses such as property management fees and
special maintenance funds has led to increased pressure on the income of the property
management company, which has also affected the increase in employee salaries. With
the ultra-fast development of the real estate market in recent years, people enjoy services
from old-style management communities to modern management mode properties. The
necessity of paying property management fees has not been universally recognized, and
the payment of property management fees is delayed or not. The situation is still more
serious.

The market for qualification training and certification for property practitioners is
chaotic
The market for qualification training and certification for property practitioners is
chaotic. Various types of property practitioner qualification certificates are inadequate
and the training of practitioners is insufficient, which adds to the cost of training prac-
titioners for property companies. The role of property management professionals in
employee relationship management goes without saying. Excellent property manage-
ment professionals not only need to have professional skills to serve owners, but also to
have human resource skills tomanage employees. For example, in the training and exam-
ination of registered propertymanagers, it is necessary to conduct systematic inspections
on human resource management, psychology and public relations management.

2.2.2 Reasons for Organizational Characteristics

Formula values and company culture
The company highly emphasizes the obedience of employees, and emphasizes the contri-
butions of employees to the company and the unconditional execution of work tasks. The
militarized corporate culture ensures that the company’s various tasks can be completed
to the greatest extent, it also objectively limits the exercise of the employees’ subjective
initiative and increases the psychological pressure of employees at work. In addition,
the militarized management style and corporate culture also bring about unconditional
obedience to the leader. There is no more equal interpersonal relationship between the
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leader and the employee, which objectively hinders the bottom-up communication in
the communication, especially the reflection This is particularly evident in terms of
leadership issues.

Company organizational structure
There are also different levels within the project, such as living properties, high-rise
properties, villas, and marketing areas. These differences will place higher requirements
on the management of the company’s employee relations, but the company is only in the
headquarters. There are human resources related positions, and the employee relationship
management lacks professional staff management in the project.

Company human resource management
First, the coverage of employee promotion is small. Only regular employees in the com-
pany can enjoy the qualifications of “public job bidding”, and labor dispatch employees
cannot become the company’s management-level personnel included in the performance
appraisal category; second, there is a serious shortage ofmanagement positions. The ratio
of management personnel to the total number of employees is about 79:1000, and the
number of management positions cannot meet the actual needs of the company’s man-
agement; third, the company’s “public promotion and competition” system has many
unreasonable points, which discourage employees from competing for management
positions.

2.3 Analysis of the Application of Psychotherapy Model to Emotional
Management Methods of Property Employees

2.3.1 Direct Treatment Services Intervene in the Emotional Management of Prop-
erty Management Employees

Direct treatment services are based on the communication between social workers and
employees, as well as reflecting the internal thoughts and feelings of employees. It can
be divided into non-reflective direct treatment services and reflective direct treatment
services.

Non-reflective direct treatment services are all kinds of necessary services directly
provided by socialworkers to employees, and employees are only passively obeyed coun-
seling services. This kind of service often does not pay attention to whether it reflects
the feelings and thoughts of employees. Non-reflective direct treatment mainly includes
support, direct influence, exploration-description-catharsis. Support is to reduce the anx-
iety of the client through the understanding, acceptance and empathy of social workers,
and to give the client the necessary affirmation and recognition. Direct influence refers
to the direct expression of their own ideas through social workers to promote changes in
service targets. Exploration-description-catharsis refers to the process by which social
workers allow employees to explain and describe the causes and development of their
own dilemmas, to provide employees with opportunities to vent their emotions, to reduce
their inner impulses, and to change their bad behaviors.
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2.3.2 Indirect Treatment Services Intervene in the Emotional Management
of Property Management Employees

In addition to the direct treatment model, the psychotherapy model also emphasizes
indirect treatment methods that indirectly affect employees by improving the surround-
ing environment or counseling a third party. Indirect treatment does not directly affect
employees, the impact on employees is also very important. Including support, direct
influence, exploration-description-catharsis and reflection on reality. These four indi-
rect intervention methods are the same as direct intervention, but the target clients are
different. The clients of indirect treatment mainly include parents, friends, colleagues,
etc.

2.4 The Psychotherapy Model is Applied to the Analysis of Countermeasures
for the Emotional Management of Property Employees

2.4.1 Improve Employees’ Awareness of Emotional Management

Increasing the importance of company management on emotional management
To improve the awareness of emotional management of all property employees in the
enterprise, first, we must let the managers of the enterprise realize the importance of
emotional management to the enterprise. Because the senior management of a company
is the implementer of this corporate culture and system, if youwant to form a new culture
and system in the company, themost direct and effectiveway is to let the company’sman-
agers pay attention to this new culture first. When managers recognize the importance
of corporate emotional management, they will find ways to implement this new culture
into the corporate system, or provide a beneficial enterprise for the effective implemen-
tation of this system and the penetration of this culture. The environment is conducive
to the establishment of new systems and new cultures. When enterprise managers have
a comprehensive and profound understanding of emotions and emotional management,
they will not only have a beneficial effect and influence on the managers themselves, but
also will be beneficial to the establishment of corporate emotion management systems.

Enabling all employees to correctly understand emotions
For employees to master effective emotional management methods, they must first
increase the awareness of the entire company’s employees on emotions. Only by cor-
rectly and scientifically understanding emotions can employees actively participate in
the learning and mastery of emotional management methods. Only then can I effectively
manage my emotions and improve my happiness.

Specific ways to change employees’ perceptions of emotional management
Expert lectures: through hiring experts, conducting lectures, through lectures to under-
stand and understand emotions to popularize the knowledge of emotional management.
Or use online video resources to popularize emotions and emotional knowledge.

Parallel exhibition group: The group work of the three major professional methods
of social work can be applied to the popularization of employee emotional management
knowledge and the mastery of emotional management methods.
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Case: For employees who have encountered relatively serious emotional disorders
and problems, such as the above cases, they can achieve emotional awareness through
individual cases, and guide her out of emotions through professional methods.

2.4.2 Improve the Company’s Natural Environment

A good company’s natural environment will bring joy to the work of employees. If
employees work in a better mood, their work efficiency will naturally increase. Working
in a happy mood will also increase employees’ interest in work, and produce a good
emotional experience for their own work.

2.4.3 Regularly Carry Out Activities that Benefit Employees’ Emotional Health

After employee’s work, the company can carry out some activities. These activities
can be designed for positive purposes, such as activities to enhance the relationship
between employees and activities to relieve employee pressure. The organization of
these activities should give full play to the employees’ own ingenuity allows employees
to design themselves, and the company only gives some support when appropriate, to
increase the enthusiasm and sense of value of employees.

3 Psychosocial Treatment Model Involved in the Experimental
Study of the Emotions of Property Management Employees

3.1 Experimental Protocol

In order to make this experiment more scientific and effective, this experiment went to a
property company in a certain place, and carried out a questionnaire test on its emotional
management and carried out psychosocial treatment. In this experiment, a total of 15
members were selected for testing, and the ratio of men to women was roughly equal to
ensure the validity of the experimental data.

This experiment conducted a questionnaire survey on the overall situation of the
property management staff’s emotional management and their understanding of emo-
tional management. The pre-test part is based on the self-evaluation statistics of the
questionnaire filled out by the property management staff before joining the group, and
the post-test is the follow-up evaluation made by the property management staff two
weeks after participating in the group activities.

3.2 Research Methods

3.2.1 Questionnaire Survey Method

In this experiment, based on asking relevant experts, a targeted questionnaire was set up.
The questionnaire survey is conducted in a semi-closed manner, the purpose of which
is to promote the correct filling of the surveyed persons.
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3.2.2 Field Research Method

This research investigated on the emotional management of property managers and
collected data by going deep into the interior of a property company in a certain place.
These data provide a reliable reference for the final research results of this article.

3.2.3 Interview Method

In this study, through face-to-face interviews with property management personnel and
recording data, the recorded data was sorted and counted. These data not only provide
theoretical support for the topic selection of this article, but also provide data support
for the final research results of this article.

3.2.4 Mathematical Statistics

Use related software to make statistics and analysis on the research results of this article.

4 Psychosocial Treatment Model Involved in the Emotional
Experiment Analysis of Property Management Staff

4.1 Analysis of the Overall Situation of Emotional Management of Property
Personnel

In order to make this experiment more scientific and effective, this experiment con-
ducted a survey on the overall situation of the property management staff’s emotional
management through a questionnaire survey (Table 1).

Table 1. Analysis on the Overall Situation of Emotion Management of Property Staff

Pre-test Post-test

First-class 13.3% 26.7%

Good 53.3% 53.3%

General 33.4% 20.0%

Not good 0 0

very bad 0 0

It can be seen from Fig. 1 that in the pre-test, there were 2, 8, and 5 group members
who rated themselves as “very good”, “good”, and “fair” respectively; while in the post-
test, the selection of each group member was as follows: Obvious change: There are
4 members who choose “very good”, which is 2 more than before; the members who
choose “good” are still 8 and remain unchanged; the members who choose “normal”
are 3, 2 digits less than before. This result shows that the overall situation of the group
members’ emotional management is as expected by the group’s goals, and the emotional
management training that the group members perceive and learn in the group is helpful
for the group members’ improvement in emotional management.
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13.30% 53.30% 33.40% 0 0

26.70% 53.30% 20.00%
0 0
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Fig. 1. Analysis on the Overall Situation of Emotion Management of Property Staff

4.2 Analysis of Property Management STaff’s Awareness of Emotional
Management

In order to further study and analyze the practical effects of the current psychosocial
treatment model, including the reference [7] strategy, the reference [8] scheme, the three
psychosocial treatment models were applied, and the results are shown in Table 2.

Table 2. Analysis of Property Management Staff’s Awareness of Emotion Management

This model The reference [7]
strategy

The reference [8]
scheme

Pre-test Post-test Pre-test Post-test Pre-test Post-test

Know very well 0 20% 0 13% 0 11%

Understand 20.0% 46.6% 20.0% 31.8% 20.0% 30.9%

General 53.3% 33.4% 53.3% 42.6% 53.3% 43.4%

Don’t understand 26.7% 0 26.7% 12.6% 26.7% 14.7%

Don’t know 0 0 0 085.3 0 0

It can be seen from Table 2 that before participating in the group activities, only 3
group members “understood” the related knowledge of emotion management in the test,
accounting for 20.0% of the total number of property management personnel, and the
remaining13propertymanagement personnelweremostly correctEmotionmanagement
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is not well understood. After participating in the group activities, the group members’
awareness of emotional management related knowledge has changed significantly: 3
group members chose “excellent understanding” after participating in the group, and
7 group members chose “understanding”. The number of people who understand has
reached 2/3 of the total number of people in the group, and no group member is “not
aware” or “very little understanding”. However, there is still “incomprehension” after
othermethods are applied. The above data shows that the actual effect of the psychosocial
treatment mode of this method is better. Property management personnel have learned
to perceive emotions and consciously perceive negative emotions, thus improving their
insight into self emotions and self emotion management capabilities.

5 Conclusion

Through the research on the theories and methods of emotion and emotion management
and psychosocial therapy in emotion management, this paper combines these with the
actual situation of the property management personnel of the property company, and
understands the related factors that mainly affect the emotions of the employees of
the company’s logistics company, and the company lack of emotional management of
employees. Put forward countermeasures and suggestions in response to the problems
found in the investigation. And recognize that whether for the social work of property
companies or property companies, the use of emotional management in companies to
improve the happiness of property management employees is a long-term and arduous
task, and psychosocial treatment should be a long-term and difficult task. To make
contributions to management, it is not enough to understand social work theories and
methods.

Fund Project. Property management, An applied normal major of Sichuan University of Arts
and Science.
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Abstract. Some personalized recommendation methods of maternal and child
health education resources have the problem of long response time of resource
recommendation. A personalized recommendation method of maternal and child
health education resources based on association rule mining algorithm is designed
to improve the above defects. Automatically obtain the text content within the
marking range, obtain the characteristics of digital teaching resources, use the
session log to record various behaviors of users, build the user interest prefer-
ence model, extract the core language concept knowledge in the language concept
lattice, establish the maternal and child health knowledge base, calculate the max-
imum likelihood function of the ability parameter, and design the personalized
recommendation method based on the association rule mining algorithm. Exper-
imental results: the response times of the personalized recommendation method
of maternal and child health education resources in this paper and the other two
personalized recommendation methods of maternal and child health education
resources are 5.055s, 7.119s and 7.508s respectively, which shows that the person-
alized recommendation method of maternal and child health education resources
in this paper is more feasible after fully combining the association rule mining
algorithm.

Keywords: Association rules ·Mining algorithm ·Maternal and child health
care · Teaching resources · Personalized recommendation · Article characteristics

1 Introduction

With the progress of science and technology, the network and education inevitably
collide. Especially in recent years, the number of educational websites has increased
geometrically, and the educational resources in the network are also growing rapidly.
Therefore, a lot of human and material resources have been invested in all aspects of
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online education at home and abroad, aiming to use computer technology and educational
data to improve learning efficiency or teachers’ educational quality. However, a large
number of maternal and child health care teaching resources are published on the net-
work, which leads to the rapid growth of the number of teaching resources. It is difficult
for students to find suitable learning resources in the massive maternal and child health
care teaching resources, resulting in problems such as learning loss and information
overload. Nowadays, information technology in the field of maternal and child health
care teaching has developed rapidly, and a lot of experience has been accumulated in
daily life and production. Summing up these experiences has produced a large number of
data texts in the field of maternal and child health education. Among them, personalized
learning through the analysis of students’ learning behavior is one of the current research
hotspots. Knowledge-based recommendation depends on the knowledge of item charac-
teristics and user knowledge. The user knowledge here is not necessarily the browsing
records and scoring information of users, but the search information of users or the
description information of items. By making full use of these data texts through exist-
ing science and technology, it can play a huge medical guiding value, effectively assist
doctors in diagnosis, and effectively improve the efficiency of clinicians and patients in
obtaining high-quality reference resources. Therefore, some researchers have introduced
relevant technologies in the recommendation field into online teaching to recommend
maternal and child health care teaching resources, which can automatically recommend
teaching resources for students that meet their learning characteristics, knowledge level,
cognitive ability and other traits according to students’ historical learning and histor-
ical response records. In the knowledge base system, acquiring knowledge is a major
difficulty in the knowledge base. In the field of maternal and child health care, the
characteristics of obvious differences in the distribution of knowledge structure, unclear
concepts, wide sources of resources, complexity and strong subjectivity make it very
difficult to build the knowledge base in the field of maternal and child health care. Com-
bined with the machine learning technology of artificial intelligence, we can achieve the
structured storage of multi-source knowledge in the field of personalized recommenda-
tion of maternal and child health care teaching resources, achieve the goal of reuse and
sharing between the fields of maternal and child health care, and lay the foundation for
the construction of maternal and child health care knowledge base system. Recommen-
dation based on association rule mining algorithm must clarify user needs, and then the
systemmatches whether the characteristics of items meet user needs, and establishes the
association between recommended items and user needs. Compared with information
retrieval technology, maternal and child health care teaching resource recommendation
can better meet the personalized needs of students, greatly save students’ time to find
suitable teaching resources, and effectively alleviate the problems of information over-
load and learning loss caused by massive teaching resources. Just like pesonallogic, it
allows users to describe the characteristics of items they need through conversation. In
addition, it also adopts decision support or case-based recommendation methods. Teach-
ing resource recommendation service is gradually becoming an important research topic
and hot spot in the fields of online education and artificial intelligence, and has attracted
more and more researchers’ attention. Reference [1] proposed a recommendation model
of educational resources based on collaborative filtering algorithm, incorporating the
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attribute feature information of learning users, and constructed a learning user model
and a resource model; The learning user learning resource scoring matrix is constructed,
and the modified cosine similarity algorithm is used to calculate the behavior infor-
mation similarity of learning users, so as to achieve personalized recommendation of
resources. Reference [2] proposed a personalized educational resource recommendation
algorithm based on high-dimensional tensor decomposition. Preserve the information
integrity of high-dimensional space and realize personalized learning resource recom-
mendation. Reference [3] proposed a multi task feature recommendation algorithm that
integrates knowledge maps. Using multi task feature learning tools to embed knowl-
edge maps into tasks; Through the cross compression unit, the high-level relationship
between potential features and entities is established, and the recommendation model is
constructed to realize the recommendation of curriculum resources. However, the above
educational resource recommendation method has the problem of long recommenda-
tion and response time. In order to solve this problem, a personalized maternal and child
health education resource recommendation method based on the association rule mining
algorithm is designed.

2 Get the Characteristics of Digital Teaching Resources

With the development of educational informatization, teaching resource platforms are
also increasing, which promotes the wide dissemination and sharing of high-quality
resources. Different from commodities in e-commerce, digital teaching resources in the
platform have their inherent characteristics. In the past, in traditional teaching methods,
teachers mostly wrote test questions by hand, which is not only difficult to share, but also
inefficient, and difficult to save. Although there are many ways to classify resources:
according to the teaching level, they can be divided into basic teaching resources and
higher teaching resources. According to disciplines and majors, it can be divided into
science and engineering teaching resources, Reference and history teaching resources,
etc. [4]. Nowadays, although teachers have entered the era of electronic information.
Usually, teachers use computer office word software to edit test questions, but due to
the powerful function of office software, many teachers are not proficient in using it,
which leads to low efficiency. At the same time, most of the storage of test questions is
in the form of documents, which is too large to be flexible, and usually requires manual
test paper generation. However, no matter which classification, teaching resources are
used to teach knowledge. Each teaching resource has its own knowledge and skill points,
which constitute the core of this resource and represent the essential attributes of digital
teaching resources. This leads to the characteristics of digital teaching resources, as
shown in Fig. 1:

It can be seen fromFig. 1 that the characteristics of digital teaching resources include:
linear progressive characteristics, real-time characteristics, diversity characteristics and
interactive characteristics. In addition, in order to meet the various needs of teachers for
the generation of test questions, facilitate teachers’ operation, improve the efficiency of
question production, and reduce the granularity of resource storage, this paper studies
and implements a variety of ways to generate test questions resources, so that the test
questions resources can be stored in the unit of small questions. Moreover, the knowl-
edge point information of each teaching resource is marked by experts and scholars,
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Fig. 1. Characteristics of digital teaching resources

which has a certain authority. For example, if you log on to the China University open
course website, each course in the resource sharing course lists the course knowledge
point information. After automatically obtaining the start and end positions of the test
book, for a test document downloaded from the Internet or edited by the teacher, mark
the test text, and then automatically obtain the text content within the marked range,
and automatically analyze the questions, options, answers and analysis. Knowledge
point information among resources may overlap, so resources can be linked through
knowledge points. At the same time, users’ preferences for resources also represent
users’ preferences for the attributes of knowledge points contained in resources to a
certain extent [5, 6]. In addition, in order to improve the traditional test paper genera-
tion process, it is difficult for teachers to grasp the difficulty of the test paper and the
comprehensiveness of the knowledge points examined by the test paper. Users share
digital resources through the teaching platform, learn relevant knowledge, and are users
of teaching resources. Personalization is the most important feature of digital education
resources. Many digital education resources are selective and can effectively meet the
personalized needs of learners. In order to ensure the independence of personal teach-
ing resources among teachers and facilitate the effective sharing and reuse of teaching
resources. Specifically, each teacher corresponds to a personal storage space, that is,
each teacher has a personal resource library, and the test question resources and teaching
courseware in the personal storage space are only used by teachers or users authorized
by the owner of the library. Users generally have certain pertinence when learning, and
the classification is relatively clear. For example, a science and engineering student is
more inclined to learn science and engineering knowledge and choose science and engi-
neering resources, while a Reference and history student is more inclined to choose
Reference and history resources, that is, the user’s own characteristic information has
a certain connection with the selected resources. Resource providers provide learners
with accurately pushed digital education resources through diversified service methods
to meet learners’ preferences, work and life, give full play to learners’ potential, form
learners’ independent personality, and realize the personalization and customization of
universal education and lifelong education. Therefore, students can be granted the right
to upload their homework by teachers, which is convenient to upload it to teachers’
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personal space for teachers to download and review. At the same time, Teachers can
also upload personal information and other teaching resources that are inconvenient to
share to the personal resource library. Therefore, the similarity of choosing users of
similar resources is much higher than that of choosing users of different resources. At
the same time, big data technology is used to collect learners’ learning tracks and data,
build behavior models, match with knowledge maps, and accurately recommend digital
education resources for learners.

3 Build a User Interest Preference Model

The data used in the recommended methods are generally divided into two categories.
One is the attribute information of the user or the item itself, and the other is the interac-
tion information between the user and the item. Personalized recommendation for users
requires interactive information between users and items. When selecting resources,
users’ interests and preferences are usually concentrated in one or several types of
resources, and the knowledge point attribute information of similar resources is also
relatively similar. The knowledge point attribute connects different maternal and child
health care teaching resources. Therefore, users’ preference for resources also represents
users’ preference for the attributes contained in resources to a certain extent. This is the
only way for users to have a relationship with items. However, most recommendation
algorithms only use interactive information. When a new user just enters a new system,
there is no interaction temporarily. Naturally, there is no interactive information. At this
time, the user’s attribute information can play a key role. Using the user model learned
from the attribute information provided by the newly registered user to design the rec-
ommendation algorithm, it is easier to meet the needs of personalized recommendation
[7, 8]. At the same time, the number of resource attributes in the method is far less
than the number of resources. Transforming the user’s preference for resources into the
user’s preference for resource attributes can map the high-dimensional scoring matrix
to a relatively low dimensional space, which improves the response speed and reduces
the sparsity of data. User’s attribute information refers to the information that users need
to provide when they visit the new platform for the first time, including gender, age,
occupation, geographical location, etc. The platform can infer users’ interests and pref-
erences by analyzing these attribute information provided by users. Under the condition
that the data of the user feature layer and the interest characteristics based on time series
information are known, the data obtained from the user portrait layer is the combina-
tion of user attribute characteristics and user interest characteristics. The mathematical
expression formula is as follows:

Gδ = hδ + (1− h)

2
φ (1)

In formula (1), h represents the weight of the user feature model, φ represents the
data of the user feature layer, δ represents the set of user interest features.

Therefore, the scoring and resource attributes are fused to calculate the user sim-
ilarity. In the process of user clustering, this model is used to calculate the similarity
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between users, which not only excavates the potential interests of users, but also allevi-
ates the problem of data sparsity, making the clustering effect better. The discrete feature
corresponds to each position of the coding vector, that is, how many discrete features
there are, the number of bits of the coding vector will take value, and the value on the
vector position is determined by the characteristic value corresponding to this position,
so the value corresponding to this characteristic position will be set to 1, and the value
not belonging to this characteristic position will be set to 0. When calculating users’
preferences for resource attributes, users’ specific ratings should be taken into account.
The larger the proportion of the sum of users’ ratings of resources with a certain attribute
to the total of all their ratings, the more users prefer this attribute. Because the user clus-
tering method belongs to unsupervised clustering, using the clustering method based
on the peak density can determine the number of clusters according to the size of the
density, so as to obtain the optimal number of clusters. For each user in the user model,
the local density and distance should be calculated. Based on formula (1), the calculation
formula of local density is obtained:

g =
∑

i=1

γ |γi − η| (2)

In formula (2), γ represents the truncated distance, η represents the number of data
points smaller than the truncated distance, i represents the weight of all the scoring
resources.

This determines that the coding vectors corresponding to each feature are orthogo-
nal to each other and the distance is equal. The interaction information between users
and items is the most important data in the recommendation method. This data mainly
includes two forms: explicit interaction and implicit interaction. However, users’ prefer-
ences cannot be comprehensively measured only by their ratings, because each resource
has different attributes and the number of attributes, and the ratings are easily affected
by other factors such as resource quality, evaluation scale and so on. Explicit interactive
information refers to the information that can clearly see the user’s preference for items,
such as scoring, collection, attention, likes, purchases, etc. This type of data is easy
to obtain, but it is also prone to dirty data. Implicit interaction is the user’s objective
operation of the object, such as user login, click, browse, search and other behaviors.
Generally speaking, the more users prefer a certain attribute, the more they evaluate it.
For example, if users prefer science fiction books, the number of science fiction books
accounts for a large proportion of all evaluated books. At present, the more popular way
to use implicit interaction is the mining of session log data. Various user behaviors are
recorded in the session log, from which specific information can be extracted. Under
comprehensive consideration, the expression formula of users’ preference for resource
attributes is:

K =
∣∣r − μj

∣∣
|μ| ×

∑

j=1

|γi − η| (3)

In formula (3), r represents the entire resource space,μ represents the set of resources
scored by the user, j represents the resource attribute.
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Therefore, the greater the weight of the resource containing a certain attribute in the
user’s scoring resource set, themore users prefer the attribute of the resource.Considering
the dynamic relationship between the popularity of items and time. When calculating
the user’s interest in the item, add the weight parameter of the item over time:

Q = V
yε−wε−1

y (4)

In formula (4), V represents the total amount of items, w is the time when the item
is scored the first time, y is the total length of the item online, ε is the time complexity.

Due to the various types of operations of users, the types of implicit interactive infor-
mation of users are more complex and diverse than the explicit interactive information.
The advantage of implicit interaction is that it can avoid directly asking users for data
of others’ preferences and improve the goodwill of users.

4 Establish Maternal and Child Health Care Knowledge Base

The knowledge base model in the field of maternal and child health care is constructed.
The knowledge base expresses the maternal and child health care knowledge in a stan-
dardized structural form, provides data model support for the entire upper application,
assists the entire treatment process, and enables the maternal and child population and
users to independently and quickly obtain relevant knowledge in the professional field.
The number of language concept knowledge in language concept lattice is much larger
than that in classical concept lattice, and the partial order relationship and data analy-
sis work are also more complex. Therefore, in this section, the Boolean factor analysis
method is used to simplify the language concept lattice. The field of maternal and child
health care is further combined with the existing high-tech mobile Internet technology,
big data technology, artificial intelligence technology and other computer technologies
to realize the digitalization, standardization and informatization of maternal and child
health care services. Combining the formal background of Boolean matrix and language
concept, a knowledge reduction algorithm based on Boolean matrix for language con-
cept lattice is proposed. By calculating the similarity of language concept knowledge
in mandatory language concept knowledge, the core language concept knowledge in
language concept lattice is extracted. From a practical point of view, we can simply
regard the knowledge graph as a multi relationship graph. Determine the field and scope
of maternal and child health care knowledge, including what knowledge will be covered
by maternal and child health care knowledge, and what questions should be answered
by the knowledge in the maternal and child health care ontology knowledge base. In the
formal context of language concepts, language values are used to describe attributes, so
the data dimensions are greatly increased compared with the classical formal context,
so the lattice structure of language concept lattice is more complex than that of con-
cept lattice. Reuse the created maternal and child health care ontology knowledge base,
search and query the ontology knowledge base related to the field of maternal and child
health care, and learn from the relevant concepts and relationships in the ontology or
reuse in building a new maternal and child health care ontology knowledge base. This
paper studies the problem of language concept reduction in the formal context of lan-
guage concepts, and extracts the knowledge base of language concepts from the language
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concept lattice. A language concept knowledge reduction algorithm is proposed, which
processes the mandatory language concept knowledge by calculating the similarity of
language concept knowledge, so as to extract the core language concept knowledge base
and simplify the language concept lattice. Find out all domain related terms in maternal
and child health care, list the terms and give the attributes and concepts contained in the
ontology at the same time. The more perfect the domain terms are, the more robust the
knowledge base is. In the context of incomplete language concepts, define the similarity
between fuzzy objects:

S = |e − d | + f |Inc(α, β)|
d |α, β| (5)

In formula (5), e represents the complete lattice of the language concepts,d represents
the language concept set, f represents the language order, α, β represents the upper and
lower bounds of the language concepts, respectively.

In the formal context of incomplete language concepts, whether language concepts
can be used to describe different fuzzy objects has uncertainty. Therefore, it is used to
describe the relationship between fuzzy objects and language concepts, which is closer
to human understanding. Determine the hierarchical relationship between classes in the
maternal and child health knowledge base, and the hierarchical relationship between
classes can be determined by bottom-up, top-down or a mixture of two methods. Deter-
mine the attributes of the class in the maternal and child health knowledge base, and the
internal structure of the class is described by attributes. The formula for calculating the
multi granularity similarity relationship of language concepts is:

M =
∥∥e2 − d2

∥∥
2

× d |α, β| (6)

In formula (6), e represents the multi-granular language concept coordination set, d
represents the similarity threshold.

However, when expressing the same information, compared with the dimension
of attributes in the formal context, the dimension of language concepts in the formal
context is greatly increased. Given the similarity threshold, the identification function is
transformed into the minimum disjunctive normal form by using the absorption law and
the distribution law. Determine the constraints between attributes in the maternal and
child health knowledge base. Create instances in thematernal and child health knowledge
base, build each instance through the created classes in the maternal and child field,
and confirm whether the instance has corresponding attribute values. The convolution
neural network structure of maternal and child health knowledge base is composed of
four layers: input layer, multiple convolution layers, output layer and full connection
layer. First, the maternal and child knowledge data is preprocessed, and the text data
is converted into multi-dimensional vectors. Each conjunctive term of the minimum
disjunctive normal form is a reduction under granularity, and all its conjunctive terms
constitute all the reductions of the formal background of incomplete language concepts
under granularity. After the input of the input layer, the multidimensional vector is
processed by convolution neurons. A single convolution neural network structure can
contain multiple convolution layers and multiple output layers.
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5 Design Personalized Recommendation Method Based
on Association Rule Mining Algorithm

Workflowof association rule recommendation function:when the user requests to browse
resources from the server, the server generates session information, and the session infor-
mation recording module first judges the content information accessed by the user. The
essence of data fusion based on association is to establish semantic relationships between
a large number of heterogeneous data. RDF data model is mainly used, that is, heteroge-
neous digital education resources can be transformed into standard format, so that each
knowledge unit is related, and the relationship between existing knowledge bases can
be established. Semantic analysis is mainly through processing and analyzing digital
resources to obtain valuable content. If the access information has been browsed, it will
not be written into the session. If the access information is new, it will be written into the
session. There are many kinds of teaching resources in the network. Content-based rec-
ommendation is difficult to recommend unstructured resources such as audio and video,
and it is difficult to recommend across fields. Association rule-based recommendation
has a low degree of personalization, and it is difficult to get better personalized recom-
mendation results. Then, the association rule reading and processing program module is
used to find the content information accessed by users in the association rule table, read
out the recommended content information, and hand it to the foreground display program
related to the recommended content to find and display the recommended content [9].
The system structure of personalized recommendation method of teaching resources is
shown in Fig. 2:

Fig. 2. Architecture of personalized recommendation of teachingmethods forMaternal and Child
Health care teaching resources
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It can be seen from Fig. 2 that the recommendation method inputs the basic informa-
tion and scoring data of users and resources, and outputs the recommendation results.
Return the page data containing the recommended content to the client. When the user
leaves the system, the storage access log module stores the contents accessed by the user
into the access log table of the database. Workflow of association rule mining function:
teachers or administrators log in to the background of the system, select association rule
mining algorithm, set basic parameter values such as minimum support and minimum
confidence, realize association rule mining, and store the mining results of association
rules in the association rule table. Personalized recommendation can be divided into
three steps: data processing, recommendation calculation and prediction recommen-
dation. The first unit is to preprocess the data in the user information base, resource
information base and scoring information base, and build a data model, that is, get the
user feature vector, resource attribute vector, resource attribute preference vector, etc.,
so as to calculate the user similarity later. In the personalized recommendation method
of maternal and child health care teaching resources designed this time, the concept
of parameter estimation is introduced. If the difficulty coefficient, guess coefficient and
discrimination coefficient of the current project are known, then the answer result data in
the score matrix and the known difficulty coefficient, guess coefficient and discrimina-
tion coefficient are substituted into the IRT model to establish the maximum likelihood
function of capability parameters, as shown in formula (7):

N =
σ∏

j=1

(z − σ)1−j (7)

In formula (7), z represents the positive answer probability obtained by the IRT
model function, σ represents the true answer situation of the tested user in the score
matrix, j represents the difficulty coefficient of the knowledge point.

Apriori algorithm module realizes content recommendation, that is, when users
access the content in the theoretical learning video module, it realizes the function
of recommending other learning content to users according to association rules. Besides
content recommendation, ml-sh module can also realize the function of recommending
access to the user. The second unit is to calculate the similarity of users and find the
nearest neighbors according to the recommended method on the basis of the first unit, in
which new users are based on user characteristics and information entropy model, and
other users are based on scoring and resource attribute preference model. Take logarithm
on both sides of formula (7) to get:

ln(N ) =
∑

j=1

ln
(
λj

) + ln
(
1− λj

)
(8)

In formula (8), λ represents the maximum likelihood estimator.
Using association rules to realize content recommendation is the key content of

this paper. This paper describes the mining of association rules and the method of using
association rules to realize content recommendation. The method is mainly composed of
content recommendation and association rule mining module. The third unit is respon-
sible for users’ prediction scores and the final top-N recommended resources. There
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are both registered users and unregistered users in the personalized recommendation
method of teaching resources. Unregistered users can retrieve and browse resources and
non personalized recommendation services. The content recommendation module of
association rules mainly realizes the recommendation function of other content accord-
ing to the page content accessed by the user and the association rules. The association
rules mining module mainly realizes the function that the background administrator
uses the association rules mining algorithm to mine the association rules according to
the user’s access log, and stores the mining results in the database. In addition, for reg-
istered users, they can evaluate resources and manage personal information in addition
to the rights of unlisted users. At the same time, the recommendation strategies for new
registered users and rated users are different.

6 Simulation Experiments

6.1 Build up the Experimental Environment

The verification of the recommended scheme in this paper is realized through the system,
using the classic windows + mysql + apache + PHP environment. The personalized
recommendationmethod proposed in this paper is implemented in the development envi-
ronment equipped with 3.1 GHz Intel Core i5 processor and 8 GB 2133 MHz LPDDR
3. The package management software anaconda and sublime 3 editor are used as devel-
opment tools, and the programming language is python. The software and hardware
environments are as follows: client: IE 4G memory, operating system: Windows, Web
server: Apache/2.4.23(Win32), database product: MySQL, server script: PHP, devel-
opment tool: MyEclipse2020, JDK support: JDK. External network bandwidth 8mbps,
memory: DDR4 16 GB, CPU: AMD Ryzen 71700 Eight Core Processor 8-core 16
threads.

6.2 Experimental Results

Select reference [1] method, reference [2] method, reference [3] method as a contrast
method, and compare it with the personalized recommendation method of maternal and
child health education resources designed this time. Test the response time of Resource
Recommendation of the three personalized recommendation methods of maternal and
child health education resources under different user numbers, The shorter the time, the
better the concurrency performance of the method is proved. The experimental results
are shown in Table 1, 2, 3 and 4:

It can be seen fromTable 1 that the response timeof the personalized recommendation
method of maternal and child health teaching resources in this paper and the other two
personalized recommendation methods of maternal and child health teaching resources
are 1.051 s, 1.540 s and 1.814 s respectively; It can be seen fromTable 2 that the response
time of the personalized recommendation method of maternal and child health teaching
resources in this paper and the other two personalized recommendation methods of
maternal and child health teaching resources are 2.851 s, 4.596 s and 4.855 s respectively;
It can be seen from Table 3 that the response time of the personalized recommendation
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Table 1. Number of users 200 resource recommended response time (s)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

1 1.332 1.779 1.515 1.006

2 1.659 1.802 1.822 1.114

3 1.483 1.714 1.977 0.978

4 1.326 1.936 1.549 0.845

5 1.515 1.825 1.866 0.994

6 1.584 1.774 1.917 1.312

7 1.316 1.830 1.833 1.125

8 1.847 1.944 1.892 0.977

9 1.315 1.855 1.847 1.331

10 1.549 1.731 1.779 1.025

11 1.447 1.822 1.685 1.009

12 1.631 1.915 1.793 1.014

13 1.585 1.993 1.689 0.847

14 1.713 1.548 1.943 1.113

15 1.805 1.745 1.982 1.074

Table 2. Number of users 400 resource recommended response time (s)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

1 5.616 4.878 4.784 3.415

2 4.878 4.966 5.386 2.748

3 4.316 5.132 4.895 2.495

4 3.997 5.031 5.012 3.006

5 4.022 4.667 4.877 2.142

6 4.116 4.515 4.941 3.475

(continued)
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Table 2. (continued)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

7 4.198 5.121 4.978 2.199

8 5.121 4.948 4.976 3.114

9 4.774 4.677 4.997 2.087

10 5.336 4.531 4.822 2.746

11 4.815 5.016 5.748 3.143

12 4.012 4.751 5.495 3.255

13 4.377 5.220 5.006 3.149

14 4.241 4.866 5.142 2.914

15 5.122 4.513 5.475 2.878

Table 3. Number of users 600 resource recommended response time (s)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

1 9.487 7.548 9.512 6.544

2 8.645 8.316 9.147 6.483

3 8.991 8.487 9.351 6.102

4 9.612 8.615 8.948 5.947

5 8.147 7.948 9.275 6.314

6 8.351 9.364 8.771 5.349

7 7.948 9.788 9.123 5.717

8 9.215 9.487 8.802 5.612

9 9.336 8.115 8.665 5.318

10 9.148 8.212 8.319 6.771

(continued)
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Table 3. (continued)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

11 8.999 8.366 8.771 6.123

12 9.103 9.154 8.544 5.802

13 9.215 9.477 9.483 5.665

14 8.144 9.202 9.102 6.319

15 7.946 8.746 8.947 6.411

Table 4. Number of users 800 resource recommended response time (s)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

1 12.301 13.457 13.616 9.154

2 13.548 12.748 13.878 10.031

3 14.917 14.159 13.316 11.120

4 13.645 13.747 13.997 9.748

5 13.747 15.166 15.022 9.789

6 12.871 14.199 15.116 10.551

7 14.522 16.742 14.198 10.374

8 15.334 15.213 15.121 11.885

9 12.008 14.779 14.515 9.677

10 13.494 13.552 15.121 9.644

11 12.548 16.415 14.948 11.122

(continued)
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Table 4. (continued)

The number of
experiments

Reference [1]
method

Reference [2]
method

Reference [3]
method

The personalized
recommendation
method of maternal
and child health
care teaching
resources in the
article

12 14.183 15.412 14.677 9.748

13 13.455 14.733 14.531 9.647

14 12.748 15.120 14.585 10.488

15 13.489 14.144 15.191 11.316

method of maternal and child health teaching resources in this paper and the other two
personalized recommendation methods of maternal and child health teaching resources
are 6.032 s, 8.819 s and 8.721 s respectively; It can be seen from Table 4 that the
response time of the personalized recommendation method of maternal and child health
teaching resources in the text and the other two personalized recommendation methods
of maternal and child health teaching resources are 10.286 s, 13.521 s and 14.639 s
respectively. According to the experimental results, it can be analyzed that the less
the number of users, the faster the response of the resource recommendation of the
three personalized recommendation methods of maternal and child health care teaching
resources. In the four experimental scenarios, compared to the other three methods, the
performance of the personalized recommendation method of maternal and child health
teaching resources in this paper is better.

7 Conclusion

The personalized recommendation method of maternal and child health care teaching
resources in this paper provides users with personalized language association rules, and
constructs different fuzzy object language formal backgrounds for different users. In the
whole learning process, the error prone knowledge points of middle school students’
users have been consolidated, and the difficulties have been broken through, so as to
improve the learning level of students, promote the personalized development of users
of maternal and child health education resources, and further improve the development
and utilization of high-quality teaching resources. On this basis, from the perspective of
connotation and extension, a cognitive system of fuzzy object language concept lattice is
established to better reflect users’ cognitive process and provide exploratory suggestions
for users. In the subsequent improvement process, the dependence on user participation
will be minimized.
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Abstract. In order to better promote the physical and mental health development
of college students, this paper puts forward the method of Integrating Ideological
and political education into health management based on Internet of things tech-
nology, optimizes the integration mode of Integrating Ideological and political
education into health management in Colleges and universities in combination
with Internet of things technology, constructs an evaluation system of Integrat-
ing Ideological and political education into health management in Colleges and
universities, and simplifies the steps of Integrating Ideological and political edu-
cation into health management in Colleges and universities, which is confirmed
by experiments. The method of Integrating Ideological and political education
into health management in Colleges and Universities Based on Internet of things
technology has high practicability and fully meets the research requirements.

Keywords: Internet of things technology · Ideological and political education ·
Health management

1 Introduction

TheMinistry of educationproposed tovigorously promote the classroom teaching reform
with the goal of curriculum ideological and political education, improve the teaching
design, sort out the ideological and political education elements contained in various pro-
fessional courses and the ideological and political education functions carried by them,
and integrate them into all links of classroom teaching. “Introduction to health service
and management” is a compulsory professional Enlightenment Course for freshmen
majoring in health management in Colleges and universities. It integrates ideological
and political elements into the whole teaching process of the course, and realizes the
equal emphasis on knowledge transfer and value guidance, which is conducive to explor-
ing the deeper synergistic educational effect of ideological and political education. The
research on the construction of healthy China has achieved rich research results [2].
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There are still many areas to be studied and explored. For example, how to promote
the construction of a healthy China in practice, how to improve the health literacy of
the whole nation, and how to implement health education, health promotion and other
education. Research on the role of diversified health education models, such as general
health education, knowledge and behavior model health education, WeChat health edu-
cation and sports curriculum, in the prevention and treatment of specific diseases. The
third is the current situation of college students’ health literacy, health education needs
analysis and research on the path to improve college students’ health literacy.These
studies have fully recognized the importance of College Students’ health education,
and are actively looking for relevant problems and countermeasures. The diversified
education model research also provides valuable experience for this study. These stud-
ies are based on the traditional concept of health, and only pay attention to the role
of health education in the treatment and prevention of diseases. Under the background
of “healthy China”, the concept of health in health education has been promoted from
“treatment of diseases” and “prevention of diseases” to “health promotion”. Under this
background, health education focuses on establishing a four-dimensional health concept
of disease-free, physical and mental integrity, social adaptation and environmental har-
mony, It is a “great health concept”, which involves ideological education. Y Zhang[3]
deeply analyzes the influence of mobile internet on the timeliness of college students’
ideological and political education, and on this basis, establishes a new application strat-
egy to ensure the full integration of mobile internet and college students’ ideological
and political education.Bamakan discuss how blockchain technology meets the require-
ments of HWM. Therefore, we conducted a comprehensive systematic literature review
to determine and critically evaluate the application of blockchain in the research field.
These applications are divided into waste generation, waste separation and packaging,
waste storage containers, waste collection, temporary waste storage areas, waste treat-
ment, waste off-site and on-site transportation, waste disposal, hospital staff training,
waste management regulations, hospital sewage systems, energy, and waste recycling
and reuse.Jenkins to study the role of wearable medical sensor devices, machines, deep
learning algorithms and medical systems based on the Internet of Things in screening,
diagnosis, monitoring and treatment of patients with COVID-19.Under the background
of “healthy China”, how to carry out health education with the core of “great health
concept” is an important joint of College Students’ health education and ideological and
political education. Based on this, combined with Internet technology, this paper studies
the method of Integrating Ideological and political education into health management
in Colleges and universities.

2 Integrate Ideological and Political Education into Health
Management in Colleges and Universities

2.1 Integration Method of Ideological and Political Education into Health
Management in Colleges and Universities

Both college students’ health education and ideological and political education take
college students as the main educational objects. College teachers and other staff are
both educators and educatees. Both college students’ health education and ideological
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and political education require the two-way interaction between college teachers and
other staff and college students to be effectively completed. Colleges and universities
have conducted in-depth analysis and understanding of college students as an educa-
tional object in the process of carrying out health education and ideological and political
education, and formulated targeted education plans, The health needs and ideological
and political literacy of contemporary college students show distinctive personalized
and hierarchical characteristics. The whole process of contemporary college students
from entering colleges and universities to graduation is the common research object and
educational process of the twomajor education. The essence of College Students’ health
education and ideological and political education is “education”, so there are many sim-
ilarities in the way of education. The educational means of both can be divided into
two levels, namely, theoretical education and practical education. Theoretical educa-
tion mainly includes classroom theoretical teaching, theoretical lectures and knowledge
publicity. It pays attention to the education and guidance at Ideological and theoretical
level, andmainly aims at the transformation of ideas; practical educationmainly includes
extracurricular practical activities, experiencing real life, educational practice, etc., and
mainly aims at the presentation of behavior. The combination of theoretical education
and practical education is an effectivemethod commonly used in college students’ health
education and ideological and political education, and it is also an important methodol-
ogy to do a good job in college education. The research on the theory of student work
mode is the objective basis for its practical transformation. To build a theoretical system
of developing student work mode, we must also take “development” as the main line,
take promoting the all-round development of students as the starting point and destina-
tion of theoretical research, and put the basic concepts, basic principles, basic objectives,
basic contents and other structural elements of developing student work mode through
the theoretical system. These elements are not only different, but also related to each
other. They contain each other and restrict each other. They occupy different positions
and have different functions. Together, they constitute a complete theoretical system of
development oriented student work mode. As shown in Fig. 1:

Basic ideas of
Ideological and

Political Education

Basic concept of
health management

Basic principles of
Ideological and

Political Education

Basic principles of
health management

Basic objectives of
Ideological and

Political Education

Basic objectives of
health management

Basic content of
Ideological and

Political Education

Basic contents of
health management

Comprehensive
development of students

Fig. 1. Integration model of student ideological and political education and health management
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The training goal of health service and management specialty is to cultivate com-
pound medical talents with both political integrity and ability, solid medical knowledge
and management ability, so as to meet the professional needs of changing from modern
medical model to prevention. Due to the particularity of medical services and medical
management,medical talentsmust have good professional ethics andmedical ethics. “In-
troduction to health service and management” is a professional Enlightenment Course
for freshmen for the first time. The course covers the basic knowledge of medicine,
management and other disciplines, so that students have a deep and comprehensive
understanding of the professional knowledge architecture system, stimulate Freshmen’s
motivation to learn professional knowledge, enabling them to establish correct values,
world outlook, cultivate a good style of study, and play a connecting role [6]. In the teach-
ing process of “Introduction to health service andmanagement”, relevant ideological and
political elements are sorted out from the development process of health service man-
agement, health promotion of major infectious diseases, health services of traditional
Chinese medicine, grass-roots health service management, health care and elderly care
services, relevant laws and regulations of health service industry, health risk assessment
and management, and health management ethics, and organically integrated into the
teaching practice of curriculum knowledge. As an institutional innovation in the field
of higher education in recent years. The ideological and political education curriculum
emphasizes that improving the ideological and political quality is the primary require-
ment of talent training. Cultivate useful talents who are determined to fight for socialism
with Chinese characteristics for life, “be both professional and professional, have both
ability and moral integrity, and develop in an all-round way”. Compared with western
developed countries such as Britain and America, China’s health service industry started
late. However, the implementation of a series of security systems and policies has pointed
out the direction for the development of health care and health service industry, which
has achieved rapid and orderly development and a series of new historical achievements.
It fully demonstrates the advantages of the socialist system with Chinese characteris-
tics and guides college students to support the leadership of the CPC. The belief in the
socialist systemwithChinese characteristics should cultivate college students to establish
values and enhance their confidence in the socialist system with Chinese characteristics
[7]. J2EE is a de facto industrial standard that uses Java technology to develop campus
level applications. It is the product of the continuous adaptation and promotion of Java
technology to campus level applications. It has incomparable advantages over the tradi-
tional Internet application model. J2EE provides an independent, portable, multi-user,
secure and standard based campus level platform for developing server-side applications
using Java technology, so as to simplify the development, management and deployment
of campus applications. J2EE platform uses a multilayer distributed application model.
The logic of the application program is encapsulated in components according to the
different functions it realizes, and a large number of application program components
that make up J2EE applications are installed in different machines according to their lay-
ers. This model has the ability to reuse components, the security mode of data exchange
based on ExtendedMarkup Language, and flexible transaction control. The b/s structure
of health management is shown in Fig. 2.
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Fig. 2. Health management B/S structure

Manage the activities related to student information consultation. It mainly includes:
online counseling, setting up an online psychological counseling room to provide stu-
dents with online psychological counseling services. The specific functions are as fol-
lows: student psychological counseling subject management. Register and manage var-
ious psychological counseling services that can be provided, and record the service
contents, consultants and service methods, etc.; Consulting service resource manage-
ment. Electronicmanagement of various resources (including variousmaterials) required
in various consulting services, and matching with consulting service projects; Online
consultation plan arrangement. Manage the project, personnel and time plan of online
consultation; Statistical analysis of consulting services. Carry out statistical analysis on
the actual operation of each consulting service project; Consultation case records [8].

The ideological and political team, including counselors, head teachers and other
student staff, is the main body and front-line staff for student management. It is of great
significance for the arrangement, development and planning of the Student Affairs Office
of the college to master the information of the ideological and political team in time and
obtain the relevant statistical classification data. The information statistics of Ideological
and political team is to collect the basic information of Ideological and political person-
nel such as name, gender, date of birth, nationality, educational background, and special
work-related information such as professional title, position, Department, professional
research direction, and make statistics according to department, role, etc. for the use of
student work office. There are many league members and Party members among the
students, who are advanced elements in the student group and good helpers in carrying
out student management. Statistics on the information of these students can increase the
understanding of the basic situation of the student group, and have more significance
for the ideological and political education of students [9]. Every time, student party and
League organizations at all levels will collect and summarize the information of Party
and League members to the superior departments. The information statistics of Party
and League members is to collect, summarize and count these information, including
the student number, name, gender, Department, major, class and political appearance
of Party and League members, and can be counted according to the multiple stages of
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application for League membership, League membership, application for Party mem-
bership, promotion of excellence, activists for Party membership, development objects,
probationary party members and formal party members, so as to grasp the status of
student groups more accurately.

Manage the information of student counselors and head teachers, record their daily
work, and complete the evaluation of counselors and head teachers. Mainly includes:
counselor information management. Establish the basic information database of coun-
selors (including photos and profiles), maintain and query them; Counselor evaluation.
Publish the selectionmethods of excellent counselors, and each college reports the evalu-
ation materials and publishes the evaluation results of counselors; Counselor evaluation.
Design the counselor evaluation questionnaire, conduct a sampling survey on students,
enter the surveydata, and conduct a preliminary evaluation on the basis of theCounselor’s
self-evaluation. The student work department (Department) will evaluate according to
the self-evaluation, and the preliminary evaluation will be combined with the specific
situation of the Counselor’s work, record the evaluation results for the record, and notify
the College of the evaluation results. Instructor training. Announce the training arrange-
ments for counselors. Regular meetings of counselors and head teachers (tutors). The
college uploads regular meetings and training records; Counselors teach. Announce the
teaching decision of the new counselor, and report the teaching record and teaching
summary. Work exchange. Upload and exchange Counselor’s work experience articles;
Records of students with learning difficulties; Students with self-discipline difficulties
focus on the situation record.

2.2 Evaluation Algorithm of Integrating Ideological and Political Education
into Health Management in Colleges and Universities

The college students’ health management service system takes the school as the gen-
eral department, effectively combines the Ministry of sports, the school hospital and
the mental health consulting center, fully mobilizes the advantages of all parties, breaks
the traditional single department operation mode, and strengthens the linkage between
departments, departments and students. At the same time, in order to better ensure the
operation of the service system and improve the service quality, it is necessary for schools
to set up corresponding supervision systems and incentive mechanisms. Infectious dis-
eases are the common enemies of all mankind. In particular, the prevention and control
of severe infectious diseases and health promotion need the joint efforts of the inter-
national community. As a large developing country, China pays great attention to and
actively participates in the emergency response and health promotion activities of the
global epidemic of infectious diseases [10]. Health is the basic need of people for a
better life, the capital that the patients yearn for, and the wealth that the patients do not
have. The survey found that most people who are not ill are in a sub-health state, they
lack active health awareness, and their health behavior choices tend to be passive, and
college students are this kind of group. Research shows that the concept of active health
has a positive effect on promoting people’s health behavior, improving the health literacy
of teachers, creating an active and healthy social atmosphere, and promoting national
health. Giving full play to the synergistic educational function of College Students’
health education and ideological and political education, and cultivating the educatees’
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active health concept is an important measure to change the passive treatment state of
college students. The synergy of the two should not only promote the educatees’ practice
of diet, rest, exercise and other living habits, but also encourage the teachers to prac-
tice active disease prevention, active health management and active enrichment of the
spiritual world. The incentive mechanism is mainly to set different material and spiri-
tual rewards for departments and individual students. Its composition mainly includes:
additional score reward, certificate trophy and banner reward, material and economic
reward. Model management theory provides a solid theoretical basis for the idea. The
basic characteristics of model theory are integrity, relevance, hierarchical structure and
so on. Nowadays, we integrate model management theory with emerging disciplines
such as information theory, computer and modern communication technology in col-
lege students’ health management services, making health management services more
modeled, standardized, quantified and personalized, collecting and evaluating each stu-
dent’s information, and conducting individual health intervention, which makes health
management services even more powerful. The organizational structure of the college
students’ health management service system studied is shown in Fig. 3.
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Student
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Fig. 3. Organizational structure of health management service system

The communication between managers and students should have the skills of trans-
mitting information, controlling managers, motivating managers and expressing emo-
tions. First of all, communication is the most intuitive goal of communication, and
other goals can only be achieved on this basis. This method is mainly divided into
online anomaly detection, diagnosis, prediction and evaluation. Fuzzy comprehensive
evaluation method is used to evaluate the health status of the model.

M = {m1,m2, ...,mn} (1)
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Here, mn represents N fuzzy factors for the evaluation work Because the influence of
these factors may be different, the corresponding weight must be determined according
to the influence of each factor in practice.

A = {a1, a2, ..., an} (2)

In the formula, an is theweight corresponding to the n factormn. From the perspective
of fuzzy comprehensive evaluation, several types can be selected, such as triangle type,
normal type, Cauchy type, middle type, degradation, etc. Among them, fuzzy com-
prehensive evaluation is also called fuzzy comprehensive evaluation problem. When
conducting comprehensive evaluation, it is necessary to have the element set recorded
as:

U = {μ1, μ2, ..., μn} (3)

The evaluation set V and the single factor vm decision are further defined. If the
evaluation results are divided into m levels, the group composed of the above results is
called the evaluation set.

V = {v1, v2, · · · , vm} (4)

Here, γ represents the evaluation conclusion of the n layer, and the evaluation of any
data is a subset of R.

R =
∑

U + V /2γ n(M − A)n (5)

The generated health management data are fuzzed and the triangular membership
function is selected.First, fuzzify the measurement data according to the following
formula for unified management.

μ(x) =
{
1 − |γ−1|

R ,

0
(6)

Managers can not implement unified command and coordination to students without
communication skills. Secondly, motivation is an important skill to achieve commu-
nication. In the process of student management, timely and effective work guidance,
affirmation of work performance evaluation, timely reward of some excellent behaviors,
etc., these communicationmethods can achieve the purpose ofmotivating students, while
timely and timely incentives can further achieve comprehensive and in-depth communi-
cation; Finally, emotional communication is the most important part of communication.
Through some ideological exchanges between each other, exchanging views on a series
of problems such as learning and life can help to improve students’ satisfaction and
self-confidence. Based on the above characteristics of student management, referring
to the people-oriented student management mode, this paper puts forward the student
management mode in the service-orientedmiddle school. It is a newway of student man-
agement based on the service theory in the new public management theory. It adheres
to the purpose of running a service-oriented middle school and absorbs western man-
agement concepts. It has new management concepts, behavior and habits management,
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Fig. 4. Ideological and political health management of service-oriented students

accommodation management, learning and curriculum management mode, moral edu-
cation and health management mode. The ideological and political health management
structure of service-oriented students is shown in the following figure (Fig. 4):

In order to ensure that this model adapts to the development of medicine, the expan-
sion of functional application and the needs of environmental changes, the health eval-
uation model configuration function module is designed. Through this function, users
with the role of doctor or administrator can change the scoring rules of physiological
detection items, the weight of examination items and the evaluation weight of physi-
ological models, so as to achieve the application purpose of improving the evaluation
model with the times and focusing on the evaluation of various aspects of human health.
After the doctor or administrator user changes the health evaluation model, the model
saves the change record to the corresponding background operation log, and displays the
change reminder for the administrator in the foreground interface of the administrator.

2.3 The Realization of Integrating Ideological and Political Education into Health
Management

Health management is a medical behavior and process that emphasizes human health
as the center and health or disease risk management as the focus, and comprehensively
detects, evaluates, effectively intervenes and tracks the health status of individuals or
groups and the risk factors affecting health. Health management doctors are required to
respect human life, personality, rights and othermedical ethics andmorality, adhere to the
supremacy of life, and serve the physical andmental health of the people wholeheartedly,
This is also an important part of medical ethics and moral education. The university
health management information model is mainly based on the basic idea of object-
oriented. It is designed and developed by combining the structured life cycle method
and prototypemethod in the software development methodology. Users of all roles of the
model are invited to intervene in the model planning, requirements analysis and detailed
design stages. The rapid construction of the prototype is used for users to compare the
application requirements. While following the phased and modular analysis and design
ideas of the informationmodel life cycle, give full play to the characteristics of prototype
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cycle and iteration, and make the model application well match the expectations of
users. In addition, as health management is a comprehensive discipline of life science,
management science and information science, itsmodeling environment (University) and
users (teachers and students) have distinctive characteristics and commonalities. While
constantly improving and providing requirements and model examples, it will focus
on the design and implementation of key modules and core algorithms in the model
Experts in the medical field are invited to review and discuss with health care workers
in Colleges and universities at multiple levels to ensure that the model is scientific,
universal and of higher practical value.The key problem of information extraction lies in
the classification of information, selecting the maximum information gain H (amax), the
minimum information gain H (amin), and constructing the minimum Greer evaluation
index of health management.

g(A) = μ(x)/H (amax) − H (amin) (7)

If F(n) is the direct of data set n, S(x) is the conditional direct of data set S to
feature x, and ϕ is the sample subset. Then the gain ratio of Ideological and political
management information is:

gR(D) = F(n)

S(x)
− g(A) ∗ ϕ (8)

Then the Gini index of the ideological and political health management sample set
is:

Gini(D) = 1 −
K∑

k=1

( |g(A) − ϕ|
|gR(D)|

)2

(9)

On this basis, to establish a network data extraction systemwith goodquality,we need
to meet the requirements of versatility, openness, repeatability, flexibility and scalability,
so as to better adapt to the application of the model. When evaluating the extraction
mode of network data, two commonly used evaluation methods are often used: accuracy
rate P and recovery rate κ . Accuracy refers to the ratio of selected information to all
selected data; The memory ratio is the proportion of selected information in the selected
information. In the performance comparison of two different information extraction
modes, F (the sum of accuracy and recovery ratio) is adopted, that is:

F = Gini(D)

(
κ2 + 1

) × PR
(
κ2 × RP

) − 1
(10)

For large-scale medical and health process extraction, first collect the medical record
files in EMR, then use the method of ICTCLAS to classify the medical records and
tag parts of speech, then extract the samples in batches through syntax tags, vocabulary
collection, jape rule writing, batch learning PR and other methods, and finally generate
XML files with semantic tags (Fig. 5).

By extracting themedical information of patients, the necessarymedical information
can be obtained from the patient’s medical records. This requires a certain understanding
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of the knowledge and background knowledge in the field of clinical medicine and the
needs of doctors. The pretreatment of medical and health information is the statistical
analysis of patients’ condition. In order to reduce the interference of noise on the training
data, a method based on the course blank is adopted. Then convert the semi-structured
data into pure text and load it into gate. There is a large amount of data in EMR data,
so only a small amount of data is extracted for training and verification, which not only
saves a lot of computing resources, but also improves the efficiency of the test. Since
the medical record content of medical and health information is a very complex and
changing process, it is difficult to extract relevant data. When the disease occurs, the
patient’s subjective abnormal feelings or some objective pathological changes are caused
by some abnormal changes in body function, metabolism, morphology, etc. The name of
the disease causing CD is expressed by the test items in the hospital information model
database, and the diagnostic category of the disease is expressed in Roman alphabet
or digital table. Through the treatment mode vocabulary, treatment effect improvement
vocabulary, efficacy deterioration vocabulary, effect neutral vocabulary and treatment
effect vocabulary and other different correlation extraction methods. Because of the
complexity and individualization of medical language, the extraction of support vector
machine has a better application prospect. In the case of definition and association, a
variety of NLP and feature expression methods are used. For entity recognition, it is
more effective and efficient to use the lexical language features of the entity itself and
its surroundings. Relationship extraction involves the NLP features of two entities and
the combined features of these two entities. The combination of vocabulary and part
of speech is the basic combination mode of relationship information extraction. The
linguistic symbol features, contextual features, semantic types (attributes, predicates,
adverbials) and semantic relationships of words are summarized into feature vectors.
Finally, the self training method is used to expand the training corpus to form a feature-
based support vector machine extraction model architecture. As shown in the Fig. 6.

Using language features to locate the beginning and end positions of entities, this
recognition method often has better results than learning each character of entities. In
addition, the entity itself and the surrounding characters are also quite effective. Based
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on this, it can effectively extract and manage the health management of a large number
of employees in a complex environment, so as to ensure the effect of medical record
information management. According to the current form and content of student work
management in a certain university, combined with the current situation, institutional
setting and staffing, a lot of information has been collected through the investigation of
college leaders, leaders of learning and work departments, counselors, class teachers,
students and other aspects. Combined with the expected effect of the future student work
managementmodel, the functions of themodel and the relationship between themodules
in the model are determined. Under the leadership of the college Party committee, the
student management work is mainly in the charge of the student work department. The
student work department is subordinate to the Department at the Department Level - the
student work office, and the specific work is directly carried out by the student work
office. In order to facilitate work, the Student Affairs Office also has five department
level departments: student management department, ideological and Political Education
Department, college student assistance center, student apartment management depart-
ment, and mental health education guidance center. These departments respectively
implement various work of student management. The training goal of health service
and management specialty is to cultivate compound medical talents with both political
integrity and ability, solid medical knowledge and management ability, so as to meet the
professional needs of changing frommodernmedicalmodel to prevention.Due to the par-
ticularity of medical services and medical management, medical talents must have good
professional ethics andmedical ethics. “Introduction to health service andmanagement”
is a professional Enlightenment Course for freshmen for the first time. The course covers
the basic knowledge of medicine, management and other disciplines, so that students
have a deep and comprehensive understanding of the professional knowledge structure
system, stimulate the motivation of freshmen to learn professional knowledge, enable
them to establish correct values and world outlook, cultivate a good style of study, and
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serve as a bridge between the preceding and the following. In the teaching process of
“Introduction to health service and management”, relevant ideological and political ele-
ments are sorted out from the development process of health service management, health
promotion of major infectious diseases, health services of traditional Chinese medicine,
grass-roots health service management, health care and elderly care services, relevant
laws and regulations of health service industry, health risk assessment and management,
and health management ethics, and organically integrated into the teaching practice of
curriculum knowledge.

3 Analysis of Experimental Results

The purpose of testing is to prove that there are faults in the program, and to find out and
solve as many faults as possible. The test tries to design the test cases that can expose
the problems most. The student office’s maintenance of special students is mainly the
recording and maintenance of special student information, including the query, addition,
modification, deletion, import and export of student data, so as to realize the query of
special studentmaintenance information. The basic information of 420 students is shown
in Table 1.

Table 1. Basic information of students’ health status and ideological and political concept survey

Features Category Number of people

Gender Male 200

Female 220

Professional category Science and Engineering 139

Literature and history 148

Arts 153

grade 1 100

2 97

3 105

4 118

Health evaluation Very good 101

good 102

commonly 111

Poor 96

This result shows that, on the one hand, college students have great health needs, on
the other hand, they have the problem of weak awareness of their own health care. In
the long run, the health status of college students will be more worrying, and the lack
of active health concept at the ideological level is the fundamental reason for this phe-
nomenon. Ideological education is the advantage of Ideological and political education
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in Colleges and universities. It is the responsibility of health education and ideological
and political education in Colleges and universities to carry out correct health concept
education. Collaborative education between the two is an important way to solve this
practical problem. Based on this, students’ suggestions on the content and method of
the integration of health education and ideological and political education in Colleges
and universities are collected and integrated into the management method of this paper,
Based on the positive attitude of college students towards the collaborative education of
college health education and ideological and political education, college students gave a
positive response to the specific content and mode of integration of the two, and formed
effective suggestions. Through statistical analysis, college students’ suggestions on the
content and mode of integration of the two are shown in Table 2:

Table 2. Students’ suggestions on the contents and methods of the integration of health education
and ideological and political education in Colleges and Universities

Features Category Number of people

Fusion content Physiological health knowledge 332

Mental health knowledge 349

Behavioral health knowledge 400

Sexual health knowledge 397

Moral health knowledge 332

Fusion mode Integration of health concepts in course content 331

Cultivation of healthy behavior in extracurricular
practical activities

401

Carry out special lectures on health education 359

Strengthen the correct guidance of college counselors and
class teachers on College Students’ health concept

360

Help modern communication media to carry
out information fusion publicity and education

333

other 123

The results show that college students hope to acquire healthy knowledge about
physiology, psychological behavior, sex, morality and other aspects in the course of the
integration of the two, showing the healthy needs for all-round development, which is
of great significance to the all-round development of college students themselves: the
suggestions on the integration of the twomainly showdiversified andmodern characteris-
tics, On the basis of traditional health education and ideological and political education
courses and lecture forms, we pay more attention to the integration of ideas and the
guidance of ideas. At the same time, we emphasize the use of extracurricular practical
activities to strengthen health behavior, and are good at using modern information dis-
semination carriers for collaborative education. It is highly innovative and feasible. It
is of constructive significance for this study to explore the specific ways of educating
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people. Based on this, the college can manage the information of mental health educa-
tors. Establish the information base of mental health education counselors and mental
health observers. Add the records of college mental health education activities. In order
to test the effectiveness of health evaluation management methods in practice, this paper
proposes a web server program background management program and database running
under the network environment based on tcp/ip. The server and background administra-
tors of the website should run on Windows NT/Windows 2000/wixp. Based on vision2
of Keil company, with i553b as the core and i553b as the core, this paper uses external
devices for simulation. According to the above information, the operation effects of the
two modes are compared, and the calculation accuracy and time of the two modes are
compared, and they are tested in detail (Table 3).

Table 3. Comparison of performance test results of two methods

Data
volume
(GB)

Traditional method Literature [3] Method Method of this paper

Data
processing
time/S

Accuracy of
data
processing
%

Data
processing
time/S

Accuracy of
data
processing
%

Data
processing
time/S

Accuracy of
data
processing%

500 250 45 230 55 100 85

1000 400 50 300 60 130 88

1500 550 60 350 70 130 91

2000 650 75 450 75 140 95

2500 750 77 550 87 160 92

Based on the information in the above table, it is not difficult to find that the data
processing accuracy of traditional health management methods is up to 77%, the data
processing accuracy of the method in literature [3] is the highest 87% and that of this
method is up to 92%. Compared with the traditional health management methods, this
method canprocess a large number of healthmanagement data faster andmore effectively
in the actual application process, and the processing effect is significantly better than
the traditional methods. The test results of students’ mental health modules are further
compared and analyzed. The specific test results are as follows (Table 4):

According to the data tested in the above table, it is found that under the same
circumstances, the overall effect of students’ Ideological and political mental health
under the guidance of this method is significantly better than the traditional method.
Further, the accuracy of the twomodels in practical operation is compared and compared
in a complex environment, and the following data are obtained (Fig. 7):

It can be seen from the above test data that, compared with traditional methods and
literature [3] methods, the integration method of ideological and political education in
colleges and universities based on the Internet of Things in health management is more
accurate and stable, and the time required under the same conditions of use is also greatly
shortened.
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Table 4. Test results of students’ mental health module

Project Method in this paper Traditional method

Test title Mental health test Mental health test

Importance level high –

Preset conditions Users enter the ideological and
political team module

User enters personal module

Operation steps Users click to view the
assessment results

Output results

Expected output Return to the summary of
appraisal results

Return to the summary of appraisal
results

Test result Fully passed Partially passed

Accuracy of 
evaluation /%

0

97.72

30

Total evaluation 
data / T3.42 4.47

Method in this paper

15

45

60

75

90

traditional method

Literature [3] Method

Fig. 7. Comparison test results

4 Suggestions on Integrating Ideological and Political Education
into Health Management in Colleges and Universities

In the final analysis, the construction of the great ideological and political pattern is
to use all possible forces in society and colleges and universities to do a good job on
the ideological and political work of college students. It is an educational model that
covers the “whole staff, whole process and all-round” of the educatees. The “great
health” education required by the construction of a healthy China is precisely aimed
at the education of the educatees in the whole life cycle. The coordination of the two
major education is an effective way to establish morality and cultivate people in an
all-round way. “Building Morality and cultivating people” is the fundamental task of
higher education, and it is also an important part of the comprehensive and healthy
development of the educated. The construction of the great ideological and political
pattern should not only take the all-round and healthy development of the educated as the
premise, but also create a good environment for the all-round and healthy development
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of the educated. With virtue and talent cultivation as the center, we should start the
whole process education mode, and cultivate health education while building a great
ideological and political pattern. First of all, the perspective of collaborative education
of health education and ideological and political education should cover the education
in Colleges and universities, do not ignore the collaborative education function of the
two major education due to the nature of specialty and employment direction, and pay
attention to and implement the integration practice of the twomajor education. Secondly,
the perspective of collaborative education of College Students’ health education and
ideological and political education should cover the whole process of educational from
enrollment to graduation, and the collaborative education of the two should not be
interrupted due to internship and employment. Finally, the perspective of collaborative
education of College Students’ health education and ideological and political education
should cover the study, life and employment of educatees in an all-round way, combined
with a variety of counseling and education methods, Guide them to correctly view the
pressure in all aspects, correctly deal with and resolve the difficulties of life, and form
an environment conducive to the educated to master their own destiny.

Colleges and universities are the main fronts to carry out health education and ideo-
logical and political education. The coordinated development of the two must also take
colleges and universities as the main battlefield. First of all, colleges and universities
should have the enthusiasm and initiative to carry out the collaborative education of
health education and ideological and political education in Colleges and universities.
The key to the collaborative education is to integrate the two into one, put forward
the concept of collaborative education from the leadership area pole, and call for col-
laborative education action; From the perspective of financial investment, increase the
hardware configuration and software application of collaborative development; From
the aspect of teachers, we should strengthen the introduction of comprehensive talents
and the training of existing teachers; from the aspect of management, we should carry
out the integrated management mode of health education and ideological and politi-
cal education. In addition, colleges and universities also need to actively take the lead
in organizing large-scale theme activities, such as visits, seminars, etc., integrate other
government agencies, healthy campuses and social forces into the collaborative educa-
tion action, establish a platform for multi-party participation, and play a leading role in
gathering multi-party forces and resources.

Comprehensive healthy talents are the pillar of collaborative education of College
Students’ health education and ideological and political education, and the capital to real-
ize the collaborative education of the two major education. The absorption of healthy
talents by United hospital and other departments is an important way to obtain collab-
orative education resources. The first is to vertically combine public hospitals of grade
II and above, absorb clinical medical staff and party and government managers, and
clinical medical staff can obtain first-hand clinical information and authoritative health
knowledge: Party and government managers not only have high ideological and polit-
ical literacy, are familiar with the relevant policies of the party and the state, but also
have rich experience in hospital management, and can carry out relevant research in
the field of health; the second is that ordinary colleges and universities can horizontally
combine medical colleges and universities, Absorb double qualified talents with both
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clinical experience and teaching experience. The integration of these healthy talents, as
well as the integration of resources, can strongly promote the coordinated development
of College Students’ health education and ideological and political education.

The timeliness, universality and interactivity of network information communica-
tion make it an important propaganda position for the collaborative education of great
health education and great ideological and political education. According to the behav-
ior change theory of Fromm, a famous psychologist, using the method of enhancing
the transformation force in the behavior correction strategy to guide college students
to establish correct social values under the conditions of modern network communica-
tion, the government and colleges and universities should make full use of and grasp
the initiative of modern network environment to carry out integrated education, and use
modern network communication carriers such as wechat, microblog, and micro video
to promote social positive energy and promote the idea of comprehensive and healthy
development, Give publicity and praise to the practice of positive social behavior, and
set an example for college students’ comprehensive health behavior.

5 Conclusion

It is a new thing to integrate “ideological and political factors” into the course teaching,
and there is no experience to learn from in the practice of “Introduction to Health Service
and Management”. This study is exploratory and experimental. Put forward the method
of integrating ideological and political education into health management in colleges
and universities based on Internet of Things technology. However, this method has
some limitations, that is, it has not been applied to practice and other fields. In the future
development, with the continuous in-depth attempt of the construction of ideological and
political courses in colleges and universities, we can further explore the “ideological and
political course” education and teaching system suitable for domestic college students,
and finally form a teaching standard system and characteristic course standards.

Fund Project. General project of Hunan social science achievement evaluation committee
(XSP22YBZ168); Key scientific research projects of Hunan Provincial Department of Education
(20A452).
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Abstract. In order to improve the quality of students’ psychological tendency
health data, this paper puts forward the research of mental tendency health data
mining based on SVM. By cleaning the students’ mental tendency health data
and optimizing the SVM with particle swarm optimization algorithm, the clas-
sification of students’ mental tendency health data is completed. According to
the weighted results of mental propensity health data, the primary classification
and feature recognition of large-scale mental propensity health data were carried
out. Based on the optimal modeling of students’ psychological tendency health
data, the objective function of maximum difference of students’ psychological
tendency health data is defined. Maximum likelihood estimation is used to obtain
the frequency distribution of the data in the Tourism English Course of higher
vocational colleges. Experimental results show that the proposed method can not
only improve the accuracy and efficiency of mental health data classification, but
also control the integrity of mental health data over 80%.

Keywords: Support Vector Machine · Higher Vocational Colleges · Tourism
English · Course Ideology and Politics · Psychological Tendency · Health Data
Mining

1 Introduction

In recent years, the development of education in our country is progressing, and the
importance of ideological and political education of tourism English courses in higher
vocational colleges is also increasing. According to the development of national eco-
nomic situation, society needs a large number of high-level skilled talents. Higher voca-
tional education is an important part of higher education in our country, aiming at cul-
tivating a large number of highly skilled talents with reasonable structure and good
quality. The proportion of professional talents exported from higher vocational colleges
will account for a large proportion under the requirement of economic structure. Col-
lege students leave their parents and hometown to face the brand-new world as a social
person, which is called “the second weaning period of life”. At this particular stage, it
is very easy to experience a wide range of maladjustment [1].
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In this period, the immature development of human nature, the ability of self-
regulation and self-control, and the burden of employment and interpersonal relationship
caused by the fierce competitive environment make most students’ psychological pres-
sure gradually increase. At the same time, most of the higher vocational students have
poor academic performance and have not formed good study habits. Higher vocational
students will face more psychological pressure. College students usually shoulder the
family and even the country’s hope, generally received a good education, should become
the pillars of the country, contribute to the country’s construction of their own talents. But
the emergence of psychological problems led to a variety of tragic events, how to timely
detect and intervene in the mental health problems of college students, is particularly
important.

With the development of science and technology, the application of computer has
gradually entered the operation and management of all walks of life. Through the psy-
chological assessment system, college psychological counselors can quickly collect
students’ psychological conditions and make judgments, improve work efficiency and
reduce work intensity. To a certain extent, it provides a great help, while the database
also accumulated a large number of psychological data. But at present most of the psy-
chological assessment conducted by colleges and universities are based on the basic
psychological information of students access, query, statistics and backup operations. A
large amount of psychological data is not analyzed in depth and not fully utilized. From
it, we can mine some hidden information knowledge and grasp the trend of students’
psychological development. Therefore, it can not effectively provide decision-making
help for psychological counseling.

Wang Feng et al. [2] Considering that the traditional psychological stress testing
method is mainly based on questionnaire survey and evaluation with the aid of profes-
sional equipment, which has high cost and great intrusion into the evaluated object, etc.
Based on the analysis of perceptual data of smartphones, this paper studies the methods
of assessing college students’ psychological stress, extracts reasonable features fromper-
ceptual data, and puts forward a more efficient method of assessing psychological stress.
Secondly, this paper introduces how to transform psychological stress assessment into
classification problem and construct classification model by semi-supervised learning.
Finally, the model is tested on the open data set StudentLife. The experimental results
show that this method is superior to the baseline method in the aspects of psychological
stress detection accuracy and recall. ZhouXianyu et al. [3] Aiming at the problems of the
traditional evaluation methods, such as low real-time evaluation, poor evaluation effect
of single modal data, and biased social desirability response, an automatic evaluation
method of college students’ mental health based on multi-modal data fusion is proposed
in this paper. The model can accurately assess the mental health status of college stu-
dents. It has a good application prospect in the intelligent learning environment, and can
provide decision-making basis and technical support for improving students’ mental
files and optimizing mental health services.

Data mining is the mining of information and knowledge from massive data. Data
mining technology in the retail industry, financial industry, telecommunications andother
industries has been fruitful. If data mining technology is applied to the development of
mental healthmanagement system, a large number of fuzzy and randomdata information
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in students’ mental health archives can be processed by relevant algorithms. To a certain
extent, it will help counselors to make judge and prevent students’ psychology more
scientifically and quickly, to guide and intervene psychology in time, to improve work
efficiency and to reduce psychological events.

Based on the above research background, this paper uses support vector machine
to design a mental health data mining method to ensure the healthy development of
students’ psychology.

2 The Design of Data Mining Method for Students’ Psychological
Tendency Health

2.1 Cleaning Student Mental Health Data

The data mining method of students’ mental health is to clean up the data by two parts:
data processing and output. The above two steps are implemented by concurrent [4, 5]. In
the part of data processing, we complete the redundant processing, decontamination and
determine the expiration time of the data. Using the timer to collect the data of students’
mental tendency health in the buffer queue, complete the detection of students’ mental
tendency health data, and output the real data. When the existing data has expired, using
comparative judge to judge the authenticity of students’ mental health data, and transmit
the output to the online platform of vocational colleges.

Through reading the cache queue, the conflict detection mechanism, the converter
and the calculator, the mental propensity health data are processed.

The mental propensity health data processed by calculator were stored in EPC for-
mat. Among them, EPC represents the EPC code value of students’ mental health data
in Tourism English Course of higher vocational colleges. RSSI represents the signal
strength of the mental health data. timestamp represents the time to gather data on stu-
dents’ mental health preferences. What expiretime represents is the expiration time of
students’ mental health data in the Tourism English course of higher vocational col-
leges. Z represents the value of mental health data of students’ psychological tendency
in tourism English curriculum of higher vocational colleges.

The data with the same characteristics were detected by conflict detection mech-
anism. First, the processor is used to collect a characteristic data C from the mental
health data of students. According to whether there is the same data in the reading buffer
queue, we can judge whether there is conflict in the thinking and politics of tourism
English courses in higher vocational colleges. If there is data conflict, get the students’
mental health conflict data T in higher vocational colleges tourism English curriculum
ideological and political Z value. When the value of Z is 1, C. The expiretime and Z
values of the expiration time of the mental propensity health data in the reading cache
were modified, where:

T (expiretime) = C(expiretime) (1)

If the value of Z is greater than 1, modify the value of Z in the read buffer of the
student mental health conflict data so that:

T ′(Z) = T (Z) + 1 (2)
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If there is no conflict, use the converter to process the students’ mental health data
q, get the caching requirements of the students’ mental health data. Convert it to the
appropriate format to insert at the end of the queue.

The function of the converter is to change the format of students’ mental health data.
Uniform data format for easy handling of data.

Using the signal-distance strength propagation model, the washing process time t
and thewashing process speed v of students’mental health data are calculated as follows:

The data of mental health tendency of students selected for the first time in two
consecutive times were recorded as RSSI1 and RSSI2. Based on the signal-distance
strength propagation model. The distance between the computing processor and the
mental propensity health data at t1 and t2 time D1, D2:

D1 = 10
RSSI1
10−N (3)

D2 = 10
RSSI2
10−N (4)

N stands for empirical value.
The comparator is used to compare the given threshold γ and the mental propensity

health data Z . According to the comparison results, the authenticity of label data is
judged.When the data of students’ mental propensity health is real, the data are exported
and transmitted to the online platform of vocational colleges.

2.2 Designing an Algorithm of Students’ Psychological Tendency Health Data
Classification Based on SVM

Based on the cleaning of students’ mental health data, the SVM training set is prepro-
cessed to improve the training speed, and the SVM is trained to obtain the decision
function. It can be seen that not all training samples work in the SVM classification
process. Instead, only the training samples corresponding to the non-zero solution ci of
the dual problem, that is, the support vector, act on the decision function [6]. In other
words, the complexity of the SVM decision for an unknown sample is G(|l|). When |l|,
the number of support vectors, is large, the estimator is large, resulting in a slow classifi-
cation speed. Based on this, particle swarm optimization algorithm is used to reduce the
support vector. After training SVM, the fuzzy membership vector of the set of support
vectors is used as the particle in the particle swarm, and the average classification error
of the test set is used as fitness function. The optimal set of support vectors is selected
to reduce support vectors, so as to improve the classification speed of students’ mental
health data.

Particle swarm optimization algorithm searches for the solution by adjusting the
position of particles. Assuming that the population X = {x1, x2, . . . , xn} is composed
of n particles in the D dimension search space, the current position of the i particle is
Xi = {xi1, xi2, . . . , xin}. The current velocity of the particle is Vi = {vi1, vi2, . . . , vin}.
The best position for particle i is Pi = {pi1, pi2, . . . , pin}. The best place for all particles
to pass is Pg = {

pg1, pg2, . . . , pgn
}
. The i-particle at time t + 1 is:

vt+1
id = vtid + ζ1ψ1

(
ptid + xtid

) + ζ2ψ2

(
ptgd − xtid

)
(5)
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xt+1
id = xtid + vt+1

id (6)

Among them, 1 ≤ d ≤ D; 1 ≤ i ≤ n; ψ1 and ψ2 are random numbers uniformly
distributed on the interval of (0,1). ζ1 and ζ2 are called learning factors.

In particle swarm optimization algorithm, each particle represents a solution, and
particle swarm optimization algorithm is applied to support vector machine to reduce
support vector. The number of support vectors obtained by trained SVM is the dimension
of particles. Assume that the range of membership of these samples is [Rmin,Rmax]. This
range is chosen as the position range of the initialized particle, and the weight vector of
the sample calculated is regarded as a particle in the initialized particle swarm space.
Each particle has its position and velocity. The position indicates the membership degree
of the sample. The velocity changes the membership degree and sets a threshold. Parti-
cle output, when the sample membership is greater than the threshold value, so that its
membership to maintain the original value, that the sample was selected. Otherwise, its
membership is assigned a value of 0, indicating that the sample is not selected. There-
fore, the problem of selecting support vectors is transformed into the PSO optimization
problem of selecting optimal particles.

The training set is divided into two parts: one for the training set and the other for the
testing set. The training sample set is processed and the training SVM gets the support
vector set. The average classification error of the test set is used as the fitness value of
the particles. Define the fitness function as:

Fitness = 1

H

H∑

i=1

(yi − gi)
2 (7)

H is the number of samples in the test set, yi is the predicted value, and gi is the
actual value. The smaller the fitness of the particles, the better.

According to the above process, the classification algorithm of students’ mental
health data is designed using SVM.

2.3 Calculate the Correlation Between the Characteristics of Students’
Psychological Tendency and Health Data

In the process of mining students’ psychological tendency health data in the ideological
and political ideological and political courses of tourism English courses in higher voca-
tional colleges, the preliminary classification and feature identification of the psycho-
logical tendency health data are carried out. The degree of association between various
types of features can be calculated. The specific steps are detailed as follows:

Suppose that Fij represents the frequency of the appearance of i in Tourism English
Course Thought and Politics Dj. Ni represents the number of times a mental health data
feature appears. Fik is the probability of the appearance of i in Tourism English Course
Ideological and Political k.Then use the following formula to express the weighted
results of the psychological predisposition health data:

χij = U (w) × Fij

Ni ⊗ Dj
⊗ Fik (8)
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In the formula, U (w) represents the constant coefficient.
Suppose, the maximum value of information entropy of each feature class is repre-

sented by σ(j).W represents the number of characteristics of mental disposition health
data. � represents the total dimensionality of the candidate feature set for mental dis-
positional health data. fe represents the th feature of the e-th type of data. Then use the
following formula to combine the weighting method of inter-class and intra-class infor-
mation entropy distribution of feature items [7] to carry out preliminary classification
and feature identification of large-scale psychological tendency health data:

λ(Sac) = 1 − max(Sac) × l

φ ⊗ coff
· fe �(℘(I) ∗ W )

σ (j) ⊗ W
(9)

In the formula, max(Sac) represents the correlation between the psychological dis-
position health data and the maximum correlation coefficient. l represents the feature
selection pros and cons evaluation function. φ stands for the feature recognition rate
of mental tendency health data. coff represents the weight that balances the maximum
recognition rate and feature dimension. ℘(I) represents the number of categories.

Suppose that any two mental disposition health data are represented by ai and aj. ς
represents the threshold between the given mental disposition health data distances. The
distance from ai to aj in the mental health data is smaller than that of ς . However, the
distance between ai and the mental health data other than aj is greater than ς . Then use
the following formula to calculate the correlation function between the psychological
tendency health data:

A =
∑ V × (

ai, aj
)

ς × Q(ςi)
(10)

In the formula, V represents the probability of the same feature appearing in the
health data of different psychological tendencies. Q(ςi) stands for independence of
mental predisposition health data.

Suppose, a one-dimensional mental orientation health data sequence is represented
by n. N ′′′ represents the number of vector points in the phase space reconstruction of
mental orientation health data. The similarity between any two psychological tendency
health data is defined as the maximum difference between the two vectors, which is
expressed by the following formula:

Km(r) =
(
xi − xj

)

N ′′′ ⊗ n
⊗ X (E) (11)

In the formula, X (E) represents the similarity between the health data of various
psychological tendencies.

To sum up, it can be shown that in the process of mining students’ psychological
inclination health data in the ideological and political ideological and political courses
of tourism English courses in higher vocational colleges, a preliminary classification
and feature identification of the large-scale students’ psychological inclination health
data is carried out. Calculating the correlation between various types of features lays the
foundation for the realization of the data mining of students’ psychological tendency
health.
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2.4 Optimal Modeling of Students’ Psychological Tendency Health Data

According to the correlation between the characteristics of students’ psychological ten-
dency health data, the optimal modeling is carried out on the students’ psychological
tendency health data. If the mental time series set of different stages in the student’s
learning process is defined as {X (t), t = 1, 2, · · · , n}. Because the rebellious psychol-
ogy of college students has obvious differences in the form of expression, it is necessary
to reconstruct the phase space of the formation process of students’ psychology. So get
the matrix:

⎡

⎢⎢
⎣

x(1) x(1 + τ) · · · x(1 + (m − 1))

x(2) x(2 + τ) · · · x(2 + (m − 1))

· · · · · ·
x(k) x(k + τ) · · · x(k + (m − 1))

⎤

⎥⎥
⎦ (12)

In the formula, m represents the complexity of students’ psychology.  represents
the duration of the student’s mentality, satisfying:

k = n − (m − 1) (13)

Consider each row in the matrix as a variety of influencing factors of students’ psy-
chological changes, the total number is k. According to the degree of conflict, the index
of the affected categories of each influencing factor in the students’ psychological perfor-
mance status is obtained, and the psychological performance status of different impact
categories is obtained. For m-dimensional students, the total number of different mental
performance state sequences corresponding to the degree of psychological complexity
is m. Assuming that the probability of occurrence of b kinds of different mental perfor-
mance state sequences is p1, p2, · · · , pk , then according to the form of Shannon entropy,
the probability of students’ mental state sequence is sorted, then the permutation entropy
is:

HPE(m) = −
b∑

j=1

pjInpj (14)

Integrate the state sequence given by the above formula. The following formula
is used to express the emotional characteristics of behavior corresponding to the
psychological state of students at this stage:

0 ≤ HPE = HPE

In(m)
≤ 1 (15)

Suppose {x(t), t = 1, 2, · · · ,N } represents a time series set of behavioral emotional
characteristics of students’ mental states. Due to the complexity of the behavioral ten-
dency of college students dominated by rebellious psychology, it is necessary to establish
a relational expression with the duration ti of rebellious psychology. Select the duration
time series X (ti + τ) to form a new duration phase point column Y (t). The mental
duration ti is determined by calculating the correlation of X (τ ) and Y (τ ).
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According to the behavioral emotional characteristics corresponding to the psy-
chological state of students, the ant theory is used to model the health data of students’
psychological tendency. It is assumed that tij represents the behavioral tendency strength
of college students’ psychology in the τ period. �ti,k(τ ) represents the pheromone that
the psychology of college students searched by ant k has hindered the tendency behavior.
χ(0 ≤ χ ≤ 1) represents the influence of student psychology on tendentious behavior.
Use the following formula to calculate the intensity of behavioral tendency to search for
the next period, the formula is:

tij(τ + 1) = χ · tij(τ ) +
∑

�ti,k(τ ) (16)

Assuming that lk represents the length of the path that the k th ant traveled in this
cycle, there are:

�tii,k(τ ) = R

Lk
(17)

Among them, R is a constant, assuming that εij represents the visibility of the path
(i, j), which is usually taken as 1

dij
. Set dij to represent the length of path (i, j). The cor-

responding importance of path visibility is (β ≥ 0). The relative importance of the path
trajectories is α(α ≥ 0).U represents the feasible point set. The migration probability of
ant k in the τ time domain is pij,k(τ ). Then use the following formula to define pij,k(τ ):

pij,k(τ ) =

⎧
⎪⎨

⎪⎩

[tij(τ )]α[εij]β
∑

l∈U
[tij(τ )]α[εij]β

; j ∈ U ,

0 ; j /∈ U .

(18)

Based on the above elaboration, the objective function of the influence of students’
psychology on behavior is calculated by the following formula:

minB = g(x) · x ∈ [a, b] (19)

Among them, g(x) is the optimization function.
The optimization model of college students’ mental health data is constructed using

the following formula, namely:
{
tj(τ + 1) = ϕ · tj(τ ) + ∑

k
�tj

�tj = R/Lj
(20)

In the above formula, �tj represents the increase in the regional attraction strength
of the j th ant in this cycle. Lj represents the amount of change in g(x) in this cycle,
which is defined as g(x + r)− g(x). The optimization of the function is carried out with
the help of the continuous movement of m ants. When εij ≥ 0 is satisfied, ant i transfers
from its nearest neighbor I to the neighbor of ant j according to probability pj. When
εij ≤ 0 is satisfied, the ant i searches the nearest neighbor I, and the search radius is r,
that is, each ant or the place where the other ants are located. Or perform a near-neighbor
search and gradually converge to the global optimal solution of the problem.

By solving the problem of students’ psychological predisposition behavior disorder,
the optimal modeling of students’ psychological predisposition health data was carried
out.
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2.5 Realization of Students’ Psychological Tendency Health Data Mining

Suppose that the frequency of occurrence of the i-th feature is represented by λ
(c)
i . ∂i

represents the frequency vector of the mental orientation health data i. Vm(r) repre-
sents the maximum difference between the two psychological orientation health data.
Its objective function is defined by the following formula:

argminA = (y(c) − y(d))

Vm(r) ⊗ λ
(c)
i

⊗ ∂i (21)

In the formula, y(c) represents the amount of information including c data. y(d)

represents the frequency of d features.  stands for the best classification scheme.
Suppose that p(d |ĉ) represents the probability of generating students’ psychological

tendency health data d in the ideological and political course ĉ of tourism English in
higher vocational colleges. p(c|ĉ) represents the probability of generating the health
data ĉ of all students’ psychological inclinations in the students’ psychological incli-
nation health database in the ideological and political c of the tourism English course
in vocational colleges. The frequency distribution of each data in the ideological and
political ĉ of the tourism English course in higher vocational colleges is obtained by
using maximum likelihood estimation, which is expressed as:

ĉ(q) = p(d |ĉ) ⊗ p(c|ĉ)
LLR ⊗ �(W ) ∗ t(d)

m

× μ(S)

σ (A)
(22)

In the formula, LLR represents the log-likelihood ratio obtained by taking the loga-
rithm. �(W ) represents the current feature correction set. t(d)

m represents the distribution
of the i + 1-th important feature symbol after searching for d second-important feature
symbols. μ(S) stands for calculating the objective function value from the classification
result and the dimension of the feature subset. σ(A) represents the minimum feature
dimension.

Assuming that argmaxDE represents the optimization objective function under a
certain number of categories, it can be expressed by the following formula:

argmaxDE = (d) ∗ X(Z)
δ(u)

β(q)
∗ K(N ) (23)

In the formula,(d) represents the similarity data execution value between the clus-
ter centers. X(Z) represents the similarity between two close cluster centers. δ(u) repre-
sents the probability of symbolic distribution constructed from the feature space u of stu-
dents’ psychological tendency health data. β(q) represents the relationship between stu-
dents’ psychological predisposition health data. K(N ) represents the optimized feature
subset from the original student mental orientation health data features.

According to the above elaboration, the following formula is used to complete the
mining of students’ psychological tendency health data:

∂
(
ĉ
)argmaxDE ∗ ĉ

δ(u)
(24)
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To sum up, by defining the objective function of themaximumdifference of students’
psychological tendency health data. The frequency distribution of each data in the ide-
ological and political courses of tourism English courses in higher vocational colleges
is obtained by using maximum likelihood estimation, and the data mining of students’
psychological tendency and health is realized.

3 Experimental Comparative Analysis

3.1 Experimental Data Source

The data used in this paper come from 941 records in a university student psychological
survey database. The SCL-90 scale is used to measure the mental health of college
students.

The mental health indicators recorded in the database included somatization, inter-
personal sensitivity, obsessive-compulsive symptoms, anxiety, depression, hostility,
paranoia, phobia, psychosis and positive average scores.

The psychological data used in this paper have the following characteristics:

1. Being scientific: The SCL-90 PsychologicalMeasurement Scale used in this school is
widely used in the professional field of psychology and has high popularity.Moreover,
it can quantify the students’ behavior and psychological symptoms, and the data
obtained is very professional and scientific.

2. High reliability: The measurement data of this part are stored in the database of
relevant parts of the school. Data collected under the unified leadership of the school
student department, distributed through questionnaires, or scattered online are more
reliable.

3. Data imbalance: 941 student records used in this article measured the results of
“abnormal” data only 76, measuring the results of “normal” data only 865. That
is, the original data results are “abnormal” and results are “normal” data serious
imbalance. This will affect the feasibility of data mining and the accuracy of test
results.

3.2 Data Purification

Data cleansing is to delete the untrue and incomplete data from the original data, which
can not meet the quality requirements of decision tree algorithm. Thus, the quality of
data analysis can be ensured and more accurate data mining results can be obtained.

1. Purge False Records: Because the SCL-90 test has 90multiple choice questions. After
statistics that the test time is less than 4 min of the record is not earnest answer left
unreal data. This part of the record is therefore culled.

2. Purifying unrelated attribute factors: Because the scope of the census was all college
students, the data of students’ name, sex, age, specialty, grade and time consumption
had no effect on themodel. Itwill increase the time and cost of data analysis and reduce
the efficiency of data. Therefore, these factors are not considered in constructing
the decision. After data purification, 886 relatively reliable records were obtained.
After the adjustment of the database, the score table of each factor in the sample set
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of decision tree training is obtained. The scores of each field in the sample set of
decision tree training correspond to the scores measured by SCL-90, that is, the score
of attribute factor of mental health index.

3. Purify the status of students: Because the SCL-90 is not always accurate, it can
not be directly used as a basis for the diagnosis of psychological crisis, only as
a reference. Therefore, a status attribute is attached to mark whether the students
have psychological crisis. State refers to the mental health education center after the
relevant workers screened to confirm the existence of psychological crisis.

After data purification, 886 relatively reliable records were obtained. Among them,
100 were selected as test samples and 786 as training samples.

3.3 Result Analysis

Data mining method based on smartphone perception, Ecological Instantaneous Assess-
ment Theory and this paper’s method are used to carry out the mental health data mining
experiment. The results of the accuracy and efficiency tests for classifying studentmental
health data are shown in Figs. 1 and 2.

Fig. 1. Correct rate of classification of students’ mental tendency health data

It can be concluded from Fig. 1 and Fig. 2 that the accuracy and efficiency of this
method are higher than those of traditional data mining methods based on smartphone
perception and ecological instantaneous assessment. Themain reason is that SVMis used
to classify and recognize the data features of mental health of students, and to calculate
the degree of association among the features. Thus greatly improved the accuracy and
efficiency of this method in the classification of mental health data.

On the basis of ensuring the accuracy and efficiency of the classification of students’
psychological inclination health data. When mining students’ mental health data, it is
also necessary to ensure the integrity of the data, as shown in Fig. 3.

According to the results of Fig. 3, the data integrity ofmental health dataminedby this
method is over 80%, and the data integrity of mental health data mined by smartphone is
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Fig. 2. The Efficiency of Classifying Students’ Mental Health Data

Fig. 3. Completeness of Student Psychological Predisposition Health Data

under 30%.When the data miningmethod based on ecological instantaneous assessment
theory is used to mine students’ mental health data, the data integrity fluctuates at 40%.
Compared with the test results of three different methods, this method can be used to
mine students’ mental health data with higher integrity.

4 Conclusion

This paper puts forward a data mining research on mental health of students in Tourism
English Course based on SVM. Experimental results prove that this method can improve
the classification efficiency of mental health data. It can guarantee the integrity of mental
health data to more than 80%. But there are still many deficiencies in this study. In
the future research, we hope to introduce principal component analysis to extract the
characteristics of students’ mental health data and ensure the quality of data mining.
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Abstract. Aiming at the problems of low peak signal-to-noise ratio and slow
imaging speed in the imaging method of nuclear magnetic resonance medical
devices, an intelligent imaging method of nuclear magnetic resonance medical
devices based on compression sensing is designed. The imaging space of nuclear
magnetic resonance medical devices is limited to two dimensions, and the nuclear
magnetic resonance pulse sequence is designed to determine the current proton
state by receiving the energy attenuation signal. The imaging data is compressed
and sampled, and the original signal is reconstructed according to the collected
data and the measurement matrix to ensure the image quality. Finally, the intel-
ligent imaging mode based on compressed sensing optimization is realized. The
experimental results show that the peak signal-to-noise ratio of the intelligent
imaging method of NMR medical devices in this paper is higher than that of the
other two intelligent imaging methods of NMR medical devices, which proves
that the performance of the intelligent imaging method of NMR medical devices
can be improved after combining the compression sensing technology.

Keywords: Compression sensing · Nuclear magnetic resonance · medical
apparatus and instruments · Intelligent imaging · Gradient magnetic field ·
Natural signal

1 Introduction

The intelligent imagingmethod of nuclear magnetic resonancemedical devices based on
compression sensing can present various dynamic processes, including the physiological
movements of tissues and organs (such as heart, bone and joint, swallowing, etc.), as well
as the changes of contrast agents and surgical intervention, which has broad application
prospects. Compression sensing collects and compresses signals during signal acqui-
sition, combining sampling and compression, greatly reducing the number of samples
and data storage. However, the problem of long imaging time has been restricting the
further development of MRI. On the one hand, the long imaging time greatly increases
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the possibility of patient movement during the imaging process, causing artifacts, blur-
ring and other problems in the image, and even having to sacrifice image quality to
shorten the imaging time, but it causes the lack of diagnostic information. Applying
compressed sensing to image and video fields can effectively reduce data acquisition
costs and data storage costs. Compression sensing can sample data at a frequency much
lower thanNyquist’s, and is widely used in image compression, medical imaging, atomic
force microscope imaging, radar imaging, pattern recognition, channel coding andmany
other fields. It is considered to be an important key technology to promote the develop-
ment of social informatization. On the other hand, the long imaging time limits the time
resolution of imaging, resulting in the inability to fully present the real dynamic process,
which directly hinders the trend of real-time dynamic imaging to clinical application
[1, 2]. Therefore, accelerating the speed of magnetic resonance imaging has important
theoretical significance and practical value for improving image quality, improving time
resolution, and expanding the application field of magnetic resonance medical device
imaging.

The imaging time of magnetic resonance medical devices is mainly composed of
scanning time and image reconstruction time. In the theory of compressed sensing, the
measured signal is required to be sparse or compressible. In practice, most signals are not
strictly sparse, but studies have shown thatmost natural signals are compressible. That is,
although it is a non sparse signal in the time domain, the signal can be sparse after a series
of domain transformations, such as discrete cosine transform, discrete wavelet transform
and curvelet discrete transform. In principle, dynamic imaging is the repeated application
of conventional static imaging methods, that is, a frame of data is completely scanned,
and then the image is directly reconstructed by inverse Fourier transform. Due to the
application of fast Fourier transform, the imaging time mainly depends on the scanning
time. That is to say, most natural signals are sparse in Fourier domain, discrete cosine
domain, discrete wavelet domain and curvelet basis. Another representation of signal
sparsity, redundant dictionary representation, is also a commonly used signal sparse
transformation method. In order to meet the real-time requirements, the scanning speed
is required to be higher than the physiological movement speed. However, hardware
(gradient magnetic field intensity and its switching rate) and physiological (such as nerve
stimulation) factors limit the application of fast scanning. No matter two-dimensional
image or three-dimensional image, as long as the conditions of compressed sensing are
met, the measurement of data can be greatly reduced, so as to shorten the reconstruction
time. Therefore, how to shorten the scanning time and image reconstruction time and
improve the imaging speed has become themain research problemofmagnetic resonance
medical device imaging. In this paper, an intelligent imagingmethod of nuclearmagnetic
resonancemedical devices based on compression sensing is proposed. The imaging space
of nuclear magnetic resonance medical devices is limited to two dimensions, and the
nuclear magnetic resonance pulse sequence is designed to determine the current proton
state by receiving the energy attenuation signal. The imaging data is compressed and
sampled, and the original signal is reconstructed according to the acquired data and
measurement matrix to ensure the image quality. The results show that the mean value
of the peak signal-to-noise ratio of the method studied is high, which proves that the
performance of the intelligent imaging method of nuclear magnetic resonance medical
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devices is improved after the combination of compression sensing technology. Fast
imaging speed and high quality of reconstructed images are of great significance both
from the perspective of patients and doctors.

2 Collect Magnetic Field Imaging Signal

Imaging with magnetic resonance technology actually reflects the distribution of hydro-
gen atoms in the body. Usually, at a certain resonance frequency, RF excitation often
excites the whole solid, so we can use the gradient transformation to selectively excite
a part of the solid when we locate the hydrogen atom in space. If the sampling is dense
enough, a continuous signal can be represented by its sampling values at equal time
intervals, and all the signals can be recovered through these sample values, which is the
content of the sampling theorem. Therefore, in magnetic resonance imaging, three gradi-
ent magnetic fields are used for imaging operation. One gradient magnetic field is used to
determine the plane. After determining the plane through the gradient magnetic field, the
imaging space is limited to two dimensions. Then the corresponding signals are spatially
encoded in this two-dimensional plane, and this process realizes the collection of data at
a specific level. The importance of sampling theorem is that it acts as a bridge between
continuous time signals and discrete-time signals [3–5]. Under certain conditions, a
continuous time signal can be completely recovered from its samples, which provides
a theoretical basis for discrete signals to represent continuous signals, because in many
aspects, the processing of discrete signals is more flexible and convenient than that of
continuous signals. The static magnetic field is the external magnetic field, pointing in
the longitudinal direction, and its magnetic field strength determines the net magnetic
moment and resonance frequency of the atomic nucleus. The uniformity of magnetic
field is particularly important for imaging. If the magnetic field is uneven, the imaging
image will often produce deformation or artifacts. In the process of magnetic resonance
imaging, due to external factors, the external magnetic field strength is often difficult
to achieve complete uniformity. According to the multiplication property of Fourier
transform, the spectrum calculation formula of finite frequency band is obtained:

L(δ) = 1

2π

[
D(δ) ×

√
G(δ − 1)2

]
(1)

In Eq. (1), D represents continuous time signal, G represents sampling frequency,
and δ represents periodic function. The concept of sampling makes people think of
using discrete-time system technology to realize continuous time and indirectly process
continuous time signals: first, convert continuous time signals into discrete-time signals
through sampling, then use discrete-time system to process the discrete-time signals, and
finally convert discrete-time signals into continuous time. Therefore, in order to ensure
a good MRI effect, the uniformity of the external magnetic field must be guaranteed
within a specific range. Gradient magnetic field is generated by several groups of coils
located in the magnet cavity through current. Attached to the main magnetic field, it
can increase or decrease the strength of the main magnetic field, so that the spin protons
along the gradient direction have different magnetic field strengths, so there are different
types of resonance frequencies. The structure of human eyes leads people to understand
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that images are not as sensitive to uniform or linear changes in the image field as data
stored on binary media. For example, it is insensitive to some distortions and cannot
detect some subtle changes in the image. Even if these subtle changes are directly lost,
the human eye cannot feel them. Through the purposeful change of the static magnetic
field, we can change the uniformity of the magnetic field, and then interpret the spatial
information of the signal through the transformation law of the static magnetic field
strength, so as to obtain the spatial code of the signal. RF coil can also be used as
receiving coil (induction coil) under normal circumstances. For one-dimensional signals,
the characteristic information is represented by the sensing matrix, and the expression
formula of linear measurement sparsity is:

Y = ε × H

2
(2)

In Eq. (2), ε represents the orthogonal basis composed of column vectors, and H
represents the original signal. Therefore,within a certain range, the image changes caused
by quantization errors cannot be detected by human eyes. The usual way of recording raw
data is based on the assumption that the human visual system is uniform and linear, which
leads to the equal treatment of the visually insensitive part and the visually sensitive part,
resulting inmore data than the ideal coding. This redundancy is called visual redundancy.
According to Ferrari’s law of electromagnetic induction, the change of magnetic flux
in a closed circuit will produce induced electromotive force. Therefore, place a coil in
a suitable position within the range swept by the transverse magnetization component.
Make the coil cut the magnetic induction line, and the induced electromotive force will
be generated in the coil, so that the magnetic resonance signal can be detected. In the
process of free precession, the decrease of transverse magnetization vector makes the
electromotive force received by its coil also decrease. This signal is called free induction
attenuation signal. In order to reconstruct the original signal, it is necessary to calculate
all the projection data, then select several data with large amplitude, and encode their
positions, while all the remaining projection data with small amplitude are discarded.
Then through the ring coil to collect the free attenuation signal, the changing magnetic
field intensity signal will be obtained, and then the magnetic field intensity signal will
be converted into the corresponding electrical signal to complete the signal acquisition.
The received signal is the superposition of the overall magnetization vector. Therefore,
the entire detection system can detect spatial information only when each magnetic field
is a gradient magnetic field.

3 Extracting NMR Pulse Sequence

Nuclear magnetic resonance refers to the phenomenon of resonance absorption transi-
tion between Zeeman levels under certain conditions. RF pulse, coding gradient field,
parameter setting during signal acquisition and their sequence are called pulse sequence
of nuclear magnetic resonance. In magnetic resonance imaging, in order to observe the
current state of protons, RF pulses are usually used as excitation elements. When the
frequency of RF pulses is the same as the precession frequency of protons, resonance
will occur [6]. The space allowed to receive digitized original data is k space, and its
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unit is spatial frequency (hz/cm). The pulse sequence includes 90° pulse and 180° pulse.
After 90° pulse excitation, the elapsed time: apply another 180° RF pulse, the proton
will flip 180° in the transverse plane, and then after time, the spin echo signal will be
generated. The generation of resonance will transfer the energy of the RF pulse to the
proton. After removing the RF pulse, this part of energy will decay slowly. Therefore,
by receiving the decay signal of this part of energy, the current proton state can be deter-
mined. Assuming that the external magnetic field intensity is Z0, the proton precesses
at the angular velocity of η0. Using a magnetic field with a magnetic field strength of
Z1, an RF pulse is generated, and the pulse angular velocity is η1. By using the pulse
sequence, changing the interval between the two pulses, the peak signal of the spin echo
at each time interval is obtained, and the echo signal is obtained by connecting each
peak point. Human body imaging needs to determine the spin density, not the size of
the magnetization vector. To obtain proton density weighted images, pulse sequences
with long repetition time and short echo time should be used. The magnetic field Z1
is much smaller than the field strength of the external magnetic field. To generate res-
onance, the frequency of the RF pulse must be the same as the precession frequency,
that is, the angular velocity must be the same. When the two frequencies are the same,
the proton precession direction will deflect towards the Z1 magnetic field. That is, when
η0 = η1. Resonance will occur, and the proton precession direction will deflect. Since
the external magnetic field is a stable magnetic field, and the magnetic field strength Z1
is much smaller than the external magnetic field strength Z0, the influence of precession
reversal on the external magnetic field strength can be ignored. With the increase of the
action time of the magnetic field Z1, the deviation of the proton precession direction is
also increasing, and the magnetization vector in the corresponding action direction is
also gradually increasing. Finally, the proton precession direction is overturned into the
same plane. According to the RF pulse intensity and action time, the turning angle γ

can be determined, and the formula is as follows:

γ = φ × h × l

2
(3)

In Eq. (3), φ represents the gyromagnetic ratio, h represents the intensity of RF
pulse, and l represents the action time of RF pulse. In the relaxation process, we call the
phenomenon that the vertical component of themagnetization vector gradually increases
and returns to the level before excitation as longitudinal relaxation. The phenomenon
that the horizontal component of the magnetization vector gradually decreases until it
disappears is called transverse relaxation. Nowadays, the pulse sequences that can obtain
proton density weighted imaging are mainly spin echo pulse sequence and gradient echo
pulse sequence. The basic idea of gradient echo pulse sequence is to form echo through
the reverse of frequency coding gradient. When the magnetization vector returns to
the original state in the vertical direction, its vector just disappears in the horizontal
direction, so the time required for the longitudinal relaxation process is the same as that
for the transverse relaxation process [7, 8]. When the RF pulse acts, the corresponding
magnetization vector will deflect. The gradient echo sequence of 90° pulse is a simple
pulse sequence. RF pulse is a sinc function in time domain, corresponding to square pulse
in frequency domain. The phase coding gradient is represented by a series of horizontal
lines, indicating that it steps in incremental rules in different repetition periods. Through
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the phase coding and frequency coding, the specific spatial coding at the specific level
is formed. Spatial frequency is a vector, which refers to the phase change per unit length
in a certain direction. When generating NMR images, two gradient fields of frequency
and phase are used. The original data are collected in the frequency domain and can
be directly stored in k space. The reconstructed images can be obtained by Fourier
transform of these data. The data with positive phase of spatial coding will be filled
to the top of the specific space, and the data with negative phase will be filled to the
bottom of the specific space. In this particular space, the signal of the middle row is the
strongest. Inmost cases, themain data are concentrated in the center of the specific space.
The NMR signals encoded by three gradients carry the information of layer, frequency
and phase respectively. The image can be obtained by Fourier transform of the data
stored in k space. Fourier transform can be used between the reconstructed image and
its corresponding k space, which is the remarkable feature of k space.

4 Recognizing Dynamic Features of Medical Device Images

According to the time relationship between signal acquisition and imaging, the imag-
ing methods of magnetic resonance medical devices can be roughly divided into two
categories: offline and online. In the process of horizontal and vertical relaxation, the
atomic nucleus releases energy and transitions from the high-energy state to the original
equilibrium state. The process of medical image reconstruction is to complete intelligent
imaging by analyzing the voltage signal released in this process. Online imaging method
is to reconstruct the image separately for the single frame data at the current time, that
is, the form of reconstruction while sampling. When the reconstruction speed of online
imaging is fast enough to be faster than the data acquisition speed, this method can
be called real-time imaging. The NMR signal is jointly contributed by the spin in the
excited volume of the sample. The relationship between the signal and the spin density
is as follows:

W =
∫

φ × h × l

2
− |�μ| × � 3 (4)

In Eq. (4),μ represents time-frequency domain signal and� represents time-domain
signal. There is no phase shift in spatial coding, and the data obtained after frequency
coding will usually be filled into the middle of a specific space. By applying a certain
frequency of RF signal, the plane geometric distribution of the whole human body
structure can be obtained. However, it is impossible to image the designated part to be
detected, so the received signal must be spatially located. Real time magnetic resonance
imaging of medical devices has a wide range of applications, such as dynamic imaging
of human joint function, quantitative analysis of cardiovascular blood flow, magnetic
resonance guided cardiac surgery and so on. At present, the magnetic resonance imaging
system in medicine completes the positioning and coding of spatial information by
applying three gradient magnetic fields that are perpendicular to each other and change
linearly. Generally, for an image signal, the energy is mainly concentrated in the low-
frequency band, that is, the central area of k space. The high-frequency part of the
image contains less energy distribution, that is, the surrounding part of k space. This
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paper first reconstructs the frame difference image, and then obtains the current frame
image by adding the reconstructed frame difference image to the previous frame image.
Therefore, the previous images are the basis of the whole movie reconstruction, and their
reconstruction quality will affect the reconstruction quality of the next frame image of
the movie. Therefore, the traditional equal interval uniform density scanning sampling
method often leads to the generation of image aliasing artifacts. Therefore, this paper
considers using a variable density samplingmethod to collect more low-frequency bands
with high information and less high-frequency bands with low information, which may
obtain a more accurate reconstruction effect and reduce the generation of image aliasing
artifacts. Therefore, this paper constructs an imaging mode in which the sampling rate
gradually decreases to a stable level. Use 2 × down imaging for the first image, 4x
down imaging for the second image, and 8 × down imaging for each subsequent image.
Generally, the ability of the transform sparse basis to transform the signal sparsely is
expressed by the decay rate of the transform coefficient:

v =
∣∣∣ r
d

∣∣∣ − β ×
(
| �μ| × � 3

)
(5)

In Eq. (5), r refers to the orthogonal transformation set, d refers to the transformation
coefficients, and β refers to the coefficient index representation after the coefficients are
arranged in power exponential descending order. According to the calculation results of
formula (5), the most critical step for unequal interval variable density imaging is the
selection and definition of sampling density. In this paper, we choose to conduct under
sampling in the direction of x axis, that is, the size of sampling interval in the direction of x
axis affects the sampling density. Compared with the film as a whole, the high sampling
rate of the first two images will not significantly increase the film sampling rate, so
it will not have a significant impact on the average sampling time. Nuclear magnetic
resonance imaging of medical devices uses the resonance effect of atomic nuclei to
image the human body by collecting the electromagnetic signals released after nuclear
resonance. Theoretical analysis shows that the total variation regularization constraint
can not only reduce the noise in the reconstructed image, but also smooth the edge of the
image. However, due to the piecewise smoothness of the image, the piecewise constraint
sometimes directly leads to the excessive blur of the fine texture structure of the image.
The number of hydrogen atoms in the human body is the largest and the most widely
distributed. When imaging the human body with nuclear magnetic resonance medical
devices, the resonance effect of hydrogen atoms is generally used to detect its resonance
signal. However, wavelet basis function has the characteristics of good time-domain
locality and moment cancellation, and can well represent the mutation characteristics of
image signals, such as jumping singularity, and well represent the local smooth part. Due
to the different content of hydrogen atoms in different parts and tissues of the human
body, the detected signal intensity is also different when imaging different parts with
NMR medical devices. Therefore, the resonance effect of hydrogen atoms can be used
to image human tissues and distinguish pathological tissues.
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5 Optimization of Intelligent Imaging Mode Based on Compressed
Sensing

Compressed sensing is mainly composed of three parts: signal sparse representation,
random signal acquisition, i.e. linear measurement process, and sparse reconstruction.
Compared with the traditional data compression method, the most distinctive feature of
compressed sensing is that it bypasses the inefficient link of sampling and then com-
pression, and uses the sensing matrix to directly obtain the characteristic information of
sparse signals or compressible signals. The premise of using compressed sensing is that
the signal is sufficiently sparse. Because the actual measured signal is usually not suffi-
ciently sparse, a suitable transform basis is selected to make the signal more sparse in the
transform domain, so as to obtain better reconstruction results. If the original signal with
sparse representation is sampled randomly, the original signal can be recovered under
the condition of breaking through Nyquist. The compressed sensing algorithm breaks
through the limitation of Nyquist Shannon sampling theorem, and can greatly reduce
the sampling rate of the signal, and accurately reconstruct the original signal with only a
small amount of sampling data [9, 10]. In the theory of compression sensing, the linear
measurement process is often represented by a stable set of linear equations. The main
process of compression sensing is shown in Fig. 1:

Mri medical 
device data

Sampling

Compressing

Transmission/
Storage

Receiving

Decompressing

Fig. 1. Main process of compression sensing

It can be seen from Fig. 1 that in the imaging process, the signal can be compressed
while sampling, reducing the compression cost of the signal. Applying compressed
sensing technology to the measurement process of atomic force microscope can reduce
the sampling rate of atomic force microscope and shorten the originally long imaging
time. The process of intelligent imaging is to use reconstruction algorithm to reconstruct
the original signal according to the collected data and measurement matrix. Before
explaining the structure of the discriminator, first of all, it briefly introduces the content
of the loss function related to the training of the discriminator [11]. In the previous
research, the loss function used by the traditional generation countermeasure network
in training the generator has two types, one is saturated and the other is unsaturated.
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Conduct continuous magnetic resonance imaging operations for many times in a certain
time period to capture the operation of human organs and tissues in that time period.
Unlike static magnetic resonance imaging, intelligent imaging requires faster imaging
speed. And due to the reduction of sampling rate, the interaction force between the probe
tip of the atomic force microscope and the sample surface is reduced, so as to reduce
the wear of the probe and the damage of the sample surface, and further improve the
imaging accuracy of the atomic force microscope. Because the time-varying of human
organs and tissues, such as the heart, is moving all the time, and the corresponding space
will also change with it [12, 13]. To capture the spatial data at the current time point, we
need a very fast data acquisition speed to ensure that the data acquisition is completed
before the heart shape changes, otherwise it will inevitably cause data distortion. Under
some conditions, when the real data is completely distinguished from the generated
data, the saturation loss tends to have a gradient of zero, while the unsaturated loss,
although the gradient is not zero, has the problem of instability. This will eventually
lead to the discriminator often unable to train to the optimal or the learning rate is too
high, otherwise it may make the gradient disappear and the training stop. Therefore, it is
necessary to minimize the time of data acquisition without sacrificing spatial resolution.

6 Simulation Experiment Analysis

6.1 Experimental Preparation

It is composed of NMR spectrometer, RF power amplifier, gradient power amplifier,
preamplifier, unilateral NMR equipment, duplexer and computer. CUDA architecture
is composed of CPU and GPU. CPU plays the role of host and GPU plays the role of
device. Among them, GPUmainly completes threaded parallel processing, while CPU is
mainly responsible for serial computing and logical transaction processing. Use coaxial
cable to connect the unilateral NMR equipment with the spectrometer. They all have
relatively independent memory address space. CPU corresponds to host side memory
and GPU corresponds to device side memory. CUDA calls the memory management
function in CUDA API to realize the operation of memory and video memory. First,
the two-phase coded pulse sequence is written in the tnmr sequence editing software
of tecmag NMR spectrometer, and the imaging parameters are set. The NMR signal
generated by the sample is directly output to the NMR spectrometer after being ampli-
fied by the preamplifier after passing through the duplexer, and then transmitted to the
computer, which displays the signal. During the whole experiment, the RF coil has two
functions: transmitting and receiving. The operation of memory is basically the same
as that of general C programs. The operation of memory mainly includes opening up
space, initializing space, releasing space, and completing data transmission at the device
end and the host end.

6.2 Experimental Result

In order to get intuitive experimental results, the intelligent imaging method of MRI
medical devices based on deep learning and the intelligent imaging method of MRI
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medical devices based on generation countermeasure network are selected to compare
with the intelligent imaging method of MRI medical devices in this paper. Test the peak
signal-to-noise ratio of the three MRI medical device intelligent imaging methods under
different signal-to-noise ratio conditions. The larger the value, the higher the accuracy.
The experimental results are shown in Tables 1, 2, 3 and 4:

Table 1. Signal to noise ratio 10 dB peak signal to noise ratio

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

1 21.203 23.655 29.363

2 22.166 22.421 28.345

3 21.245 21.944 31.266

4 23.123 22.106 30.151

5 22.331 21.303 29.009

6 21.228 23.005 31.154

7 22.545 22.146 29.136

8 21.612 20.616 28.483

9 22.144 21.074 27.212

10 21.714 23.099 31.514

11 23.162 24.548 29.217

12 22.495 23.316 28.649

13 21.317 22.157 27.157

14 22.445 21.159 29.166

15 21.147 23.301 30.337

It can be seen from Table 1 that when the signal-to-noise ratio is 10 dB, the peak
signal-to-noise ratio of the intelligent imaging method of nuclear magnetic resonance
medical devices in this paper and the other two intelligent imaging methods of nuclear
magnetic resonance medical devices are 29.0344, 21.992 and 22.390 respectively.

It can be seen from Table 2 that when the signal-to-noise ratio is 30 dB, the average
peak signal-to-noise ratio of the NMRmedical device intelligent imaging method in this
paper and the other two NMR medical device intelligent imaging methods are 45.395,
34.656 and 33.494 respectively.

It can be seen from Table 3 that when the signal-to-noise ratio is 50 dB, the average
peak signal-to-noise ratio of the NMRmedical device intelligent imaging method in this
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Table 2. Signal to noise ratio 30 dB peak signal to noise ratio

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

1 32.154 36.474 42.944

2 35.811 32.151 43.847

3 34.326 32.215 45.554

4 32.177 31.933 46.564

5 31.494 34.467 44.518

6 33.547 32.485 43.334

7 36.315 31.120 45.102

8 34.194 34.648 43.174

9 35.477 32.971 46.946

10 36.515 31.479 45.994

11 36.152 34.944 46.741

12 34.483 33.154 48.166

13 35.788 35.747 46.331

14 34.455 33.316 46.559

15 36.949 35.299 45.144

Table 3. Signal to noise ratio 50 dB peak signal to noise ratio

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

1 42.313 43.347 48.202

2 43.255 41.152 46.147

3 41.649 42.474 52.105

4 42.636 44.518 49.947

5 41.552 43.166 48.466

(continued)
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Table 3. (continued)

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

6 43.255 41.481 49.747

7 42.144 42.121 51.946

8 41.263 43.333 52.441

9 42.102 42. 154 52.646

10 43.447 41.744 51.488

11 44.894 42.849 52.117

12 43.548 44.556 52.599

13 42.474 42.314 53.415

14 41.165 43.415 55.116

15 42.415 41.112 49.212

paper and the other two NMR medical device intelligent imaging methods are 51.040,
42.541 and 42.684 respectively.

Table 4. Signal to noise ratio 70 dB peak signal to noise ratio

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

1 52.447 49.994 55.748

2 49.752 48.516 56.851

3 46.188 51.054 58.263

4 48.146 50.477 57.499

5 49.258 52.366 56.205

6 51.481 53.845 57.211

7 49.515 49.211 55.171

8 49.499 48.314 56.447

9 51.515 46.151 57.211

(continued)
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Table 4. (continued)

Number of
experiments

Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated
countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

10 50.162 47.207 58.319

11 48.147 46.499 56.408

12 49.311 48.515 58.523

13 48.487 50.212 56.545

14 51.941 49.324 57.641

15 52.157 48.544 55.109

It can be seen from Table 4 that when the signal-to-noise ratio is 70 dB, the peak
signal-to-noise ratio of the intelligent imaging method of nuclear magnetic resonance
medical devices in this paper and the other two intelligent imaging methods of nuclear
magnetic resonance medical devices are 56.877, 49.867 and 49.349 respectively.

Table 5. Signal to noise ratio 90 dB peak signal to noise ratio

Number of experiments Intelligent imaging
method of magnetic
resonance medical
devices based on deep
learning

Intelligent imaging
method of magnetic
resonance medical
devices based on
generated countermeasure
network

The intelligent imaging
method of NMR medical
devices in this paper

1 53.991 55.488 62.164

2 52.415 57.415 63.314

3 51.547 56.549 62.331

4 53.316 54.211 61.158

5 54.448 55.099 63.207

6 52.220 56.147 62.849

7 53.147 55.305 63.541

8 54.466 55.488 62.662

9 52.848 56.501 63.315

10 53.502 54.215 64.548

11 54.433 53.490 63.547

12 55.548 54.155 62.644

13 54.699 55.649 63.102

14 53.147 56.007 62.106

15 52.331 54.413 63.113
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It can be seen from Table 5 that when the signal-to-noise ratio is 90 dB, the average
peak signal-to-noise ratio of the NMRmedical device intelligent imaging method in this
paper and the other two NMR medical device intelligent imaging methods are 62.907,
53.471 and 55.342 respectively. It can be seen from the experimental results in Tables 1,
2, 3, 4, and 5 that the intelligent imaging method of NMR medical devices in this
paper can maintain good performance under different signal-to-noise ratio experimental
scenarios.

7 Conclusion

(1) This paper discusses the sparse representation of MRI images in different transform
domain spaces, and designs and implements the spatial sparse sampling track with
random variable density. At the same time, it studies the peak signal to noise ratio
of the intelligent imaging method of MRI medical devices.

(2) The variance of image pixels is used to adaptively estimate the weighting matrix,
which is solved under the framework of compressed sensing. A random variable
density sampling method is designed to collect low-frequency regions with high
information content.

(3) The intelligent imaging method of MRI medical devices studied in this paper can
maintain good performance in different SNR experimental scenarios.

In the future, it is necessary to continue in-depth research to find an efficient
reconstruction algorithm suitable for MRI application scenarios and parallelize it.

Fund Project. Project supported by the Scientific Research Foundation of Jimei University,
China, ZQ2019034, and Fujian Province Young and Middle-aged Teachers Education Research
Project, JAT190303.
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Abstract. Under the background of big data, the structure of health care enter-
prises is constantly upgrading, and there is a misplaced matching relationship
between employees and posts. In order to promote the development of health care
enterprises and optimize the allocation of talents, this paper studies the post fitness
evaluation of health care enterprises based on big data. Put forward the selection
principles and ideas of fitness evaluation indexes, and provide the basis for index
selection; Establish an evaluation index system of fitness, screen high-frequency
factors and select sequencing parameters; Through index identification and quan-
tification, this paper analyzes the coordination and adaptation relationship between
employees and post structure in medical and health care enterprises. Calculate the
fitness, divide the fitness grade type according to the fitness evaluation grade type
standard, and complete the evaluation. Through empirical analysis, the post coor-
dination fitness of employees in 10 medical and health care enterprises showed
a tortuous upward trend from 2016 to 2021, with 5 enterprises suffering from
weak degree imbalance and 5 enterprises suffering from weak degree coordina-
tion. Among them, the average fitness of enterprise 7 is the highest, which is 0.59,
but the overall level still has much room for improvement, and it is necessary to
adjust and supplement the appropriate talents in time.

Keywords: Big Data · Enterprise Health Care · Algorithm Fusion · Employee
Position · Fitness Evaluation · Evaluation Index Selection

1 Introduction

The 19th National Congress of the Communist Party of China clearly pointed out the
transformation of the main social contradictions in our country in the new era-"The
main social contradictions in our country have been transformed into the contradiction
between the people’s growing need for a better life and the unbalanced development”.
With the development of China’s economy and society, people’s living standards are
constantly improving, and the demand for health is increasing day by day. The quantity
and quality of social medical resources have great influence on national physical and
mental health, but the quantity and quality of existing medical resources can hardly
meet people’s growing health needs [1]. Under the situation that supply is less than
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demand, a new wave of developing medical technology and resources with the help of
information technology industry has arisen, and the development of medical industry
has also ushered in the spring. Although the concepts of mobile medical care, artifi-
cial intelligence medical care and internet hospital have been put forward until now, a
large number of internet medical care trendsetters have emerged. Internet giants such as
Ali, Tencent, JD.COM and Baidu have also laid out the internet medical care industry,
which has the potential to be shared by the whole world. Various medical and health care
enterprises have sprung up. Medical care refers to people who maintain or improve their
health through prevention, diagnosis, treatment, improvement or cure of diseases, dis-
eases, injuries and other physical and mental disorders. Health care is provided by health
professionals and related health fields. Medicine, dentistry, pharmacy, midwifery, nurs-
ing, optometry, audiology, psychology, occupational therapy, physical therapy, sports
training and other health professions are all part of medical care. Including its work
in providing primary health care, secondary health care, tertiary health care and public
health. Under the background of big data, the state has issued a series of policies and
measures to promote the healthy development of Internet medical industry, and compre-
hensively standardized and guided the healthy development of “Internet+medical care”
enterprises [2]. Domestic “Internet + Medical” enterprises have successively appeared
different modes, such as non-interactive medical health information service, online con-
sultation,medical e-commerce, healthmonitoring andmanagement, andmedical service
process optimization. Integrate several departments dedicated to providing health care
services and products in the medical industry. As the basic framework for defining this
sector, the International Standard Industrial Classification of the United Nations classi-
fies medical care as generally including hospital activities, medical and dental practice
activities and “other human health activities”. The last category involves the activities
of nurses, midwives, physiotherapists, scientific or diagnostic laboratories, pathological
clinics, residential health facilities, patient advocates or other related health profession-
als or activities under their supervision. In addition, according to industry and market
classifications, such as global industry classification standard and industry classification
benchmark, medical care includes many categories of medical equipment, instruments
and services, including biotechnology, diagnostic laboratories and substances, drugman-
ufacturing and delivery. However, by analyzing the current medical environment, the
shortage of medical resources is not only insufficient in quality, but also unevenly dis-
tributed in time and space,which ismainlymanifested in: asymmetric information among
patients, hospitals and doctors, which leads to a large number of patients “voting with
their feet” and blindly pouring into second and third-class hospitals, but few grassroots
community health institutions are interested in it; Second, the doctors in the third-class
hospitals are burdened with heavy tasks and exhausted, and the medical resources are
stretched, while the medical resources in the grassroots community hospitals cannot be
effectively utilized. Therefore, higher requirements are put forward for the employees of
various medical and health care enterprises, and the matching degree between the posi-
tions and employees of enterprises has become a hot issue in current research. Under
the background of big data era, with the adjustment and change of enterprise structure,
the type and level of talent demand should also be continuously optimized in factor
allocation to ensure the matching and adaptation between employees and enterprise
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positions, thus promoting the sustainable development of the whole industry economy.
Therefore, it is an important practical task for the whole industry to guide the fitness
between employees and posts in health care industry. Based on big data, this paper stud-
ies the evaluation of the fitness of employees in health care enterprises, first, establish
the fitness evaluation index system, screen high-frequency factors, and select the order
parameters; Then, through the identification and quantification of indicators, it analyzes
the coordination and adaptation relationship between the employees and the post struc-
ture of the health care enterprise; Finally, the fitness is calculated, and the fitness grade
types are divided according to the fitness evaluation grade type standards to complete
the evaluation. The conclusions drawn from the empirical analysis provide a basis for
promoting the development of health care enterprises and are of practical significance
for improving the fitness of the health care industry under big data.

2 Health Care Enterprise Staff Post Fitness Evaluation

2.1 Selection Principles and Ideas of Fitness Evaluation Indicators

In medical and health care enterprises, there are many factors that affect the fitness
between employees and posts. To evaluate the fitness of employees in medical and
health care enterprises under big data, it is necessary to follow certain scientific cri-
teria and objectively and truly reflect the current status of employees in medical and
health care enterprises. The research on the fitness between employees’ structure and
the structure of health care enterprises is an all-round and multi-dimensional research
process, ranging from the top-level design of the industry to the individual’s employ-
ment choice, which involves many social fields. Therefore, the selection of evaluation
indicators should be both systematic and comprehensive, and have certain internal logic
[3]. It is easy to quantify, and the selected indicators should have reliable data sources,
that is, the selected indicators must be mentioned in the official documents of our coun-
try or have corresponding statistical caliber. The selected indicators should not only
meet the requirements that different regions in the same period are comparable, but
also meet the requirements that the same region is comparable in different periods.
The selected indicators should be able to truly reflect the current situation of regional
development, or adapt to the actual economic development. Follow the principles of sys-
tematicness, scientificity, operability, comparability and timeliness. In order to realize
the unity of structure and function between employee structure and health care enterprise
structure, the optimization of employee structure is divided into four sequential links:
input-generation-allocation-application. Two dimensions including rationalization and
upgrading of industrial structure are respectively connected, and the sequence parame-
ters are extracted as evaluation index system. The specific selection process is shown in
Fig. 1.

As can be seen from Fig. 1, according to synergetics theory, the necessary condi-
tion for the long-term stable existence of a new system is the “orderliness” among the
subsystems that make up the system, which is mainly manifested in the regularity of
“the combination of elements and functions, the combination of space-time structure
and the order of evolution process” in the material system. Only when employees and
enterprise structure subsystems are coordinated, that is, orderly, can their parent system,
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Fig. 1. Schematic diagram of docking extraction sequence parameters of employee structure
optimization and enterprise structure upgrading

the economic system, develop sustainably for a long time. Therefore, the research on the
theme of this paper can be transformed into a measure of the orderliness of the compos-
ite system formed by employees and enterprise structure subsystems. In the synergetic
thought, only when the employee structure and the enterprise structure are realized from
disorder to order can the coordination between the two systems be ensured, thus mak-
ing the economic parent system develop sustainably. The measurement mark of two
systems from disorder to order is “order parameter”, which can quantify the degree of
order. Order is derived from the cooperation between subsystems and plays an important
role. Therefore, in order to quantify the degree of coordination between employees and
enterprise structure, it is necessary to extract the order parameters that meet the require-
ments [4, 5]. The order degree of the composite system formed by the two subsystems
can be divided into three levels from low to high, and the highest level is the unity of the
structure and function of the subsystems, which means that the two systems are highly
ordered. Based on this, when quantitatively studying the coordination and adaptation
relationship between employees and enterprise structure, it is necessary to unify their
functions and structures, and on this basis, complete the extraction of order parameters.

2.2 Establish a Fitness Evaluation Index System

According to the above principles and ideas of index selection, this paper divides the
employee structure into four links: input-generation-allocation-utility, and divides the
enterprise structure into two levels: structure scale and structure quality, which are cou-
pled and docked to extract sequence parameters. The evaluation system is established
from four levels: system level-target level-criterion level-index level, and the quantita-
tive formula of each index is calculated to form the evaluation index system, as shown
in Table 1.
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Table 1. Framework of evaluation index system

System level Target layer The standard layer Index layer

Adaptability of
employees to enterprise
positions

Input link Number of employees
and quality input of
enterprises

The proportion of
education investment in
GDP a1

Growth rate of
education expenditure
per student in higher
education a2

Location entropy of
educational
expenditure per student
in higher education a3

Share of R & D input in
GDP a4

Location entropy of R
& D input in GDP a5

The R & D input
growth rate a6

Generation link Number and quality
structure of employees

The density of talent b1

The ratio of talent to
employees b2

Location entropy of
talent ratio to
employees b3

Under the big data, the
number of talents in
healthcare enterprises
has increased highly b4

In terms of big data, the
proportion of talents in
healthcare enterprises is
highly proportional b5

Configuration link Productivity of post
employees in
enterprises

Static coordination
degree of traditional
healthcare enterprises
c1

(continued)
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Table 1. (continued)

System level Target layer The standard layer Index layer

Static coordination
degree of healthcare
enterprises under big
data c2

The whole enterprise
static coordination
degree c3

Utility link Employee’s utility
play

Number of patent
applications d1

Location entropy of
patent application
quantity d2

Patent authorization d3

Location entropy of
patent authorization
quantity d4

The increase rate of the
number of patent
invention applications
granted d5

Number of contracts
traded in the
technology market d6

The number of
contracts traded in the
technology market is in
the national proportion
d7

Technical market
transaction contract
amount d8

The contract amount of
transactions in the
technology market is
represented in the
whole country d9

Enterprise employee
productivity d10
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By sorting out the evaluation indexes in the collaborative system of employee struc-
ture and enterprise post structure, the high-frequency factors are screened out, and a
reasonable weight is determined for each attribute. To study the coordination and adap-
tation of the two subsystems of enterprise post and employee structure, according to
the above evaluation index system, it is necessary to select the order parameters for
quantitative calculation [6].

2.3 Index Identification and Quantification

In order to objectively study the coordination status of talents in enterprises, the index
of “static coordination degree” is introduced. Taking the index of “static coordination
degree of healthcare enterprises under big data” as an example, its formula can be set as
follows:

QI = wi

W
− si

S
(1)

where,W is the labor productivity of each department of health care enterprise, S is the
proportion of post talents, and wi and si are the labor productivity and the proportion of
post talents of i departments respectively [7]. IfQi = 0, itmeans that the coordination and
adaptation degree of this department is consistent with that of the enterprise; if Qi > 0,
it means that the proportion of talented employees in this department is relatively high
but the output is relatively low, indicating that the employees in this department are not
fully functioning; if Qi < 0, it means that the proportion of talented employees in this
department is relatively lowbut the output is relatively high;when there aremore talented
employees, structural transfer to this enterprise can help the growth of the enterprise.
The quantitative calculation formulas of each index are shown in Table 2.

The quantification of each evaluation index is realized by the quantificationmethod in
Table 2. In order to more accurately analyze the coordination and adaptation relationship
between employees and post structures in medical and health care enterprises, this paper
quantitatively analyzes the indicators extracted by coupling and docking of the two
systems [8]. Each index in the system has a development target value. Compared with
the actual development value of the index, the ratio obtained is the efficacy coefficient.
The mathematical expression of the efficacy function of index ei is:

Fi = f (ei) (2)

where, Fi is the efficacy coefficient, and when the value ranges from 0 ≤ Fi < 1,
i = 1, 2, ..., n, when Fi = 1, the target value is the best, which means the target
value is the worst. According to the synergetic theory, if the synergetic system is stable
and orderly, the efficiency function presents a linear relationship, and the maximum or
minimum value of the efficiency function is the critical point of the system without
qualitative change. Based on this, the following efficacy function is established:{

F(ei) = (xi − αi)/(yi − αi), αi ≤ xi ≤ yi,When F(ei) is positive

F(ei) = (αi − xi)/(yi − αi), yi ≤ xi ≤ αi,When F(ei) is negative
(3)
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Table 2. Quantitative calculation method of evaluation index

Index layer Quantitative calculation formula

a1 = Education investment funds/ GDP

a2 = Higher education students average education expenditure in that year/Higher
education students are all spent on education in the previous year-1

a3 = Higher education per student education expenditure/Enterprise education
expenditure per student in higher education

a4 = R&D Investment funds/GDP

a5 = The proportion of departmental R & D investment in GDP /The proportion of
enterprise R & D investment in GDP

a6 = R & D is spent on the current year/ R & D invested for the previous year-1

b1 = The number of talent/Number of employees

b2 = The ratio of talent to the department’s employees/The ratio of enterprise talent
to employees

b3 = The ratio of department talent to employees/The ratio of enterprise employees
to employees

b4 = The number of talents in healthcare enterprises has increased under
departmental big data/The number of traditional healthcare professionals in the
sector has increased

b5 = The number of talents in health care enterprises under departmental big
data/The number of the traditional health care personnel in the enterprise

c1 = Department of the traditional industry talent ratio/Department talent
ratio-Labor productivity ratio of sector traditional industries / sector labor
productivity

c2 = Department of high-tech industry talent ratio/Department talent ratio-Labor
productivity ratio of regional high-tech industries/Department of labor
productivity

c3 = 1/2(Static coordination degree of traditional healthcare enterprises + Static
coordination degree of healthcare enterprises under big data)

d1 straight forward calculation

d2 = The number of departmental patent applications/Number of enterprise patent
applications

d3 straight forward calculation

d4 = Amount of departmental patents granted/Enterprise patent authorization
amount

d5 = The department of invention application for the current year of authorization
quantity/Department invention application for the last year of authorization
amount-1

d6 straight forward calculation

(continued)



214 L. Chen and X. Deng

Table 2. (continued)

Index layer Quantitative calculation formula

d7 = Number of contracts traded in the enterprise technology market/Number of
contracts traded in the national technology market

d8 straight forward calculation

d9 = Enterprise technology market contract amount/Contract amount traded in the
national technology market

d10 = enterprise GDP/The number of enterprise employees

In the formula, xi is the actual value of ei, and αi and yi are the extreme values of
ei when the system is stable. The function value reflects the measurement of the degree
of coordination and adaptation of a single index to the whole system. According to the
above various calculations, the efficacy function value can be obtained.

2.4 Calculate Fitness

In order to comprehensively describe the efficacy and benefits of system indicators and
comprehensively reflect the fitness of the whole system, a single efficacy function value
cannot be used, so it is necessary to establish a functional relationship that takes efficacy
coefficient as an independent variable and can reflect the coordination andfitness between
the two subsystems. In this paper, the fitness function is used to judge the employee’s
post fitness, and the range of fitness function value is 0 ≤ HD ≤ 1. The larger the fitness
function value is, the higher the fitness of employees in medical care enterprises is,
and vice versa [9].The efficacy of each index on the coordination and fitness evaluation
system is regarded as the goal of the system’s own development. It is assumed that there
are N goals, of which N0 are negative indicators and N1 are positive indicators. The
larger the index value, the better. The other N − N0 − N1 goals are close to a certain
value. Then, a total efficacy function is established with a certain efficacy coefficient.
The total efficacy function value is that the coordination and fitness of this complex
system is easy to get results and ensure accuracy.

HD=
n∑

i=1

wij ∗ Fe(vij) (4)

where,
n∑

i=1
wij = 1, wij is the weight coefficient of Fe(vij), the coordination fitness is

the calculated weighted sum. Next, determine the weight of each evaluation index. Sub-
jective weighting method and objective weighting method are the main two ways to
establish the weight evaluation index. Ring comparison analysis, analytic hierarchy pro-
cess, Delphi and fuzzy comprehensive evaluation are the main calculation methods of
subjective weighting method; Factor analysis, correlation coefficient, variation coeffi-
cient, principal component analysis and entropy are the main calculation methods of
objective weighting method. Through comprehensive analysis, this paper selects the
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entropy method in the objective weighting method to establish the weight of each index
[10]. Amethod tomeasure uncertainty is called entropy. The smaller the amount of infor-
mation, the greater the uncertainty and entropy; The greater the amount of information,
the smaller the uncertainty and the smaller the entropy. Entropy can not only judge the
randomness and disorder degree of an event, but also can be used to judge the dispersion
degree of an index. If the index with greater dispersion degree is selected, it will have a
greater impact on the comprehensive evaluation [11]. The steps of calculating entropy
and establishing weight are as follows: Set n observation values and k indicators, then
xij is the j th indicator of the i th observation value. The greater the difference between
xij, the more information this indicator contains and transmits, and the greater the com-
parative effect of this indicator on complex systems. Entropy can be used to measure the
amount of information [12], that is, the increase of information represents the decrease
of entropy.Calculate the specific gravity value of the characteristic index, and set xij as
the initial value and xij as kij, then the calculation formula of the specific gravity value
of the i th observation value under the j th index is:

kij = xij/
n∑

i=1

xij (5)

If the information entropy of the j st index is dj, the calculation formula of information
entropy is:

dj = −γ

n∑
i=1

kij ∗ ln kij (6)

Among them, γ > 0, if xij are all equal to the given j, there are kij = 1/n, dj = γ ln n.
For a given j, xij, the smaller the difference is, the greater is dj. When xij are all equal,
dj = dmax = 1(γ = 1/ ln n). At this time, as the comparison between observed values,
index xij has no effect, and it is necessary to calculate the difference coefficient. The
greater the difference between xij and dj, the greater the comparison effect of index on
observed values. Therefore, the difference coefficient is defined as:

li = 1 − di (7)

li the larger, the more attention should be paid to the role of this indicator, and finally
determine the weight, whose formula is:

wj = li/
k∑

j=1

li, j = 1, 2, ..., k (8)

After the above calculations, the weight of each index is calculated. Finally, for the
classification standard of fitness grade, 0.00–1.00 is divided into 10 continuous grade
intervals [13]. It can be seen that the coordination adaptation grade is a continuous ladder,
then a coordination grade represents an interval, and each grade is a kind of coordination
state. Among them, the fitness value greater than 0.50 is the coordination interval, and
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Table 3. Standard table for evaluation grade type of coordination fitness

Coordination level Coordinate the adaptation value Coordination degree

1 0.00—0.10 extreme disorder

2 0.11—0.20 High disorder

3 0.21—0.30 Moderate disorder

4 0.31—0.40 low disorder

5 0.41—0.50 weak disorder

6 0.51—0.60 weak coordination

7 0.61—0.70 low coordination

8 0.71—0.80 Moderate coordinatio

9 0.81—0.90 High coordinatio

10 0.91—1.00 extreme coordinatio

the fitness value less than or equal to 0.50 is the imbalance interval. The specific division
of the standard is shown in Table 3.

According to Table 3, the post suitability of employees in healthcare enterprises
based on big data in this paper is evaluated.

3 Empirical Analysis

3.1 Experimental Preparation

In order to analyze the fitness of employees’ positions in healthcare enterprises under
big data in more detail, this paper selects 10 healthcare enterprises as parameter objects,
and selects the relevant index data from 2016 to 2021 to evaluate the fitness of employ-
ees’ positions in healthcare enterprises. The weight calculation results of each index
calculated above are shown in Table 4.

After obtaining the index values and their weights from Table 4, the post fitness and
average value of employees in 10 medical and health care enterprises are calculated,
and the coordination fitness curve is drawn in turn. According to the standard table of
fitness evaluation grade type, the grade of post fitness of employees in each enterprise is
judged, the evaluation of post fitness of employees in medical and health care enterprises
is completed, and the evaluation results are counted.

3.2 Overall Analysis of Fitness

According to the calculation results of job fitness and average value of employees in 10
health care enterprises, the coordination fitness curve is drawn, and the change trend of
fitness of different enterprises in 2016–2021 is analyzed, as shown in Fig. 2.

According to the results of Fig. 2, the time series comparison and analysis of the
position coordination and adaptability of employees in 10 medical and health care enter-
prises shows that the adaptability of each enterprise shows a tortuous upward trend. It
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Table 4. Weight value of each index

Metric Weight Metric Weight

a1 0.0156 c2 0.0601

a2 0.0432 c3 0.0610

a3 0.0141 d1 0.0523

a4 0.0285 d2 0.0603

a5 0.0416 d3 0.0421

a6 0.0187 d4 0.0612

b1 0.0453 d5 0.0401

b2 0.0385 d6 0.0254

b3 0.0299 d7 0.0264

b4 0.0164 d8 0.0293

b5 0.0180 d9 0.0415

c1 0.0159 d10 0.0288
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Fig. 2. Change trend of job fitness of employees in 10 health care enterprises from 2017 to 2021

can be seen that from 2017 to 2021, the position structure and employee talents of each
enterprise are constantly optimized, so that the adaptability is improved. The position
order of the fitness degree of each enterprise changes little, showing a trend of alter-
nating fluctuations. According to the trend chart of fitness change, the change range of
enterprise 7 is small and shows a slow growth trend, but the annual level has always
been the highest among the 10 healthcare enterprises.
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According to the average value of the fitness degree of each enterprise, the grade
type of the post coordination fitness degree of employees in 10 medical and health care
enterprises is determined, as shown in Table 5.

Table 5. Grade types of post coordination adaptability of employees in 10 medical and health
care enterprises

Enterprise Grade Level Average fit

1 6 weak coordination 0.52

2 5 weak disorder 0.44

3 6 weak coordination 0.51

4 5 weak disorder 0.48

5 5 weak disorder 0.46

6 6 weak coordination 0.51

7 6 weak coordination 0.59

8 5 weak disorder 0.45

9 5 weak disorder 0.43

10 6 weak coordination 0.56

Table 5 clearly shows the grade types of the job fitness of employees in various
medical and health care enterprises. It can be seen that the job fitness grades of employees
in these 10 enterprises are not high. Five enterprises are weak degree maladjustment and
five enterprises are weak degree coordination. Among them, the average value of the
fitness of enterprise 7 and enterprise 10 is high, ranging from 0.51 to 0.60. Although
the coordination level is the same, and it is also in the weak degree imbalance level, the
average fitness of enterprise 4 is the highest, and the average fitness of enterprise 9 is the
lowest, indicating that enterprise 9 has obvious disadvantages in fitness, and the overall
level still needs to be improved. The range of fitness level needs to be substantially
changed, which proves that there is a large room to improve the fitness of employees
in health care enterprises, and it needs to adjust and supplement appropriate talents in
time.

4 Concluding Remarks

In this paper, by proposing the principles and ideas for the selection of fitness evaluation
indicators, establishing the fitness evaluation indicator system, identifying and quantify-
ing indicators, and calculating fitness, we have completed the research on the evaluation
of job fitness of employees in healthcare enterprises under big data, and achieved certain
research results. The details are as follows:

(1) This paper uses the basic theory of collaboration to bring the post structure of
employees and enterprises into the scope of enterprise economic system, and uses
the principle of synergy correlation as a support to build a connection channel - order
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parameter, which describes the interaction between the post structure of employees
and enterprises.

(2) The position order of the fitness of each enterprise does not change much, showing
a trend of alternating fluctuations.

(3) There is much room for improvement in the fitness of employees in medical and
health care enterprises, and it is necessary to timely adjust and supplement the
appropriate talents.

At present, there is still a misplaced supporting relationship between posts and
employees in healthcare enterprises under big data. In the future, we should also change
our development ideas, increase talent input, give full play to employee communica-
tion, and promote the transformation of achievements. In the future research, evaluation
indicators can also be continuously optimized to provide a more scientific and effective
basis for the development of health care enterprises. The healthcare industry under big
data will certainly become a very vibrant industry, promote the medical and health level
to a new level with healthy and stable development, and share the achievements of social
development.
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Abstract. In order to improve the monitoring accuracy of physiological param-
eters and the effect of telemedicine, a new telemedicine and health care system
based on embedded technology was designed. Use the embedded server to real-
ize the information interaction between the client and the Web server. Send data
to the server through the monitoring network terminal, and use the data acquisi-
tion module to obtain two parts of the data of the blood pressure module and the
blood oxygen module. Monitor physiological signals with embedded monitors.
Use embedded technology to search for telemedicine information, and combine
encryption algorithms to encrypt the information. Calculate the distance between
the monitoring signal to be authenticated sent by the embedded server and the
storage database to ensure the safe transmission of the signal and avoid external
interference, thus completing the design of the remote medical care system. It can
be seen from the experimental results that the blood pressure fluctuation range
monitored by the system is 100mmHg-160mmHg, the maximum error between
the blood oxygen measurement value and the actual data is only 1%, and the pulse
rate data is consistent with the actual data, indicating that the monitoring results
using this system are accurate, the practical application effect is good.

Keywords: Embedded Technology · Telemedicine · Health Care System ·
Monitoring Network End · Server · Encryption Algorithm

1 Introduction

With the improvement of people’s living standards, people pay more and more atten-
tion to the health of themselves and their families. Coupled with the popularity of PC
and the improvement of Internet speed and bandwidth, people are more longing for and
need a practical home telemedicine and health care system to facilitate access to doctor
diagnosis services. In China, the development of telemedicine is still in its infancy. It
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mainly targets a small number of patients with difficult diseases. Due to the high medi-
cal price and less civil use, the popularity of telemedicine system is low and the market
promotion is difficult, which limits the rapid development of telemedicine technology
and its industry to a certain extent. Telemedicine mainly provides people with medical
information and services through the use of telecommunication, computer, multimedia
and other technologies, that is, the basic physiological data information of human body
needed for medical treatment is transmitted in different places [1]. The transmission of
this medical and physiological information can be realized by using various existing
communication technologies such as telephone line, ISDN, frame relay, ATM and satel-
lite. Current telemedicine systems mainly use two types of technologies, one is to store
data and then transmit it to transmit physiological data from one end to the other, which
are non-real-time applications, such as electrocardiograms, CT scans and Transmission
of images such as X-rays. Another more and more widely used is the two-way inter-
active, face-to-face visualization technology, that is, real-time mutual communication,
consultation and consultation through PCs, cameras, and audio equipment terminals.

According to the logical relationship between the constructed telemedicine and
healthcare system and various architecture levels of different platforms, combined with
the Internet of Things technology to analyze the “sensing and knowing” characteristics
of the telemedicine and healthcare system, so as to realize the real-time monitoring of
the telemedicine and healthcare system; The proposed method based on SpringMvc the
telemedicine health care system of the architecture model uses the SpringMvc architec-
ture model to build software programs, combines user needs with qualitative problems
in the medical system, and establishes a complete telemedicine health care system. Tra-
ditional medical technology is easily limited by time and space, often has very large
limitations, and cannot provide guaranteed medical services for a wide range of peo-
ple. Generally speaking, to realize a stable and reliable telemedicine system, we must
solve two important problems: one is to have a stable, reliable and flexible front-end
data acquisition equipment; The second is how to realize the interaction between server
and client. In view of the above problems, the design of telemedicine and health care
system based on embedded technology is proposed. Through the integration of user-side
detection instruments, the signals of different detection instruments are coordinated and
processed, and the detection data is transmitted through the computer serial interface.
At the same time, it is displayed in the user terminal and saved in the network system
database. Through programming, the examination data stored in the database of patients
can be compared and classified, so as to form a permanent electronic medical record,
which canmore clearly analyze the pathological conditions of patients and determine the
treatment plan. The system also provides emergency treatment, information center and
real-time communication system to meet the needs of patients’ health care information
and real-time dialogue with doctors.

Based on the above analysis, this paper designs a telemedicine system based on
embedded technology. The main structure of this paper is as follows:

(1) Analyze the embedded application of telemedicine system, and determine the overall
structure of the medical care system.

(2) The hardware structure of the healthcare system is designed, mainly including
embedded server, monitoring network, data acquisition, and embedded monitor.
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It mainly uses embedded server to realize information interaction between client
and Web server. The monitoring network terminal sends data to the server, and the
data acquisition module is used to obtain the data of blood pressure module and
blood oxygen module.

(3) Embedded technology is used to search telemedicine information, and encryption
algorithm is used to encrypt the information. The distance between the monitoring
signal to be authenticated sent by the embedded server and the storage database is cal-
culated to ensure the safe transmission of the signal and avoid external interference,
thus completing the design of the telemedicine system.

(4) The fluctuation range of blood pressure monitored by the system in this paper is
to verify the error between the blood oxygen measurement value and the actual
data, and the gap between the pulse rate data and the actual data, so as to verify the
accuracy of the system monitoring results designed in this paper.

(5) Summarize the full text and draw a conclusion.

2 Embedded Applications of Telehealth Care Systems

Telemedicine is a medical model that uses modern telecommunication and multimedia
technology to realize a variety of medical functions such as disease diagnosis, treatment
and health care in different places. Telemedicine system is usually composed of three-
level structure, namely client, application server and database server [2]. As a kind of
telemedicine system, home health care system will collect the physiological parameters
and video, audio, video and other data of the monitored person, and then transmit them
to the server monitoring center in real time through the network for dynamic tracking
of pathological development, so as to ensure timely diagnosis and treatment.

In recent years, with the rapid development of computer network communication
technology and the continuous increase of wired network bandwidth, the content of
telemedicine has been further enriched, and its connotation and practical significance
have been increased. In the application of remote consultation, from the original trans-
mission of pictures and words in advance before consultation, it can now transmit
patient information in real time and realize “face-to-face” HD video dialogue [3]. In
order to strengthen the modern information management of hospitals and improve work
efficiency, a family medical care system based on embedded technology and a three-
tier architecture of “family service network doctor” with family as the core is stud-
ied and implemented. The terminal is connected to the Internet through Ethernet, and
uses TCP/IP protocol for data transmission to realize the collection, transmission and
telemedicine of physiological parameter signals. The server side provides corresponding
health data and services for different end users [4]. The working process collects var-
ious physiological parameters of the elderly through digital instruments such as blood
pressure meter, heart rate meter, blood glucose meter, etc., and sends it to the embedded
medical care terminal system through the RS232 serial port or USB port, and then the
terminal system packages the data and transmits it through the network. It is transmitted
to the server side, and the server side will get in touch with the hospital and the attending
physician in time after processing the data [5]. The client and the server can be connected
to a camera and a microphone, and both sides can conduct video telemedicine.
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Figure 1 is a general structural diagram of the health care system.
The significance of embedded health care system is to break through regional bound-

aries, so that the elderly can enjoy high-level medical services at home, so as to allo-
cate medical resources more reasonably. The system introduces high-definition image
monitoring technology. While providing remote medical health detection data services
(realizing the function of doctors’ remote “cutting”), it adds technical support for front-
end patient audio and video monitoring, which makes the basis of doctors’ diagnosis
more sufficient, the interaction between doctors and patients more direct and convenient,
closer to themedical environment of local diagnosis, and realizes the function of doctors’
remote “looking, smelling and asking”. Secondly, in the past, telemedicine systems gen-
erally used PC as the front-end acquisition device, and used C/S service architecture to
realize the doctor client. The data processed by the client software needs the help of the
intermediate transfer server [6]. This not only makes the front-end system less mobile,
but also the back-end doctor terminal relies too much on the service mode and perfor-
mance of the intermediate server, resulting in poor system compatibility. The system
adopts an embedded Web server as the transmission core of telemedicine data, and the
front-end hardware adopts a multimedia SoC solution. Thirdly, the disadvantage of the
software terminal is that if the doctor wants to browse the real-time medical information
of the patient, he must install the software separately. For different telemedicine front-
end acquisition systems, the data protocol is not standardized, so that the compatibility
of the software cannot be guaranteed, which will bring a lot of inconvenience to the end
user. With the support of embedded web server, this system uses web browsers as client
terminals to improve the compatibility and adaptability of clients, so that doctors can
diagnose patients in real time on PCs, mobile phones and even TVs.
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3 System Hardware Structure Design

The system design adopts the client/server/application software/database structure, and
the Internet connects the client and server. The client is mainly composed of audio and
video system, physiological sensor, signal conditioning circuit, data acquisition card,
virtual instrument application software and self diagnosis information database. The
signal conditioning circuit is to amplify and filter the physiological electrical signal
obtained by the sensor to achieve the appropriate electrical signal.

3.1 Embedded Server Side

The server is mainly composed of the website of online hospital, online doctor and
user/doctor information database. Among them, online doctors need to be equipped with
application software and audio and video system. Themain function of the serverwebsite
is to provide Internet access services, user authentication management, open interactive
health care and medical environment, and the generation of dynamic web pages; Firstly,
the information database is mainly used for the code authenticationmanagement of users
and network doctors, the generation of dynamic web pages, and other services provided
in the website; Another main function is to store, open and process the data files of
doctors’ acceptance and diagnosis; The application software used by online doctors is
the same as that used by customers [7, 8]. Users and network doctors in health care
and medical centers have their own fixed codes and passwords. After logging in to the
website server, the user can actively choose a doctor to consult and see a doctor by
checking the resume of the doctor on duty [9].

The embedded server module is an ARM embedded structure running in the SoC.
It is based on the Linux real-time operating system and a web server. The web browser
function is implemented at the front end. The client can realize the connection with the
web server as long as the browser downloads and browses the web page [10]. In addition,
the embedded web server is also responsible for the IP protocol transmission of medical
health and physiological data, audio, and video monitoring data. At the same time, the
server can also respond to the setting instructions of the web client terminal and transfer
them into corresponding serial port or FPGA instructions. Set data acquisition module,
audio and video encoding hardware equipment.

3.2 Monitoring Network Terminal

Telemedicine monitoring network can monitor patients remotely through different com-
munication media, which is generally composed of front-end monitor, communication
media and monitoring center station. Front end monitors are usually placed in family or
community clinics. The monitoring center station can be located in community clinics
or large hospitals, while telephone lines, power lines, ISDN (Integrated Services Digital
Network), satellites, Internet and some private networks can be used as the communi-
cation media of the network. A telemedicine monitoring system composed of multiple
medical monitors based on the embedded microprocessor module RCM3000 and the
monitoring center station through the Internet [11].
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In the network design, a client/server structure is adopted. The embedded monitor
used by each family is the client, and themonitoring center stationwith three slave servers
is the server. The embedded monitor can measure and display Sao2 (blood oxygen sat-
uration), HR (heart rate), ECG (electrocardiographic waveform), T (body temperature)
and NIBP (non-invasive blood pressure) and other physiological parameters, and when
the client and the server require connection after the application is allowed, it can con-
tinuously send data to the server through the Internet. At the same time, the emergency
call signal of the patient being monitored can also be sent to the server. According to
the different identifiers of the data received by the server, the data is processed by the
Sao2 slave server, the NIBP slave server and the ECG slave server, and the server can
also send relevant commands to the client. The server will receive the monitoring data
of multiple clients at the same time and save the data records. Doctors can select certain
patients on the screen for real-time observation or view historical records for analysis
and diagnosis.

3.3 Data Acquisition Terminal

The data acquisition module includes a blood pressure module and a blood oxygen
module. Both modules have corresponding measurement circuits, and the measurement
circuit includes a power supply circuit, a signal processing circuit, an analog-to-digital
conversion circuit, anARMcontrol circuit, and a protection circuit. Each data acquisition
module only needs to connect the corresponding external electrodes and sensors to
complete the acquisition of physiological parameters under the control command of the
ARMS processor.

Blood Pressure Collection Module
Blood pressure is a very important physiological parameter of the human body. The
prevalence of hypertension is high in our population, especially in the elderly. Generally,
what we are familiar with is the high and low pressure value, which refers to the systolic
and diastolic blood pressure in medicine. The systole and diastole of the heart in a cycle
will form twobeats in bloodpressure, sowecan test these twovalues. Thenormal rangeof
blood pressure values is: high pressure 90-130mmHg, low pressure 60-90mmHg. Blood
pressure measurement adopts non-invasive vibration measurement method, which can
measure systolic blood pressure, diastolic blood pressure and mean blood pressure. The
noninvasive vibration measurement method is similar to the Coriolis sound method.
During the measurement, the arterial blood flow is blocked through the cuff, and the
pressure sensor is used to detect the shock wave of the gas in the cuff during the gradual
deflation of the cuff. The slow deflation of the cuff causes the gradual change of the cuff
volume, and then changes the air pressure inside the cuff. Through the pressure sensor, the
signal quantity with the air pressure value of an approximate slope can be obtained. The
real-time cuff pressure can be obtained after filtering, amplification, analog-to-digital
conversion and other processing.

Blood Oxygen Collection Module
Blood oxygen refers to blood oxygen saturation,which is the ratio of hemoglobin that has
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been combined with oxygen in the blood to the total hemoglobin, and the unit is percent-
age. The premise of blood oxygen measurement is that hemoglobin and oxyhemoglobin
in human blood have different absorption coefficients for light of different wavelengths.
Blood oxygen represents the oxygen content in human blood, and is defined as the
concentration of oxyhemoglobin in tissues to total hemoglobin (including hemoglobin
and oxyhemoglobin). At present, there are few measurement methods of blood oxygen
saturation, which mainly distinguish the different component concentrations and blood
oxygen saturation in the blood pressure in the finger by the conduction strength of the
blood in the finger to the light. Therefore, the measurement method is the fingertip pho-
toelectric sensor measurement method. The sensor is made into a fingertip and put on the
finger. 660nm red light and 940nm near-infrared light are injected into the finger blood
container. The transmitted light has different intensity due to different refractive index, so
as to measure the amount of hemoglobin in blood and blood oxygen saturation, which
provides a non-invasive blood oxygen measurement method for clinic. During blood
oxygen measurement, two different photodiodes on the blood oxygen probe emit two
kinds of light with different wavelengths at the same time, and the light passes through
human fingers and is detected by the photoelectric detector. When the artery beats, the
light intensity measured by the photoelectric detector is small, while during the interval
between two pulses of the artery, the light intensity measured by the photoelectric detec-
tor is large. The difference between the two light intensity measurements is the value of
the light intensity absorbed by the pulsatile arterial blood. It can be seen that the signal
of blood oxygen measurement also contains pulse information, and the pulse parameters
of human body can be obtained by blood oxygen measurement.

3.4 Embedded Monitor

CThe embedded monitor is composed of the Ethernet microprocessor module of Z-
WORLD Company in the United States and three physiological parameter detection
modules, keyboard and its trigger circuit, liquid crystal display and module switch, etc.,
as shown in Fig. 2.

The RCM3000 module includes the microprocessor Rabbit3000, 512K Flash for
storing programs, 512K SRAM for storing data, 54 parallel input and output ports and
6 serial ports. In addition, it has a Base-T LAN or internet interface, and provides the
source code of TCP/IP protocol stack without edition fee.

The ECG module can detect parameters such as full-lead ECG signal, respiration
wave, heart rate, respiration rate and body temperature; It has four-level ECG signal
gain, four-level respiratory wave program-controlled gain, and three-level filtering; PC2
and PC3) are connected to it. The NIBP module can measure the blood pressure of
adults or children; it has manual or automatic measurement function; it is connected to
it through the serial port D (PC0 and PC1) of the RCM3000. Sao2 module can measure
blood oxygen saturation, plethysmogram, intensity, pulse rate and other parameters;
can change patient mode and sensitivity level, can perform low perfusion measurement,
and can resist motion interference; through serial port B (PC4 and PC5) of RCM3000
connected to it. The three switches connected to PD0-PD2 determine whether the above
three modules work.
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4 Software Part Design

The hardware platform constitutes the overall framework and trunk of the telemedicine
system. On the basis of the hardware platform, we also need to develop the application
software through the software platform, so that the hardware platform can run. Hardware
platform and software platform work together to form a complete telemedicine system.
The monitoring terminal is an important part of the telemedicine system, which realizes
the physiological data acquisition function of terminal patients. At the same time, it can
realize the data communication with the upper computer monitoring terminal through
the data transmission module, and transmit the measured physiological parameters to
the doctors or experts in the monitoring center for diagnosis. The main function of
embedded operating system is to be responsible for the allocation of software and hard-
ware resources, task scheduling and the control and coordination of various concurrent
activities of the whole system. The main components are composed of underlying driver
software, system kernel, driver interface, communication protocol and image interface.
The application software is at the top of the embedded system, and it is oriented to users
to complete specific functions and requirements.

4.1 Telemedicine Information Search Based on Embedded Technology

The telemedicine information search engine based on embedded technology mainly
connects various systems in a point-to-point way. The purpose of embedded technology
search is to prevent developers from using HTTP, HTML and JavaScriPt, but it can be
used if necessary. Users can customize web applications through HTML, style sheets,
and templates. Using the embedded technology search structure to achieve a variety of
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data integration, the key is to integrate the middleware application interface, and use
point-to-point interaction and information-based middleware interaction to ensure the
consistency of data sources, and thus perform data encryption search.

The symmetric encryption algorithm is used to encrypt the data, and the data attribute
is AND type access structure tree. The structure tree is transformed into the main dis-
junctive access structure tree through the disjunctive normal form solution method. The
symmetric key is encrypted through the access structure tree. Assuming that the sub
access structure belongs to different attribute institutions, the ciphertext corresponding
to the sub search structure can be expressed as:

kx =
(
Dx, c0,

{
c′
i

}
i=1,2...,i

)
(1)

In formula (1), x represents the data collected by the sensor;Dx represents the access
structure; c0 represents the ciphertext component; c′

i represents the main disjunctive
access structure tree ciphertext component. With the support of this ciphertext, the data
encryption access process is designed as follows: For each attribute except the last
attribute in the sub-search structure tree, a random number is selected for each attribute,
and the value corresponding to the attribute is obtained. The formula is:

ςn = m −
i∑

n=1

ςi (2)

In formula (2), m represents the total number; ςi stands for random number. Upload
the ciphertext corresponding to all sub search structure trees to the cloud storage server.
To judge whether the initial uploaded data meets the optimal upload value, based on the
distance between each cluster center, the formula is:

d(l1, l2) =
√√√√

n∑
m=1

(
l1,m − l2,m

)2 (3)

In formula (3), l1 and l2 are the inter-class distances of the actual clustering centers; n
is the clustering item. A threshold β is set. When d ≤ β, the initial upload data meets the
optimal upload value, otherwise, it does not. The clustering effect is adjusted in real time
to improve the rationality of classification and provide data support for data encryption
processing, thus completing data encryption search.

4.2 Physiological Signal Monitoring

The Web application established by the embedded technology search component is
registered on the server. Through the registration of the embedded technology search
component, the whole medical service for patients, including flow, flow direction and
processing process, can be completed. Using this engine, physiological signals can be
searched.

Blood Pressure Monitoring
Blood pressure monitoring is to monitor the blood flow of a certain cross-section in the
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blood vessel, that is, to monitor the volume velocity, that is, the ratio of the pressure at
both ends of the blood vessel to the friction resistance between the blood flow and the
blood vessel wall [12]. Friction resistance depends on blood viscosity and vessel radius,
which can be described as:

α = ρ · d
πr2

(4)

In formula (4), r is the radius of the blood vessel; ρ is the viscosity of the blood;
d is the length of the blood vessel. The monitoring of blood pressure is the monitoring
of human vascular function. In clinical practice, the blood pressure of patients can be
known by monitoring frictional resistance.

Pulse Oximetry Monitoring
Oxyhemoglobin is formed by the combination of hemoglobin and oxygen, and these
proteins flow through the blood throughout the body and release oxygen throughout the
body to maintain normal cellular metabolism. Pulse oximetry monitoring is based on
the principle of different light absorption rates of proteins in blood vessels to monitor,
which is determined by the ratio of transmitted light to incident light. Based on this, the
absorbance of a substance can be expressed as:

δ= ln
1

λρ′H
(5)

In formula (5), λ represents the absorption coefficient; ρ′ refers to the concentration
of light absorbing substance; H is the thickness of the substance. In the infrared region,
there is little difference between the absorbance coefficients of hemoglobin and oxygen;
In the red light area, the absorption coefficient of hemoglobin is larger, and the absorption
coefficient of oxygen is basically not [13].

4.3 Monitoring Signal Transmission Based on Multi-threading

In the process of physiological monitoring signal transmission, initiating the conversion
and reading the converted result is an asynchronous process. After the program starts the
conversion of the physiological monitoring signal, it has been querying the status of the
converted flag bit. Once the conversion is completed, it will read the result, otherwise
it will be in a waiting state. This processing method is obviously problematic, because
when an error occurs in the conversion process of the physiological monitoring signal
and the process cannot be carried out smoothly, the systemwill be deadlocked bywaiting.
This situation in the physiological monitoring signal test systemwill cause the system to
respond slowly and reduce its efficiency. In order to solve the above problems, a multi-
threading mechanism can be introduced into the program. Physiological monitoring
signals are centrally monitored through multi-threading to create interrupts and handle
two sub-threads, as shown in Fig. 3.

Once a thread is created, it will run independently of the thread that created it. All
threads in a process share the virtual address space of the process, so that all global
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variables of the process can be monitored [14]. The process requires signal encryption,
and the formula can be expressed as:

c′ = E(ψ(a) + ψ(b) − ψ(e)) (6)

In formula (6), ψ(a), ψ(b), ψ(e) represents the processing result, encryption result
and random information respectively. Calculate the distance between the monitoring
signal to be authenticated sent by the embedded server and the storage database, the
formula is:

H (u, o) =
∑

u[B] ⊕ o[B] (7)

In formula (7), both u[B] and o[B] indicate that the fuzzy monitoring signal to be
authenticated corresponds to the symbol of the stored database; Bmeans code; ⊕ stands
for exclusive or operation. The smaller the Hamming distance is, the stronger the anti-
interference ability of the code group is. When the embedded server uses the private
key to decrypt, the Hamming distance is compared with the preset threshold. If the
Hamming distance is greater than the set threshold, it indicates that the security of the
monitoring signal cannot be effectively protected; If the Hamming distance is less than
the set threshold, then the safety of the monitoring signal is effectively protected. Based
on the strong security of multi-threaded processing technology, all signals can be safely
transmitted, avoiding external interference, and providing technical guarantee for multi-
party encryption of monitoring signal transmission [15]. Using this mechanism, the
main thread can monitor the sub threads through the global flag, which can effectively
overcome the stagnation and untimely response in the transmission of physiological
monitoring signals, and greatly improve the efficiency of the system.
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5 Experiments

5.1 Construction of Virtual Experimental Environment

Constrained by the limited resources of the embedded platform, the first step in the
development of embedded software is to establish a cross-compilation environment on
the PC host, that is, the code written on the host is generated after cross-compilation
and can be applied to the target platform. Binary executable program. The operating
system of the PC host is RedHat Linux9.0, and the specific implementation method is
to use the virtual machine VMware Workstation software platform to completely install
the RedHat Linux9.0 operating system. The ARMS development board of TQ2440 is
selected to transplant the Linux2.6 system as the operating system of the embedded
software platform. As an open source operating system, Linux is completely free, safe
and reliable, supports multi-user multi-tasking and runs independently at the same time,
and has sufficient follow-up support. In addition, the Linux system supports a wide range
of file systems and drivers, has a good graphical interface, and supports QT testing. To
successfully transplant the Linux operating system on the TQ2440 development board,
you need to burn the Linux kernel and file system separately. The kernel ensures the
realization of functions such as management, communication, and network support for
each application on the development board. The file system is the basis of all data in
the entire system, and all file information of the system is contained in the file system.
In this topic, the supporting resources of the TQ2440 development board include the
successfully compiled kernel and file system images, which can be programmed directly
on the development board. The process of programming uses the download mode of u-
boot, and connects the development board with the HyperTerminal on the PC to realize
the mutual data transfer. The specific steps are as follows:

Step 1: Connect the development board to the PC, and turn on the super terminal of
the PC, and set the port to 100000 bits/second. 8 data bits, 1 stop bit, no parity and data
flow control.

Step 2: Long press the space bar on the keyboard, and power on the development
board to enter the USB Download mode.

Step 3: Enter in the super terminal, find the kernel image file zImage.bin in the
specified path of the development board resource package and transfer it, and select the
default factory-programmed kernel image file. After the transfer is completed, uboot
will perform the programming of the kernel file by itself.

Step 4: After the kernel is burnt, enter and choose to burn the Linux file system in
the HyperTerminal, and find the corresponding file system root.bin in the specified path
for transmission. In this design, the default factory-programmed file system is selected.
After the file is transferred, uboot will automatically complete the burning of the file
system. It can be seen from the programming information that during the programming
process of the file system, there are bad blocks in the NAND Flash, and during the
programming process, uboot automatically skips them, and the bad blocks will not cause
the normal use of the development board. Unnecessary influence. After completing the
programming of the Linux kernel and file system in turn, the QTopia platform with a
friendly user interface can be established on the development board to complete the
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real-time display of physiological parameters such as blood pressure, blood pressure,
ECG, body temperature, and respiration.

5.2 Experimental Setup

Themedical information search engine basedon IntraWeb is used to obtainmedical infor-
mation, and data encryption access is carried out through symmetric encryption algo-
rithm. Therefore, the experimental device selected is themedical information integration
device, as shown in Fig. 4.
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Fig. 4. Regional medical information integration model

According to the selected regional medical information integration device, this pro-
cess needs the support of information sharing. The simulation analysis method is used
to verify the process model, and the rationality analysis and optimization of the medical
business process are carried out before the implementation of the project.

5.3 Analysis of Experimental Data

During system debugging, the IP address of the monitoring terminal is uniformly set
to 192.168.10.20. After the connection between the monitoring terminal and the upper
computer monitoring software is completed, the three physiological parameters of blood
pressure, blood oxygen and pulse rate are collected to debug the collection and transmis-
sion functions of each module software. The LCD screen of the monitoring terminal and
the upper computer software have the function of displaying physiological parameters.
The complete overview of the display interface is shown in Fig. 5 respectively.



234 S. Zhuo et al.

Start to work

Save the 
data

Began to 
run

Stop
receiving

Real-time 
display

Heart rate/
BMP
110
50

Pacemaker
shut

ST100.00
ST200.00

Blood
oxygen/%

100
90

Pulse
frequency/bmp

120
90

Fig. 5. Monitoring terminal data display interface

The right side of the interface diagram is the value display area of physiological
parameters, which can display the real-time display values of physiological parameters;
The left side is thewaveform display area of physiological parameters, which can display
the real-time waveform of measured physiological parameters.

Blood Pressure Data
In the debugging of the blood pressure module, in order to test the accuracy of the blood
pressure measurement software, seven different time points were selected at 16:00 and
22:00 on the same day, and the same measurement object was measured seven times.
The measurement results are as follows: The fluctuation range of human diastolic blood
pressuremeasured 7 times is 100mmHg–160mmHg.Duringmeasurement, set the upper
and lower limits of diastolic blood pressure to 170 mmHg and 90 mmHg respectively.
When the value of diastolic blood pressure is higher than 170 mmHg or lower than
90 mmHg, it means that the measured value is abnormal, and the measurement module
will issue an abnormal alarm.

Blood Oxygen Data
Theblood oxygen value of humanbody is calculated according to the different absorption
rate of red light under the pulsation of human artery. Therefore, the information collected
by the blood oxygen module used in this design also includes the pulse information of
human body, that is, the pulse frequency of artery (pulse rate, unit: bpm). In order to
accurately reflect the soft measurement performance of blood oxygen measurement,
seven different measurement objects are selected to measure blood oxygen at the same
time, numbered 1, 2, 3, 4, 5, 6 and 7 respectively, and all seven measurement objects are
in a calm state. The measurement results showed that the measured blood oxygen values
of the seven subjects were 88%, 91%, 92%, 90%, 89%, 90% and 95% respectively,
and the pulse rate values were 60 bpm, 80 bpm, 90 bpm, 70 bpm, 62 bpm, 64 bpm
and 70 bpm respectively. Set the normal range of blood oxygen to 90%-100%, and the
normal range of pulse rate to 50bpm-120bpm. When the measured value exceeds this
range, the system will send an alarm message.
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5.4 Experimental Results and Analysis

In order to verify the rationality of the design of the telemedicine health care system
based on embedded technology, it is compared with the monitoring data of the system
based on the Internet of Things technology and the system based on the SpringMvc
architecture pattern.

Blood Pressure Data Analysis
The blood pressure data monitoring results of the three systems are shown in Fig. 6.
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Fig. 6. Monitoring results of blood pressure data from three systems

It can be seen from Fig. 6 that the fluctuation range of human diastolic blood pressure
in the system based on IoT technology is 75 mmHg–220 mmHg; The fluctuation range
of diastolic blood pressure in the system based on SpringMvc architecture mode is
65 mmHg–190 mmHg; The fluctuation range of diastolic blood pressure in the system
based on embedded technology it is 100 mmHg–160 mmHg, and the data obtained by
using this system is consistent with the actual data. It can be seen that the blood pressure
data monitoring results of the system based on embedded technology are accurate.

Blood Oxygen Data Analysis
The blood oxygen data monitoring results of the three systems are shown in Fig. 7.

It can be seen from Fig. 7 that the blood oxygen measurement values of the system
based on the Internet of Things technology are 85%, 83%, 89%, 85%, 87%, 84% and
93%, respectively, and there is amaximumerror of 8%with the actual data; Themeasured
values of blood oxygen in the system based on the SpringMvc architecture mode are
86%, 88%, 99%, 95%, 91%, 93% and 95% respectively, and there is a maximum error of
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Fig. 7. Monitoring results of blood oxygen data in three systems

7% with the actual data; The system blood oxygen measurement values are 88%, 90%,
92%, 90%, 89%, 90% and 95% respectively, and there is only a maximum error of 1%
with the actual data. It can be seen that the monitoring results of blood oxygen data of
the system based on embedded technology are accurate.

The pulse rate data monitoring results of the three systems are shown in Fig. 8.
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Fig. 8. Monitoring results of pulse rate data for three systems

Figure 8 shows that the system pulse rate data based on IoT technology are 60 bpm,
66 bpm, 90 bpm, 70 bpm, 62 bpm, 64 bpm and 70 bpm respectively, and there is a
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maximum error of 8% with the actual data; using the system pulse rate data based on
the SpringMvc architecture mode 70 bpm, 80 bpm, 92 bpm, 90 bpm, 76 bpm, 96 bpm,
and 74 bpm, respectively, with a maximum error of 7% from the actual data; the system
pulse rate data based on embedded technology are 60 bpm, 80 bpm, 90 bpm, 70 bpm,
62 bpm, 64 bpm, respectively and 70 bpm, the data obtained by using this system is
consistent with the actual data, it can be seen that the monitoring results of pulse rate
data based on embedded technology are accurate.

6 Conclusion

(1) The designed telemedicine and health care system based on embedded technology
can easily and accurately collect and process the basic physiological information
of the human body, provide the online doctors with physiological data information,
realize the interaction between users and doctors, make people conveniently and
quickly get their own health information, facilitate health care prevention and early
treatment, and to a certain extent, realize the self diagnosis information for reference.

(2) The idea of using embedded technology to develop software makes the system easy
to maintain and upgrade, reduces the development cycle of products, reduces the
development cost of the system, and improves the cost performance of the system, so
that the telemedicine service can go to themarket, enter the home, servemore people,
and provide an effective design scheme for the design of the home telemedicine
system.

(3) However, in the process of experimental verification, the response time of the system
was not verified, and the response time of the system is closely related to user
satisfaction. The verification of the system is not comprehensive, and there are certain
limitations. Therefore, the next step needs to verify the response time of the system,
to further optimize the comprehensive performance of the system in this respect,
and promote the wide application of the system in practice.
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Abstract. As the link between the perception layer and the network layer, the
Internet of Things gateway is of great significance to the safe and stable operation
of the healthcare Internet of Things. Once the gateway is abnormal, it will directly
affect the information transmission in health care work. Therefore, an anomaly
detectionmethod for the gateway of the Internet of Things in health care supporting
edge computing is proposed. Several representative gateway status indicators are
selected by using the maximum uncorrelation method, and the gateway anomaly
detection task is unloaded to the edge server by using edge computing.An anomaly
detection model based on SOFM neural network and random forest is constructed
to realize the anomaly detection of the Internet of Things gateway in health care.
The experimental results show that the determination coefficients of the six types
of samples of this method are more than 0.9, which is close to 1, which shows that
this method has better anomaly detection performance of the Internet of Things
gateway in health care.

Keywords: Edge Calculation ·Medical Care · Internet Of Things · Gateway Is
Abnormal · Test Method

1 Introduction

What is the Internet of Things? The notes attached to the 2010 Chinese government work
report explained: “The Internet of Things refers to the use of information sensing devices
(radio frequency identification RFID, infrared sensors, global positioning systems, laser
scanners, etc.). According to the agreed protocol, any item is connected to the Internet
for information exchange and communication, so as to realize intelligent identification,
positioning, tracking, monitoring and management. It is a network that extends and
expands on the basis of the Internet.“ This explanation may appear in the medical and
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health field in the future: the mobile phone, watch or belt we carry with us suddenly
sends out a signal to remind our health problems; this signal can be sent to the hospital,
and if the situation is urgent, the ambulance will go directly. to your place; If it is not
too serious, community doctors can call and directly view medical files, conduct remote
consultations, and make appointments for medical treatment; They can even deliver
medicines to homes according to prescriptions through pharmaceutical logistics. The
Internet of Things can play an important role in the application of “barcode” patient
identity management, mobile medical orders, electronic entry of symptoms and signs,
mobile drug management, mobile test specimen management, mobile medical record
management, data storage and transfer, infant theft prevention, nursing process, clinical
pathway and other management in the medical and health field [1, 2].

With the rapid development of the Internet of Things in the healthcare industry,
the gateway of the Internet of Things, which connects the sensing network and the
traditional communication network, is playing an important role. As the manager of the
Internet of Things, the gateway controls the operation of the whole Internet of Things,
and its management authority and reliability requirements are the highest. Because the
Internet of Things usually works in a complex environment, and the gateway is the most
important field equipment of the Internet of Things, some inevitable important or urgent
problems will inevitably appear in its work. Many factors will make it difficult for the
gateway to work normally all the time [3]. Once the gateway is abnormal, the whole
network will be paralyzed. All sensor nodes managed by the gateway listen to network
messages for a long time, resend data repeatedly, channel congestion, data collision
and other phenomena, which affect the effectiveness of medical care tasks. In response
to the above situation, anomaly detection of healthcare Internet of Things gateways
has attracted great attention from both academia and engineering. However, due to
the huge amount of gateway status information, and each piece of status information
contains a large number of attributes, it is extremely difficult to label each piece of
information; with the continuous development of network applications, the amount of
data will increase exponentially, and the central the system appears powerless. Faced
with the above situation, amethod for anomaly detection of healthcare Internet of Things
gateways supporting edge computing is studied. The overall structure of the method is
as follows:

(1) The maximum uncorrelation method is used to select several representative gateway
status indicators, and edge computing is used to unload the gateway anomaly detec-
tion task to the edge server. An anomaly detection model based on SOFM neural
network and random forest is constructed to realize anomaly detection of healthcare
IoT gateway.

(2) During the experiment, the gateway status indicators are set, and the IoT gateway
anomaly detection experiment is carried out through sample preparation and task
unloading scheme determination. The anomaly detection structure is obtained, and
the performance of this method is verified.

(3) Summarize the full text, analyze the limitations of the anomaly detection method of
the healthcare IoT gateway that supports edge computing, and further explain the
future work.
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2 Research on Anomaly Detection of Internet of Things Gateways
Based on Edge Computing

The ultimate goal of the Internet of Things is to realize the interconnection of all things in
the world and the barrier free information exchange between people, people and things,
and things and things. As an Internet interconnection device in the Internet of Things,
the gateway of the Internet of Things plays a connecting role, realizing the protocol
conversion and data interaction between the sensing network and the communication
network. Gateway is also known as inter network connector and protocol converter. The
default gateway realizes network interconnection at the network layer. It is the most
complex network interconnection device and is only used for the interconnection of two
networks with different high-level protocols. The structure of the gateway is similar to
that of the router, except for the interconnection layer. Gateway can be used for both
wide area network interconnection and LAN interconnection. To go from one room to
another, one must pass through a door. Similarly, sending information from one network
to another must also pass through a “gateway”, which is the gateway. As the name
suggests, a gateway is a “gateway” that connects a network to another network, that
is, a network gate. Once there is a problem with the gateway, it will directly affect the
communication quality of the entire Internet of Things, so it is necessary to perform
accurate status detection on the gateway.

2.1 Determination of Gateway Status Indicators

There are many indicators that can reflect the status of the gateway. In the past, one or
two indicators were selected for anomaly detection, which has great limitations, making
the accuracy of anomaly detection not high. In the face of this situation, the maximum
uncorrelation method is used to select several representative gateway status indicators.

If indicator s1 and other indicators s2, s3, . . . , sm are independent, it means that s1
cannot be replaced by other indicators, so the reserved indicators should be as small
as possible. Under the guidance of this method, a method of maximum irrelevance is
derived. The maximum irrelevance method mainly selects indicators according to the
relationship between the complex correlation coefficient and the set critical value, where
the complex correlation coefficient refers to the degree of correlation between an indi-
cator and other indicators [4]. The basic principle is as follows: Firstly, the correlation
coefficient matrix Y of the sample is obtained, and then according to the correlation coef-
ficient yij, the complex correlation coefficient z2i is obtained (the complex correlation
coefficient refers to the degree of correlation between one indicator and other indica-
tors), and the critical value T is defined. Judging the relationship between the complex
correlation coefficient z2i and the critical value T , if z2i > T , the index can be removed.
The specific calculation process is as follows:

Step 1: Find the correlation coefficient matrix Y of the sample, such as:

Y = {
yij

}
mm =

⎧
⎪⎪⎨

⎪⎪⎩

y11 y12 . . . y1m
y21 y22 . . . y2m
. . .

ym1 ym2 . . . ymm

⎫
⎪⎪⎬

⎪⎪⎭
(1)



242 Z. Zou et al.

yij =
s2ij√
s2iis

2
jj

m

, i, j = 1, 2, . . . ,m (2)

where, yij reflects the linear correlation between si and sj.
Step 2: Calculate the complex correlation coefficient z2i according to yij. The value

of zi can be calculated by Y . The specific steps are as follows: Y is divided into blocks
in the following way, and Y blocks can be expressed as the following formula:

Y =
[
Y−m ym

yTm 1

]

(3)

At this time, the main diagonal element of Y is 1, so the complex correlation coef-
ficient of each index can be calculated according to formula z2i = yTmY−mym, and
z21, z

2
2, . . . , z

2
m can be obtained.

Step 3: Determine the relationship between the critical values T and z2i . First deter-
mine the critical value T . The critical value T is generally the F test of z2i . If α = 0.1 is
taken, if F > F0.10, it means that the multiple correlation is significant. Finally, judge
the relationship between T and z2i . If z

2
i > T , delete the index.

Finally, due to different dimensions, the indicators cannot be put together for com-
parison and analysis, so it is necessary to standardize each indicator, and the calculation
formula is as follows:

ŝij = sij −
(
sj

)

√
var

(
sj

) (4)

In the formula, ŝij represents the standardized index; sj represents the mean of the j
index; var

(
sj

)
represents the mean square error of the j index; sj represents the j index.

2.2 Anomaly Detection Task Offloading Based on Edge Computing

In the face of a large number of anomaly detection tasks of medical and health Internet of
Things gateways with multiple indicators, the traditional central system has been unable
to meet the needs of rapid data processing, and edge computing can effectively solve this
problem by establishing nodes near the data source to reduce the data transmission delay
and divert the tasks of the computing center. Edge computing has the characteristics
of real-time, high bandwidth, heterogeneity, etc. by extending the computing power
closer to the end user, it makes up for the shortcomings of cloud computing and is the
optimization and expansion of cloud computing [5]. With the advent and development
of the Internet of Things, edge computing, as a developing computing paradigm, is
considered to be one of the key architectures of the next generation communication
network. Edge computing architecture is to add edge servers between terminal devices
and cloud servers to expand services at the edge of the network. The system architecture
of edge computing is generally divided into terminal layer, edge layer and cloud layer.

(1) The terminal device layer, including various mobile terminals connected to the edge
network and many Internet of Things devices, such as smartphones, various sensors,
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and smart cars. At the terminal layer, the device is not only a data consumer, but also
a data provider. In order to reduce the terminal service delay, only the perceptual
capabilities of various terminal devices are considered, and the computing capa-
bilities are not considered. Therefore, several devices at the terminal layer collect
various raw data and transmit them to the upper-layer architecture, where data tasks
are stored and calculated.

(2) The edge layer is the core of the three-tier architecture. It is located at the edge of
the network and consists of edge nodes widely distributed between terminal devices
and the cloud. It usually includes base stations, access points, routers, switches and
edge gateways. The edge layer supports the terminal to access downward, store and
calculate the data uploaded by the terminal, connect upward with the cloud, and
upload the processed data to the cloud. Because the edge layer is close to users,
data transmission to the edge layer is more suitable for real-time data analysis and
intelligent processing, which is more efficient and secure than cloud computing.
Among the joint services of edge cloud computing, cloud computing server is still
a very powerful data processing center.

(3) The cloud layer, composed of multiple high-performance servers and storage
devices, has powerful computing and storage capabilities, and can play an important
role in areas where there are many data analysis services such as regular mainte-
nance and business decision support. The cloud computing center has the function
of storing the data uploaded by the edge computing layer for a long time. In addition,
analysis tasks that cannot be processed by the edge layer or other heavy computing
tasks can also be implemented in the cloud. The cloud module can also dynami-
cally adjust the edge computing layer according to the control strategy. Deployment
strategy.

The edge computing system architecture was proposed in the Edge Computing
White Paper 3.0 released in December 2018. The edge computing reference architecture
presents the architectural content from different perspectives in a multi-view manner, as
shown in Fig. 1, and displays each layer through multiple perspectives function.

The bottom device layer of the framework connects the whole framework, includ-
ing management services, data lifecycle services and security services. Management
services provide unified management and monitoring, and provide information to the
management platform. Data lifecycle services provide integrated management for the
preprocessing, analysis and execution of machine data. Security services can flexibly
deploy and optimize data services to meet the real-time needs of business.

Computing offload is performed by migrating the computing tasks on the termi-
nal device to the extended cloud or edge platform. The computing platform assists the
terminal to complete the user’s task request, and returns the computing results to the
specified device. The task unloading technology mainly includes two problems: unload-
ing decision and resource allocation. The main research points of unloading decision are
whether to unload the task, the unloading destination and the unloading amount of the
task. The main research points of resource allocation are how much communication and
computing resources the server needs to allocate to the task. Generally speaking, there
are a series of application tasks with different amounts of data that need to be executed
on the terminal device. Firstly, the device needs to detect whether there is a server in
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Fig. 1. Edge computing system architecture

the environment that can perform the uninstallation operation. Then, considering the
partial uninstallation and binary uninstallation of the task, determine whether the task
can be uninstalled, how to uninstall it, and when to uninstall it. The task on the terminal
device can be executed locally or on the edge server. If the resources on the edge side are
insufficient or cannot meet the demand, the task can be further sent to the cloud server.
For local execution, only the computing power of the device itself needs to be consid-
ered and the calculation results are output. For remote execution, submit the computing
task to the upper-layer server through Wi-Fi and other methods, so that the server will
allocate computing resources, communication resources and storage resources for the
received task, and execute the computing task. The task result is returned to the user and
the occupied resources are released.

After completing task clustering and server resource integration, we need to con-
sider the problem of system resource allocation, that is, which server the task needs to
be allocated to perform the most reasonable. Because the communication and comput-
ing resources of mobile edge computing server are relatively limited, and the terminal
devices are usually heterogeneous, considering the dynamic nature of task unloading
and resource load, the optimization goal of most current research work is to compre-
hensively consider the measurement of delay and load balance when the task does not
exceed the bandwidth, storage and computing capacity of the server [6].
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Load Balancing

In mobile edge computing, there are many load factors that affect task offloading and
resource allocation. We assume that Ai represents the CPU utilization of the i server,
Bi represents the memory utilization of the i server, and Ci represents the bandwidth
utilization of the i server. Assuming that each server can normally receive requests from
resource requesters, the load of each server is defined as follows:

Di = w1Ai + w2Bi + w3Ci (5)

Calculate the average load of all servers. The formula is as follows:

G =

N∑

i=1
Di

N
(6)

Among them, w1, w2, w3 represent the weight coefficient; G represents the average
load; N represents the number of servers.

Therefore, the load balance degree is expressed as formula (7). The more average
the value of the load balance degree is, the more balanced the load distribution of the
entire edge computing network system is, and the more average the task distribution is.

H =

√√√√√
N∑

i=1

(
Di − G

)

N
(7)

In the formula, H represents the load balance degree.

Time Delay
The processing speed of the server for different exception detection tasks is different,
and the execution time will affect the user’s quality of service. Therefore, the main
optimization goal is to effectively reduce the completion time of the task. Assuming that
Pj represents the amount of data of exception detection task j, the server’s execution
time is defined as:

Qij = Pj

Ai
(8)

In the formula, Qij represents the time when the i server executes the anomaly
detection task j.

Since the resource requester has requested multiple anomaly detection tasks, the
calculation time of the task execution required for all mobile devices to complete the
task is expressed as follows:

U =
N∑

i=1

M∑

j=1

Qij (9)

where, U represents the total execution time of anomaly detection task; M represents
the number of tasks.
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Based on the above description, the task unloading problem in the mobile edge
computing scenario is usuallyNP problem,which is difficult to solve directly. At present,
most of the research to solve this kind of problem is to consider the use of intelligent
colony algorithm. The intelligent colony algorithm used here is the fireworks algorithm
[7]. Firstly, in the whole feasible solution space, an indefinite number of initial fireworks
populations are randomly generated, each fireworks is equivalent to a feasible solution,
and then the corresponding fitness function value of each fireworks is determined. By
generating different fireworks explosion radius, the fireworks set is updated, and the next
generation of explosion sparks and Gaussian mutation sparks are generated. Whether
the algorithm meets the cycle end condition is judged, and if so, the search is stopped.
Otherwise, select a certain number of individuals in the candidate set as a new fireworks
population to enter the iteration of the next process. From the above process, we can
see that the fireworks algorithm has an adaptive radius adjustment mechanism, and has
certain exploration and mining capabilities. The adaptation of anomaly detection task
unloading and fireworks algorithm parameters is shown in Table 1 below.

Table 1. Anomaly detection task offloading problem and parameter adaptation of fireworks
algorithm

Fireworks algorithm Uninstall problems

Individual dimension Number of user tasks

Individual Single unloading scheme

Population Collection of different
unloading schemes

Fireworks location Unloading schemes for
different user tasks

Fitness value Combined value of load
balancing and task delay

The specific process is as follows:
Step 1: Initialize. Determine the fireworks individual dimension M (number of

anomaly detection tasks) and the value range N (number of servers) of each dimension,
as well as the number of fireworks in each generation and other algorithm parameters.
Through the reverse learning strategy, a certain number of fireworks are generated as the
initial fireworks population.

Step 2: Calculate the fitness value. The location information of fireworks is the
unloading decision variable. Under the current unloading decision, the resource alloca-
tion variable is solved by convex optimization formula (7), and then the total delay cost
value of the task is obtained. As the fitness value of this fireworks individual, the fitness
value of all individuals is solved.

Step 3: Solve the explosion radius r and the explosion number k.
Step 4: Generate offspring fireworks. Within the explosion radius r, k-number

fireworks are generated by random strategy as offspring fireworks.
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Step5:Generatemutation sparks. Through themutationoperator, themutant firework
individual is generated.

Step 6: Select the next generation of fireworks individuals and update the optimal
value of the population. The optimal fireworks are selected among the parent fireworks,
offspring fireworks andmutant fireworks to enter the next generation, and other fireworks
are selected as the next generation fireworks through the championship strategy, and the
optimal value of the population is updated.

Step 7: Judge whether the termination conditions are met. That is, if the maximum
number of iterations is reached, the cycle will exit, and the minimum value of the total
delay cost of the task and the corresponding unloading decision and resource allocation
scheme will be searched. Otherwise, repeat steps 2 to 6 until the termination conditions
are met.

Step 8: Output the optimal solution, that is, the anomaly detection task unloading
scheme that can meet both the load balancing requirements and the delay requirements.

2.3 Gateway Anomaly Detection Based on Deep Learning

After the above exception detection task is uninstalled, the exception detection task is
executed on each edge server. The detection algorithm used here is a combination of
SOFM neural network and random forest algorithm. Clustering is carried out through
SOFM neural network, and different clusters are divided. The samples in the cluster
are sampled for data balancing. Finally, the balanced data set is trained with random
forest algorithm to obtain multiple classifiers [8]. Each edge server has a classifier based
on random forest for edge operation, and the prediction category corresponding to the
maximum value of the calculated comprehensive weight is the final detection result.

SOFM Neural Network
SOFMneural network, the full name of self-organizing feature mapping neural network,
is a neural network model proposed by Finnish scholar Kohonen study [9]. The SOFM
network has two layers, namely the input layer and the output layer. The output layer is
usually composed of a one-dimensional or two-dimensional network matrix. In actual
use, the SOFM neural network will learn to map the input data to the corresponding
position of the output layer over a period of time. The neuron areas activated by different
input data are also different. If the data structure is similar, the adjacent areas will be
activated. The difference in the activation area will reasonably distinguish the input data.
This process achieves the purpose of learning by changing the connection weights, and
these processes are done automatically internally, so thismethod is called self-organizing
feature mapping.

The learning process of SOFM neural network is to input training samples in the
input layer. The network can self-organizing adjust the weight vector between neurons,
so that the weight vector changes with the change of input mode, and finally make the
neurons in the output layer more sensitive to input data. All connection weight vectors
are separated from each other to form a set that can represent the input mode, so as to
achieve the effect of self-organizing clustering [10].

The gateway status indicator sample has a relatively obvious feature in the data
structure, that is, the number of abnormal samples is much smaller than the number of
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normal samples. Generally speaking, when the ratio of positive and negative samples is
greater than 4:1, if these data sets are directly classified and trained, then The prediction
results of the trained classification model in actual use will be heavily biased towards the
sample category with a high proportion, resulting in poor performance of the algorithm
model. In this regard, the state index data of unbalanced gateway is processed based on
SOFM neural network.

For an unbalanced data set, find the g nearest neighbors of each minority sample vi,
and select h samples from the g nearest neighbors of the minority sample (ensure that
g > h). These h samples are assumed to be v1, v2, . . . , vh, and then interpolate through
the interpolation formula (see Eq. 10) to get new samples. In this way, it is equivalent
to adding h new samples to each minority sample.

v̂ = vi + f (0, 1)
(
uj − vi

)
, j = 1, 2, . . . , h (10)

Among them, v̂ represents the new sample; vi represents the sample point of the
minority category, uj represents the sample point selected from the g nearest neighbors
of v; f (0, 1) represents the number between (0, 1) randomly generated.

Random Forest Algorithm
Random forest algorithm is actually an improved version of bagging algorithm, which
is equivalent to introducing random attribute selection into bagging algorithm based on
decision tree. Random forest algorithm is easy to implement in practical application,
with good effect and low time cost, which benefits from the two random measures of
random forest, that is, based on the random sample selection of bagging algorithm itself
and the random attribute selection, the generalization performance of random forest
algorithm is further improved [11].

In the iterative process of the random forest algorithm, the self-service sampling
method is used for the selection of samples.By sampling the sample setwith replacement,
the samples drawn each time are put into the inBag. In addition, according to the content
of Chapter 2, there are probably 37% of the samples will not be drawn, put them into
the outBag. The data in the inBag is trained by the decision tree algorithm to generate a
classification model, and then the model effect is tested through the given test set. The
evaluation indicators of the model effect generally use the precision rate η, the recall rate
μ, and the F1 value. From the formula (11), the F1 value integrates the precision rate
η and the recall rate μ, which can measure and evaluate the performance of the model
more objectively. The confusion matrix is shown in Table 2.

F1 = 2 · η · μ
η + μ

(11)

Among them,

η = T1
T1 + T3

(12)

μ = T1
T1 + T2

(13)
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Table 2. Confusion matrix

Project Actual results

Positive
class

Negative
class

Prediction
results

Positive
class

T1 T2

Negative
class

T3 T4

In the formula, F1 represents the harmonic mean between precision η and recall μ.
Assuming that the number of base classifiers in the random forest is β, the F1 value

of each decision tree calculated by the given test set isψ1, ψ2, . . . , ψβ , respectively, and
the weights of the decision trees in the random forest are as follows:

λi = ψi

β∑

i=1
ψi

(14)

After givingweight to each decision tree, predict and judge the new sample v̂ through
these decision trees. Assuming that the probability of each decision tree predicting that
the new sample v̂ belongs to a certain category ε is ξa

(
v̂
)
, then in the final voting

decision, combined with the weight of the decision tree and the prediction probability,
the comprehensiveweight of sample v̂ belonging to category ε can be obtained as follows
[12]:

	ε

(
v̂
) =

β∑

i=1

ψi × ξa
(
v̂
)

(15)

In the formula, 	ε

(
v̂
)
sample v̂ belongs to the comprehensive weight of category ε.

Combining the above content, the detailed idea of the classifier can be obtained: in
the random forest algorithm [13, 14], multiple sample sets are extracted by the self-help
method, and each sample set is trained to obtain a decision tree mode, and then a given
test sample set is used to pair the the performance of multiple decision tree models is
evaluated, and the evaluation index is the F1 value. According to the principle that the
larger the F1 value, the better the model effect, the ratio of the performance index F1
value of each decision tree to the sum of the F1 values of all decision trees is used to
determine each decision tree. The weight of the decision tree, then for the prediction of
the new sample, first use each decision tree model to judge it, predict the probability that
the sample belongs to a certain class, multiply and sum all the decision tree weights and
the predicted probability, and get a certain class Finally, the maximum comprehensive
weight is calculated by comparison, and the prediction category corresponding to this
value is the final result predicted by the random forest algorithm [15].
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3 Detection Method Application Test

3.1 Gateway Status Indicators

There are 9 gateway status indicators selected based on the maximum uncorrelation
method, as follows:

(1) Throughput: The packet forwarding capability of the device. It usually refers to the
ability of the tested equipment to forward datawithout packet loss, which is generally
expressed as a percentage of the line speed (or passing rate) that can be achieved.

(2) Latency: The time interval between receiving packets and forwarding packets within
the throughput range of the device.

(3) Packet loss rate: The ratio of the number of discarded packets to the number of
received packets under different loads.

(4) Back to back frame: The maximum number of packets that the device can process
without packet loss when it receives transmission at the minimum packet interval.

(5) System recovery: The time for the equipment to resume normal operation after
overload. If the network equipment has line speed capability, the test is meaningless.

(6) System reset: The time interval from software reset or power off restart to normal
operation of the device. Normal operation refers to the ability to forward data with
throughput.

(7) Maximum number of concurrent connections: the maximum number of connections
that can be established simultaneously between hosts passing through the conversion
gateway or between the host and the conversion gateway.

(8) Breakpoint resume transmission capability: In the event of network interruption, the
gateway continues to accurately collect data, cache the data in non-volatile devices,
and retransmit the cacheddata to the industrial cloudplatform through the forwarding
channel when the network returns to normal. Ability.

(9) Local alarm capability: In the case of network failure, equipment failure, etc., the
gateway should provide local alarm information based on configuration information
and real-time data, and support multiple alarm types such as switch value and analog
value. And when sending monitoring data packets to the device, when the return
speed reaches a certain threshold, the device will give an early warning to remind
the operator to pay attention.

3.2 Sample Preparation

Based on the gateway status index, training samples and test samples are generated with
the help of MATLAB, and the results are shown in Fig. 2 below.

It can be seen from Fig. 2 that there are 6 types of samples, and each type of sample
includes several small samples.

3.3 Task Offloading Scheme

The sample detection tasks in Fig. 2 are evenly distributed to 15 servers, and the number
of tasks allocated to each server is shown in Table 3 below.
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Fig. 2. Sample distribution

Table 3. Gateway anomaly detection task offloading scheme

The
server

Training tasks Test task

Normal
sample

Abnormal
sample

Normal
sample

Abnormal
sample

1 464 355 125 156

2 315 257 144 124

3 235 220 123 144

4 235 325 125 133

5 185 56 120 125

6 174 87 122 158

7 152 145 322 187

8 263 252 214 183

9 241 145 210 32

10 187 102 54 55

11 166 135 87 289

12 254 66 565 188

13 146 283 222 176

14 225 36 345 133

15 255 255 146 165

3.4 Anomaly Detection Results

Use the training samples in Fig. 2 to train the anomaly detection model based on SOFM
neural network and random forest, and then input the test samples into the trainedmodel.
Some results are shown in Table 4 below.
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Table 4. Example of anomaly detection results

Small
sample

Type Comprehensive
weight

Detection
category

1 Normal
type

6.25 Exception
type 5

Exception
type 1

4.12

Exception
type 2

3.87

Exception
type 3

5.55

Exception
type 4

5.47

Exception
type 5

7.45

2 Normal
type

2.58 Exception
type 5

Exception
type 1

2.47

Exception
type 2

3.68

Exception
type 3

5.36

Exception
type 4

5.47

Exception
type 5

2.58

3 Normal
type

7.45 Normal
type

Exception
type 1

5.32

Exception
type 2

3.65

Exception
type 3

3.22

Exception
type 4

3.20

Exception
type 5

1.77
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3.5 Method Performance Test

All abnormal detection results are counted, and then the coefficient of determination,
also known as goodness of fit, is calculated, which can effectively reflect the difference
between the detection results and the actual results. The closer the coefficient of deter-
mination is to 1, the closer the detection result is to the reality, and the result is shown
in Fig. 3 below.
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Fig. 3. Method performance test results

It can be seen in Fig. 3 that under the application of the studied method, the deter-
minable coefficients of the six types of samples are more than 0.9, which is close to 1,
which illustrates the performance of the studied anomaly detection method.

4 Conclusion

(1) To sum up, once the gateway is abnormal, the entire Internet of Things will be par-
alyzed. Faced with this situation, this paper proposes an anomaly detection method
for healthcare IoT gateway that supports edge computing.

(2) This method assigns the anomaly detection task to the edge server, and implements
gateway anomaly detection through the detection model on the server and the clas-
sifier. Finally, through testing, the determination coefficients of the test results are
all above 0.9, which proves the effectiveness of the method.

(3) However, the SOFM neural network used in this method has some defects, such as
slow learning convergence speed, and the network performance is sensitive to initial
conditions. However, this paper does not propose a solution to overcome the defects
of SOFM neural network, so there are some limitations. In the future, this problem
needs to be studied in depth to optimize the comprehensive performance of SOFM
neural network, so as to maximize the quality of anomaly detection of healthcare
IoT gateway.
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Abstract. Electronic health records data has the characteristics of massive, multi-
modal, heterogeneous, but electronic health records data is easy to be invaded,
leading to the disclosure of patient personal information. Health record manage-
ment systems often ignore the security problems when patients interact with other
roles, and the traditional encryptionmethods have been difficult to effectivelymeet
the security needs of modern privacy data. Therefore, a fast encryption method
of electronic health record data based on privacy protection is proposed. Mainly
through the combination of privacy protection and homomorphic encryption tech-
nology to achieve distributed user privacy data protection, the mining effect of
privacy protection is effectively improved, and the data security is guaranteed. The
effectiveness and practicability of this method in data privacy security protection
are verified by experiments.

Keywords: Privacy Protection · Electronic Health Records · Health Records ·
Archival Data · Fast Encryption · Encryption Research

1 Introduction

Electronic health records began to be used as early as the end of the 1960s. It records
the occurrence, development and treatment outcome of individual diseases, and has high
medical value. Electronic health record data has the characteristics of massive, multi-
modal and heterogeneous, and its complexity and magnitude of data are far beyond the
scope of general data processing tasks. Computer theory, especially the development
of emerging technologies such as data storage, machine learning and cloud computing,
makes it possible to process massive electronic health archive data and extract useful
information such as rules and patterns, which can be used for pathological analysis
and disease early warning. However, the information security protection of the medical
industry started late, and medical data leakage accidents emerge in endlessly. Hospital
managers have absolute control over these electronic health records, which may be
maliciously deleted, modified or leaked by internal personnel. If the privacy protection
of individuals is not considered, the collection and applicationof electronic health records
data will be greatly hindered [1, 2].
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The traditional sub health archives data encryption method only uses a single data
encryption technology in the data encryption process, resulting in a small coverage
of data encryption, a decline in encryption quality, and difficult to meet the security
needs of modern privacy data. Therefore, a fast encryption method for electronic health
archives data based on privacy protection is proposed. Aiming at the problem of single
data encryption method, the distributed user privacy data protection is mainly real-
ized by combining privacy protection with homomorphic encryption technology, which
effectively improves the mining effect of privacy protection and ensures data security.

2 Related Work

The extraction and mining of valuable knowledge is realized through big data mining
technology in diverse data (with massive and irregular characteristics). The realiza-
tion methods of mining should be fully considered. The data mining methods based
on privacy protection mainly include association rules data mining methods, sequential
pattern data mining methods, encryption, and clustering data mining methods. In order
to ensure the smooth progress of big data mining, it is necessary to take corresponding
restraint measures for different sites to improve their self-restraint management capa-
bilities, and try to avoid the problem of privacy data leakage. In recent years, some
academic research results have been achieved, for example, using corresponding data
mining methods (based on privacy protection) to improve the execution efficiency and
privacy security of data mining based on semi-honest and malicious models; On the
basis of in-depth exploration of security protection), a data mining method (based on
the hiding of important sequence attributes) is designed, so that the data privacy protec-
tion function can be effectively realized; For the distributed environment, a data mining
method based on privacy protection is completed. The mining method can effectively
solve the problem of privacy leakage in the mining process [3, 4].

3 Methods

3.1 User Privacy Protection

Electronic health record datafilemanagement involves usermanagement, authentication,
data isolation and other aspects of design. Data isolation can protect individual data,
separate the data of different users, and ensure personal privacy, so as to build a user
privacy protection structure, as shown in Fig. 1 below:

According to Fig. 1, data sharing can be carried out if permitted. The basic architec-
ture pattern is that a single server is connected to its database and is separated from other
architectures. The shared architecture can allow different data information databases,
which can be applied to the same a server, users can be distinguished or communicated
by ID, with a large degree of freedom and a large capacity, which can effectively ensure
the safe communication between users.

The user management of electronic health records is set to the user mode of individ-
ual corresponding to their own account. During application, the account and password
login is required to ensure the operation safety of the system, and unified management
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Fig. 1. User privacy protection structure diagram

instructions can be executed. At the same time, the basic information and security of
users are guaranteed, and relevant security mechanisms are provided, so as to protect the
privacy and precision of users, separate data from the management system, and enhance
the information security of users.

3.2 Authority Assignment

The file agent system is mainly used to deal with matters between privacy protection and
multi type electronic health record management systems. Different roles have different
rights. Through key division, according to the permissions of different files, it can process
and retrieve files, write, store and other operations. If necessary, it can be provided to
users.

It mainly includes document archives sorting, document storage, information
retrieval, access rights design and so on [5].

The program in this paper adjusts the internal management personnel information
and system data. The management personnel and the system are divided according to
the content and authority scope of their files, and the files are organized to facilitate the
user’s invocation and rectification [6, 7].

Since the information storage of electronic files involves the access rights of the files,
the system design of this paper strengthens the design of the key, makes a reasonable
calculation and design for the confidentiality period, and forms a virtual electronic con-
tract to ensure the user’s use rights and key confidentiality. Period of security. Build a
permission assignment flowchart (Fig. 2):

When users use archives, they need to query and search through the Internet to get
the information of relevant archives. Therefore, the retrieval function is an extremely
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important system design. The application unit puts forward the retrieval request of rele-
vant files to the browser according to the demand, and the request is sent to the processor.
Each retrieval unit provides various electronic health files according to the demand, and
judges whether to use the key according to the user’s role type for security [8].

When the electronic file data is illegally obtained or maliciously tampered, the file
agent system can upload the error information, and the administrator can track it through
the computer to restore the privacy protected data information file, so that its information
security is not infringed. At the same time, a firewall management system is set to protect
the integrity of the data. Its working diagram is as follows (Fig. 3):

Set up the encryption model of electronic health records. The application of this
model is that electronic health records can complete the information exchange between
privacy protection and multi type electronic health record systems, improve the effi-
ciency of information processing and expand the source of information. At the same
time, the design of isolation system enhances the security and stability, and ensures the
authenticity, reliability and effectiveness of electronic information. The application of
cloud computing and smart contract greatly improves the efficiency of datamanagement,
realizes the fine management of electronic health records, and has a certain degree of
automation ability, reduces the cost of human and material resources and other services,
and improves the utilization of resources.

At the same time, the failure of individual data cannot affect the operation of the entire
system, which improves the overall security of the system and reduces the possibility
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of illegal access and destruction. Thus, a more complete system software design is
constructed.

3.3 Logic Analysis of Electronic Information Resources

Electronic information is stored in the hard disk of the computer. The storage address of
each resource in the hard disk has an internal logical relationship. A complete storage
area is divided into thousands of storage modules, and each storage module is divided
into many levels for encrypted storage of resources. Electronic information includes
the basic attribute information, naming, construction time, and logical address of the
information. According to the above information, the electronic resources to be stored
are logically analyzed. The internal relationship of the same type of electronic resource
information has a logical relationship, and different types of resource information has
an inverse logical relationship. If different types of resources are stored together, the two
resources will consume each other, which is not conducive to the storage of information
resources.

Electronic information resources are distributed and stored in different folders of
computer hard disk. In order to balance the stability and integrity of information resources
in network storage space, this paper optimizes the distribution of electronic information
resources through distributed system method. The main working principle of the dis-
tributed system method is to convert and identify the format and content of information
resources through the signal strength of the information cluster, and finally encrypt the
resources according to the identification results. In the process of real-time information
storage, the storage location is reasonably distributed to ensure the integrity of resources
to the greatest extent. In the process of running, the distributed system converts the format
of resources. If the resource is formatted, the format code of information cannot be mon-
itored. When the conversion cannot be carried out, the electronic information resource
is directly discarded without content code conversion, which saves the storage space of
electronic information resources and improves the storage efficiency of resources. On
the other hand, in order to prevent errors in resource conversion, the distributed system
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will retain the attribute information of information resources in the process of content
conversion for electronic information resources with effective format. When resources
are extracted and converted incorrectly, it will use artificial intelligence technology and
information attributes to restore the original information resources [9, 10].

3.4 Encryption of Electronic Information Resources

Through the above analysis of the logical relationship between electronic resources and
the research on the reasonable distribution method of resources, this paper designs an
encryption method of electronic information resources based on artificial intelligence
technology.

The real-time encryption process of electronic resources studied in this paper is
divided into two parts: obtaining the basic information of electronic resources and
encrypting electronic resources into the effective encryption area of the computer. The
basic information of electronic resources includes attribute information, naming, time
information of resource receiving, receivingway and address information of information
resources [11]. When reading the basic information of electronic resources, you need to
obtain the authority authentication of the resource holder before reading. After reading
the resource information, in order to ensure the security of information resources, this
paper encrypts the information. Because the resource information is displayed in the
form of bytes, and each resource information is represented by a combination of multi-
ple bytes, the core of the encryption of electronic resources is to effectively number the
resources. An effective number consists of two 1024 bytes, and the two 1024 byte vari-
ables have the same meaning after exchange. Set the two byte read key and the overall
key. The specific process is summarized as the following formula:

Si = Si−1 + Ai−1 (1)

Ci = Si,Xi + Ci=1 (2)

Among them,A is a byte of 1024;Co = 0;X is the number of the electronic resource.
The above formula is to encrypt the encrypted electronic resource information, but

it does not avoid the interference of external signals, which will affect the encryption
efficiency of electronic information encryption. Therefore, the level of encryption should
be increased to ensure the confidentiality of electronic information encryption [12]. In
order to improve the level of information encryption, this paper sets a signal shielding
lock in the encryption area of the computer. Once the electronic information is encrypted,
the signal shielding lock automatically locks, and cannot receive scheduling information
signals other than the computer, and powers the two keys inside the electronic resources.
The power processing method without the key is the same, and it is processed by the
following formula:

r = s− ab − k (3)

where ab is the key group with two numbers; s is the code of electronic information
resources; r is the external interference signal source; k represents the number of power
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processing of electronic information. Calculate the data of k by substituting the above
formula, complete the secondary encryption, improve the real-time encryption method
of electronic information resources, and ensure the security of information resources
while ensuring the encryption efficiency.

The design of the software part of the hospital file encryption system design based
on privacy protection in this paper mainly includes the software program database, the
system login program, the web browser and the use of each module inside the system.
The specific file encryption process is shown in the following figure (Fig. 4):

User login

System
verification

Log out of the 
system or freeze 

account

User rights
Medical 

record file 
management

personal case 
management

Case Statistics 
Management

submodule

Fig. 4. Encryption process of hospital file encryption system

Database is the core of the filemanagement system. Only with high database security
and large memory space, can we ensure the safety of patient information in the hospital.
The database is mainly responsible for encrypting the file data and establishing the
connection between the file information and various departments. The database E-R
diagram is designed.Thehospitalmanagers can change andverify the patient information
through the identity of the administrator. In the file encryption system, the specific
software area program database E-R diagram is as follows (Fig. 5):

The web browser is encrypted by a special code, which can ensure the security of
the encrypted data in the hospital file encryption system. The web browser is divided
into three browser channels, which are respectively oriented to patients, doctors, and
managers, so that the three parties can enter the system at the same time. The login
page of the file encryption system software part is registered and logged in through the
user’s registered mobile phone number, and the system browser is visible to the patient.
The hospital doctor also enters the doctor’s login browser through the same login page.
Through the mutual adjustment between the database of the software system and the
variousmodules in the hardware area, the operation of the browser is maintained, and the
stable operation of the file encryption system and the security of file data are guaranteed.
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Fig. 5. E-R diagram of the software program database of the hospital file encryption system

The ultimate purpose of designing the hardware area of the hospital file encryption
system is to ensure the security of the file encryption system and improve the operation
efficiency of the system. Therefore, in order to achieve the design purpose, this paper
proposes privacy protection to assist the operation of the encryption function of the
system. Privacy protection is an optimized integrated algorithm method of distributed
gradient computing. The idea of the algorithm method comes from the gradient lifting
iterative decision tree. On the basis of the gradient lifting iterative decision tree algorithm
method, the function of computing data encryption by second-order Taylor function is
added to improve the encryption speed and accuracy of privacy protection on data files.
Specifically, it is completed with the help of the following formula:

yi = θ(xi) =
k∑

k=1

fk(xi) (4)

Among them, k is the total number of data in the sub-model; yi is the predicted value
of the data sample; xi is the feature quantity of the input archive data; fk represents the
data encryption regression value of the k cycle of the method.

The above formula introduces the second-order Taylor function to normalize the
initial input data to avoid data confusion. In order to calculate the weight value of each
file data, this article will refer to the following objective function as follows.

0 = 1(y, yi) +
k∑

k=1

β(fk) (5)

Among them, (y, yi) integrates the normative model of data; 0 represents the differ-
ence between the predicted value of the previous formula and the recorded value of the
actual data; β represents the normalization processing coefficient, which is the positive
value after calculating the data weight to prevent confusion between data. Use the basic
data of deep learning to adjust the state of software encryption method, obtain the state
parameters, set the corresponding operation related values, and combine the parameters
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in deep learning with the operation related values to find the specific encryption address
source. Control the transmission direction of private data, guide the basic transmission
direction of data by the deep learning function, issue the transmission password to the
operation space, and adjust the transmission quantity according to the transmitted code
information to maximize the transmission quantity. Set the corresponding transmission
adjustment formula as follows:

N = c − t ·
√
Q5 (6)

In the above formula, N represents the transmission adjustment result data, c repre-
sents the data transmission direction data, t represents the transmission password issuing
parameter, and Q represents the operation space transmission password parameter.

When the server cannot respond to the transmission operation, it needs to modify its
software information, adjust the data status in time, and set the information modification
equation as follows:

P = v · w
K

+
∑

A+ c2 (7)

In the above formula, P represents the information modification parameter, v rep-
resents the transmission operation parameter, K represents the total number of data
transmissions, w represents the received data information, A represents the command
response parameter, and c represents the data condition adjustment value. In this way, the
real performance of the operating system is analyzed, and it is convenient to accurately
grasp the system data.

According to the information situation, install the system information device, build
the software conversion platform, improve the operability of the software system, and
set the corresponding system adjustment equation:

T =
√
u − l

d
+

∑
P · S0.5 (8)

In the above formula, T represents the response system adjustment parameter, d
represents the installation system information parameter, u represents the operation step
readability parameter, l represents the user information parameter, P represents the over-
all planning value, and S represents the platform construction parameter. According to
the obtained parameter information combinedwith the key operation content, centralized
data adjustment operation, improve the privacy data encryption audit method, strengthen
the audit strength, and effectively implement data control.

Through the superposition calculation of multiple data, the predicted value of the
iterative sample of the data is brought into the loss function, and the calculation result is
multiplied by the normalization coefficient, then the final simplified formula of privacy
protection is as follows:

ot =
N∑

i=1

1

(
yi, y

t−1 + gifi(xi) + 1

2
hiyi(xi)

)
+ β(fi) (9)
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Among them, N is the number of integration trees. Encrypt the data files to establish
a decision tree. Compare and calculate the input file data with the data in the system
database. If the same type of medical record information is retrieved, it will be encrypted
in the same encrypted space to facilitate the operation of information call. Integrate and
encrypt the redundant data of the decision tree, andfinally complete thefinalmanagement
encryption of the data.

4 Experiment

After the realization of the above method design and research, the system improvement
operation is carried out according to the designed structure and framework. In order
to verify the encryption performance of the encryption method design in this paper,
the encryption method design in this paper is compared with the traditional encryp-
tion method design, and a comparative experiment is constructed. The experimental
comparison indicators are as follows:

(1) Encryption rate
(2) Encryption accuracy

Carry out experimental research according to the above two indicators, build an
experimental environment, conduct experimental comparison operations on the basis of
software management, pay attention tomaintaining system service security when testing
the operation status of encryptionmethods, archive the encrypted electronic health record
information, and build a file encryption map (Fig. 6):
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Fig. 6. File encryption diagram

Adjust the final encryption position of the electronic health record data, and set
the encryption rate according to the encrypted data results. The comparison table is as
follows (Tables 1, 2 and 3):
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Table 1. Encryption method design encryption rate table in this paper

Encryption time/d Encryption rate percentage

10 89%

20 93%

30 96%

40 100%

Table 2. Encryption rate table of traditional encryption method based on SaaS technology

Encryption time/d Encryption rate percentage

10 77%

20 80%

30 85%

40 89%

Table 3. Traditional encryption method design encryption based on SOA architecture

Encryption time/d Encryption rate percentage

10 64%

20 72%

30 75%

40 82%

According to the above table, the encryption rate designed by the fast encryption
method of electronic health records based on privacy protection technology in this paper
is faster than that designed by the other two traditional encryption methods. Because this
method uses privacy protection to build a security system in the design process, so as to
ensure the security of electronic health records in the transmission process, and adjusts
the operation mode of the system according to the obtained security information, it has
complete situational operation strength, and can transmit files under different network
transmission systems.When the internal part is disturbed by external interference signals
in the encryption process, the system will automatically send an alarm signal, and send
the alarm signal from the file transmission source point to the file collection end point, so
as to prevent abnormal data from invading the encryption method, ensure the complete
and safe entry of electronic health file data information, thereby reducing unnecessary
system operation waste and improving the overall system encryption rate.

After the above experimental operation is realized, in order to further verify the
encryption effect of the systemdesign in this paper, the encryption accuracy of the system
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is studied.Based on the electronic health record data obtained by the experiment, the error
information sent by the system and the correct display information are distinguished,
and the information collection is set. Structure diagram (Fig. 7):
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Fig. 7. Information recording structure diagram

According to the experimental information obtained above, the encryption accuracy
comparison chart is constructed as follows (Fig. 8):
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Fig. 8. Encryption accuracy comparison chart

According to the above figure, the encryption accuracy of the fast encryption method
of electronic health records based on privacy protection technology in this paper is higher
than that of other traditional encryptionmethods. The reason for this difference is that the
software program designed in this paper selects the system encryption mode to manage
the electronic health records in transmission, optimizes the encryption structure of the
files, simulates the encryption process of the electronic health records, and constructs the
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encryption model to intuitively reflect the state and operation form of the model, further
speed up the overall file encryption operation process, and count the number of electronic
health records at any time, Specify the encryption standard of electronic health records
according to the passed quantity information. Set up software emergency procedures.
When the electronic health records approved by the software cannot be finally encrypted,
the emergency procedures can send protection signals, the main system receives signal
information, and issues the encryption instructions of electronic health records. There-
fore, these electronic health records can complete the final encryption operation. Further
realize the mechanism protection operation of electronic health records and improve the
accuracy of overall encryption.

To sum up, the design of the fast encryption method for electronic health records
based on privacy protection technology in this paper can greatly improve the speed and
accuracy of electronic health records encryption, and provide a large amount of data
support for the subsequent processing of electronic health records. Has a good operating
effect.

After completing the above experimental operations, in order to further test the
encryption performance of the encryption system in this paper, set up a secondary system
test experiment, first analyze and process the designed system requirements, and provide
certain data support for the processed analysis results. When testing the command,
place the command information receiver in time to avoid receiving errors caused by
poor receiving status. And build the system instruction transmission structure diagram
(Fig. 9):
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At the same time, allocate the file transmission task at this time, transmit the files in a
centralized manner according to different transmission directions, compare the security
degree of the files after transmission, and build the encryption security rate comparison
table as follows (Tables 4, 5 and 6):
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Table 4. Encryption security rate result table of the method designed in this paper

Encryption time/s Encryption security rate

20 88%

40 94%

60 97%

80 99%

Table 5. Results of system design encryption security rate based on data analysis

Encryption time/s Encryption security rate

20 67%

40 78%

60 82%

80 86%

Table 6. The result of system design encryption security rate based on file encryption

Encryption time/s Encryption security rate

20 54%

40 60%

60 66%

80 75%

According to the table of the above experimental comparison results, the file encryp-
tion security rate of the hospital file encryption system designed based on privacy pro-
tection in this paper is higher than that of the traditional system design, which shows
that the system has strong execution and can safely encrypt files. The reason for this
difference is that the encryption system in thispaper strengthens the processing of the
system hardware structure and assigns different processing information when design-
ing the encryption space. When the external data interference signal is generated, the
encryption system will automatically transmit the blocking signal, block and eliminate
the interference signal, and ensure the security of the encrypted file. When the hospital
archives are in the transmission state, the transmission channel will encrypt and protect
the information of this channel, timely collect the security system information related
to the encrypted information, and re encrypt the transmitted documents, so as to finally
realize the safe transmission of the hospital archives and complete the overall system
design and architecture operation. Improve the encryption security rate of the encryption
system and enhance the independent protection performance of the system archives.
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To sum up, the design of the hospital file encryption system based on privacy protec-
tion in this paper has strong file encryption performance, can process complex hospital
file information to a certain extent, and query accurate individual files in the complex
information flow, which is sustainable. Providing file inspection services can better
provide a solid data operation foundation for subsequent research operations.

5 Conclusion

Through the above analysis and the implementation of resource encryption methods,
we get the real-time encryption method of electronic health records based on privacy
protection. The analysis of information resource logic improves the encryption efficiency
of resources, and the research on resource distribution optimization increases the density
of real-time encryption of resources to a certain extent. As a new real-time encryption
method of resources, it has a very superior application prospect. It is believed that
privacy protection technology is an important direction for the development of real-time
encryption methods of electronic information resources. In the future, it is necessary to
apply the fast encryption of electronic health records data based on privacy protection
proposed in this paper to other fields, so as to further expand the application scope
of this method, maximize the data security in multiple fields, and promote the further
improvement of network security technology.
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Abstract. In order to improve the security and storage efficiency of medical
care data, a safe storage method of medical care data in the Internet of Things
environment is designed. The security analysis of medical care data resources in
the Internet of Things environment, and the establishment of trusted identifiers
for storage resource provision and use requests, to ensure data security to the
greatest extent. Compliance verification of storage resource provision and use
requests can solve the problem of data security degradation caused by simple data
access methods. For data distance calculation and data division, establish a spatial
database, and use distributed storage to realize the safe storage of medical and
health care data, in order to solve the problem of low reliability of data storage.
The experimental results show that the secure storage method of health care data
in the Internet of Things environment studied in this paper not only improves the
efficiency of data encryption and retrieval, but also reduces the number of times
that data is attacked and stolen, and has a better effect of data secure storage.

Keywords: Internet of Things Environment · Health Care Data · Safe Storage ·
Constraint Parameters · Trusted Identity · Verification

1 Introduction

With the development of the Internet of Things and the continuous integration of the
Internet of Things, the Internet and 3G mobile phones, the degree of intelligence of the
Internet of Things will become higher and higher in the future. At the same time, the
impact of Internet of Things on security cannot be ignored. The theft of Internet of Things
signals will directly affect the information security of the entire Internet of Things.
From the perspective of information security and privacy protection, the widespread
introduction of Internet of Things terminals not only provides richer information, but
also increases the risk of exposing such information [1]. The patient’s electronic medical
record contains a large amount of privacy information, such as the patient’s condition
information, consumption records, etc. these information will be centrally stored on
the hospital’s server, and most hospitals do not attach great importance to information
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security. There are countless vulnerabilities in the hospital website, so that attackers
can easily get the hospital’s database and patient information, resulting in the privacy
disclosure of users, that is, there is a risk of data disclosure. At the same time, if the
attacker deliberately destroys and tampers with the data, it will seriously hinder the
availability of the medical system, that is, there is a risk of data tampering.

Some progress has been made in the research on data security storage methods.
Reference [2] proposed a data security storage method based on blockchain. In this
method, wireless sensor networks and blockchain technologies are used to construct the
distribution framework of federated chain sensing nodes and the data storage federated
chain model, and data blockchain is formed through the consensus of data acquisition
base stations Specific types of hash chains are formed according to data attributes, hash
values and other information to facilitate the safe storage of the same type of histori-
cal data. Reference [3] proposed a method for medical data security storage based on
hybrid encryption. The classical data encryption standard (DES) and asymmetric encryp-
tion algorithm (Rivest Shamir Adleman, RSA) are analyzed, and a hybrid encryption
method for medical data security storage enhancement is proposed An improved algo-
rithm IBDES is proposed to enhance the security strength through double encryption,
and an improved algorithm EPNRSA is proposed to reduce the time complexity of
RSA encryption while ensuring the security quality of encryption. An enhanced hybrid
encryption method for medical data based on IBDES and EPNRSA is formed to realize
the safe storage of data. Reference [4] proposed a design method of hospital financial
data security storage system based on homomorphic encryption algorithm. Under the
3-tier hardware structure, two IBMP5570 minicomputers are used to handle the same
transaction in a dual cluster mode. Four IBM 3850 servers are used and RADWARE
load balancers are configured to automatically distribute workload. Use dual storage disk
array cabinets to back up data with each other. Configure SAN switch for data exchange
between server and storage. All homomorphic encryption is used to encrypt, decrypt
and retrieve the ciphertext files to complete the safe storage of data.

However, the application of the above methods to the safe storage of medical care
data has the problems of the security of medical care data and low storage efficiency.
In order to solve the problems of traditional methods, a safe storage method of medical
care data in the Internet of Things environment is designed to improve the security of
hospital data. The main structure of this paper is as follows:

(1) To analyze the security of medical care data resources, on the one hand, the existing
asymmetric encryption algorithm is used to verify the identity authenticity of the
system participants’ nodes, so as to ensure the credibility of transactions on the
chain. On the other hand, we design the data structure of the storage resources on
the blockchain to provide information and use the request information and carry out
trusted identification for them, and design compliance verification methods for the
two kinds of information to enhance the credibility of the storage designed in this
paper.

(2) Through the analysis of the trusted release of storage resources in the above process,
the uniquely identified storage resources are disseminated to other nodes in the P2P
network in the form of messages for a certain period of time.
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(3) The distance function is established to reasonably divide the spatial data in consid-
eration of the proximity and topological relationship between the spatial element
objects, so as to establish a distributed spatial database. The distributed storage
method is used to realize the safe storage of medical and health data.

(4) The effectiveness of this method is verified by experiments.
(5) Summarize the full text and draw conclusions.

2 Trusted Identification and Verification of Storage Resource
Provision and Use Requests

The research work on the trusted identification and compliance verification of the infor-
mation provided by the storage resources and the use of the requested information in
the network is mainly carried out from two aspects: first, this paper will use the existing
asymmetric encryption algorithm to verify the identity authenticity of the system partic-
ipant nodes, so as to ensure the credibility of the transactions on the chain; The second is
to design the data structure of the storage resources on the blockchain to provide infor-
mation and use the requested information, and carry out trusted identification on it, and
design compliance verification methods for the two kinds of information respectively to
enhance the credibility of the storage designed in this paper.

2.1 Data resource security analysis.

Before extracting healthcare data, the security of data resources needs to be analyzed,
and the main process is as follows:

Represent a hypersphere containing normal sample points as:

minR2

s.t.xi − c2 ≤ R2, i = 1, . . . ,N
(1)

In the above formula, R represents the radius of the hypersphere, c represents the
spherical center vector, and xi represents the distance to the spherical center vector.

Since the distance from the data to the spherical center vector is not necessarily less
than or equal to the radius, it needs to be corrected. The formula is as follows:

(2)

In the above formula, C represents the regularization coefficient, and represents
the slack variable.

After the correction, set the constraints as follows:

f1(k) =
{

1, k = 1, . . . ,NA

0, k = NA + 1, . . . ,NA + MA

f2(k) =
{

0, k = 1, . . . ,NA

1, k = NA + 1, . . . ,NA + MA

(3)
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where, NA represents the constraint parameter of the A data, and MA represents the
constraint parameter of the A data.

After the above process, the principal components of the information are obtained.
During retrieval, it is necessary to establish an inverted index of key features, according
towhich the location of the information can be quickly detected [5]. In the establishment,
all parameter values are searched through the storage address in advance, and then the
keyword search is carried out. When a search is completed, the final search results are
transmitted to the interactive channel. Retrieval edge weight is an important physical
index to measure the retrieval ability of key features of information. The size of edge
weight is directly related to the strength of node interaction. The retrieval edge weight
value is expressed as:

(4)

In the above formula, l represents the upper limit matching condition parameter of
the information in the wireless network, U ′ is the lower limit matching condition of the
information, x represents the statistical coefficient of the power term, h represents the
programmed retrieval vector, and l and represent the average interaction constant of
information nodes respectively. And information priority.

The above process retrieves the key features of the data, and on this basis, processes
the data to analyze the security of the data resources. The specific process is as follows:

Step1: Using unsupervised clustering algorithm, allocate nodes, assume that the
collected sample set isM = (m1,m2,m3, . . . ,mn), define set as A(I) to accumulate the
sum of sample vectors belonging to various types, and define one of the counters B(I)
to register the number of corresponding normal sample categories;

Step2:Divide the cost function in the unsupervised clustering algorithmand calculate
the density index of the collected data sample points. The calculation formula is as
follows:

Du =
∑
i=q

d exp

(∥∥xi − xj
∥∥

d/2

)
(5)

In formula (5),
∑
i=q

d is the density index of node i,
∥∥xi − xj

∥∥ is the calculation factor

of the density index size of the sample point, and exp is the neighborhood radius of the
collected data.

Step3: Calculate each remaining sample point above and determine the Euclidean
distance of the unsupervised clustering center. If r ≤ d2, this sample point will be
classified into the corresponding class of the unsupervised clustering center. If r ≥ d2, it
will not be classified temporarily, where d2 is the preset threshold. The larger the value,
the more the number of clusters, and vice versa;

Step4: Take the unclassified samples in Step3 as a new sample set, re execute the
aboveprocesses of step1, Step2 andStep3, and repeat this cycle tomake a safety judgment
on all data [6];
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Step5: Calculate the security situation category of each data, and the calculation
formula is as follows:

ci = E(i)

B(i)
, i = 1, 2, . . . , n (6)

In formula (6), E(i) represents the initial data center in unsupervised clustering, and
B(i) is the maximum distance between data nodes in the network.

According to the above process, complete the data clustering [7], according to the
clustering results, the data security analysis, the calculation formula is as follows:

[D′ = RT
ai

f ∗ |d | (7)

In formula (7), RT represents data topology, f represents abnormal parameters, |d |
represents protection strategy set, and ai represents collected operation data.

Predict and collect operation data, and then normalize the data to provide the basis
for subsequent data storage.

2.2 Trusted Identities for Storage Resource Provision and Use Requests

How to complete the trusted identification of storage resource information and storage
resource usage requests in a decentralized cloud storage system needs to be studied and
designed from two aspects. On the one hand, it is determined that the node identity
verification method of the Ethereum system is adopted in this solution to realize the
authenticity verification of the node identity in the decentralized system. Participating
nodes in the system can join the blockchain network through an automatically generated
key, and obtain an account address that can uniquely identify the node. Based on the
above, the trusted identification of storage resource provision and storage resource usage
request in the decentralized cloud storage system, as well as the subsequent double
verification of authenticity and compliance are realized.

On the other hand, it is also the research focus of this section. Based on the node
identity authenticity verificationmethod, the data structure design of the storage resource
provision information and storage resource usage request on the blockchain is completed.
In this paper, the design of the demand side requesting the use of storage resources is
directly completed by the system participants in the form of issuing storage resource use
requests for specific storage resources. Therefore, for the trusted identificationmethod of
storage resource provision information and storage resource usage request, the focus is
on the allocation process of storage resource and the definition of the behavior of issuing
storage resource usage request. For the definition of “electronic money” transaction
behavior in Bitcoin, the purpose is to bind node behavior and node identity, and nodes
cannot deny that they have done their own behavior, and other nodes cannot pretend to
be “behavior initiators”. Refer to the design of the Uspent Transaction Output (UTXO)
model in the Bitcoin system.

The basic definition of an “electronic currency” is a chain of linked digital signatures.
When the owner of the “electronic currency” wants to transfer the “electronic currency”
to others, its operation process is to connect a new digital signature at the end of the
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digital signature chain. The specific content of the signature includes obtaining the hash
of the last transaction of the “electronic currency” and the public key of the transfer
target account. In the process of value transfer, all current accounts can prove their
ownership of “e-money” by digitally signing the wallet address of the account in the
previous transaction, which can be verified by others to match their public key, as shown
in the following figure (Fig. 1):
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hash

Owner 2's 
public key

hash

Digital
signature of 

previous owner

Digital
signature of 

previous owner

Owner 1's 
private key

Owner 2's 
private key

sign

verify

Fig. 1. Data storage structure used in this article

Through the above model analysis, the following will design the data structure of
storage resource information and storage resource usage requests. In the solution of
decentralized cloud storage resource trust management, storage resource providers hold
storage resources and have the qualification of the final storage resource usage authority
determination is analogous to the UTXO model. In the data structure design of the
storage resource provision information [8], the available attribute information Q of the
storage resource and the public key W of the storage resource provider can be used as
input, and the output can be provided. The party’s open policy for the storage resources
held by itself, for example, it can be a set of fixed node public keys, or it can be empty,
indicating that the storage resources are only open to a few nodes or completely open.
Finally, perform HASH on the above data structure, and then use the provider’s private
key to digitally sign. Express the formula as:

R = T (HASH ) ∗ Q ∗ W (8)

Through the analysis of the trusted release of storage resources through the above
process, the uniquely identified storage resources are spread to other nodes in the P2P
network in the form of messages over a certain period of time.
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2.3 Compliance Verification of Storage Resource Provision and Usage Requests

Further research and design for its compliance verification method. First of all, the key
to verify whether the information provided by the storage resource is legal is to ensure
the authenticity of the information provided by the storage resource and the identity of
the storage resource provider node. This is also the key link of decentralized trust man-
agement in this paper, which is specifically manifested in two points: first, if the provider
wants to contribute storage resources in the decentralized system to obtain benefits, the
premise is to provide legitimate and trusted storage resources. Before the data is linked,
it needs to go through the authenticity verification of node identity and review whether
the storage resources it provides are legitimate according to the information provided
by the specific storage resources. This is the cornerstone of decentralized cloud storage
resource trusted management. Secondly, the data structure that the demand direction
sends the use request to meet the required storage resources contains the information
provided by the specified storage resources, so it is also necessary to verify the authen-
ticity of the information provided by the storage resources in the compliance verification
process of the storage resource use request. The formula is as follows:

E= t

y
∗

n∑
i=1

h (9)

In the above formula, y represents the resource verification node, and h represents
the digital signature information.

After the above processing, for the conversion of plaintext information, the Hash
function, as the core function in cryptography, can also be called a dispersion function.
Through this function, information of varying degrees of complexity can be converted
into a fixed language sequence. If the function is represented by H , then the process
function of information conversion is h : h = H (M ). When it is applied to the actual
signature, the information will automatically form a summary of the language. This
method can not only reduce the time for handwritten signatures, but also prevent others
from counterfeiting signatures and using them to commit crimes [9]. TheHash function
is used as a password. The basic encryption function of learning ensures the security
and reliability of information. Generally, the commonly usedHash functions are divided
into the following two types: single function and polynomial function. Assuming that
the single function f : X → Y , X and Y are two sets, and any element x ∈ X , you can
easily get Y = f (x) ∈ Y , but if the condition is y ∈ Y , you want to require Obtaining
x ∈ X makes f (x) = Y more difficult, then in this case it is a single function, otherwise
it is a polynomial function.

Suppose there is a secret S. in order to prevent theft, it is divided into multiple pieces
of information, each of which is called a sub secret and owned by a user. It contains the
following properties:

(1) Multiple pieces of information can still be reorganized into secrets;
(2) If a fragment is missing, the security barrier of the whole secret has been destroyed

and cannot be reconstructed;
(3) Some information fragments cannot predict the main content of the secret;
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(4) A user Alice takes any point Ep(a, b) on the curve and the other point P as the
standard point;

(5) Sets a private password lock k(0 < k ≤ n), n is a positive integer greater than 0,
and the password Q can be known from Q=kp;

(6) Use Alice to transport the passwordQ and the point Ep(a, b) in the curve to another
user Bob through the standard point;

(7) Acts as the information transmission hub [10], transmits the password and plain-
text information to other points M in the curve, and combines with the previous
parameters to generate an arbitrary integer set r and r < n;

(8) User Bob uses the binary algorithm to calculate the point C1 = M + rQ, c2 = rP;
(9) Uses its own function to return all C1 and C2 to user Alice;

(10) After Alice successfully obtains the data information, after obtaining the result of
C1 − kC2, all the information of the point M is obtained.

(11) Perform byte transposition operation according to the following formula, and the
calculation expression is:

b = c′ − a′′′(CN + 1) (10)

In formula (10), a′′′ represents plaintext multiple parameters, c′ represents fixed
transformation parameters, and CN represents the column element of the N data.

According to the above calculation results, establish the calculation matrix [11]:

B =

⎡
⎢⎢⎢⎣
b1
b2
. . .

bn

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎣
02 03 01 01
01 02 03 01
01 01 03 02
03 01 01 02

⎤
⎥⎥⎦ (11)

After the above process, the plaintext content of the data is converted. After the
conversion, the plaintext is obfuscated. The calculation process is as follows:

First, assume that a certain data is x;
Second, operate x ∗ 01, and the result is x itself;
Third, the binary operation of x ∗ 02 and x moves to the left, and the right side is

filled with 0. If the highest binary bit of x is 1, the next step is calculated;
Fourth, the obfuscation calculation is completed in this way, and the result of x ∗ x

is obtained.
After the above calculation, the accurate plaintext information is obtained.

3 Implementation of Secure Storage of Healthcare Data

3.1 Data Distance Calculation

Through the above process of data clustering and key distribution, on this basis, the next
prediction is made through the probability left by each data, and the distance function is
determined based on the gradual reduction of its probability to find the dynamic changes
of the data. The premise of establishing the function is to ensure the heredity between
the data. The distance function can be defined as:

f =
i=1∑
k

j=1∑
n

wd2
ij (12)



Research on Secure Storage of Healthcare Data 279

Among them, w represents the distance factor, d2
ij represents the squared distance

between adjacent data, and dij = xj − yi, yi represent the average distance between
matrix parameters, Ci represents the parameter type, then there is a formula:

wij =
{

1,The n object belongs to the Ci class
0,The n object does not belong to the Ci class

(13)

Combined with the irreversibility of clustering data, the formula can be transformed
into:

f =
k∑

j=1

∑
x∈ci

d2
ij (14)

Because the above formula is carried out on the basis of constant distance, it can
also be called distance difference criterion function. Due to the diversity of data mining,
the most common type is the mixed type [12], including numbers and images, so the
constraint formula restricting the mixed type is:

When xi = xj, there is dij ≥ 0; when i, j, k ≥ 0, there is dij ≤ dik + dkj, then the
distance function formula for clustering is:

dij =
(

m∑
k=1

∣∣xik − xjk
∣∣m

) 1
p

, p > 0 (15)

In the formula, p represents displacement.When the value of p continues to increase,
causing the distance between cluster centers to be farther, the formula becomes:

dij =
(

n∑
k=1

∣∣xik − xjk
∣∣4

) 1
2

(16)

When specifying the criteria for the same clustering center, it is necessary to ensure
that the same species are clustered with each other to further improve the quality of data
mining. If there is an error, iterative calculation can be performed continuously. Then
the functional equation that limits the occurrence of the error is:

ZC =
c∑

j=1

nj∑
k=1

x(j)
k − md2

j (17)

whereZ represents the error anddj represents the displacement out of range. The dynamic
data has the same characteristics as the samples. When the function is determined, the
more complex the feature vector is, the greater the error will be, and the result will be
greatly different from the prediction. The density of data is related to the number of
samples collected. Only by ensuring that the dynamic data is within a certain range can
the error be minimized. Therefore, the final clustering function is:

W =
k∑

i=1

∑
xj<c

xj − c2i (18)

Based on the above process, a dynamic distance function is established to analyze
the dynamic changes of data and provide a basis for subsequent data storage.
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3.2 Spatial Data Division

The data distributed storage mode in the Internet of Things environment should be
analyzed according to the specific form of data, and then the spatial data should be
divided. The quality of spatial data division directly affects the load of each storage
node and the overall performance of spatial data management system. If the stored data
to be divided is simple data, divide the data into several parts, and each node in the
computer can store certain data. If the object to be divided is complex, the data to be
allocated is divided according to the critical matrix. Considering the diversity of spatial
data, a jdio curve division method is proposed to ensure the storage balance between
each storage node, estimate the number of nodes required according to the amount of
data and the calculated workload, and migrate dynamic data between nodes to ensure
load balance. Using the distributed storagemethod of data layer segmentation, the whole
spatial area is divided into initial grids. Each grid must contain multiple spatial element
objects. Each coordinate in the spatial object is searched through the layer segmentation
algorithm. If the amount of spatial object data is large, the data is encoded, and the code
of the grid through which the jdio curve passes is taken as the corresponding element
object code in the grid, form one or one to many relationships with spatial objects [13].
On this basis, the spatial element objects are sorted according to the initial curve, the
data volume of the spatial element objects in the corresponding grid is accumulated from
the sub-grid of the initial coding, and each element is divided according to the storage
node information of the computer., if the accumulated amount at this time exceeds
the corresponding storage node, the grid will be decomposed multiple times until the
corresponding data is divided into the specified nodes, and each data in the space is
allocated to the space element according to the above process. Subset of objects. The
data of spatial division is allocated to storage nodes. At this time, the initial grid is
decomposed hierarchically, and the number of objects of spatial elements is greater than
the number of storage nodes, so as to improve the division efficiency of spatial element
objects. For hierarchical decomposition, the termination order is set. When the division
reaches this order, the division is stopped, which can improve the efficiency without
affecting the balance of the divided spatial data. The division algorithm is as follows:

Qx = ω(Wi)

F · v(j0 + 1)
(19)

In formula (1), Qx represents the size of spatial elements, j0 represents the total
number of spatial element objects to be divided,Wi represents the set termination order,
and ω represents the curve division order corresponding to the current sub grid. No
directional analysis will be done in this calculation.

Through the above formula, the division of spatial data is completed, and the effi-
ciency of distributed storage can be improved through the division of spatial data, which
provides a basis for establishing a spatial database in the next step.

3.3 Establish a Spatial Database

Basedon the above spatial data division, a distributed spatial database is established.Con-
sidering the proximity and topological relationship between spatial element objects, the
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spatial data is divided reasonably [14]. The database structure is shown in the following
figure (Fig. 2):

Spatial database

Spatial elements central node

Node assignment find target location

Descriptive data

nam
e copy

Visit
frequ
ency

infor
mati
on

direc
tory

storage interface

Fig. 2. Process diagram of establishing spatial database

The abovefigure is the process diagramof spatial database,which is designed accord-
ing to the above key points when designing the database, so as to meet the characteristics
of independence between storage nodes, reduce data transmission between nodes, and
improve efficiency. In the distributed database, a node is designed as the central node to
maintain the metadata information of the whole network. When a node in the database
makes a request, the data node should be processed by the central node. After the task is
assigned to other nodes, after the processing is completed, it returns to the target loca-
tion, takes the database as local data, constructs a global schema, and describes the data
from local data, query and process the distributed data, and provide users with a uni-
fied data storage interface for the distributed database, so as to realize the transparency
of distributed data storage. In addition, the name node server is designed to store and
manage the namespace of the file system and the access requests between users, and
regularly store the sent data. In order to ensure the reliability of the data, the data should
be copied before storage. In order to ensure that the database is damaged or lost when it
is stored. On this basis, each node and user storage information directory are managed,
and the user access frequency is optimized to optimize the optimal storage of data, so as
to complete the design of distributed storage management database. In order to improve
the capacity of distributed storage, the database is optimized in the next step.
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3.4 Realize Distributed Storage of Cyberspace Data

On the basis of the completion of the database design, in order to increase the database
capacity, the database capacity is designed, and the random mechanism is used to dis-
tribute the distributed massive data source data packets in cloud computing to all nodes
in the distributed system according to a certain reception probability. The storage data
packets are formed in the nodes, and the data packets are classified according to the
repeatability and access rules of the distributed data, which are divided into hot, cold
and repeated storage data packet areas, and partition storage according to the char-
acteristics of different types of data activity factors. The distributed network in cloud
computing consists of n nodes, and v nodes are data nodes. Different nodes generate
data packets with their own characteristics, and the remaining data nodes are used to
store and distribute data. The distributed network is regarded as a random image, the
data nodes are described by the fixed points of the graph, and the process of transmitting
each data packet to another node according to the transmission mechanism is described
by the random walk on the random graph. In order to ensure the random graph They
are connected with the maximum probability, and the communication radius of the data
node satisfies the following conditions:

(20)

In formula (20), g represents the interference factor during data node communication,
and o represents the random image, so the coverage of the random walk to the random
image is:

DOy =
∑
r

t
√
1 − ei (21)

In formula (21), ei represents the efficiency of different vertex numbers of random
walks, and Oy represents the coverage time of random walks. No orientation analysis is
performed in this calculation.

The coverage rate of the random graph is calculated through the above formula. From
the coverage rate, we can know the coverage rate of the data nodes in the distributed
network. When the distributed processing platform processes the data, according to the
above calculation method, different data can be stored, and the data of different nodes
can be called through the corresponding functions, so as to increase the storage capacity
of spatial data.

Finally, according to the relationship between the information, the files in the system
are clustered. The specific process is as follows.

Suppose,F = {f1, f2, . . . , fn} represents a total of nmerged high-density information
sets, and the set F is divided by the agent hierarchy to obtain l information clusters N =
{n1, n2, . . . , n3}.Measure the semantic approximationbetweenhigh-density information
data in ships, measure information by the approximation between entities, and finally
take the reciprocal of high-density information to obtain the approximation between
information and information, namely:

Sim
(
qi, qj

) = 1 + {
1 + dist

(
qi, qj

)}
(22)
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In formula (22), qi and qj respectively represent the high-density information in the
hospital, dist represents the probability measure of being visited in the system, and Sim
represents the approximation of the visit form.

Cluster high-density information according to the above process. On this basis, for
high-density information storage, store clustered file nodes according to storage space
and energy allocation, and set node threshold to prevent a node in the system from
bearing too much file storage data. Use the following formula to calculate the grid
number, namely:

{
X = (x1 − x2)/L

Y = (y1 − y2)/L
(23)

In formula (23), x1, x2, y1, and y2 respectively represent the geographic coordinates
describing the cluster file, X and Y respectively represent the origin of the coordinate
system, and L represent the side length of the grid.

On this basis, a multi-threshold prediction mechanism is adopted to ensure the load
balance of the high-density information security storage system. The calculation formula
is as follows:

fit = sn

SU (Pi) ∗ bck
(24)

In formula (24), fit represents the number of storage information nodes in the system,
SU (Pi) represents grid expansion information, bck represents the measurement index
of system information, and sn represents storage information.

When the new high-density information is stored, the file is sent to the original
saturated grid for storage, so as to realize the safe storage of data.

4 Experimental Analysis

In order to verify the effectiveness of the proposed data storage method, experiments
are carried out to verify the proposed method through various aspects. This experiment
mainly includes two aspects, one is to analyze the efficiency of the proposed method,
that is, the efficiency of data encryption, etc., and the second is to analyze the effect of
data security storage, that is, the number of attacks.

The experiment is carried out in the ubuntu10.10 environment of the VmwareWork-
station virtual machine, and the cloudsim platform is used to conduct the simulation
experiment, and use it to create a data center to provide the basis for the experiment. The
traditional data security storage method based on blockchain is used as an experimental
comparison method.

4.1 Initialization Time Overhead

When encrypting information, multiple attributes need to be authorized, which will
increase the time of data initialization, thus affecting the performance of the entire
encryption technology. Therefore, the time cost of information initialization processing
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Fig. 3. Initialization time overhead

is taken as the comparison object. The initialization time cost of the proposed method
and the traditional method in information encryption is shown in the following figure
(Fig. 3):

It can be seen from the above figure that the studied secure storage method takes less
time because the studied technology processes the data in advance, reducing the number
of attribute authorization institutions, thereby reducing the time cost of initialization
processing.

4.2 Key Distribution Time Overhead

The key distribution times for the three methods are as follows (Fig. 4):
Comparedwith the above figure, it can be found that the proposed data secure storage

method spends less time on key distribution. The reason for the less time spent on key
distribution of the studied method is that the encryption operation is performed before
the file is uploaded and does not involve the generation of attribute keys, so the time for
key distribution is less.

4.3 Encryption Time Overhead

The comparison results of the encryption time overhead between the proposed method
and the traditional method are shown in the following figure (Fig. 5):

It can be seen from the above figure that the encryption time of the proposed method
is less because the proposed method measures the distance between the data, reduces
the occurrence of data encryption duplication, and thus reduces the encryption time of
the data.
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4.4 Retrieval Time Overhead

The comparison results of the time cost of the proposed method and the traditional
method in data retrieval are shown in the figure below (Fig. 6):

Analyzing the above figure, it can be found that the information retrieval time of
the two methods is quite different, because the encryption technology studied is not
complicated, which reduces the information retrieval time.
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4.5 Comparison of Encrypted Information Theft

Comparing the security of the information after the two methods of encryption, the
information is stolen as shown in the following figure (Table 1):

Table 1. Stolen situation of encrypted information

Number of experiments/time The number of times that the
researched technical
information has been stolen

The number of times the
traditional method has been
stolen/time

1 0 2

2 1 3

3 0 3

4 0 3

5 0 2

6 0 2

7 0 3

8 1 1

9 0 2

10 0 3

By analyzing the above table, we can find that traditional storage methods have
information stolen, and the amount of stolen information is large. After the storage
method studied, the information is stolen less, only twice, which can prove that the
storage technology studied can improve the security of information storage.
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4.6 Comparison of Information Changed

Byanalyzing the table below,wecanfind that the information is changed in bothmethods.
The security storage method studied is changed once, and the traditional method is
changed many times. The encryption effect is poor, and no research has been done. The
storage method is safe (Table 2).

Table 2. Comparison of changes in information

Number of experiments/time Number of times the technical
information studied has been
changed / time

The traditional method has
been changed times / time

1 0 2

2 1 5

3 0 6

4 0 6

5 0 6

6 0 6

7 0 5

8 0 8

9 0 6

10 0 5

In conclusion, the researched data security storage method can not only reduce the
information encryption time, but also improve the information security.

5 Conclusion

The medical data platform designed in this paper can not only realize the distributed
storage of medical data, but also ensure the rights control of medical data by patients,
and also realize the sharing application of medical data by third-party users. The data
allocation strategy is a centralized strategy, which puts forward higher requirements on
the computing power, storage capacity and security of the network center node, and
further analysis is needed in the follow-up research.
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Abstract. Wearable health monitoring system has significant progress with the
development of Internet of Things (IOT) technologies. In this manuscript, we
discuss the collaborative architecture for distributed wide area health monitoring
system.Heterogeneous communication, systemmodularization, and edge comput-
ing are three important aspects for the architecture. A real-world system has been
developed, which includes three components: wearable sensor, wireless sensor
network, and edge computing terminal, and we performed a series of experiments.
We also discuss the collaborativemechanism for heterogeneous and homogeneous
health monitoring systems in complex emergency environment.

Keywords: Health Monitoring · Distributed System · Internet of Things · Edge
Computing · Collaborative System

1 Introduction

Wearable health monitoring technology has significant progress with the development of
information, computing, and communication technologies in the past 20years. Internet of
Things (IOT), 5G/B5G communication, edge computing, satellite constellation internet,
Artificial Intelligence (AI) providemore intelligent and rapid support forwearable health
monitoring in wide area field environment [1–5].

Especially, healthmonitoring in extreme or natural disaster environment is important
for both victims and rescue workers [6–11]. In wide area environment, we often apply
heterogenous and independent information and communication systems at themeantime,
the interoperability and scalability problems often make the health monitoring process
inefficient and costly.
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In this manuscript, we discuss the architecture for wide area health monitoring
system, as is shown in Fig. 1. We concern three aspects:

(1) Heterogeneous communication: cellular communication, such as LTE, NB-IOT,
and 5G are widely applied in urban environment; while Wireless Sensor Networks
(WSN), Low Power Wide Area Network (LPWAN), and satellite communication
could be applied in rural areas;

(2) System modularization: in complex environment, modular system using open stan-
dards could provide better compatibility. Relative open standards such as OGC Sen-
sor Web, Linux EdgeX Foundry, IEEE 1888, oneM2M are well discussed these
years;

(3) Edge computing: we perform health data analysis and statistics, and system
configuration in the system edge.

This paper is organized as follows: in Sect. 2, we discuss wide area health monitoring
system architecture; Sect. 3 introduces a real-world system setup and experiments, and
we discuss the collaborative mechanism for heterogeneous and homogeneous systems;
in Sect. 4, we introduce the outcomes and discuss important topics on on-going research.

LTE/5G/LPWAN

Cellular base station

Data center-1

Satellite positioning system

Natural Disaster Area

Sensing data

Video Data

WSN Coordinator

RouterL2 Bridge

802.3

802.11s

Internet

L2 Bridge

Access point

Access Point

Wireless Sensor Network
IEEE 802.15.4 UAV

Sensing data

Satellite communication system

Data center-2

Fig. 1. Wide Area Health Monitoring System

2 System Architecture

For centralized health monitoring system, monitoring terminal such as smart watch,
smart wrist band, or a WSN coordinator, transmits data to mobile phone or cloud server.
For distributed system, gateway node collects and transmits data to certified cloud server
using open protocols. Figure 1 shows a hybrid health monitoring system, which has a
centralized system data center (Data center-1), and a distributed system data center (Data
center-2).

Figure 2 shows the collaborate architecture for wide area health monitoring system.
The gateway collects data from multi nodes through various of capillary communica-
tions, such as LPWAN, IEEE 802.15.4 WSN, IEEE 802.11s mesh network, or satellite
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network, and then communicates with the edge/cloud server through cellular or capillary
communication. The system collaboration platform includes registration component,
centralized configuration component, cooperation component, computing component,
visualization component, etc. Various of applications, such as health, rescue, training,
and management, connect with the platform and acquire data from proper cloud server
and data center.

GW

N11 N12 N13

GW

N21 N22 N23

GW

N31 N32 N33

Field1 Field2 Field3

REST open API (MQTT, HTTP, CoAP)

Registry Centralized
configuration

Cooperation 
Mechanism Metadata Edge

computing

Distributed 
configuration

Distributed 
configuration

Application1
Health

Application2 
Rescue

Application3
Training

Cellular/Capillary communication network

Distributed 
Cloud Server Cloud Server Data Center

Application4
Management

LPWAN WSN 802.11 network

Topology 
Visulization

Fig. 2. System architecture

Figure 3 shows the system’s working process:
Registration: the sensing node, gateway, edge/cloud server, and application unit first

register ID, content information, and metadata to the collaboration platform;
Centralized configuration: the cooperation component implements resource alloca-

tion and collaborative computing on the base of registered application, then the cen-
tralized configuration component transmits configuration information to the registered
unit, and each unit configures its parameters such as data model or edge/cloud server
addresses;

Computing and application: the sensing node, gateway, and edge/cloud server cal-
culate and transmit the effective data using configured model/algorithm, and then the
applications acquire data from the edge/cloud servers.
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3 System Implementation

A. System Composition and Working Process

A health monitoring system composition is shown in Fig. 4. The system hardware
composition is shown in Fig. 5.
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Fig. 4. System composition

The health monitoring process includes 4 steps:
Step 1: we applywearable sensors to acquire ECG, blood pressure, and blood oxygen

raw data. User ID, time, metadata, and monitoring raw data are then sent to fog system
using Bluetooth communication;

Step 2: a fog terminal implements data processing, display, transmission, and storage
functions. The effective data such as heart rate are calculated from the ECG raw data,
and data setD(ID, time, metadata, ECG rate) is then stored in the fog terminal memory;

Step 3: the fog terminal connects with a WSN router node, and multi nodes’ health
data (Data1, Data2, and Data3) are sent to a WSN coordinator (gateway) using IEEE
802.15.4 or IEEE 802.11s mesh communication;

Step 4: the WSN coordinator/gateway node connects with an edge terminal, which
implement edge computing, storage and application functions. The edge terminal
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interacts with collaboration cloud platform using HTTP, TCP, or MQTT internet
protocols.
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Table 1. Specification of a Health Monitoring System

Item Specification

Wearable Sensor Oranger Mi-Rhythm ECG sensor
ECG range: 30 bpm–300 bpm; Channe l:1;
Size: 45 * 25 * 7 mm; Weight: 10 g ± 1 g

Fog Terminal CPU: Hisilicon Kirin 710F; OS: Harmony;
Maximum frequency: 2.2 GHz;
RAM: 4 GB; ROM: 64 GB

WSN module Digi XBee wireless module
Frequency: 900 MHz; Data Rate: 200 kbps

Edge Terminal CPU: Hisilicon Kirin 659; OS: Harmony;
Maximum frequency: 1.7 GHz;
RAM: 4 GB; ROM: 64 GB
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B. System Implementation

We set up a real-world system, and the system specification is shown in Table 1. We
useOrangerMi-RhythmECGsensor tomonitor 30–300 bpsECGdata;we develop series
of software using Harmony OS in fog and edge terminal; we use Digi Xbee wireless
module to implement the IEEE 802.15.4 WSN router and coordinator.

Figure 6 (right) shows the fog terminal and software user interface; Fig. 6 (left)
shows the acquired ECG raw data and calculated heart rate data.

Heart Rate

ECG Data

Sensor ID

ECG Sensor

Bluetooth
Connected

Fig. 6. Fog Terminal and sample ECG data

The prototype edge system is shown in Fig. 7, includes an edge terminal and a WSN
coordinator. The edge terminal software user interface includes the comparison of data
from multi terminals (fog terminal 1 and fog terminal 2), and data analysis for each
terminal.

Figure 8 (a) shows the working process of the WSN router nodes. The router node
refresh the network topology on the base of received configuration and link information
packet, and transmit both link data and sensing data to the coordinator;

Figure 8 (b) shows the working process of the WSN coordinator. The coordina-
tor refreshes the WSN network topology, and sends configuration and link informa-
tion packets to all WSN router nodes, then transmits received sensing data to the edge
terminal.

C. Heterogeneous Systems’ Collaboration

On the base of the proposed architecture and developed single system, we design the
collaboration mechanism for multi domain systems, including homogeneous system,
heterogeneous system, and general collaborative system.

(1) Homogeneous systems’ collaboration: the monitoring terminal and gateway nodes
adopt unified open standards for data sensing and transmission, and the nodes could
interact data with each other directly. The user could design various of collaboration
algorithms according to the application requirements.
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Fig. 7. Edge terminal and sample heart rate data

(2) Heterogeneous systems’ collaboration: the gateway nodes adopt different standards
for data sensing and transmission, so we need to develop software or hardware
middleware in the north direction of the gateway node. And the gateway node could
interact with other system using the middleware.

(3) General collaborative system: in a general system, homogeneous and heteroge-
neous systems from multi domain collaborate with each other for complex task.
The hierarchical structure is shown in Fig. 9, and we concern the three types system
collaboration.

There are three kinds of computing servers: the edge collaboration server implements
the control and configuration function; the data server implements the data interaction
function; the general emergency server implements the application function. The edge
collaborative server transmits configuration information to registered gateway or mid-
dleware nodes, which compose systems’ control chain; each gateway or middleware
node interact with the cloud/edge data server, and compose systems’ data chain.

The homogeneous system A and C’s gateway nodes, heterogeneous system B’s
middleware node perform data interaction on the base of the configuration information.
The unregistered heterogeneous systemD’smiddleware node, and homogeneous system
E’s gateway node, interact with system C’s gateway node, and join the inter systems’
data chain. The sub-layer terminal nodes are managed by the gateway node.

We concern three parameters for the collaborative data chain: location of the disaster
area and people, location of the gateway node of homogeneous system or themiddleware
node of heterogeneous system, and network connectivity condition. The network con-
nectivity status is confirmed by the network topology update module. During one clock
cycle, the gateway or middleware node broadcasts “Hello message”, which includes
ID and node’s location. The receiver sends back an “ACK message”, which includes
receiver’s ID and location, and after handshake we confirm the sender and receiver have
neighborhood relationship, then the network topology is updated. For a new registered
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gateway or middleware node, the destination is affected by disaster area and people’s
location, and neighbor node’s location. The location parameters “pull” the node peri-
odically. When all the nodes come into a “stable status” according to the application
requirement, we consider that the system has completed the emergency task.

4 Discussion

In the proposed system architecture, each system’s configuration could be centralized
informed from the collaboration platform according to the application requirements,
and each system proceeds the configuration in a distributed manner. Therefore the
architecture has advantages in at least two following aspects:

(1) Scalability: the sensing and computing algorithm could be modularized, and het-
erogenous and homogeneous systems could work together using the architecture
and open standards. Sensing units could update algorithms/models for different
applications with the support of middleware.

(2) Resilient system: in wide area environment, when a sub-system is destroyed or
moved, the applications could delete or mark the sub-system records in the regis-
tration list easily. Since the communication status is unpredictable, Delay Tolerant
Network (DTN) mode command, and routing algorithms could be configured from
the collaboration platform to the sub-system.

Currently, only ECG sensor is applied in the system, more sensors will be applied
in future development. In Sect. 3 (a)–(b), we introduce the development of an “end-
to-edge” health monitoring system. Based on the mechanism introduced in Sect. 3 (c),
we are developing the “edge-to-Cloud” collaboration system using docker technology,
and the micro services include: data receiving interface service, registration service,
collaboration model service, health data output API interface service, system topology
service, etc. A sample output data set could be described as Data (ID, Type, No. of
terminals, Communication radius, area width, area length, No. of monitored people,
people’s location).
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5 Conclusions

In this manuscript, we propose a collaborative architecture for distributed wide area
health monitoring system, and we concern 3 aspects: heterogeneous communication,
system modularization and open standards, and edge computing. A real-world ECG
monitoring system has been implemented, which includes ECG sensor, Wireless Sensor
Networks, and fog/edge terminals. An “End-to-edge” collaboration mechanism and a
series of experiments have been performed. Also we discuss the “edge-to-cloud” collab-
oration mechanism and implementation for heterogeneous and homogeneous systems
in complex wide area environment.

The proposed architecture and real-world system implementation provide guidelines
for wide area data sensing and communication system construction in IOT and 5G/B5G
era. We are focusing on general integrated emergency sensing system on on-going
research.

Acknowledgment. This research is supported by Science and Technology Project grant of
Quzhou city (No. 2020K13).
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Abstract. The Internet of Things (IoT) is a technology that connects physical
objects, software, and hardware for interacting with each other and exchanging
valuable data. In the healthcare sector, those data can be used by physicians,
vendors, health organizations, and researchers to improve healthcare quality and
reduce annual healthcare spending. Consequently, the emergence of the IoT in
the healthcare field has led to transformative growth in activity and creativity. The
rapid proliferation of IoT devices and applications can assist people of all ageswith
hearing difficulties in their daily activities to improve their and their caregivers’
quality of life. People with disabilities, particularly those with hearing impair-
ments, have fewer opportunities for social interactions, education, and access to
modern technologies. These aspects are crucial factors in developing their learning
capacity and cognitive skills. IoT technology can be oriented to assist people with
hearing disabilities to enhance their quality of life without relying on assistance
from others and that is a noble goal of our research.

Keywords: Internet of Things (IoT) · IoT in healthcare · Hearing Impairments ·
Wearable devices · security · privacy

1 Introduction

The Internet ofThings (IoT) is a rapidly growing technology that connects hardware, soft-
ware, physical objects/things, and computing devices for interacting, collecting, sending,
and receiving data without human intervention [1]. These connected objects and devices
join this sophisticated network with uniquely identifiable IP addresses. Most people
think that the use of IoT applications and devices are only associated with smart homes
and cities for users’ comfort, privacy, and security. In fact, however, the development
and growth of the IoT has opened up a new era in the healthcare, education, energy,
transportation, and agricultural sectors as well as many other sectors [3]. By 2025, more
than 75 billion IoT devices will join the Internet to provide significant computational
resources and services for many different fields [2]. The emergence of the IoT in the
healthcare field has led to transformative growth in activity and creativity. The rapid
proliferation of IoT devices and applications can assist people of all ages with hearing
difficulties in their daily activities to improve their and their caregivers’ quality of life
[4].
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According to the World Health Organization, hearing loss affects more than 1.5
billion people worldwide, and by 2050 it is estimated that approximately 700 million
people will be added to the number of those with disabling hearing loss. As a result, the
rate of hearing impairments among the population has risen and is increasing the annual
costs of the healthcare sectors of many countries [5]. This vast number of people with
hearing deficiency or loss need assistance with using today’s technology. IoT technology
should be oriented to assist people with hearing disabilities to enhance their quality of
life without relying on assistance from others.

People with hearing sensory impairments cannot socialize effectively with ordinary
people because they do not have one of the most important and frequently used senses
[7]. Hearing sense strongly relates to speaking, and people who are affected with hearing
impairments can be deterred from speaking or verbally communicating. To compare this
condition to a computing device, if there are no inputs there will be no outputs, and so
these individuals cannot gain any cognition or development fromhearing. This can lead to
mental disorders due to social isolation, frustration, and loneliness. Furthermore, students
with hearing impairments have lower educational levels than ordinary students [6, 7]. The
most effective way for people with hearing loss to communicate with one another is by
using sign language. Sign language is the act of expressing oneself through hand gestures,
eyes, face, lips, and body [12]. Similarly, normal people need to learn sign language to
communicate with deaf people or use interpreters. In all cases, communication between
deaf peoplemust be live and visible to each other to conveymessages andmeaning.Many
conditions can cause people to develop hearing disabilities. The most common cause of
hearing loss is congenital and is present at birth due to genetic circumstances. The second
most common factor that causes hearing loss is aging. Chronic middle ear infections and
damage to the inner ear caused by ototoxic drugs or accidents are other causes of hearing
loss [5]. The last condition of developing hearing disabilities is exposure to loud noise
or loud music for a long time, which can damage the inner ear’s nerve [5].

Cochlear implants and hearing aids are important solutions for people who are suf-
fering from hearing deficiency, as they allow them to improve their oral communication
for language acquisition and enhance their sound awareness. There are four levels of

Fig. 1. Degrees of Hearing Loss
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hearing loss as seen in Fig. 1: mild (26–40 dB), moderate (41–70 dB), severe (71–90 dB),
and profound (above 91 dB) [13]. Indeed, many deaf people are not able to use either
cochlear implants or hearing aids due to their level of hearing deficiency not being sup-
ported [10]. Additionally, many people who have had cochlear implants or use hearing
aids are not satisfied with these solutions due to many reasons related to background
noise, fit and comfort, the inferior quality of hearing and the risk of surgery failing [11].

2 The Internet of Things (IoT): An Overview

As previously mentioned, the IoT comprises different gadgets and devices that make
up a network of constantly communicating items. Some examples of items that can
be included within IoT-based technology are sensors, wearable devices, controllers,
actuators, and laser scanners [1, 14]. When these items interact and communicate in a
constant fashion, they forma spectrum that can best be described as a network.According
to [15], “the Internet of Things is the concept of connecting any device (so long as it
has an on/off switch) to the Internet and to other connected devices. The IoT is a giant
network of connected things – all of which collect and share data about the way they are
used and about the environment around them”. The items in the IoT can interact together
even outside of human participation, though some components of the IoT may require
human actions to perform certain specific functions [16].

Today, several applications of the IoT have contributed to improving the human
experience. For instance, smart homes, offices, cities, smart farms, smart cars, smart
industries, pollution and waste control, automated gates and garage doors, traffic mon-
itoring, and management, energy-saving thermostats and humidity controllers, and last
but not least smoke and fire alarms all have been enabled by the interaction of different
technologies within IoT networks [15]. Other phenomena that have improved the human
experience by using the IoT include wearable devices that can track and monitor users’
health and fitness [14, 17]. The majority of modern devices interact with the IoT in some
way enabled by some formof IoT– in fact, due to the sheer range of IoT applications, they
cannot all be listed, which only emphasizes the IoT’s importance for the contemporary
human experience. Themost importantway the IoT contributes to different technological
transformations is by allowing incompatible items to interact meaningfully. Traditional
manufacturers of different technologies may deliberately make devices incompatible
with others – this is a business model that ensures that only the accessories and parts
of the manufacturer’s initial product can work with the product, thereby assuring their
organization of otherwise peripheral sales [18]. The IoT reverses this conundrum by
providing a platform through which different incompatible technologies are not only
able to interact and communicate, but also to generate actionable insights as reported by
[19]. By bringing different technologies together, the IoT allows the benefits of all the
components to be realized at the applicable stage [19]. Alternatively, the IoT also allows
the shortcomings and limitations of different technologies to be complemented by other
more able components [19] (Fig. 2).
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Fig. 2. IoT Applications

2.1 IoT in Healthcare

The IoT also has a vital role to play within the healthcare field. In healthcare, different
components in the network can gather and integrate data before performing analyses
[14]. Many applications within healthcare make use of the IoT – these range from
diagnostic processes requiring the use of interactive devices, the collection of patient
information, access to patient medical data, remote tracking of patient developments,
and continuous monitoring [14]. According to [20], “The IoT promises many benefits to
streamlining and enhancing health care delivery to proactively predict health issues and
diagnose, treat, and monitor patients both in and out of the hospital”. All these applica-
tions contribute to the life-saving capacity of healthcare processes because they ensure
the healthcare practitioner makes decisions that are guided by actual actionable knowl-
edge. When analysis of data from different components on the network is achieved, the
most valuable information can be gleaned and then used to promote evidence-based prac-
tice. [16] states that, “the Internet of Things (IoT) has beenwidely applied to interconnect
available medical resources and provide reliable, effective, smart healthcare services”.
It is possible to discern patterns, draw inferences, identify potential issues, and make
appropriate recommendations when healthcare practitioners are equipped with credible
information obtained from accredited healthcare technologies [14, 16]. For example, it
is possible for a healthcare practitioner to determine whether patients are at an increased
risk of developing certain conditions through monitoring their cholesterol levels – in
this instance, the statistics regarding the patient’s cholesterol levels provide valuable
and actionable information. Therefore, the IoT generates information and records that
healthcare practitioners are able to use to ensure they reach desirable outcomes.
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Within healthcare, the IoTenables the uninterrupted and constant collectionof patient
data. Most research opines that patient data become more credible and useful if gathered
in a continuous stream instead of taking sporadic measurements [21]. This perspective
is also held by [22], who postulates that uninterrupted information collection is crucial
for the healthcare practitioner to reach meaningful conclusions. The IoT, by virtue of not
requiring human intervention to function effectively, is able to ensure constant engage-
ment by all its components as previously stated; once all the components are switched
on, they continue to function for as long as they are able to acquire battery or some
form of electric power [20]. Therefore, the IoT facilitates the uninterrupted collection
of patient records, data, and information in a way that makes all resultant insights more
credible than those collected outside of the IoT (Fig. 3).

Fig. 3. The IoT in Healthcare

The focus of this survey paper is to outline and examine some IoT devices, applica-
tions, and systems utilized for peoplewith hearing impairments aswell as some obstacles
and challenges that must be addressed. In fact, without reliable technology, people with
hearing problems cannot communicate effectively with ordinary people unless they have
certain communication abilities or technologies [9]. Therefore, wemust ensure they have
widespread access to modern technologies to satisfy their needs and concerns.

3 Related Work

Various research studies are available in the literature concentrating on how IoT technol-
ogy interventions and development can provide the opportunity for people with disabil-
ities, especially hearing impairments, to overcome traditional impediments. IoT tech-
nology solutions are used to facilitate their everyday activities and increase their social
integration in daily life. IoT technology in healthcare has developed different applica-
tions and wearable devices that are used to manage hearing impairment complications
as well as hearing loss in addition to increasing dependency on technologies as assistive
tools. These devices and applications enable personalized healthcare, which can assist
in remote monitoring, screening, diagnosis, and the early detection of hearing loss [1].
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Wearable devices in particular have significant potential for use with speech recognition
applications to assist people with hearing difficulties due to their lightweight and low
cost [7]. Wearable devices with tangible interfaces are an alternative solution when it
comes to mobility as auxiliary communication. [28] stated that using voice recognition
to convert voice to text is an important implementation when communicating between
ordinary people and deaf people without using sign language. The text data are trans-
ferred to Arduino over Bluetooth, where they are interpreted using ASCII characters and
displayed on the wearable device as text.

People with hearing impairments cannot hear any sounds from the surrounding envi-
ronment to improve their awareness. In this case, we cannot communicate or get their
attention to raise the alert about dangerous situations unless we are visible to each other.
In [8], the authors developed a wearable device that can sense and detect sounds in real-
time such as a phone or bell ringing, alarm sounds, brake sounds, dogs barking, other
sounds related to the audio fingerprint method and human sounds. When the wearable
device detects and identifies one of these sounds, it directly transmits these data to the
user through vibrations. Each of the above-listed sounds has distinct levels of vibration
and intensity, which allows deaf people to easily distinguish between the various vibra-
tions related to each sound. This system, [8] uses speech recognition methodology, but
instead of translating spoken language into text, they translate sounds into vibrations
in a wearable device. In addition, they use a microphone to process ambient sounds.
Finally, for coding, they rely on Python programming language. Their system achieves
an accuracy rate of 99% for identifying an alarm sound and a phone ringing, 98% for a
doorbell ringing, 97% success in identifying a human voice, 96% success in identifying
dog sounds and other sounds using the audio fingerprint method, and 93% success in
identifying brake sounds. Those numbers are significant achievements for sound recog-
nition and classification in real-time performance. In the end, [8] tried to enable and
promote the use of IoT technology in healthcare with little equipment cost to protect
people with hearing problems in an outdoor or indoor environment. In [12], the authors
mentioned a smart bear for children that can sense and measure body temperature, blood
pressure, oxygen levels, and heart rate. These vital data can be sent directly to the parents’
smartphones via wireless communication technologies. The organization that invented
the “Teddy the Guardian” smart bear can easily use their idea to address the hearing
difficulties of deaf people and their caregivers. Many IoT applications and technologies
are being developed to serve normal people. However, if manufacturers put more effort
into orienting IoT technology to people with hearing impairments they could get many
potential benefits and high profits.

Many researchers nowadays are focusing on how to facilitate communication
between normal people and deaf people using today’s technology. The work presented
in [29–31] is a glove equipped with wireless communication technology and sensors
that allows hearing-impaired people to interact with others who are not familiar with or
do not understand American Sign Language. The job of the wireless glove is to sense
and record the fingers flexion of the ASL and send the data to a smartphone programmed
application using Bluetooth technology to convert the sign language received data into
text and voice (Table 1).
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Table 1. Summary of IoT Services for People with Hearing Impairments.

IoT services IoT devices Gateway Communication type

29 Speech-to-text Arduino Bluetooth

8 Real-Time Detection Raspberry Pi USB

12 Smart bear Mobile phone Bluetooth

30,31,32 Glove Mobile phone Bluetooth

4 Challenges and Future Work

The first major issue associated with the application of the IoT in deafness and hearing
loss management stems from security. As an unconventional network, it is possible for
the IoT to be breached, leading to unauthorized access to information – cyber-attacks
are becoming an increasing problem in the contemporary world, and healthcare has not
been spared [23]. Different components of the IoT present various levels of risk for
security vulnerabilities – for instance, wearable devices (which are relatively simple
technologies without electronic encryptions) can be easily hijacked by unauthorized
parties [23]. Alternatively, servers containing sensitive information may be hacked to
provide unauthorized access to unscrupulous parties [24]. Therefore, this presents a
challenge for the IoT-reliant healthcare profession, and the management of deafness and
hearing loss is no different.

Legal issues also need to be considered in the use of the IoT in the management
of deafness and healthcare. The US has laws such as HITECH and HIPAA that gov-
ern the access and use of patient health records see Fig. 4 for privacy rule and security
requirements –when unauthorized access to this information occurs, the healthcare orga-
nization can be held legally liable and face litigation [25]. The protection of all manner
of healthcare IoT is therefore a requirement for all healthcare organizations, especially
considering that they generate both soft and hard copies of patient medical records [24].
Security challenges that result in unauthorized access to private (and sensitive) patient
information and records can lead to violations of the aforementioned data privacy laws,
fines and a loss of licensure. Alternatively, the patient can file a lawsuit against the
healthcare organization, leading to compensatory payments [24]. Therefore, healthcare
organizations that rely on the IoT to manage deafness and hearing loss have to contend
with the legal framework surrounding its usage.

The last major issue relating to the use of the IoT in the management of deafness and
hearing loss is poor connectivity. As indicated in the definition of the IoT, the devices
involved in the network function in a wireless capacity – this can create issues when the
different healthcare technologies are not compatible, to begin with [26]. As previously
mentioned, a method commonly used by manufacturers is to ensure that the accessories
and different spare parts they construct for their products are exclusive, thus assuring
them of peripheral sales as posited by Kessler [26].

The view that connectivity issues can affect the IoT during the management of
different medical conditions is also shared by [14]. This view is also shared by Yin
et al., who cite completely incompatible healthcare technologies as compromising the
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effectiveness of IoT networks [16]. Therefore, different components may be completely
incompatible as per the manufacturers’ intentions, hence limiting the effectiveness of
the IoT.

Fig. 4. Privacy Rule and Security Requirements [25]

Every connected device and application has potential security issues. When it comes
to the security challenges facing IoT networks in the management of deafness and
hearing loss, approaches involving high-end encryptions can be applied. Themost recent
development that can be employed by healthcare organizations is the use of blockchain
technology – IBM states that “In most blockchains or distributed ledger technologies
(DLT), the data is structured into blocks and each block contains a transaction or bundle
of transactions. Each new block connects to all the blocks before it in a cryptographic
chain in such a way that it is impossible to tamper with” [27]. Granted, blockchain
technology is not completely foolproof, as it has some security shortcomings. However,
its basis on decentralization and cryptography provides a robust foundation that cannot be
easily breached, making it perhaps the most secure approach for the IoT [27]. Healthcare
organizations should therefore invest in blockchain technology to protect the structural
integrity of the IoT.

For future work, we are working on building an automated sign language recognition
system using deep learning algorithms to recognize hand gestures. The systemwill assist
in communication between ordinary individuals and hard-of-hearing people.

5 Conclusion

The development of IoT technology continues to meaningfully contribute to the health-
care sector, opening new possibilities for improving people’s quality of life. People with
disabilities, particularly those with hearing impairments, have fewer opportunities for
social interactions, education, and access to modern technologies. These aspects are
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crucial factors in developing their learning capacity and cognitive skills. Deafness and
hearing loss are among the most understated public health concerns across the world.
There are millions of people across the world who suffer from some form of hearing
loss. Despite the obviously debilitating nature of these conditions, as demonstrated by
many research papers using Google Scholar, a number of researchers have worked on
improving and expanding the use of IoT technology in healthcare to serve deaf people.
Not only do deafness and hearing loss lower the individual’s quality of life, t but also
compromise their potential for academic and professional achievement. It is for this
reason that this group requires assistive technologies that can deliver sound signals in
a format they can comprehend and interpret. We are working on building a recognition
system that can help in translating sign language to normal people and the reverse.
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Abstract. When traditional early-warning methods for abnormal operation and
maintenance data of medical care equipment are used to process nonlinear abnor-
mal data in the operation and maintenance process of medical care equipment, the
data classification accuracy is poor, resulting in insufficient reconciliation level of
early-warning methods. Therefore, an artificial intelligence based early-warning
method for abnormal operation andmaintenance data ofmedical care equipment is
proposed. First, the article establishes the overall framework of data anomaly early
warning, including communication network layer, smart contract layer, equipment
layer, and application layer. Based on artificial intelligence technology, it estab-
lishes the anomaly data detection model, uses RNN cyclic neural network as the
basis, designs the anomaly data detection process, and analyzes whether medical
and health care equipment is in an abnormal operating state by comparing the
real value of current measurement points with the predicted value of RNN neural
network model. The experimental results show that: combined with the experi-
mental results of nonlinear data, it can be determined that the data classification
accuracy of the designed early-warning method is high, the early-warning data is
more comprehensive and complete, and the detection method is superior to the
common detection methods.

Keywords: Artificial Intelligence · Medical and Health Care Equipment ·
Operation and Maintenance Data · Abnormal Warning

1 Introduction

Medical care equipment is the equipment and tools used in medical care and other work,
which can facilitate medical staff to judge patients’ symptoms more quickly and accu-
rately. Use medical equipment to treat patients to the greatest extent, so that patients
can get rid of the pain as soon as possible. It can be said that medical equipment is the
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most important means to help hospitals improve medical quality and efficiency [1, 2].
Medical care equipment is the integration of computing, network, detection and medi-
cal process. It can realize the safety of the physical world, monitor the patients in use
reliably and in real time, and ensure the safety of patients’ use. Therefore, it has a wide
application prospect in the future medical process. In the process of the development
of medical and health care equipment, the continuous development of wireless sensor
network, biomedical sensor and cloud computing technology has given birth to the wide
application ofmedical and health care equipment in themedical field.Medical and health
care equipment mainly obtains biometric information through sensors, collects and inte-
grates the information, and through a networked intelligent medical system composed
of drug delivery medical equipment, all units in the system realize information inter-
action through communication network, thus realizing the interconnection of medical
resources [3].

For the use andmanagement ofmedical equipment, it is necessary to carry out refined
management in the whole life cycle. With the continuous development of medical tech-
nology and equipment, it is necessary to carry out periodic operation and maintenance
for medical and health care equipment. In the process of operation and maintenance, if
the relevant data is abnormal, it means that there is a certain risk of failure inside the
equipment, and it is prone to danger when people use it [4]. Therefore, early warning of
the abnormal operation andmaintenance data of medical and health care equipment is an
important prerequisite to ensure the normal work of medical and health care equipment
and improve the safety and efficiency in the medical process [5]. When the traditional
early warning method of medical and health care equipment operation and maintenance
data abnormality deals with the nonlinear data in the process of medical and health care
equipment operation and maintenance, the accuracy of data classification is poor, which
leads to the insufficient reconciliation level of the early warning method. Therefore, this
paper proposes an early warningmethod of medical and health care equipment operation
and maintenance data abnormality based on artificial intelligence.

2 Research on Abnormal Early Warning of Medical and Health
Care Equipment Operation and Maintenance Data

2.1 Establish the Overall Framework of Data Anomaly Warning

Based on artificial intelligence, the abnormal data early warning of medical and health
care equipment operation and maintenance is mainly aimed at the security problems of
medical and health care equipment tools in recent years, and the information data secu-
rity diagnosis, traceability and abnormal information early warning during equipment
application are studied [6, 7]. From the overall structure of the early warning method,
it can be divided into data layer, network layer, intelligent contract layer, equipment
platform layer and application layer, as shown in Fig. 1.

In the whole early warning method, the data layer is the basis of the early warning
method, inwhich the storage of block data, transaction data and hash address is designed.
In the communication network layer, themain logic responsible for the abnormalwarning
of the whole operation and maintenance data has a relatively complete mechanism in
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Fig. 1. Framework of early warning method

consensus and verification. In the intelligent contract layer, the interactive RPC module
based on JsonStandard RPC is used to realize the request service of the remote medical
care equipment program. In the remote state, the block node and consistency processing
are regarded as the transaction interaction in the network layer, and the EVM module is
used to run the intelligent early warning contract. In the device layer, the RPC module
in the contract layer can be called to retrieve the data information of the device and
related control instructions [8]. In the application layer, an interface library is designed
for information exchange, so as to track the information source of medical and health
care equipment and detect abnormal data in advance.

2.2 Establish Abnormal Data Detection Model Based on Artificial Intelligence
Technology

Under the joint action of external factors and internal factors, the data have an impact
and then form fluctuation indicators. Therefore, SPSS statistical software is used to draw
the box diagram of equipment operation and maintenance data changes, from which the
basically unchanged index data are found and eliminated. One of the indicators is the
upper quartile, expressed as Qu, that is, the indicator sequence is divided into four parts
on average, and the calculation formula is:

Qu = n + 1

4
(1)
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The value of n is determined according to the actual situation, and Qu is further
calculated. Another index is the quartile distance of IQR, and the calculation formula is:

IQR= 3 × n + 1

4
− Qu (2)

In the box chart, the upper and lower limits are the minimum and maximum values
within the non-abnormal data range, and the relevant calculation formula is:{

Tmin = Qu − 1.5IQR

Tmax = Qu + 1.5IQR
(3)

The biggest advantage of box chart is that it is not affected by outliers, and it can
describe the discrete distribution of data in a relatively stable way [9]. By observing
the box chart, we can preliminarily eliminate the non-fluctuating indicators with outliers
close to 0.Normalize the remaining indexeswithfluctuating data, and continue to analyze
the abnormal degree of their data. The expected risky abnormal data must have the
characteristics of persistence and relevance at the same time. Based on the characteristics
of risky abnormal data, the continuity of indicators is first studied. Four kinds of scatter
distributions can be obtained by drawing the corresponding scatter plots of each group
of data in EXCEL for regression analysis.

In the model established in this paper, recurrent neural network is mainly used as
the basis of artificial intelligence calculation. In the neural network, the neural network
layers, including the input layer, the hidden layer and the output layer, are all connected,
but the neurons in the same layer are not related to each other. The time series data is
dependent on the information before and after the change of time, and the prediction
of time series data using neural network model will not cause information omission
[10]. The reason why RN is called a recurrent neural network is that the hidden layer
information of the current moment is retained to participate in the calculation of the
next network, and the historical information is continuously transmitted through the
interconnected hidden layers in each network. The following Fig. 2 shows the structure
diagram of RNN in chronological order:

As can be seen from the figure, corresponding to the time relationship of data, the
hidden layer in the middle of RNN is also sequential from left to right. The workflow of
RN can be roughly divided into the following steps:

(1) xt indicates the input at time t, which indicates a multi-dimensional vector.
(2) st indicates the hidden layer state at time t, which has the function of information

memory, storage and transmission. The layer value is determined by the accumulated
information of the hidden layer in the previous time and the input information of this
layer. The value of the first hidden layer state s0 is generally 0 after initialization.
Expressed by the formula:

st = f (Uxt + Wst−1) (4)
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Fig. 2. RNN neural network structure diagram

In the above formula, f represents the nonlinear activation function.

(3) ot indicates the device output at time t.

Through the above test of volatility data continuity, the index that abnormal data
meet the continuity condition is obtained. These indicators are extracted, Pearson corre-
lation coefficient is obtained by SPSS, and correlation analysis is carried out to test the
linkage [11, 12]. Six groups of abnormal risk data were obtained. By using Python for
programming, calculation and analysis, we can get the specific risk abnormal points of
each group of data, and then we can get the abnormal degree score.

2.3 Medical and Health Care Equipment Operation and Maintenance Data
Abnormal Warning

The analysis of current measuring points in medical and health care equipment is not
only of great significance for the detection of the running state of the equipment, but
also an essential component for the comprehensive evaluation of the medical and health
care equipment and even the overall physical function of the patient. In the process
of operation and maintenance of medical equipment, it will be affected by real-time
environmental factors, and the operation process is quite different in different situations.
The data early warningmainly includes two aspects: one is the identification of abnormal
data caused by the abnormal work of sensors inside the equipment; On the other hand, in
the process of communication, the identification of data tampering caused by device IoT
blockchain attack. Therefore, the traditional rated threshold can’t be used in the early
warning process, and the threshold needs to be updated and managed with reference to
the running state of the current day. The current data model of medical care equipment is
established based on the data in the normal and stable operation process. The estimated
value of the current measuring point at the next moment can be obtained by acquiring
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the data change and development law from the historical data of equipment operation
and learning. When the medical care equipment is in normal operation, the actual value
of the current measuring point is very close to the predicted value, and the deviation can
be guaranteed within a certain range. Therefore, by comparing the real value of current
measuring point with the predicted value of RNN neural network model, it is analyzed
whether the medical and health care equipment is in abnormal operation. The deviation
index of equipment current measuring point is defined as the ratio of the actual value of
the equipment, the difference between the predicted value and the predicted value, and
the formula is as follows:

De =
∣∣∣∣Yt − Ym

Ym

∣∣∣∣ (5)

In the above formula, Yt represents the real value obtained by the measuring tool,
and Ym represents the predicted value output by the measuring point prediction model.
When the predicted equipment is in normal operation, the deviation index is very low,
and the curve is drawn as shown in the following Fig. 3:
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Fig. 3. Deviation curve of normal equipment

When it is within the threshold, no alarm is needed; When the predicted equipment
is in abnormal operation, the real value differs greatly from the predicted value, and
the deviation index will increase significantly, so it is necessary to send out an alarm.
Observing the deviation curve of normal equipment, it is found that the deviation is
always below 2% during operation.When external conditions or internal faults fluctuate,
the burr in the deviation curve exceeds 2%, but it will soon return to below2%. Therefore,
a value ofDe of 10% is set as the first alarm threshold, and a value ofDe of 20% is set as
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the second alarm threshold. For the predicted equipment, calculate the deviation of the
actual value of the current measuring point. If it is lower than the threshold, it is normal;
if it is higher than the threshold, it is abnormal.

In order to prevent the data of each link in the process of operation and maintenance
from being tampered with, while recording the data in each link, the intelligent contract
is called to realize homomorphic encryption. Smart contracts can’t directly operate data
with the blockchain built into healthcare devices, so they need to be connected by triggers.
When the operation and maintenance work is completed and data encryption is needed,
the trigger will send the address of the smart contract interface with full homomorphic
encryption and the data to be encrypted. When the data encryption is completed, the
trigger sends the contract address and ciphertext to the blockchain network. For the
abnormal data generated when the sensor is in abnormal working state, this paper uses
confidence interval to identify the possible abnormal data points in the data. In the normal
working state of the sensor, the sampled value fluctuates in a small range. However, when
the abnormal state occurs, the sampling value will appear obvious deviation. Using this
principle, firstly, K normal data are stored for each link of sensors, and according to
these data and the preset confidence A, the approximate interval estimation of the total
sample can be obtained {LCL,UCL}. When the data R(t) at a certain time satisfies the
following two expressions, it indicates that the value is abnormal data:{

LCL ≤ R(t) ≤ UCL
R(t) = R(t − 1)

(6)

In the above formula, LCL represents the lower limit of the confidence interval, and
UCL represents the upper limit of the confidence interval. Because the blockchain attack
of medical and health care equipment in the Internet of Things is concealed, in order to
prevent the blockchain data anomaly caused by the attack, the attack process is divided
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Fig. 4. Schematic diagram of abnormal data detection process
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and prevented one by one. Attacks can be divided into three stages: pre-restart, restart
and after restart. When the victim node B restarts, it is detected that its incoming and
outgoing connections are intercepted by the attacking node A.. This indicates that the
attacking nodeA successfully launched the attack before the nodeB restarted. Therefore,
it is necessary to collect the data sent by node A to node B before node B restarts, so
as to constitute a security threat gene. The attack detection module is divided into two
parts: the first part is an immature detector, and the second part is a mature detector. The
security threat gene and the data randomly generated according to its format are used as
the training samples of immature detectors, and NSA algorithm is used for training until
it evolves into a mature detector. After a certain number of tests, the maturity detector
will evolve into a memory detector. The data detection process of a node in the device
is shown in the following Fig. 4:

The node data detection process in the figure above: firstly, it is matched with the
memory detector. If the matching is successful, it indicates that the node has abnormal
data, and it is put into the security threat gene pool to participate in the training of the
immature detector; If not, it is sent to the maturity detector for detection. When the
mature detector matches successfully, it indicates that the node has abnormal data, and
the security threat gene is also put in; If it doesn’t match, it means that the node has no
abnormal data.

3 Performance Test of Data Anomaly Early Warning Method

3.1 Preparation of Experimental Data

After the design of the abnormal early warning method of medical and health care
equipment operation and maintenance data based on artificial intelligence is completed,
a performance test method is designed according to the application characteristics of the
early warning method. In the performance test, real medical and health care equipment
operation and maintenance data are used for simulation and editing, mainly including
user information, medical records, patient functions and other related information. The
selected data set characteristics are shown in Table 1.

Based on the above data, aiming at the problems existing in common data anomaly
early warning methods, a nonlinear data classification experiment is designed to verify
the actual performance of the early warning methods. In the experiment, another data
anomaly warning method is selected as a comparison, namely, the anomaly warning
method based on deep learning and the anomaly warning method based on transfer
learning. The proposed warning method is placed under the same experimental condi-
tions for nonlinear data experimental analysis and early warning evaluation analysis, and
the application level of each warning method is analyzed according to the experimental
results.

3.2 Experimental Results of Nonlinear Data

In order to further verify the data processing ability of the anomaly earlywarningmethod,
a nonlinear data experiment is designed, and two kinds of nonlinear data are constructed
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Table 1. Data set characteristics

Data set Attribute
number

sample
number

Category
number

Data type Whether the
default

Voltage
constant value

16 20000 26 numeric type N

Current
constant value

19 2561 7 numeric type Y

running mode 8 743 2 numeric type Y

performance
period

9 632 2 mixed type Y

User heart rate 4 492 3 numeric type Y

The user blood
pressure

166 352 2 numeric type N

Fault indicator
data

34 269 2 mixed type Y
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Fig. 5. Schematic diagram of nonlinear data distribution

in the same space, one is distributed in a ring with the origin as the center, and the other
is distributed in a square shape. The specific distribution is shown in Fig. 5.

The Gaussian kernel parameter is set to 0.4, and the initialization center point is (0,
0). Three different abnormal data warning methods are used to process nonlinear data,
and the third-party software is used to output the experimental results. The details are
shown in Fig. 6.

According to the experimental results shown in the figure, when the data anomaly
detection method deals with nonlinear data, the data classification results of the exper-
imental results of the early warning method based on deep learning are not ideal. The
data distributed in the ring are fused in the square, and there is no clear dividing line
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Fig. 6. Experimental results of different data anomaly detection methods
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between the two data. The early warning method based on transfer learning has the same
problem. In the experimental results, the data distributed in the ring is distributed in the
square, which is aggregated and not completely separated. In contrast, the experimental
results of the proposed early warning method show that the nonlinear data classification
is more obvious and disjoint, and the nonlinear data classification effect is better. To
sum up, the proposed data anomaly early warning method has higher data classification
accuracy, and can efficiently process various types of data.

3.3 Experimental Results and Analysis of Anomaly Detection and Evaluation

In the abnormal early warning and evaluation, it is mainly based on the experimental
results of the above nonlinear data and the early warning performance of the early
warning method itself. In the experiment, the recall rate and precision rate are used
as index variables, and the F value is calculated according to these two sets of values,
which indicates the harmonic average level of anomaly detection methods. The relevant
calculation formula is as follows:

Pre = w+

w+ + c+ (7)

Rec = w+

w+ + c− (8)

F = 2Pre · Rec
Pre + Rec

(9)

In the formula, Pre indicates the precision rate, w+ indicates the correct warning
example, Rec indicates the recall rate, c+ indicates the positive warning error example,
and c− indicates the negative warning error example. Three different data anomaly
warning methods are used to process the experimental data, and after the warning is
completed, the experimental results of each method are output. As shown in Fig. 7.

In Fig. 7, Method 1 and Method 2 are two common early warning methods, and
Method 3 represents the data anomaly early warning method proposed in this paper. In
the three groups of experimental results, the proposed detection method is calculated to
determine that the F value is 0.536, the F value ofmethod 1 is 0.253, the F value ofmethod
2 is 0.328, and the F value of method 3 is 0.421. Combined with the changes of recall
and precision in the above figure, it can be seen that the recall and precision are higher
than those of common detection methods, and the F value is also higher, which indicates
that the medical care equipment operation andmaintenance data anomaly warning based
on artificial intelligence proposed in this paper. Combined with the experimental results
of nonlinear data, it can be determined that the data classification accuracy of this early
warningmethod is high, and the earlywarning data ismore comprehensive and complete.
This detection method is superior to common detection methods.

To sum up, the artificial intelligence based early warning method for abnormal oper-
ation and maintenance data of medical and health care equipment studied has higher
data classification accuracy, more comprehensive and complete data that can be alerted,
and can efficiently process various types of data.



320 X. Zhang et al.

100

75

50

25

0.0
100 200 400

Data size/MB

R
ec

al
l r

at
io

%

300 500

Method1
Method2
Method3

(a)Experimental results of data early warning recall rate 

100

75

50

25

0.0
100 200 400

Data size/MB

Pr
ec

is
io

n%

300 500

Method1
Method2
Method3

(b)Experimental results of data early warning precision rate 

Fig. 7. Experimental results of different data anomaly detection methods

4 Concluding Remarks

In this paper, artificial intelligence technology is applied to the abnormal warning of
medical equipment operation and maintenance data. Through the combination of RNN
neural network and early warning, the data transmission and detection between equip-
ment nodes are realized. At the same time, the detection model of abnormal data is
constructed by using the principle of artificial intelligence learning, so as to realize the
early warning of abnormal data. After testing, the scheme proposed in this paper can
better realize the detection and early warning of nonlinear data.



Artificial Intelligence-Based Early Warning Method 321

References

1. Siamak, H., Ali, S., Ghanbari, A.T.: An artificial intelligence-based predictionway to describe
flowing a Newtonian liquid/gas on a permeable flat surface. J. Therm. Anal. Calorim. 147(6),
4403–4409 (2022)

2. Wang, J., Pei, L.: Anomaly detection and multi-stage risk pre-warning technology of power
grid control system based on deep learning. J. Shenyang Univ. Technol. 43(06), 601–607
(2021)

3. Zhang, S., Zheng, J., Shen, X., et al.: Anomaly detection of ADS-B air position data and
statistical analysis. Electron. Opt. Control 29(04), 101–105 (2022)

4. Khosravi, A., Laukkanen, T., Saari, K., et al.: An artificial intelligence based-model for heat
transfer modeling of 5G smart poles. Case Stud. Therm. Eng. 28(12), 101–113 (2021)

5. Chen, Y.-q., Sun, T., Zhang, Q.-y.: Intelligent engine roommulti-source data detectingmethod
based on DBSCAN cluster algorithm. Ship Sci. Technol. 43(17), 156–160 (2021)

6. Meng, H., Li, Y.: Anomaly detection and relation extraction for time series data based on
transformer reconstruction. Comput. Eng. 47(02), 69–76 (2021)

7. Turner, D., Pera, A., et al.: Wearable internet of medical things sensor devices, big healthcare
data, and artificial intelligence-based diagnostic algorithms in real-time COVID-19 detection
and monitoring systems. Am. J. Med. Res. 8(2), 132–145 (2021)

8. Zhang, S., Li, D., Sun, Y., et al.: Unified anomaly detection for syntactically diverse logs in
cloud datacenter. J. Comput. Res. Dev. 57(04), 778–790 (2020)

9. Qiu, K., Jiang, Y.: A service running data anomaly detection method based on weighted LOF
and context judgment in cloud environment. Comput. Eng. Sci. 42(06), 951–958 (2020)

10. Rafiei, H., Akbarzadeh-T,M.-R., Pariz, N., Akbarzadeh, A.: Expert systems and the prospects
of artificial intelligence for the automatic supervisory control of salinity gradient solar ponds.
Solar Energy 246(1), 281–293 (2022)

11. Yu,M., Yang, F.: Field failure operation andmaintenance simulation of automation equipment
based on information link technology. Comput. Simul. 38(12), 475–479 (2021)

12. Daly, T.T.W.: Artificial intelligence, deep aging clocks, and the advent of ‘biological age’:
a Christian critique of AI-powered longevity medicine with particular reference to fasting.
Religions 13(4), 334–342 (2022)



Abnormal Signal Recognition Method
of Wearable Sensor Based on Machine Learning

Chao Li1(B) and Xuan Zhang2

1 Department of Information Engineering, Tongling Polytechnic, Tongling 244000, Anhui,
China

llcc222@yeah.net
2 Monroe College, New Rochelle, NY 10801, USA

Abstract. The recognition of abnormal signal of wearable sensor is of great sig-
nificance to the application value of the device. In order to improve the accuracy of
abnormal signal recognition of wearable sensors and indirectly ensure the safety
of wearable sensor devices, a method of abnormal signal recognition of wear-
able sensors based on machine learning was proposed. According to the different
abnormal types and principles of wearable sensors, the signal abnormal judgment
criteria are set. The wearable sensor signal is collected, and the initial signal is pre-
processed by Kalman filtering, normalization and weighted fusion. The machine
learning algorithm is used to extract the features of sensor signals, and the recog-
nition results of the abnormal type, abnormal semaphore and abnormal location of
sensor signals are obtained through feature matching. Through the identification
performance test experiment, it is obtained that the average abnormal type error
detection rate of the optimization design identification method is 0.86%, and the
average statistical error of abnormal semaphore is 0.22 db, lower than the preset
value.

Keywords: Machine Learning · Wearable Sensor · Abnormal Signal · Signal
Identification

1 Introduction

Sensor is a kind of detection device, which can feel the measured information, and can
transform the sensed information into electrical signals or other required forms of infor-
mation output according to a certain law, so as to meet the requirements of information
transmission, processing, storage, display, recording and control. The characteristics of
the sensor include miniaturization, digitalization, intellectualization, multifunction, sys-
tematization and networking. It is the primary link to realize automatic detection and
automatic control [1]. The existence and development of sensors make objects have
senses such as touch, taste and smell, and make objects slowly become alive. According
to their basic sensing functions, they are usually divided into ten categories: thermal
sensors, photosensitive sensors, gas sensors, force sensors, magnetic sensors, humidity
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sensors, sound sensors, radiation sensors, color sensors and taste sensors. In the envi-
ronment of rapid expansion of information, more and more people have an increasing
demand for the speed and frequency of information exchange. People are using mobile
personal computers ormobile phones to receive, process and send all kinds ofmessages at
any time. This dependence on electronic devices makes the relationship between people
andmachines become closer and closer, making portable wearable devices inevitable for
the development of the times. The main application fields of wearable sensors include:
medical fields represented by blood glucose, blood pressure and heart rate monitoring,
health care fields represented by sports monitoring, consumption fields represented by
information entertainment, and industrial and military fields represented by data acqui-
sition and display. Relevant data points out that wearable devices in the health care and
medical fields account for 60% of themarket share this year, and the sharemay be further
increased in the future.

Due to the aging of the internal components of the wearable sensor, the wrong
installation of the sensor and other reasons, the abnormal state of the wearable sensor
will not only affect the user’s experience, but also may bring potential safety hazards
such as electric leakage and magnetic leakage. Therefore, it is necessary to identify and
detect the abnormal real-time signals of wearable sensors, so as to provide valuable
reference data for the timely maintenance of sensors. Anomaly recognition is one of
the important topics in the research of data analysis technology. Its main task is to find
the anomaly in time, so that we can quickly take measures to early warn the anomaly
and assist scientific decision-making. At present, the more mature sensor abnormal
signal recognitionmethods include: abnormal recognitionmethod based on the principle
of electrical impedance, abnormal recognition method based on static fault tree and
abnormal recognition method based on steady-state fault quantity. However, the above
abnormal signal recognitionmethods can not recognize the type and location of abnormal
signals at the same time, and the abnormal signal recognition results have large errors,
which is lack of reference value for the maintenance of wearable sensors. Therefore,
machine learning algorithm have been introduced.

Machine learning is an interdisciplinary subject involving probability theory, statis-
tics, approximation theory, convex analysis, algorithm complexity theory and other dis-
ciplines. It specializes in studying how computers simulate or realize human learning
behavior, so as to acquire new knowledge or skills, reorganize the existing knowledge
structure and constantly improve its own performance. It is the core of artificial intelli-
gence and the fundamental way to make computers intelligent. Machine learning meth-
ods based on statistical features can be divided into supervised learning and unsupervised
learning according to learning methods. Supervised learning is to train the marked data,
generate models, and then test and classify. This method has a high prediction accuracy,
but it can not classify unknown categories. Commonmethods include Bayesian, decision
tree, etc. The other is semi supervised learning, which can use labeled and unlabeled
samples for training at the same time. Compared with it, it has more room for devel-
opment, but it is still in the state of research. Select the appropriate machine learning
algorithm and apply it to the optimization of the abnormal signal recognition method
of wearable sensors, in order to improve the accuracy of abnormal signal recognition of
wearable sensors and indirectly ensure the safety of wearable sensor devices.
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2 Design of Abnormal Signal Recognition Method of Wearable
Sensor

2.1 Set the Judgment Standard of Wearable Sensor Abnormality

Wearable sensor anomalies mainly include: complete failure anomaly, fixed devia-
tion anomaly, drift deviation anomaly and accuracy degradation. Among them, failure
anomaly refers to the sudden failure of sensor measurement, and the measured value has
always been a certain constant; Deviation anomaly mainly refers to a kind of anomaly
that the measured value of the sensor differs from the real value by a certain constant;
Drift anomaly is a kind of anomaly that the difference between the measured value and
the real value of the sensor changes with time; The decrease of accuracy refers to the
deterioration of the measuring ability and accuracy of the sensor. When the accuracy
level is reduced, the average value of the measurement does not change, but the variance
of the measurement changes [2]. Both fixed deviation anomaly and drift anomaly are
not easy to find, which will cause a series of unpredictable problems in the process of
anomaly occurrence, so that the control system can not function normally for a long time.
The types of abnormal signals of some wearable sensors and their causes are shown in
Table 1.

Table 1. Description of abnormal signal types of wearable sensors

Serial number Sensor abnormal signal type Cause of abnormal signal

1 Stuck exception an exception caused
by a stuck sensor running program

Stuck exception an exception caused
by a stuck sensor running program

2 Abnormal gain: the working
frequency or signal of the sensor
changes with a constant gain due to
the aging of the sensor element

Abnormal gain: the working
frequency or signal of the sensor
changes with a constant gain due to
the aging of the sensor element

3 Abnormal deviation due to the
abnormal connection of the sensor,
the working signal has a fixed
deviation

Abnormal deviation due to the
abnormal connection of the sensor,
the working signal has a fixed
deviation

4 Abnormal short circuit the output
signal is close to zero due to the short
circuit of the sensor circuit and other
reasons

Abnormal short circuit the output
signal is close to zero due to the short
circuit of the sensor circuit and other
reasons

5 Abnormal open circuit. The output
signal is close to the maximum value
due to the open circuit of the sensor
output circuit and other reasons

Abnormal open circuit. The output
signal is close to the maximum value
due to the open circuit of the sensor
output circuit and other reasons

(continued)
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Table 1. (continued)

Serial number Sensor abnormal signal type Cause of abnormal signal

6 The offset abnormal sensor is
disturbed by a stable signal

The offset abnormal sensor is
disturbed by a stable signal

7 The original output signal of the
periodic abnormal sensor is interfered
by the periodic signal of a certain
frequency

The original output signal of the
periodic abnormal sensor is interfered
by the periodic signal of a certain
frequency

8 Random abnormal sensor is disturbed
by a random signal

Random abnormal sensor is disturbed
by a random signal

9 The output signal offset signal caused
by abnormal zero drift, temperature
drift, sensitivity drift, etc

The output signal offset signal caused
by abnormal zero drift, temperature
drift, sensitivity drift, etc

10 Abnormal impact abnormal impact is
caused by the interference of a pulse
signal on the sensor

Abnormal impact abnormal impact is
caused by the interference of a pulse
signal on the sensor

The wearable sensor is stuck abnormally, the gain abnormally and the deviation
abnormally meet the following characteristics:

xψ(t) =
⎧
⎨

⎩

c, ψ ∈ UStuck

βix(t), ψ ∈ Ugain

x(t) + �ε,ψ ∈ Udeviation

(1)

where c is constant, βi and�ε are constant gain and constant deviation respectively, and
UStuck, Ugain and Udeviation correspond to the set of stuck abnormal, gain abnormal and
deviation abnormal signals. According to the above method, the standard characteristics
of all abnormal signals of wearable sensors can be obtained, which can be used as the
comparison standard to determine the signal type of wearable sensors.

2.2 Collect Wearable Sensor Signal

Wearable sensors are mainly divided into three parts from the physical structure: detec-
tion coil, analog circuit board and digital circuit board. In terms of circuit structure,
it is mainly divided into: resonant input excitation resonant circuit, detection circuit,
primary amplification and filtering, secondary amplification and filtering, AD sampling
and digital signal processing, as shown in Fig. 1.

OP1, AD1, op2, OP3, ad2 and OP4 in Fig. 1 are the output signals that can be
collected by the sensor. In practical engineering, only AD1 and ad2 signals are used.
Since the four detection coils of the sensor are placed in space according to certain rules,
the output of the four channel resonant circuit has a certain correlation. As described in
Sect. 2, the output four channel OP signals differ by one quarter of the periodic phase
in sequence, and the two channel ad signals differ by one half of the periodic phase [3].
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Fig. 1. Circuit structure diagram of wearable sensor

The output signal of a normal sensor is a sinusoidal like periodic signal. When the gap
between the sensor and the track is certain, the amplitude of the sensor output signal
remains unchanged. If the amplitude of the sensor output signal changes, or there is no
output signal, it indicates that the sensor has failed. Take the wearable sensor shown
in Fig. 1 as the target to collect the real-time data generated by the sensor, and the
acquisition process of angular velocity and acceleration signals is shown in Fig. 2.
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Fig. 2. Flow chart of wearable sensor signal acquisition
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Similarly, the acquisition result of wearable sensor position signal can be obtained,
which can be quantitatively expressed as:

⎧
⎪⎪⎨

⎪⎪⎩

X = (R + H ) cos δ cos σ

Y = (R + H ) cos δ sin σ

Z =
(

κ21
κ20
R + H

)

sin δ

(2)

In the above formula, the variables R and H respectively represent the height of the
radius of curvature charge relative to the surface of the ellipsoid, δ and σ correspond to
latitude and longitude, κ0 and κ1 are the long and short semi axis parameters describ-
ing the earth as a reference ellipsoid. According to the above methods, the real-time
acquisition results of wearable sensor operation signals can be obtained.

2.3 Fusion Processing of Wearable Sensor Signals

Wearable sensor signal acquisition process will be polluted by different degrees of noise,
so that the obtained sensor data is alsomixedwith noise information, so that useful signals
can not be directly detected [4]. Kalman filter can be used to estimate the necessary
useful signals, so as to detect the abnormal occurrence of sensor data. Kalman filter
adopts linear minimum variance estimation, which encapsulates the state quantity in the
corresponding state space in the filtering process, and then obtains the state estimator in
real time through continuous iteration. This method is very suitable for dealing with the
estimation of multi-dimensional random variables. And only through the state equation
of the observation system and the statistical characteristics of noise can be used to express
the statistical characteristics of the actual state quantity and noise, which does not need
to grasp the error changes between the observation and the real state quantity in real
time. The Kalman filter processing process of wearable sensor signals can be expressed
as:

{
Xk = BXk−1 + Ank−1

Yk = GXk + Nk
(3)

In the above formula, Xk and Yk are the state variables and observation variables of
the wearable sensor signal respectively, B, A, G and N correspond to the state transfer
matrix, interference transfer matrix, observation noise matrix and observation matrix,
and nk−1 represents the input noise value in the signal [5]. By substituting all the signal
acquisition data into formula 3, the noise signal suppression processing in the initial
acquisition signal can be realized. Normalize the noise signal, and the processing process
can be expressed as:

x = xmax − x

xmax − xmin
(4)

xmax and xmin correspond to the maximum and minimum values of wearable sensor
signals. On this basis, the data processing results are fused, and the processing results
are as follows:

xfuse = κfuse
(
xi + xj

) + (κfuse − 1)2xixj

1 + κ2
fuse − (κfuse − 1)2

(
xi − xj

)2 (5)
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where xi and xj are the i and j signal processing results of thewearable sensor respectively,
and κfuse is the fusion coefficient between the data. Complete the fusion and processing
of wearable sensor signals according to the above process.

2.4 Extracting Sensor Signal Characteristics UsingMachine Learning Algorithm

BP neural network in machine learning is selected as the technical support for feature
extraction of sensor signals. The network topology of BP neural network is composed
of three parts, which are input layer, hidden layer and output layer respectively. The
connection relationship is shown in Fig. 3.

x1 x2 xn

y1 y2 yn

Input layer

latent
hide
layer

Output 
layer

Fig. 3. Internal structure of BP neural network

The calculation process of each neural unit in Fig. 3 can be expressed as:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

u(2)
1 = g

(
	

(1)
11 x1 + 	

(1)
12 x2 + λ

(1)
1

)

u(2)
2 = g

(
	

(1)
21 x1 + 	

(1)
22 x2 + λ

(1)
2

)

u(3)
3 = g

(
	

(1)
31 x1 + 	

(1)
32 x2 + λ

(1)
3

)

u(3)
1 = g

(
u(2) + u(2)

2 + u(2)
3 + λ

(2)
1

)

(6)

The output result u(j)
i of formula 6 represents the i neural unit of the j layer in BP

neural network, 	 and λ represent the weight value of the neural unit respectively, and
g() is the activation function. Its numerical expression is as follows:

g(x) = 1

1 + exp−e
(7)

The calculation result of formula 7 is substituted into formula 6. After integration,
the relationship between the input and output of BP neural network is as follows:

u(l+1) = g
(
	(l)x(l) + λ(l)

)
(8)
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In the network training phase, wearable sensors train the network weights according
to the given trainingmode in four processes: “forward propagation of mode”→ “reverse
propagation of error” → “memory training” → “learning convergence”. In the working
stage of the network, according to the trained network weight value and the given input
vector, the solution of the output vector corresponding to the input vector is obtained in
the way of “mode forward propagation”. The input signal is transmitted from the input
layer node to each hidden layer node in turn, and then to the output layer node. If the
expected output cannot be obtained at the output layer, it will turn to reverse propagation,
return the error signal along the original path, and modify the weights of neurons at each
layer through learning tominimize the error signal. In the process ofBPnetwork learning,
first adjust the connection weight between the output layer and the hidden layer, then
adjust the connectionweight between the intermediate hidden layer, and finally adjust the
connectionweight between the hidden layer and the input layer. In the actual training and
learning iteration process, the fusion processing results of wearable sensor signals are
substituted into the input layer of BP neural network, and these information is continued
to be transmitted to the hidden layer nodes of themiddle layer connected later. Themiddle
layer loads the internal information processing of neural network, which is the core part
of the network. It mainly transforms the input information according to the requirements
of information change, The number of intermediate layers can also be changed according
to the requirements of transformation, using a single hidden layer or multiple hidden
layers structure; The last hidden layer transmits the processed information to the nodes of
the output layer. After further conversion and processing, the output layer finally outputs
the information processing results of this neural network forward learning to the outside
world [6]. When the output value of the neural network does not match the expected
output value, the neural network will carry out error back propagation to change the
learning process of the network connectionweight. The error starts from the output layer,
and the weight of each layer in the network is modified according to the gradient descent
method of the error, and gradually passes back to the hidden layer and input layer of the
network. After repeated cycles and multiple above learning processes, the connection
weights of each layer of the network are continuously adjusted according to the difference
between the network output and the actual output of the sample, so that the output of
the network is closer to the actual value of the system. This process is the training and
learning process of the neural network. In neural networks, the steepest descent method
is widely used as its learning rule, and the network parameters are continuously adjusted
through the back propagation of the difference between the network output and the actual
output of the sample. This process takes the sum of squared errors of the network output
as the evaluation standard, and this process will not be terminated until the difference
between the network output and the actual output of the sample meets the accuracy
requirements or the number of network learning and training reaches the preset value
[7]. In the process of multiple learning iterations, the weights and offsets of neurons will
change dynamically, so it is necessary to use formula 9 to update all neural units in BP
neural network.

{
	new = 	 − ∂ϕ

∂	

λnew = λ − ∂ϕ
∂λ

(9)
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In the above formula, ϕ is the update cost function. Finally, according to the process
shown in Fig. 4, the forward and back propagation are repeated to complete the learning
iteration process of BP neural network.
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Fig. 4. Flow chart of BP neural network propagation and learning

For the sensing signal with the overall downward depression of signal amplitude,
take the ordinate value of the peak point with higher value as the baseline, and take
the area covered between the data curve between the two peaks and the baseline. The
calculation formula of this characteristic parameter is as follows:

χ =
Ncollection∑

t=1

{x(t) − min[x(t)]} (10)

where Ncollection represents the collected signal quantity of the wearable sensor, and
min() is the minimum value calculation function [8]. Similarly, the feature extraction
results of signal peak value, valley value, average value, valley spacing, peak spacing,
signal area, signal surface energy, signal length, signal width and so on can be obtained
and output in the form of feature vector.
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2.5 Realize Abnormal Signal Recognition of Wearable Sensor

Combinedwith the sensor signal characteristics extracted bymachine learning algorithm,
the abnormal signal type, signal quantity and abnormal location of the current wearable
sensor are determined through feature matching, signal statistics and other technologies.

Identify the Abnormal Type of Signal
The identification of abnormal type of wearable sensor signal is to match the real-time
collected and extracted operation signal with the set abnormal standard, and calculate
the similarity between them using formula 11.

φ =
√

(χset − χdraw)2 (11)

where χset and χdraw correspond to the set abnormal signal characteristics and the
extracted wearable sensor signal characteristics [9]. Set the determination threshold
of the abnormal signal type as φ0. if the calculation result obtained from formula 11 is
higher than φ0, it is determined that the current wearable sensor signal characteristics
are consistent with the abnormal signal characteristics, so that the abnormal recognition
result of the current wearable sensor signal is the abnormal type corresponding to the
χdraw feature. Otherwise, it needs to be re determined until the determination conditions
are met.

Statistical Abnormal Semaphore
The statistical process of abnormal semaphores of wearable sensors can be expressed
as:

Mabnormal =
numsatisfy∑

i=1

mi (12)

In the above formula, mi is the number of the i signal that meets the abnormal
condition. Thewearable sensor signals identified as abnormal state are counted according
to formula 12, and the quantitative statistical results of abnormal signal quantity are
obtained.

Determine the Abnormal Position of the Signal
Figure 5 shows the identification principle of abnormal signal position of wearable
sensor.

In order to monitor the condition of each sensor, the following three decision
functions can be formed by using formula 13:

⎧
⎨

⎩

F1 = d1d3
F2 = d1d2
F3 = d2d3

(13)

When the wearable sensor operates in the normal state, the error of the state variable
estimated by the filter is very small, so the value of di fluctuates around zero, and the



332 C. Li and X. Zhang

process
Determine the 

abnormal state of 
wearable sensor

Collect signal 
propagation data

Wearable sensor 
signal 

characteristics

Processing 
rules

Iteration 
parameters

Decision function

Filter 1 Filter 2 Filter 3

Abnormal position estimation 
decision unit

Fig. 5. Schematic diagram of abnormal signal positioning of wearable sensor

value of Fi also fluctuates around zero. When a sensor is abnormal at a certain time, the
error of the state variable estimated by the state variable estimated by the first filter will
be large, so the values of d1 and d3 will increase correspondingly, and the value of F1
will also increase a lot compared with F2 and F3. Similarly, when sensor 2 is abnormal,
the value of F2 will also increase a lot compared with F1 and F3, so that the abnormal
position of the sensor can be determined by the change of the decision function, realize
the positioning of abnormal wearable sensors.

3 Experimental Analysis of Recognition Performance Test

In order to test the recognition performance of the optimized wearable sensor abnormal
signal recognitionmethod based onmachine learning, different types ofwearable sensors
are selected as the research object for testing. Through the control of sensor working
parameters and working environment, the setting samples of sensor abnormal signals are
obtained. Through the comparison between the output results of the design recognition
method and the setting data, the test results reflecting the performance of the abnormal
signal recognition method of the optimized wearable sensor are obtained.

3.1 Prepare Wearable Sensor Research Samples

Wearable heart rate sensor, temperature sensor, gyroscope and pressure sensor are
selected as the research objects in this experiment. The model of heart rate sensor is
KEYENCE and the model of temperature sensor is PT100. In addition, the models of
gyroscope and pressure sensor research samples are pa-arc-0050 and pt124g-111 respec-
tively. The total number of research samples prepared for this experiment is 80, and the
number of samples of each wearable sensor is 20. Before starting the experiment, they
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debug the prepared wearable sensor research samples to ensure that the initially prepared
research samples are in a normal state.

3.2 Configure the Experimental Environment

The test bench is equipped with a secondary coil, which is connected in series with the
Programmable Potentiometer on the hardware circuit of the control box. The control box
controls the resistance of the Programmable Potentiometer to change regularly through
the hardware program, and the programmable potentiometer is used as the load to affect
the equivalent load of the coil of the relative position sensor. At the same time, the control
box collects data in real time from the sensor communication interface, and sends it to
the upper computer in real time through serial port to USB interface after simple digital
signal processing. The upper computer displays and stores the received sensor data in
real time and diagnoses the sensor fault. The test bench is mainly used to load the relative
position sensor and the secondary coil. The size design of the test bench refers to the
overall size of the potting coil at the bottom of the relative position sensor, with a width
of 114mm. Wearable sensors are always a pair of redundant structures, which can be
used to switch sensors when the train is too long stator track joints, so as to ensure the
reliability of positioning and speed measurement signals. The interval between each pair
of sensors is just the width of one sensor. Therefore, in order to better simulate the actual
working conditions of the sensors, this test platform has designed the same installation
position size as the sensors on the train, and is conducive to the development of off-
line test experiments of wearable sensor signal switching. The excitation frequency
of the coil of the relative position sensor is 3.2 MHz and 2.5 MHz high-frequency
signals. The test bench works in a high-frequency electromagnetic field environment,
so the material of the test bench cannot be metal materials with strong conductivity
and magnetic conductivity. At the same time, in order to consider the convenience
of processing, the test environment selected polyoxymethylene resin as the material.
Polyoxymethylene resin has good insulation performance and high hardness, which is
suitable for machining and meets the needs of testing environment.

3.3 Generate Wearable Sensor Signal

By controlling the working parameters and environment of the wearable sensor, the
abnormal signal of the wearable sensor is generated. The initial signal generation results
of the heart rate sensor numbered A01 and the temperature sensor numbered B01 are
shown in Fig. 6.

Before data analysis, it is necessary to normalize the sample data. Neural network
trains and predicts the network based on the statistical distribution probability of sam-
ples in events. Normalization is the statistical coordinate distribution unified between
intervals [−1,1]. In addition, normalization is also to speed up the training speed of
neural network and the convergence of network.

3.4 Input Machine Learning Algorithm Working Parameters

Because the optimized wearable sensor abnormal signal recognition method uses the
BP neural network algorithm of machine learning algorithm, it is necessary to set the



334 C. Li and X. Zhang

2 4 6 8

100

150

200

50

250

103 5 7 91 11

Time/s

(a) A01 heart rate sensor 

2 4 6 8

100

150

200

50

250

103 5 7 91 11

Time/s

(b) B01 temperature sensor 

Fig. 6. Initial signal setting diagram of wearable sensor

relevant working parameters. Set the learning rate and attenuation index of BP neural
network to 0.0001 and 0.4 respectively, the regularization parameter to 10, the number
of neurons in input layer and output layer to 50, the number of neurons in hidden layer to
100, and the number of neural network layers to 5. Themaximum number of iterations of
BP neural network is 20, and the weight initialization is 0.2. Finally, the above working
parameters are input into the operation program of the wearable sensor abnormal signal
recognition method.

3.5 Describe the Performance Test Process

Use the synchronous data acquisition instrument to collect data, use the designed circuit
board to analyze the collected data through programming, and display the analysis results
on the 256*128 LCD screen. Figure 7 shows the abnormal signal output results of the
heart rate sensor numbered A01 and the temperature sensor numbered B01.

Similarly, the abnormal signal recognition results of all wearable sensor research
objects can be obtained.



Abnormal Signal Recognition Method of Wearable Sensor 335

Fig. 7. Recognition results of abnormal signals of wearable sensors

3.6 Set Identification Performance Quantitative Test Indicators

In the experiment, two indicators, the false detection rate of abnormal types of sensors and
the statistical error of abnormal signals of sensors, are set as quantitative test indicators
to test the recognition performance. The numerical results of the false detection rate of
abnormal types are as follows:

ηw = ne
nall

× 100% (14)

In the formula, the variables ne and nall are the semaphore of the sensor abnormal
type identification error and the total amount of sensor signal samples prepared. The
specific value of ne is determined by comparing the identification output results with the
setting data. In addition, the test result of the statistical error of the abnormal signal of
the sensor can be expressed as:

εsignal = Mset − Mdistinguish (15)
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In the above formula, Mset and Mdistinguish are the set abnormal semaphore and the
actually recognized abnormal semaphore respectively. In order to ensure the optimization
effect of the wearable sensor abnormal signal recognition method based on machine
learning, it is required that the error detection rate of the abnormal type of the design
method should not be higher than 1%, and the statistical error of the abnormal signal
should not be higher than 0.5 dB.

3.7 Analysis of Experimental Results

Through the statistics of relevant data, the test results of the false detection rate of sensor
abnormal types are obtained, as shown in Table 2.

Table 2. Test data of sensor abnormal type and false detection rate

Wearable sensor
number

Total sensor signal /db Abnormal type
identification correct
semaphore /db

Abnormal type
identification error
semaphore /db

A01 240 237.3 2.7

A02 180 178.6 1.4

A03 220 217.9 2.1

B01 250 248.3 1.7

B02 270 267.5 2.5

B03 190 188.5 1.5

C01 150 148.7 1.3

C02 260 257.8 2.2

D01 170 168.6 1.4

D02 200 198.4 1.6

Numbers a, B, C and D in Table 1 represent heart rate sensor, temperature sensor,
gyroscope and pressure sensor respectively. By substituting the data in Table 1 into
formula 14, it is calculated that the average false detection rate of sensor abnormal
type is 0.86%, which is lower than the preset value. The error detection rate of the
design method shall not be higher than 1%. This is because the method in this paper
sets the signal anomaly judgment standard according to different types and principles of
wearable sensors. The wearable sensor signals are collected, and the initial signals are
preprocessed through Kalman filtering, normalization and weighted fusion. In addition,
the test results of the statistical error of the abnormal signal of the sensor are shown in
Table 3.

By substituting the data in Table 2 into formula 15, the average value of the statistical
error of the abnormal signal of the sensor in the optimal design method is 0.22 db. The
statistical error of the abnormal signal of the design method is not higher than 0.5 dB.
This is because the method in this paper uses machine learning algorithm to extract the
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Table 3. Test results of statistical error of sensor abnormal signal

Wearable sensor number Set sensor abnormal semaphore
/db

Identify sensor abnormal
semaphore /db

A01 225.0 224.8

A02 178.5 178.3

A03 204.2 204.0

B01 238.7 238.5

B02 266.4 266.1

B03 179.5 179.2

C01 144.9 144.6

C02 252.6 252.4

D01 158.4 158.2

D02 188.2 188.1

features of sensor signals, and obtains the recognition results of the abnormal types,
abnormal signals and abnormal positions of sensor signals through feature matching.

4 Conclusion

Wearable sensors have important application value inmedicalmonitoring, humanmotion
recognition, medical rehabilitation and other fields. Abnormal signal is an important
embodiment of the real-time running state of wearable sensors. The key of abnormal data
recognition is how to form a characteristic contour of the normal activity of the sensor.
The self-learning habit and adaptability of neural network have attracted more and more
scholars to study how to apply it to anomaly detection. It mainly trains a large number
of samples, constantly learns and adjusts the subject’s feature pattern, so as to build
an adaptive feature contour. On this basis, the wearable sensor real-time running signal
features are matched with the normal active feature contour to obtain accurate anomaly
recognition results. From the experimental results, it can be seen that the recognition
method of optimized design meets the preset requirements in two aspects: the false
detection rate of abnormal signal types and the statistical error of abnormal semaphores,
so it can be applied to the daily maintenance and monitoring of wearable sensors.

Fund Project. 2021 Anhui Provincial Natural Science Research Key Project (KJ2021A1384).
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