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Preface

Innovation and research centers, universities, and their researchers need to achieve results
in very competitive contexts, as they are increasingly subject to high-pressure situations,
which can lead to some unacceptable behaviors. At the same time, there is a growing
awareness of the need to conduct such research and innovation activities with honesty
and integrity, respecting well-accepted practices and shared ethical and social values.

In this context, there has been a growing discussion about the responsibility that
institutions have in relation to promoting policies conducive to research integrity, pub-
lic engagement, open access, and gender equality in research processes. Various ethics
management instruments – such as codes of ethics and best practices or ethics commit-
tees – can play a prominent role in achieving the above goals. In recent years, ethics
committees, for example, have been gradually consolidated in different contexts, and it is
not uncommon for specific funding organizations or specific scientific journals to make
it a prerequisite for funding or publishing research work. However, the implementation
and consolidation of these ethics tools have undergone a long and complex process.
Moreover, it is also not a homogeneous process in each of the different countries. Even
when institutions attempt a top-down implementation approach, individual researchers
and other stakeholders are often too busy with their own projects to get involved in
the process. With this in mind, the European initiative ETHNA System has designed an
ethics governance framework that can be implemented following specific guidelines and
tools that can help different types of institutions to promote and generate responsible
research and innovation.

This multi-author book aims to present these practical contributions, their conceptu-
alization and characteristics, as well as the experience gained from their application in
different institutions. Its main objective is to provide a practical and useful guide that will
help other institutions to start introducing Research Ethics effectively in their organiza-
tions. In this sense, the book clearly distinguishes itself from other existing publications
in research ethics that have more theoretical and philosophical content, without provid-
ing practical guidance. In addition, and drawing on prominent international researchers,
the book also includes topics of future relevance in the field that arise from the current
push for (the realization of) an honest and open science.

The results of the book are an outcome of the ETHNA system project (developed in
the years 2020–2023) with the participation of various members of the project as well as
external researchers who stand out for their knowledge in the field of RRI and research
ethics.

The book presents some of the key issues that institutions need to address when
implementing RRI. More specifically, the book is structured in four sections that seek to
define the theoretical dimension of RRI (“Foundation”), the experiences of implemen-
tation developed during the project (“Experiences and Lessons Learned”), the RRI tools
(“Ethics Tools in Practice”) and the future main challenges on integrity, open access,
gender, public commitment and artificial intelligence (“Looking into the Future: Main
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Challenges”). The chapters are presented in a simple and straightforward language that
has been discussed and reviewed by the Reviewing Committee.

These sections are briefly summarized below.
The “Foundations” Section introduces the theoretical basis of RRI. Thus, the first

chapter focuses on clarifying the meanings when using the RRI framework within the
general literature. More specifically the authors distinguish different models of RRI
governance such as top-down and bottom-up models to further develop other options.
The second chapter lays the theoretical foundations of the ETHNA System, explaining
its principles and how it works. This chapter introduces the ethics participatory and
deliberative nature of the implementation proposedbyETHNAaswell as the components
of the ETHNA System. A key aspect that is further elaborated in the third chapter is
the role of stakeholders and how they can be engaged; it further addresses how their
demands can be worked out or considered in the design, process and outcome of the
research.

The “Experiences and Lessons Learned” section provides a general analysis of the
implementation processes developed during the ETHNA project. So, its first chapter
explains in detail themethodology and steps carried out during the implementation, high-
lighting the general barriers, drivers, and good practices observed in the six implemen-
tation processes completed during the project. The next three chapters delve into three
specific implementation cases developed respectively at a non-governmental research
institute, a research and innovation ecosystem, and a university. These three chapters
focus on three particular cases, but it is hoped that they will be useful to other institutions
developing an RRI framework. Despite the differences between the types of institutions,
these chapters share a number of lessons from their experiences, observing common
drivers and barriers.

The “Ethics Tools in Practice” section focuses on three tools that are central to the
implementation of RRI, namely ethics committees, training and public engagement. As
such, one chapter explains themeaning of the ethics committee and its role and relevance
today. This chapter also provides some examples and references that are of interest to
any implementer. Another chapter provides a systematic review of methods to promote
RRI learning. Through an extensive review of the literature, the authors provide a broad
overview of how to design and promote RRI learning. In addition, the chapter offers
an analysis of the basic characteristics and steps to be taken when implementing such
training. They also provide information on projects, occasions or methods that may
be useful for any institution interested in promoting training on RRI. A third chapter
tackles another central theme of RRI: public engagement. In this case, the analysis is
linked to the experience of NewHoRRIzon, another Horizon 2020 project, showing a
variety of activities and approaches needed to spur public engagement with research and
innovation.

Finally, the last section of the book “Looking into the Future: Main Challenges”
delves into some further challenges that research faces in key and diverse areas such as:
scientific integrity, the promotion of open access, the promotion of gender equality, and
the development of advanced technology systems. Each of these issues is examined in a
specific chapter. The first chapter of the section is a text structured around the eight main
contexts offered by the European Code of Conduct for Research Integrity, namely (1)
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research environment, (2) training, supervision and mentoring, (3) research procedures,
(4) safeguards, (5) data practices and management, (6) collaborative working, (7) pub-
lication and dissemination, and (8) reviewing, evaluating and editing. In this way, the
chapter reviews the most current challenges in each point, reviewing empirical studies
and guidelines that examine them. In turn, the promotion of gender equality in the R&I
context is addressed in the following chapter. It critically analyses the two perspectives
from which work is being done in the European context. One perspective advocates
working on gender equality as one of the key areas of RRI, while the other argues for
mainstreaming gender in order to integrate it into all dimensions of RRI. After an in-
depth analysis, the chapter shows the tendency to use equality plans in organizations as
the most effective mechanism for promoting effective equality between men and women
in the research area. The following chapter presents the characteristics of Open Science
(OS), its evolution and current challenges. It also provides a broad and clear conceptual
framework, useful for engaging with current debates on OS. In addition, the chapter
offers ideas on how OS can be developed in the near future. Finally, the last chapter
analyses aspects related to the implementation of advanced technology systems, namely
Artificial Intelligence-based ones, within Public Administration.

We hope that this book is of interest to a broad group of researchers and people
involved in the administration of universities, research centers and research funding, as
well as other stakeholders interested in responsible research and innovation. Overall, the
various contributions offer a wide range of experiences and insights that are intended
to be useful for institutions dealing with similar processes. In sum, we believe that this
collective book can contribute to further advance the implementation of RRI and the
promotion of an open science with and for society.

March 2023 Elsa González-Esteban
Ramón A. Feenstra

Luis M. Camarinha-Matos
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Institutional Governance of Responsible
Research and Innovation

Marit Hovdal Moan(B), Lars Ursin, and Giovanni de Grandis

Norwegian University of Science and Technology, NTNU, Postboks 8900, NO-7491 Trondheim,
Torgarden, Norway

marit.hovdal.moan@ntnu.no

Abstract. In this chapter, we analyse the debate around the implementation of
responsible research and innovation (RRI) in Higher Education, Funding and
Research Centres (HEFRCs). We will illustrate some proposals about how to
implement RRI in HERFCs in a good way. Open and inclusive governance is
key to fruitful implementation of RRI in these organizations. Governance in this
context refers to ways of steering processes in a desirable direction, in this case
in the direction of responsible research and innovation that is ethically acceptable
and socially desirable. We will present and assess different models of governance
and aim to provide ethical governance of research and innovation (R&I) inspired
by the most convincing ideas emerged in the current debate.

Keywords: Ethics ·Meta-governance · Citizen involvement · Retrospective
governance · Prospective governance

1 Introduction

In this chapter1, we analyse the implementation of responsible research and innovation
(RRI) in Higher Education, Funding and Research Centres (HEFRCs) from an insti-
tutional governance perspective. Governance in this context refers to ways of steering
processes in a desirable direction, in this case in the direction of responsible research and
innovation. We present examples of RRI governance practices in a selection of HERFCs
in Europe, which represent different modes of institutional governance, however they
cover mostly top-down examples, as bottom-up experiences are less represented in the
literature. Nevertheless, bottom-up governance is an ideal often voiced in theoretical
discussions about RRI and Research and Innovation (R&I) governance.

We argue that these different modes of governance reflect different understandings
of what it means to act responsibly in R&I, which correspond with two distinct concep-
tions of responsibility: a retrospective conception, according to which acting responsibly
entails avoiding harm and correcting harm when committed, and a prospective concep-
tion, according to which acting responsibly entails contributing to doing good in the
future. These two conceptions of responsibility, in turn, inform different narratives of

1 The chapter is based on the ETHNA report State of the art and best practices [1].

© The Author(s) 2023
E. González-Esteban et al. (Eds.): The ETHNA System Project, LNCS 13875, pp. 3–18, 2023.
https://doi.org/10.1007/978-3-031-33177-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33177-0_1&domain=pdf
https://doi.org/10.1007/978-3-031-33177-0_1
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what the main purpose of RRI-governance should be: making R&I better equipped to
avoid future harm and thus doing right; or aligning R&I with the needs and expectations
of society at large, thus contributing to doing good.

Drawing on the examples presented we suggest that bottom-upmodes of governance
seem especially fit to integrating principles of RRI in everyday R&I practices, when RRI
is understood to entail doing good.Bottom-upmodes of governance are prone to be open
and inclusive and could thus be described as ethically desirable modes of RRI gover-
nance. However, the examples also indicate that some form of meta-governing structure
is necessary to sustain bottom-up governance structures over time, which potentially can
undermine their openness and inclusiveness.

2 Retrospective and Prospective R&I Governance

Two different conceptions of responsibility are reflected in different governance
approaches to RRI. We refer to these as retrospective and prospective conceptions
of responsibility. On a retrospective conception of responsibility, acting responsibly
entails avoiding harm and correcting harm committed in the past. In this sense it has
a “backward-looking” perspective on what acting responsibly in research and innova-
tion entails in practice. By contrast, a prospective conception of responsibility, focuses
attention on contributing to doing good in the future, thus taking a “forward-looking”
perspective on the practical implications of acting responsibly in research and innova-
tion [2]. In the current landscape of HEFRCs in Europe, some RRI governance practices
reflect retrospective conceptions of responsibility, while others assume some version of
prospective understandings of responsibility. This is a significant conceptual distinction
in the analysis of RRI governance in HERFCs, since these two different conceptions of
responsibility inform distinct narratives of what the purpose of RRI governance should
be: making R&I better equipped to avoid future harm and thus doing right (this nar-
rative assumes a retrospective conception of responsibility), or aligning R&I with the
needs and expectations of society at large, thus contributing to doing good (this narrative
instead assumes a prospective conception of responsibility).

Retrospective notions of responsibility have traditionally translated into a governance
of R&I practices concerned with avoiding harmful products or practices of science and
innovation, with a consequent focus on risk governance. However, R&I governance
processes “premised on formal risk-assessment, have done little to identify in advance
many of the most profound [negative] impacts we have experienced through innovation”
[3, 4]. Retrospective accounts of responsibility are inherently limited in guiding decisions
related to the trajectories of R&I, both due to the narrow concepts of risk that they assume
[3–5]. And the hierarchical, top-down, regulatory forms of governance that they seem
to entail, which runs counter to the unpredictable, future looking, collective enterprise
of science and innovation practices. In response to R&I governance models premised
on retrospective conceptions of responsibility, “a number of multi-level, non-regulatory,
forms of science and innovation governance models have taken [a] forward-looking
view of responsibility (…) attempt[ing] to introduce broader ethical reflection into the
scientific and innovation process” [3, 4].
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2.1 Research Ethics as a Governance Baseline

A basic object of the ethical governance of research and innovation is research ethics,
usually through the mandatory introduction of research ethics committees that oversee
that research practices and goals are not causing harm or violating rights. As it often
happens, this level of governance emerged in response to scandals and public outrage
andwere introduced both with an eye to prevent bad things to happen again and to restore
trust in [6].

Mechanisms to ensure research ethics may look like typical examples of a retrospec-
tive view of responsibility, as well as having a narrow view of [7]. Yet, their mandate can
be expanded to include elements of prospective responsibility. An example is provided
by the Norwegian Research Ethics Act (2017) that gives the Norwegian higher educa-
tion and research institutions a statutory responsibility for putting research ethics into
practice in their organization. Most of these institutions have ethics committees in place,
mandated to handle cases having to do with fraud and other forms of misconduct in
research. Norwegian national research ethics guidelines define the recognized research
ethics norms inwhich the higher education and research institutions have a responsibility
to provide training. The guidelines are specific for disciplinary areas and are managed by
corresponding research ethics committees: the National Committee for Research Ethics
in Science and Technology (NENT), the National Committee for Research Ethics in the
Social Sciences and the Humanities (NESH); The National Committee for Medical and
Health Research Ethics (NEM) [8].

The respective guidelines place a responsibility on the institutions to include the
broader societal perspective in the research ethics assessments theymake; a responsibility
that is already assumed in their legal obligation to provide training and education in
research ethics. However, despite the broader scope of the national ethics guidelines,
it is not common for higher education and research institutions in Norway to take a
more proactive, prospective responsibility for research ethics, which would assume a
broader societal understanding of what research ethics means. The guidelines are not
only directed at the institutional level but are intended also to promote such reflection
and awareness in the researcher. This further ambition needs a more integrate effort to
be realised. So, in spite of some expansive aspiration, this research ethics approach in
practice remains retrospective.

At the University of Twente we find a retrospective ethics committee [1]. University
of Twentemade research ethics assessment required for all fields as of 2020.Adiscipline-
specific system of research ethics committees has been established, consisting of four
internal ethics committees: one for the social sciences, one for the engineering sciences,
and one for the computer sciences. A central (fourth) committeewas set up tomonitor the
three sectional committees. The ethics system ismodelled on the recommendations in the
SATORI project [9], which developed a standard for ethics committees. One important
recommendation coming out of the SATORI-project was that of establishing discipline
specific committees; another one was that of securing a degree of transdisciplinarity in
the composition of the committees’members. The committees should thus have expertise
in the area being assessed, as well as one from a neighbouring area, legal expertise, and
should include a member from outside the organization.
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The Universitat Jaume I of Castellón (UJI) in Spain also has an internal ethics com-
mittee system [1]. Here the ethical governance approach is blended with the aspiration to
promote the social responsibility of the university, which suggests a wider ambition that
tends towards a broad ethical governance. The former rector of UJI initiated a process
to develop the UJI’s social responsibility policy. A focus group was established with the
mandate to develop a draft ethics code. The focus group consisted of university staff,
students, and other stakeholders, including companies that the university collaborates
with. The group drafted an ethics code that established the ethical values of the univer-
sity, with a section on the Integrity and Responsible research practices. An ethics and
social responsibility system was put in place to monitor and assess the implementation
of the ethics code, including an ethics and social responsibility committee. Themembers
of the Ethics and Social Responsibility Committee include staff, students, the general
secretary of the university, the vice-rector of research, the director of UJI equality office,
the director of the deontological committee (research integrity committee), as well as
the ombudsperson for students. All issues related to breach of the Integrity and Respon-
sible Research Practices Code are discussed in the committee. Moreover, the ethical
assessment of the projects is carried out by a research deontological committee.

2.2 Retrospective Responsibility and Its Limits

In general, one characteristic of retrospective, or backward-looking, conceptions of
responsibility is that they focus attention on one-off, time-limited acts, which are under-
taken in the past, by identifiable agents, with adequate control and knowledge of the
likely harmful consequences of the act (including unintended, yet reasonably foresee-
able harm [10–12]. One problem with this focus on time-limited conduct in the pasts, is
that processes, which were initiated in the past and are still ongoing, such as for instance
research and innovation practices, and structures withinwhich processes take place, such
as the current, global academic incentive structure, fall outside the realm of evaluation
when the question of responsibility for harm arises. Instead, backward-looking concep-
tions of responsibility is premised on an understanding of harmful acts as temporary
deviations from a legal and social background structure that is assumed as normal [13].
The concern with time-limited harmful conduct thus also overlooks the fact that harm
can be experienced, not merely as a one-off harmful incident, but as a persistent insti-
tutional reality, permeating everyday life, in a structural way. To accommodate forms
of harm and injustice that are structural, and thus not timebound, we need a concept
of responsibility understood as generated by “deeds already underway”, to borrow a
term from Hans Jonas [14] rather than as retrospectively generated by deeds already
done. The target are patterns of action embedded in the cultural and material reality of a
social group (cf. The notion of “structural violence” [15]). Such patterns produce harm
or injustice even if no particular action can be singled out as wrong.

A second problem with retrospective conceptions of responsibility is that responsi-
bility arises only if a harmful outcome can be linked to an identifiable wrongdoer. As
Young explains, this ‘identity condition’, implies that one isolates “the one or ones liable
(…) thereby distinguishing them from others, who by implication are not responsible”
[13]. The identity condition is problematic also in the context of R&I practices, given
the plurality of actors often involved in the knowledge production process, and the fact
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that there is often no interaction between actors involved in the R&I process and those
affected by the outcome. This is what Denis Thompson calls the “problem of many
hands” [16].

Lastly, retrospective conceptions of responsibility only recognise harm that could
reasonably have been foreseen. With respect to R&I processes, we do not always know
what (harmful) effects in society they will have. Here risks, uncertainty and conflicting
evaluations mirror the circumstances that have led some risk scholars to develop adap-
tive, ongoing and participatory strategies of risk management, for instance Klinke &
Renn [16]. The backward-looking model of responsibility is ill-suited both to handle the
dispersed agency and uncertainties of R&I, and to inspire practices that are responsible
in the sense of enabling to manage unpredictable risks and unintended consequences.

Committee systems remain the dominant accountability and ethics assessmentmech-
anism for R&I projects. The question is whether this is a suitable, and sufficient, gover-
nance mechanism for the purpose of integrating RRI in R&I processes. The Norwegian
ethics committee system illustrates how an ethics committee that is originally built on
the model of a retrospective, top-down committee system can be combined with more
distributed governing mechanisms aimed at setting the rules of the game and encourag-
ing and facilitating reflection, through disciplinary specific national guidelines, and the
creation of temporary national fora for debate on issues of general interest, which raise
ethical questions and dilemmas.

3 Prospective R&I Governance

A central premise underlying the concept of forward-looking obligations is that the
responsibility to act so as to produce a desirable state of affairs, or to prevent bad
outcomes in the future, increases proportionally with the capacity to influence others
or our surroundings, be it peoples’ rights and freedoms, society’s basic institutions, or
the environment or climate [14]. Science and technology have the potential to influence
people, society and their environment in profound ways, in both a positive and a negative
sense. Applying this understanding of a forward-looking conception of responsibility to
R&I governance seems to entail at least two presumptions about the nature of science and
the relation between science and society, both of which are debatable: (i) that potentially
harmful trajectories of science and innovation can be identified and stopped or changed
before new technologies are ‘locked in’ to societal practices and structures [18], and (ii)
that the direction of science can be steered towards whatever society deems desirable.
These objections, though, may in turn make some debatable assumptions. Objection (i)
seems to rule out the possibility ofwhatwemay call a life-cycle, or adaptivemanagement
of the unintended consequences of science and technology. Of course, we cannot assume
that such management is possible, but it is an option to be tested. Objection (ii) seems
to assume that there is clear and majoritarian public opinion about what is desirable
for society. So, while the objection raises an important point about the possibility of
imposing directionality to technoscientific advances, it overlooks the fact that social
opinions on what is desirable are constantly evolving and are renegotiated in light of
new experiences, challenges and public debates and frames. So, again, a continuing,
process view of steering seems more appropriate, if possible. Keeping in mind the limits
of prospective aspirations, let us have a look at some examples.
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In January 2020 the Norwegian Research Council’s (NRC) new policy on open
research came into effect. The policy addresses in a systematic, strategic way open
research as well as RRI, and the involvement of stakeholders in R&I. The focus on these
topics is not new to NRC; however, the policy is a first attempt at linking all the elements
and integrating them intoNRC’swork in a systematicway, as part ofNRC’s newportfolio
strategy [1]. Inclusion of stakeholders is fundamental to the way in which NRCworks to
realise the policy on open science. The involvement of stakeholders is an important part
of NRC’s new organisational strategy, involving among other things a shift to portfolio
management; a development which is in line with the move towards mission-thinking
and involvement at the level of the EU [19]. NRC also strongly encourages stakeholder
involvement at project level as well.

Despite this commitment, the practice of stakeholder involvement remains difficult
to realise and not easy to fit within the established working practices and constraints
of R&I. A telling example comes from Digital Life Norway (DLN). DLN is a large
Norwegian centre that promotes biotechnology research and innovation as well as trans-
disciplinarity. DLN has a prize for the “transdisciplinary publication of the year” open
to publications authored or co-authored by researchers based in Norway. This provides
a good observation point for stakeholder involvement, as it is a key feature of transdis-
ciplinarity. Yet, very few publications reflect a significant involvement of stakeholders
outside academia. In 2021 only one submission satisfied this criterion, and in 2022 none,
so that the prize will not be awarded.

Another case is the ScienceOmbud at theUniversity ofOslo. The idea of establishing
a Science Ombud was to put in place a form of governance system that could monitor
several issues around research integrity, broadlyunderstood, andnot limited topreventing
fraudulent behaviour [1]. The Science Ombud has an advisory role and shall function
as a low-threshold service for researchers employed. The cases that the Ombud handles
are often about co-authorship (40% of the cases in 2019). But the mandate also includes
issues related to other topics, although not as broad as the responsibility concept of RRI.
The Ombud has no formal authority, and the idea is that researchers should be able
to seek out a low-level independent body within the institution, to discuss and resolve
what they themselves experience as ethically problematic issues. Confidentiality is an
important principle in the functioning of the Ombud, both to ensure that the Ombud
institution remains low-threshold, and that those who contact the Ombud do not’risk’
anything. The Ombud can therefore not proceed with a case without the consent of the
person who reports it.

It is worthwhile elaborating on what it entails in practice to introduce a forward-
looking conception of responsibility as a guiding principle for R&I governance - in
contrast to that of a retrospective one. Arguably it requires a fundamental shift of mindset
towards acknowledging “the intrinsically normative aspects of science and technology,
including risk” [5]. At the core of prospective conceptions of responsibility is the idea
that assigning responsibility to an agent concerns “the forward determination of what is
to be done”, in order either to create a desirable outcome, or to prevent an undesirable
one. The focus is not on a particular wrong committed by an identifiable agent who
merits blame or punishment, but on “getting the right people and institutions to work
together to producing a desirable outcome or preventing a bad one” [10, 14].
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What matters for responsibility to be generated on the forward-looking model is the
combination of an outcome that is deemed valuable (be it the prevention of a harmful
outcomeor the facilitation of a desirable one), and institutional capacity or power to affect
whether the outcome is achieved or not. With respect to R&I governance, a prospective
view of responsibility entails a shift in focus from “preoccupations with ‘downstream’
risk-governance” [5], to a broader interest in the governance of profoundly political,
and therefore public, concerns about what kind of society we want - and do not want
- and what kind of knowledge is required to get there. This raises a very thorny issue:
who should set the agenda for research and innovation? A question that triggers the
conflict between researchers’ and innovators’ freedom and social control over the object
and goals of their research. Should researchers and innovators retain the autonomy of
judgement that is often assumed to pertain to professionals with great expertise, or since
society pays the bill, and bears the risks of research, the principle that “who pays the
piper picks the tune” legitimately holds? Pressing this principle faces the additional
problem that it is very difficult to stir from outside activities based on highly specialised
knowledge. So, we need to look at the resources of governance.

4 Perspectives on Governance of R&I

Governance can be conceptualized as a distributed mode of governing involving other
actors besides policy makers and the top-management. This allows “politics [to be]
shaped through several and diverse initiatives and authorities” coming from…“networks
and partnerships consisting of a range of public and private actors ([20] our translation).
This conceptualization of governance emphasizes the bottom-up dynamic of governance
and points to the fact that while “governance arrangements may be designed to serve
a purpose, [they] can also emerge and become forceful when institutionalized” [21].
As Rip points out, there is an important analytical distinction to be made between the
above conceptualization of governance understood as constituted by “bottom-up actions,
strategies and interactions”, on the one hand, and governance understood as a mode of
governing that “opens […] up an earlier centralized arrangement and make[s] it more
distributed, on the other” [21].

Landeweerd and colleagues [22] conceptualize governance in the R&I sector as
“the set of processes by which it is taken that stewardship [i.e. management] over (…)
science and technology practices (research, innovation, etc.) ought to be organized in
continuous calibration with those practices. “This continuous calibration, or adjustment,
must necessarily entail dialogue with those enacting science and technology practices,
thereby allowing a range of actors, including “policy makers, researchers, industry and
civil society groups and nongovernmental actors” to partake in the shaping of those
practices. In this way, decision-making processes are embedded within practice itself,
rather than centralizing the authority of decision at the policy makers level [22]. Lan-
deweerd and colleagues definition of governance is an example of what Rip refers to as
governance whereby previously centralized arrangements are made more distributed, in
contrast to governance as bottom-up actions and interactions that may in turn become
institutionalized. Importantly, the distributed authority that governance entails should not
be confused with earlier self-regulatory governing regimes characterized by scientists
governing themselves internally, based on codes of conduct [23].
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The concept of governance expresses a shift in the discourse on how science should
be regulated, from internal self-regulation by scientists based on codes of conduct, to
external regulation, yet with the ambition of allowing the actors enacting science and
technology a greater degree of autonomy and a voice in how the regulation is exer-
cised. Governance is a non-hierarchical mode of governing, in the sense that it entails a
move away from attempts at steering research and innovation towards predefined aims
(expressed for instance in thematic funding programs), or by stable means, (such as
economic incentives and predefined indicators of performance). Compared to old reg-
ulatory models of government, which articulate hierarchical co-ordination mechanisms
based on [centralized] authority, the concept of governance expresses a mode of exter-
nal regulation “that is more decentralized and open-ended” [3, 4]. Indeed, in contrast to
government, “governance is distributed almost by definition” [21].

RRI literature describes various forms of steering research and innovation (R&I)
in the direction of responsibility in a de-centralized, open-ended way. Kuhlmann and
colleagues focus on anticipatory or tentative governancemodels [24], Rip and colleagues
on “real-time and other forms of technology assessment” [25], Wynne on “upstream
engagement” [26], and Van den Hoven and colleagues on “value-sensitive design” [27].
Others use the terms network- and interactivemodes of governance to capture the essence
of governance [28].

Guston’s description of anticipatory governance practices at theCenter forNanotech-
nology in Society at Arizona State University (CNS-ASU) may serve as an example of
what a multi-level, non-regulatory approach to steering R&I processes in the direc-
tion of responsibility entails in practice, with respect to governance tools [29]: “CNS-
ASU unifies research programs… across three critical, component activities: foresight
(of plausible future scenarios), integration (of social science and humanities research
with nano-scale science and engineering), and engagement (of publics in deliberations).
CNS-ASU also performs educational and training activities as well as public outreach
and informal science education”. Governance in the CNS-ASU case focuses on inte-
grating reflexivity in research and innovation activities and coordinating meeting places
between scientists from the natural and social sciences and lay citizens. It aims at influ-
encing actors in networks not by top-down steering, but by coordinating and facilitating
cooperation, leaving concrete aims of the R&I activity to the networks, and allowing for
probing and failing in the process [24].

Echoing the case described by Guston, Strand and colleagues observe that “[t]he
question of how to govern (…) R&I networks from the perspective of funding bodies
and/or government (…) is rapidly transforming frompolicy perspectives based on central
control and accountability to a perspective where coordination and stimulation are key
concepts” [30]. Importantly though, governance is not purely about coordinating and
facilitating, but may involve a mix of soft and hard(er) governing mechanisms. Hence,
as Stilgoe et al. point out, the governance mechanisms of facilitation, coordination and
stimulation are commonly complementedwithmore traditional “policy instruments such
as normative codes of conduct, standards, certifications, and accreditations “[3, 4]. That
said, the prerogative of de-centralizing authority contained in the concept of governance
means that governance in the area of R&I denotes, as a minimum, the act of “open[ing]
up science and innovation” [31] to a wider range of inputs. Some would argue that
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this opening up entails creating new spaces of ‘public dialogue’” [3, 4], which in turn
seems to point to governance mechanisms that encourage and enable networking, broad
inclusion and deliberation.

5 Why Involve Citizens in R&I Governance?

If to be responsible in R&I means to meet this ideal of a more representative co-
construction, then responsibility entails democratizing research and innovation. Those
affected by the new technologies in the future need to be involved in debating the shaping
of that future, notably by participating in the framing of the problems and questions to
be researched [32]. The focus here is on the process, where democratic procedures are
thought to contribute among other things to “the awareness of a more local, historically
and socially contingent knowledge production”, and in this sense a more reflexive, “so-
cially robust”, knowledge and technology [33, 34]. Inclusion is an end, and not just a
means to achieve a given end.

Importantly, as Randles and colleagues emphasize the demand for inclusion “is not
just about inclusivity of awider andmore diverse range of perspectives, but that inclusion
follows a co-construction ambition (…) [where]wider interests participate in the framing
of research, innovation, and responsibility ‘problems’; it is about how the processes
of inclusion are constructed” [32]. A governance structure that aims at promoting and
facilitating “upstream engagement” echoes the assumption that an inclusive, deliberative
approach to science and innovation practices is an efficient mechanism for making R&I
more reflexive, and - as a result - more anticipatory, and thus responsible.

The belief in the efficiency of upstream engagement as a mechanism to achieve
more reflexive R&I practices has been justified with reference to the observation that
“insight in the diversity of those participating in social-political interactions can only be
gained by involving them in the governing process, considering them necessary sources
of information” [35]. In a similar vein, Sykes and Macnaughten suggest that “choices
concerning the nature and trajectory of [science and] innovation can be co-producedwith
publics in ways that authentically embody diverse sources of social knowledge, values
and meanings” [36]. It has also been argued that research and innovation must engage
with the public to serve the public [37, 38], and that “dialogue is the right thing to do
for reasons of democracy, equity and justice” [36]. Others, however, have criticized the
belief in public participation as an efficient mechanism for making R&I more reflexive,
arguing that there is a lack of empirical evidence supporting its assumed quality and
impact [39].

As pointed out by Landeweerd and colleagues. Above [22], responsibility in R&I is a
matter of aligning science with the needs and expectations of society at large; that is, the
goal of creating technologies that not only are not harmful, but also good, in the sense that
they can be said to be socially, ethically, and environmentally desirable, and therefore
also an expression of social priorities and informed preferences. If the main purpose of
an R&I governance system is to ensure broad involvement in R&I processes, a relevant
governance mechanismwould be that of constructing good processes for involvement or
rigging meeting places fit for that purpose; if, instead, the main purpose is to ensure that
R&I contribute to solve the grand challenges of our time, a main governance mechanism
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may rather be that of facilitating transdisciplinary collaboration, where involvement of
lay citizens could be one element, but not necessarily so. Note that here we assume that
the grand challenges are identified by experts. If the grand challenges were identified
through public involvement, then this opposition would disappear.

6 Fine-Tuning Citizen Involvement in R&I

Public engagement governance tools have been criticized, among other reasons, for
framing the participation exercises in ways that are useful to particular interests [40], for
downplaying the low political status of the outputs of these exercises, and for serving
as an “efficient tool of de-politicizing science and technology, in much the same way
as ethics expert reviews” [22]. An ethics of involvement thus concerns not just the
question of who should be involved in R&I processes and why, but the question of
how the persons involved should be involved. This in turn, raises further questions:
how those involved can participate on an equal footing with researchers, and how their
contribution should be weighed in with that of researchers. These are questions that
relate to the critique of public engagement exercises concerning the low political status
of the outputs of these exercises. Furthermore, these questions raise the problem of how
to weigh against each other etico-political and epistemological considerations, as well as
how to protect the integrity of science. Science and technical expertise can be corrupted
in different ways. They can be used to mask political choices under the pretext of techno-
scientific requirements, but they can also be pushed to accept assumptions that do not
meet their epistemic standards and incorporate value assumptions that are controversial
and contested.

Landeweerd and colleagues [22] criticize the public participation model for taking
a top-down regulatory form when put into practice, and for sharing the pitfalls of either
frustrating the voice of “societal views and opinions or becom[ing] a scapegoat for
pre-existing agendas”. Landeweerd and colleagues argue that RRI as a mode of gover-
nance should link the governance of R&I to what von Schomberg has called “normative
anchor points”, such as sustainable development and social progress [41]. This move
involves that the governance of R&I should no longer be restricted to “the definition
and implementation of regulation in the form of negative constraints for science and
technology but also of positive aims in a societal setting” [22], thereby broadening up
the governance of science “to include topics and issues addressing community values
and collective behavior” [22].

Moreover, the whole process of science - and not just its products – should be subject
to transdisciplinary dialogue, meaning deliberation across disciplinary divides as well
as with a variety of stakeholders, including the non-expert public. Acceptability and
desirability assessments should thus take place from the outset of R&I processes, when
problems are framed, rather than at the stage when a project is defined, or a product is
ready to be introduced to the market. These assessments should take place at various
stages throughout the process, and should involve a broad range of stakeholders, rather
than being confined to scientific and ethical expertise.

RRI as a governance tool can be understood to move beyond the participatory gover-
nance approach “that merely emphasizes the inclusion of different actors”, to designate
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“the type of engagement that actors should exhibit in the process of doing research and
innovation” in a responsible way [42]. The type of engagement that doing RRI entails
can be summed up in the RRI dimensions articulated by Stilgoe and colleagues [3, 4]:
anticipatory, reflexive, inclusive and responsive. Taken together, these criteria envision
a continuous model of public engagement throughout the life-cycle of R&I. On Lande-
weerd and colleagues’ account, RRI as a mode of governing entails opening up science
and innovation in a way that allows for it being “shaped through several and diverse
initiatives and authorities” through “a range of public and private actors” [20] (our
translation). The move towards a governance of R&I activities can thus be understood
as a response to RRI’s normative commitment to opening up the shaping of science and
innovation to society; to reduce – and even collapse – the society-science divide that
informs, and is upheld by, the self-governing, technocratic and ethics expertise modes
of governing R&I.

7 Meta-governance of R&I

We follow up on this by discussing different conceptions of ethical governance in HER-
FCs.Our discussion takes us from top-downgoverning to bottom-up ideals of governance
and their tensions, and further to the concept of meta-governance: facilitating the self-
governance of networks through targeted procedural principles. These principles set the
rules of the game and provide a common direction to R&I activities. Setting the rules
of the game, however, is not a neutral intervention: it provides a frame and limits to
self-governance. As the political theory of constitutionalism shows, procedures, frames
and limits are ambivalent tools: they enable and they constrain, they confer power and
they take away power. This is true for government as it is true for governance. Meta-
governance sounds like a less intrusive concept than governance. But meta-governance
is the governance of self-governance. As soon as we spell it out, the tension between
intrusion and non-intrusion in the self-governance process becomes visible. We draw
lessons and discuss the essential tensions emerging from the RRI literature on gover-
nance and meta-governance relevant for informing ETHNA System and similar RRI
initiatives that aim to be open and inclusive.

The concept of RRI contains a dimension that designates responsibility as process,
as well as a dimension that connects responsibility to particular outcomes [38]. Von
Schomberg stresses that the process and product dimension of RRI are interrelated. The
innovation process should thus be “responsive, adaptative, and integrated” and products
developed through the innovation processes should “be evaluated and designed with a
view to [the] normative anchor points [of environmental protection] (…) human health,
sustainability, and societal desirability” [38].

Owen and colleagues [36] argue that a framework for what they refer to as “respon-
sible innovation” must include consideration not only of the products of research and
innovation, but more profoundly of the purposes and underlying motivations of R&I, by
which they mean “not just what we do not want science and innovation to do, but what
we do want them to do”. This involves reflecting on “what sort of futures(s) we want
science and technology to bring into the world, what futures we care about, what chal-
lenges we want to meet, what values these are anchored in” [36]. A core question here
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is “how can the “right impacts” be democratically defined?” [36]. One possible answer
to that question is by constructing a procedural framework that ensures fair deliberation
on right impact.

Randles et. al argue [32] that the inherent normativity of RRI raises the question
of “how to deal with the inevitable tensions, conflicts and related power games that
arise when a heterogeneous, pluralistic actor landscape with diverging interests is con-
fronted by norms and values intended to change behaviour”. Given the complexity of
R&I networks that RRI as governance mechanism aims to facilitate, accommodate and
strengthen (be it as a normative claim or a pragmatic move), the question is how best to
deal with the inevitable conflicts and tensions that will arise in any “collective search for
and foundation of normative direction” [32]. Randles and colleagues suggest that rather
than contributing to this collective search for normative foundation, one should construct
governance mechanisms “able to address contestation and facilitate the capacities and
capabilities of the relevant actors to engage in constructive negotiations”, allowing the
actors involved in R&I networks to negotiate the normative substance of the R&I activity
themselves [32].

In a somewhat similar vein, Landeweerd and colleagues argue that “acknowledging
complexity means that governance should be less about defining clear-cut solutions and
more aboutmaking explicit the political issues that are at stake in science and technology.
In this sense governance becomes a process in which the political nature of science and
technology is made explicit, where concerned actors express that there is de facto not
one, single answer (…) This means focusing less on decision-making and more on
identifying the shared values and interests we have in the issues on the table; [the focus
should be] on collaboration and dialogue, and on empowering participants” [22].

The RRI as governance approach on this procedural account “do[es] not focus on
what RRI is (…) but on the processes and mechanisms by which it is thought to be
realized” [43]; it is about providing an institutional framework that facilitates collective
processes of cooperation, deliberation and negotiation, through a mixture of governance
mechanisms. These include overarching principles for legitimate procedures and codes
of conduct setting the rules of the game, the establishment of spaces for debate and nego-
tiation, and policy instruments “helping to achieve legitimate agreements” [43]. Owen
and colleagues [36] propose that a prospective conception of responsibility suggests an
evaluative framework for what kind of processes qualify as legitimate in the governance
of R&I, given the aim of steering R&I in the direction of responsible practices.

The ETHNA project [44] is a recent contribution to the RRI discourse on the gov-
ernance of research and innovation (R&I). The proposed system of R&I governance
in ETHNA includes four tools: an code of ethics and good practices in R&I, an ethics
committee onR&I, anEthics Line and, and indicators tomonitor the progress and the per-
formance [45]. The philosophical foundation of the ETHNA system -Habermas’s theory
of communicative action [46] - presumes a procedural approach to governing research
and innovation. The overarching aim is to steer R&I processes towards responsibility
understood in a prospective, or forward-looking way. Governance theorists tend to agree
that in order to enhance networks’ alignment with and contribution to a public good
there is a need for “a system of meta-governance to stabilize key players’ orientations,
expectations, and rules of conduct” [47–50].
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As Jessop explains, “[m]eta-governance [is] the ‘organization of self-organization’.
It involves (…) the design of institutions and generation of visions which can facili-
tate not only self-organization in different fields but also the relative coherence of the
diverse objectives, spatial and temporal horizons, actions, and outcomes of various self-
organizing arrangements (…) [Organizations] have a major role here as the primary
organizer of the dialogue among (policy) communities, as an institutional ensemble
charged with ensuring some coherence among all subsystems, as the source of a regu-
latory order in and through which they can pursue their aims” [47]. The limits of such
statements are the lack of specificity. One can make big claims about the virtues of meta-
governance, but unless meta-governance is given a more specific content and it is tested
in practice, it runs the risk of being a purely verbal, rhetorical solution. On the other
hand, if meta-governance is specified into strict, pre-defined procedures and methods it
runs the risk to be either context insensitive (and hence top-down) or not feasible within
real-life settings (hence too abstract and ineffective). The ETHNA concept can be seen
as an attempt to produce and test a prototype model of meta-governance.

The four principles of Owen and colleagues can provide a common RRI vision, and
a common understanding of the rules of the game, in a given organization. As Sørensen
argues, a meta-governance structure is needed to ensure that self-governing networks
follow the rules of the game. If R&I networks are to contribute to solving societal grand
challenges in a just and effective manner “they must be meta-governed with that purpose
in mind”, to paraphrase Sørensen [49].

The concept of a meta-governance structure succinctly captures the function that
Owen and colleagues’ four procedural principles can have in the governance of R&I
in the direction of RRI, namely that of setting the ‘rules of the game’ and providing a
common direction to R&I activities. In this sense the principles can be understood as
constitutive of the regulatory order of R&I activities. The ETHNA system and similar
systems of ethical governance of R&I can involve citizens based on a meta-structure
in this sense. The four principles of Owen and colleagues could for instance inform
the design and use of the four tools of the ETHNA System to involve citizens in the
governance of R&I in a good way.

In the evaluation of the ETHNA system as an attempt to provide a concrete skeleton
to the concept of meta-governance, it will be very important to test to what extent
the ETHNA tools manage to negotiate the dialectic between, on the one hand, inviting
participation and empowering bottom-up initiatives, and, on the other hand, offering
a framework that ensures that such involvement and initiatives meet the values and
normative principles of RRI.
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Abstract. The article deals with ethics governance systems in the field of research
and innovation at the organisational level, both for organisations performing and
funding research and innovation activities. In particular, it proposes and argues
for a system called ETHNA System. Informed by a deliberative and participatory
concept of ethics governance, as well as by the dimensions of responsibility in
research and innovation – anticipation, inclusion, reflection and responsiveness –
it proposes a modular design of ethics governance based on four mechanisms: a
responsible research and innovation (RRI) Office(r); a Code of Ethics and Good
Practices in research and innovation (R&I); an ethics committee on R&I and an
ethics line. Moreover, to ensure continuous improvement, a system for monitoring
the process and the achievement of results is provided. The system also offers
specific details of the implementation process paying attention to four issues:
research integrity, gender perspective, open access and public engagement.

Keywords: ethics governance · responsible research · university · RRI Office
(r) · Code of Ethics and Good Practices · Ethics Committee · Ethical Line ·
monitoring indicators

1 Introduction

The ETHNA System (Ethics Governance System for Responsible Research and Inno-
vation (RRI) in Higher Education, Funding and Research Centres) has been designed
as a governance system that enables the ethical self-regulation of the research activity.
It has been designed as a governance structure which should be ethical and effective at
the organisational level.

The ETHNA System consists of a foundation block (an ETHNA Office or Officer)
and three column blocks (or ethical tools) with a monitoring block. Together, these
blocks align the spaces of research and innovation with the highest ethical standards of
RRI.

Competences of the ETHNA System are linked to the R&I space of the university
institution, promoting good practices aligned with the values, needs and expectations
of their internal and external stakeholders. Its main responsibility is to promote ethical
responsibility through self-regulation, while following the current legislative framework,
but without resulting in a new bureaucratic compliance process [1].

The ETHNA System addresses a commitment that goes beyond professional self-
regulation in the area of research ethics, demanding the self-regulation of the organisa-
tions that carry out or fund R&I so that they live up to ethical standards and to society’s
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needs and expectations while respecting the existing legislative framework. As several
authors point out, “self-regulation and behavioural norms within research communities
alone have not prevented all sorts of fraudulent behaviour in research” [2] so the presence
of structures in these organisations that will ensure a culture and environment inclined
towards ethical excellence is necessary in the 21st century. In Chapter 1 of this book
[3], it has already been argued that this system follows a meta-governance model that
implies the governance of self-regulation.

As will be seen in the following sections, this proposal for the governance of self-
regulation of processes and practices in Research PerformingOrganisations (RPO’s) and
Research Funding Organisations (RFO’s) is informed by a deliberative and participatory
concept of responsibility and the governance of research. In morally pluralistic societies
it is necessary to discover what values, principles and good practices could be accepted
as correct or just, as there are no closed lists or unique codes to attend to. On the one hand,
in these morally pluralistic contexts, discursive processes are required to facilitate the
inclusion of those affected (in the present and the future) when determining the shared
values and principles. On the other hand, given the complex organisations, as well as
deliberating when there are conflicts of interest [4, 5]. The proposed system and its
accompanying elements have been designed using this co-creation methodology, based
on living-labs that have involved the participation of internal and external stakeholders
(see [6–9]).

2 The “Ethics Governance” Concept that Informs the ETHNA
System

Science and Technology Studies (STS) have given a good account of the shift in gov-
ernance from self-regulation to external regulation in the late 1970s and 1980s. This
includes a shift of who advises on governance: “First, those with scientific, techno-
logical expertise, with their input being guided by legal expertise; second, those with
‘ethic-legal’ expertise; and third, those included as part of ‘public participation’” [10].
At that time, three styles of science and technology governance were present.

In the “technocratic” style of governance, a specific format for decision-making is
dominant. This style implies two aspects of technical regulations: scientists and tech-
nologists as assessors of acceptable risk; law and lawyers as framers of governance
procedures in order to, for example, make suggestions for changes to legal frameworks,
self-regulation or new regulations.

In the “applied ethics” style of governance, the ensuing approaches were based
on input from ethical experts from the fields of applied ethics and bioethics, as well as
socially engaged scientistswith specific experience and interest in ethical issues related to
science and technology. Ethics in the governance of science and technology arguably has
an influence in an advisory capacity on themoral issues that are intrinsically connected to
science and technology, but also as a mediator regarding the outline of debate platforms
in terms of the triple helix of transparency, democracy and trust.

In the “public participation” style of governance, from the late 1970s onwards,
more proactive approaches to governance were developed to directly involve citizens in
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decision-making on science and technology, be it for surveying public opinion, consulta-
tion, or direct democratic decision-making. These included citizen juries, citizen panels,
consensus conferences, planning cells, deliberative polling, focus groups, consensus
building exercises, surveys, public hearings, open houses, citizen advisory committees,
community planning and referenda [10].

Landeweerd et al. [10] argued that RRI fitted in with the idea of moving from
“governing” to “governance”; rather than locating the authority of decision at the policy-
making level, governance aimed to embed decision-making processes into practice itself.
Where the public and or citizen participation is the key.

The foreseen perils were that this framework would potentially damage not only the
autonomy of the expert communities involved, but also the sovereignty of the public
bodies (politicians, policy-makers) that ought to guarantee the public legitimacy of the
choices made. In this case, although cooperation between public and private may seem
to enhance the embedding of R&I in society, it may actually render public funding
and public interest sub-service to private interests. Increasing the extent to which these
interests serve both public and private goals may be a positive development, but does not
mean that a voice for public interest is no longer needed. According to Landeweerd and
colleagues [10], RRI can only be successful if it develops strategies to prevent publicly
delegated sovereignty from eroding.

There are several implications to consider in an ethics governance system of RRI in
the RPO’s and RFO’s. First, approaches to governance need to move beyond the idea of
governance as “quick fixes” to ethical issues of science and technology. It needs to be
acknowledged that nothing is clear-cut or well-defined. Not only is there a complexity of
problems and uncertainty scenarios, but also a kaleidoscope of ethical, social, legal and
technical issues requiring reflection and multidisciplinary work. Second, “acknowledg-
ing complexity means that governance should be less about defining clear-cut solutions
and more about making explicit the political issues that are at stake in science and tech-
nology” along with the ethical issues that require inclusion and open deliberation. Third,
new more hybrid styles of governance emerge, in which the role of expert knowledge is
explicitly acknowledged, but the range of relevant forms of expertise broadens [10].

2.1 Toward Discursive Ethics Governance

The governance of science and technology is dominated by a risk-safety-and precaution
discourse. Responsibility in governance has historically been concerned with “products”
of science and innovation, in particular impacts that later become unacceptable or harm-
ful to society or the environment. This approach doesn’t encourage debate and reflection
on frameworks for justice, welfare standards for marginalised groups, politics of exclu-
sion, privacy, etc. Its responsibility approach is retrospective, to use the terminology
used in [3, 10, 11].

This ethical paradigm suggests that conceptions of responsibility should build on the
understanding that science and technology are not only technical, but also social, political
and ethical. In this vein, governanceprocesses also imply identifying “in advancemanyof
the most profound impacts that we have experienced through innovation” [11]. Debate
and controversies often surround science and technology and should be involved in
governance.AsStilgoe and colleagues [11] argue “Such controversies havedemonstrated
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that public concerns cannot be reduced to questions of risk, but rather encompass a
range of concerns relating to the purposes and motivations of research, joining a stream
of policy debate about the directions of innovation. Yet, despite efforts at enlarging
participation, current forms of regulatory governance offer little scope for broad ethical
reflection on the purposes of science or innovation” [12]. This paradigm thus points to
a prospective or forward-looking conception of responsibility where procedural ethics
plays a relevant role.

The literature review argues that the consequentialist model of the ethics gover-
nance of research and innovation should move toward another model. Dissatisfaction
with “risk-based regulation has moved attention away from accountability, liability and
evidence toward those future-oriented dimensions of responsibility – care and respon-
siveness – that offer greater potential to accommodate uncertainty and allow reflection
on purposes and values” [11, 13, 14].

The discourse that emerged from the European Commission (EC) at the start of the
past decade used this ethics governance to focus on aligning R&I to the values, needs and
expectations of society, and to move toward an ethical paradigm of the governance of
science and innovation. It is an approach that is making great progress but still evolving,
in what is now being called Open Science, but maintaining the requirements of RRI [15,
16].

In this approach, the EC attempts to strongly emphasise “societal grand challenges”
that have been defined as six keys or the policy agenda. The problem today is, as many
authors show in the literature on RRI [17], that for the EC these keys are used as the RRI
framework and not as challenges that the RRI framework should tackle.

The ETHNASystem considers that the ethics governance of theRRImodel should be
designed in the RPO’s and RFO’s, such as universities, technological parks, innovation
centres, etc., to provide an answer to the four dimensions of theRRI process (anticipation,
inclusion, reflection and responsiveness) in which the six keys or the policy agenda will
be issues or societal grand challenges. These issues or keys do not constitute all the
aspects to be addressed by a RPO or RFO, but the political agenda has identified them
as relevant demands and social requirements for which knowledge has begun to be
mobilised and the European research space has begun to be transformed around. RPO’s
and RFO’s must therefore consider themselves open to other topics that may be relevant
in their social or community environment. When faced with these, research centres
should institutionalise anticipation, inclusion, reflection, and action processes.

2.2 Discourse Ethical Paradigm: RRI as a New Social Contract

RRI is the reflection of a new social contract between science, innovation and society in
general [18] which involves a change in the division of moral labour in R&I [19] aimed
primarily at research governance [20]. As Stahl remarks, “RRI is concernedwith creating
a new mode of research governance that can transform existing processes with a view to
ensuring a greater acceptability and even desirability of novel research and innovation
outcomes” [21]. Von Schomberg stresses that the product and process dimensions are
naturally interrelated. Where “products should be evaluated and designed with a view
to these normative anchor points: with a high level of protection to the environment
and human health, sustainability, and societal desirability” and where the challenge of
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the process dimension “is to arrive at a more responsive, adaptative, and integrated
management of the innovation process” [14].

Until the mid-20th century, the social contract implied “freedom, social licence and
funding to invent, innovate and pursue scientific endeavours” that have been exchanged
for the promise, and sometimes expectation, of knowledge, understanding, and value
(economic, social or otherwise). By including the expectations that existing norms, laws
and standards of conduct are adhered to, there is a long-standing history of responsibility
in the research integrity context in this regard. This contract has been re-evaluated,
especially for the often unintended and unforeseen impacts [21], and to form complex
interactions with, and transformative consequences for, society. This is a symptom of
what Hans Jonas described as the “altered nature of human action”, mediated through
technology and innovation [13].

2.3 Models or Mechanisms to be Used to Manage this New Social Contract

The literature categorises them as two main models: Old models of governance charac-
terised by being centralised and having a regulatory centre;modernmodelswhose central
feature is that they are decentralised, with open-ended governance and soft governance,
operating in new places: markets, networks and partnerships, as well as conventional
policy and politics [11, 22]. These newmodels includemulti-level, non-regulatory forms
of science and innovation governance combined with old models. There is a combina-
tion and complementation with policy instruments such as normative codes of conduct,
standards, certifications and accreditations that run alongside expert reports, technology
assessments and strategic roadmaps. They have attempted to open up science and inno-
vation to a wider range of inputs, notably by creating new spaces of “public dialogue”
[12, 23, 24].

As Stilgoe et al. explain [11], the conventional model focuses on technological prod-
uct questions meanwhile ethics governance and research integrity move into processes
and autonomy and well-being of human volunteers and animals involved in experimen-
tation. The new social contract is in the uncertainty scope. It moves in a scenario where
the answers are not given, they are open and have to be defined.

The limitations of the oldmodels of governance to responsibility is evident especially
if we focus on R&I because regulatory and governance forms do not exist in this area.
Then the key question is how to build a democratic governance mechanism of the
intention without biasing the innovation process at the beginning of the procedure, in
line with the previous section.

The answer is an ethics governance of RRI that ought to be democratically inclusive.
That is to say, RRI that will reflect on its intentions and will be aware of the future
that we want and that concerns us, whose challenges we wish to face. And this kind
of RRI should respond to a mixed ethics governance model where the value-oriented
and culture approach of self-governance will take pre-eminence over the compliance
or regulatory approach [25]. The implementation of RRI activities through research
governancemeasures can employwidely shared principles of research governance, such
as the integration of democratic principles into research, the precautionary principle,
the principle of regulatory parsimony [20] and the discourse ethics principle [26].
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In our understanding, the ETHNA System is a suitable option to shift research per-
formance towards ethics governance using the modern governance style. Following this
ethics governance relevant organisations will adopt RRI as a component of their strategic
framework and will aim to ensure all R&I activities cover all (or most) RRI components:
the dimensions and key issues or areas. From this point of view, ethics governance of
RRI is not just about compliance and a centralised model. It is about a set of aspirations
related to a continuing commitment to be proactive, inclusive, reflexive and responsive
with the ethical challenges that R&I has to face. Then ethics governance of RRI in RPO’s
and RFO’s should pre-eminently be a deliberately decentralised self-governance model.

3 A Model for the Ethical Self-regulation of Research
for Universities Based on the RRI Framework: Generating Open
Science

The key issue is addressing the ethical concept lying beneath RRI and its institution-
alisation through a government system. It is an ethical concept that needs a critical
meaning, and not merely a conventional one. We will then be able to take account of
both backward-looking and forward-looking responsibility [27]. It is also necessary to
design ethical management systems of RRI dimensions (anticipation, inclusion, reflec-
tion, responsiveness) in institutions and organisations that can provide answers in key
areas (integrity research, gender perspective, open access, public engagement, among
others) when organisations generate or fund R&I [28, 29].

RRI emerged in Europe andwas driven byEuropean institutions. The ELSA (Ethical,
Legal and Social Aspects of Emerging Sciences and Technologies) framework was the
forerunner of the current concept. Initially, the aim was to lay down some guidelines
in the research used as regulatory frameworks to be considered in developing European
R&I [17, 19, 30, 31].

In 2011, in an expert group context, the European Union (EU) presented the RRI
concept, defined in 2012 as follows: “Responsible Research and Innovation means that
societal actors work together during the whole research and innovation process in order
to better align both the process and its outcomes, with the values, needs and expectations
of European society. RRI is an ambitious challenge for the creation of a Research and
Innovation policy driven by the needs of society and engaging all societal actors via
inclusive participatory approaches” [32].

This definition catches up a new approach in the RRI concept driven by the EU
since 2011, that has been an “anticipatory governance”, a guideline for R&I activity.
Anticipatory governance aims to create a research atmosphere in which all present and
future scenarios that can help tominimise possible risks to decision-making by providing
feasible alternatives can be highlighted. Moreover, the integration of social science and
humanist perspectives is important as a control, and also because it creates opportunities
for dialogue andmore reflexive decision-making [33, 34].Additionally, this “anticipatory
governance” entails a “democratic governance” that promotes interaction among the
several agents integrating heterogeneous values, concerns, intentions and purposes [35].
The underlying idea is that research and innovation need to be democratised and must
engage with the public to serve the public [14, 36].
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RRI becomes an EU requirement so that the scientific community and society can
work together to make the processes and results of science respond not only to the
expectations, values and reflection of researchers, but also to those of citizens [29]. RRI
can therefore be claimed to be a concept that comes from EU scientific legislators and
institutions in a top-down process [29, 37]. However, at the same time, the RRI concept
and its implied practice are also a bottom-up process in which existing experiences
should be taken into account, as well as encouraging mutual learning [38].

It should be noted that some studies show how researchers and the scientific commu-
nity recognise RRI traits and identify responsible R&I features with the same relevant
issues [39]. Yet, at the same time, these scientists affirm that some practical barriers
hinder RRI which could be tackled with a range of strategies at different levels. Recent
studies have shown that: “These constraints included barriers likened to time, funding,
reward systems, training, expectations of scientific production and the moral division of
labour” where some are at an individual level but others are institutional [39].

As noted, the ETHNA System has been designed to be a way how RRI practices can
be taken root in organisations that fund or carry out R&I. The aim is to drive ethical R&I
using the double loop of “top-down” and “bottom-down” processes and, in parallel, as
a means to overcome some obstacles for RRI and to promote it. The ETHNA System
attempts to do so by working at an institutional level to promote RRI at an individual
level, as both levels are interrelated or intertwined.

3.1 Three Complementary Discourses Behind the RRI Framework

TheRRI concept then arises as a path to three discourses: democratic governance, respon-
siveness and responsibility that arises [12, 15, 16, 40]. The first discourse emphasises
the democratic governance of R&I purposes and their orientation towards the “right
impacts”. Discourse on democratic governance is linked to reflection on the purposes
and motivations for the products of science and innovation made in accordance with
democratic governance. The RRI discourse asks “how the targets for innovation can be
identified in an ethical, inclusive, democratic and equitable manner” [40]. Its purpose
is therefore to democratically open up and materialise new areas of public value for
science and innovation where the principle of participation plays an important role. The
early definition shows the need to share values in which R&I are anchored. Then the
next question is “What are the ‘right impacts’ of R&I?”, and what values should these
be anchored to?” [41, 42]. As previously mentioned, there are several proposals as to
where the correct impacts can be defined (European Treaty, Human Rights Declaration,
SDG among others), as well as different methodologies to be able to recognise them.

The second discourse focuses on responsiveness by emphasising the integration and
institutionalisation of established approaches of anticipation, reflection and deliberation
in and around R&I, influencing their direction and the associated policies.

Discourse on responsiveness involves reflection on R&I consequences and implica-
tions, intended and unintended impacts – anticipation, reflection and inclusive delibera-
tion – on policy- and decision-making processes. It leads to the integration and institu-
tionalisation of established mechanisms of reflection, anticipation and inclusive delib-
eration in and around R&I processes. And this reflection should be made on underlying
purposes, motivations and potential impacts, what is known and what is not known,
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associated uncertainties, risks, areas of ignorance, assumptions, questions and (ethical)
dilemmas. There is a need to inclusivelyopenup such reflection to broad, collective delib-
eration through processes of dialogue, engagement and debate by inviting and listening
to wider perspectives from public and diverse stakeholders. Thus, RRI is concerned with
the democratic governance of intent.

The third area concerns the framing of responsibility itself within the R&I context
as collective activities with uncertain and unpredictable consequences. There are differ-
ent subjects with responsibility: scientists, universities, innovators, businesses, policy-
makers and research funders. Funders play a leadership role in establishing a framework
for RRI, but they must also lead by example. Consequentialist models of responsibility
are problematic when we analyse the responsibility of innovation. In this context, other
categories have been proposed as being more appropriate, such as care or responsive-
ness [18, 40], the definition of positive benefits or right impacts [14] and the legitimate
interests of those affected [26, 43].

3.2 Procedural Ethics Governance with Four Dimensions for Approaching
Ethical and Social Demands

In this section we look at the transition from theoretical to practical frameworks. That
is, from the why to the how with a RRI operationalized. The ETHNA System has been
designed to generate organisational processes that encourage responsible R&I following
the RRI framework proposed by Owen, Stahl and Stilgoe, thus “entailing an ongoing
commitment to be anticipatory, reflective, inclusively deliberative and responsive” [18].
Based on these institutionalised processes in RPO’s and RFO’s and using the build-
ing blocks, it is proposed to create the agenda of issues to be addressed and to which
a response must be given in order to meet society’s demands and requirements and
to involve it in the very process of creating research and innovation. Specifically, the
ETHNA System proposes the topics of integrity, gender, open access and public engage-
ment, because it is necessary to begin by thematising aspects to be covered within the
ethics governance system. And these issues have received much more attention in the
EuropeanUnion’s research space, marked by the agendas of scientific policy and society.
But, as has been pointed out, these issues were initially considered but there is room for
identifying and dealing with further issues also based on stakeholder dialogue.

These four dimensions are not entirely new as they have their own background and
roots. However, what is new in the RRI framework is that they can be used theoretically
and practically as a procedural framework to guide R&I under conditions of uncertainty
and ignorance. Moreover, “this redrawing will need to be done in a way that allows
the constructive and democratic stewardship of science and innovation in the face of
uncertainty toward futures we agree are both acceptable and desirable: this is a collective
responsibility” [18]. The four dimensions of RRI could be described as amethodological
process that implies their interrelation. The following is a brief account of these four
dimensions and how they are covered by the ETHNA System [11, 18].

Anticipation [anticipatory]. This focuses on describing and analysing the intended and
potentially unintended impacts that might arise whether they be economic, social, envi-
ronmental, or otherwise. It is supported by methodologies that include foresight, tech-
nology assessment and scenario development, among others. The anticipation method
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has been used to design the ETHNA System itself, holding panels with experts concern-
ing both ethical and RRI governance, as well as stakeholders from inside and outside the
research practice. It is also proposed as one of the processes to be strengthened within
good practices in research, within the Code of Ethics and Good Practices.

Inclusion [deliberative and engaging]. This aims to inclusively open up visions, pur-
poses, questions and dilemmas to broad collective deliberation through processes of
dialogue, engagement and debate by inviting and listening to wider perspectives from
public and diverse stakeholders. This is a part of a search for legitimacy and for generat-
ing trust in science [44]. This could include small-group processes for public dialogue:
consensus conferences, citizens’ juries, deliberative mapping, deliberative polling and
focus groups. Inclusion and deliberation are argued as a “moral obligation” to iden-
tify the desirable outcomes of science and technology for society [45], and also as a
way to accommodate new claims in discourse [46, 47]. Here we find important critics
on effectiveness and its benefits. While there has been resistance shown to attempts
to proceduralise public dialogue for fear that it becomes another means of closure or
technocracy, efforts have been made to develop criteria that aim to assess the quality of
dialogue as a learning exercise (see [6]).

Reflection [reflective]. This consists of reflecting on underlying purposes, motivations
and potential impacts; what is known (including areas of regulation, ethical review, or
other forms of governance that may exist) and what is not known; associated uncer-
tainties, risks, areas of ignorance, assumptions, questions and dilemmas. There is a
demonstrated need for institutional reflection in governance [26, 48]. The ETHNA Sys-
tem endorses four mechanisms designed to promote reflection through dialogue: the
Code of Ethics and Good Practices in R&I, Ethics Committee on R&I and the Ethics
Line.With this structure, RPO’s and RFO’s are promoting the adoption of standards, and
may build this second-order reflection by drawing connections between external value
systems and scientific practice [49].

Responsiveness [responsive or active]. This should be an iterative, inclusive and open
process of adaptive learning with a dynamic capability. Responsible innovation requires
the capacity to change shape or direction in response to stakeholder and public values,
and changing circumstances. In order to generate ethics governance of research in RPOs
and RFOs that respond to this dimension, the ETHNA System proposes to monitor the
construction of governance structures (RRIOffice(r), Code of Ethics andGood Practices,
ethics committee on R&I, ethics line) with indicators of progress and performance.With
its structures, it also establishes the processes for responding to the expectations and
values that a RPO or RFO is expected to meet. On the one hand, it means to respond
and, on the other hand, it means to react and to answer.

The ETHNA System is coherent with the procedural dimensions described [50].
Achieving this depends on scientific awareness, as well as on continuous and iterative
processes that require the institutionalisation of governance [17].
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3.3 Building an Open Agenda of Topics

The ETHNA System has been designed so that each RPO or RFO can address the issues
that it considers an institutional priority. However, as a result of the collaboration within
the European-wide Horizon 2020 project, not only has the design of the Ethics Gover-
nance processes been addressed, the aspects that could or should be covered have also
been considered based on the four key points considered central by the RRI frameworks
promoted by the EC. These are integrity research, gender perspective, open access and
public engagement.

With its support tools, the ETHNA System offers an entry point to these issues that
can be helpful for beginning deliberation and internal and external participation on how
to define such issues, as well as thematising the demands that internal and external
stakeholders are making towards RPO’s and RFO’s in order to trust their research, both
as a process and as a result.

The outcomes regarding the issues are based on research carried out from 2020 to
2022 as part of the ETHNASystem Project. This study involved a review of the scientific
literature and previous European projects focused on RRI in different types of RPO’s and
RFO’s, 23 in-depth interviews at European level with RRI and ethics governance experts,
and a consultation based on semi-structured interviews and international workshops on
different themes, as well as an online European survey covering internal and external
stakeholders following the quadruple helix model [51]. The conceptualisation of these
four issues after the study was defined as follows.

Research integrity is understood in the terms expressed by the European Code of
Conduct for Research Integrity [52], which notes integrity in a series of basic principles,
such as honesty, reliability, responsibility and respect. These principles concern the entire
research process, from the initial approach to its execution to its dissemination, bearing in
mind that quality research cannot take place if it does notmeet scientific integrity criteria.
Aspects that were shown to be important included authorship in research (publications
and patents), originality, peer review, conflicts of interest and collaborative working.

The gender perspective in research is understood to promote the gender perspective
at organisational level and at researcher and individual level in terms of any policies
the organisation may have to promote equality and potential good professional prac-
tices among its members. Without attempting an exhaustive list, the ETHNA System
identifies some core issues that should help institutions improve governance in terms
of effective equality between men and women, as well as aspects such encouraging the
equal participation of men and women in research teams at all levels; including experts
sensitive to gender balance in the assessment process for R&I funding projects; and
rewarding gender-sensitive research and innovation in the configuration of teams when
applying for funding.

Open access in research and innovation is defined based on the policies and good
practices an organisation can develop in terms of research results, data management,
administration, management of intellectual property rights, and patents. Here, hot top-
ics include data management and administration, storage and preservation, and results
protection management.

Finally, public engagement shows commitment to citizen science and to science
open to participation and deliberation from its audiences from the beginning of the
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research design to the end, including development. In this sense, the essential issues are
the processes for involving internal and external stakeholders particularly in research,
taking into account the specific nature of vulnerable groups that may find it difficult to
have a voice in research processes.

4 Description of the ETHNA System and Its Support Tools

This section presents a summary of theETHNASystem. First, it summarises the compass
criteria that guide it and provide a basis for it, as well as the managerial principles that
should guide its implementation in a RPO or RFO. Second, it shows that we are looking
at a flexible system that starts from the material and leadership resources available to
the organisation. Thus, the result of the implementation of the ethics governance system
will take different forms, depending on how robust these two variables are in the organ-
isation. Third, the three levels of commitment to which the organisation can adhere are
presented. The process that backs the implementation of these levels is accompanied by
support tools provided by the ETHNASystem. Finally, the building blocks or basic ethics
governance structures offered by the system are briefly described. Its implementation is
understood based on the philosophy of continuous improvement.

4.1 Compass Criteria and Core Implementation Principles

The ETHNA System has two normative compass criteria that guide it and at the same
time support it, and six managerial or pragmatic implementation criteria.

These two compass criteria guiding the ETHNA System are ethical and effective cri-
teria. The ethical criterion, informed byHabermas’ theory of communicative action [53–
55], provides a compass to qualify the governance structure, based on the “all-affected
principle”, as more or less just. From the ethical foundation of this discourse, an ethics
governance system is defined as one that promotes and facilitates (i) the inclusion of
those immediately affected by it (i.e. R&I actors) in processes of discursive justification
of the way in which the governance system is organised, and (ii) the inclusion of stake-
holders (citizens, end-users, non-governmental organisations, business representatives,
policy-makers) in processes of critical examination and discursive justification of possi-
ble scenarios and potential impacts generated by research and innovation processes. As
can be seen, the ethical criterion is normatively based on the ETHNA System approach
and, critically, on the four dimensions of RRI (anticipation, inclusion, reflection and
responsiveness).

Moreover, the effective criteria, informed by governance theory on public innovation
[56–58], refers to one that accommodates and facilitates the form thatR&I activities often
take, namely the formof networks. The networks are deliberativewhen defining the goals
and objectives, highly autonomous in their working purpose and highly dynamic in their
work processes.

The uptake of the flexible ethics governance ETHNA System compass by these
two compass criteria needs core principles to help the implementation process. The
core implementation principles that have been informed by the literature review and the
process of interviews with experts that took place during the year 2020 following the “de
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facto governance” view are [19, 59]: flexibility, adaptability, integrity, responsiveness
and proactivity, networking and directness. Briefly, these principles can be understood
as follows in the ETHNA System:

– Flexibility: the ETHNA System establishes a structure, protocol and an entry point
and the organisation decides the level of commitment it wants to make to the ETHNA
System.

– Adaptability (evolvability): the ETHNASystem provides a guide to define and engage
the organisation’s stakeholders related to the R&I activities. The guide considers the
plurality and diversity of the R&I ecosystem but not all the scenarios, so the ETHNA
System should be adapted to each RPO or RFO.

– Integrativity: the ETHNA System promotes the integration of the R&I initiatives,
procedures and structures running in the organisation related to the RRI dimensions
and keys or issues.

– Responsiveness and proactiveness: the ETHNA System encourages the avoidance of
bad practices or misconduct in R&I practices and relationships and promotes good
practices.

– Networking: the ETHNASystem endorses networking following the Quadruple Helix
Method (QHM) and sustained collaborationwith its internal and external stakeholders.

– Directness: the ETHNA System seeks to be direct and reduce the complexity a self-
regulation system taking into account stakeholders and using the QHM could have.

4.2 An ETHNA System to be Built

As stated, the ETHNA System is a flexible ethics governance system that enables ethical
self-regulation of the research activity at RPO’s or RFO’s. It has been designed as a
meta-governance structure that is ethical and effective at an organisational level.

The ETHNA System offers four building blocks that incorporate a process for mon-
itoring implementation and performance progress: a foundation block (RRI Office(r))
and three column blocks (Code of Ethics and Good Practices, Ethics Committee on R&I,
Ethics Line). Together, these blocks align the research and innovation spaces with the
highest ethical standards of RRI because they are designed to allow for anticipation,
inclusion, reflection, and responsiveness in the institution’s R&I space.

The procedural and formal structure of ETHNA System promotes the alignment of
resources and processes already existing in the institutions, as well as the institutionalisa-
tion of new resources and processes, in order to implement a system of ethics governance
of research (Fig. 1).

This shows a figure consisting of the different components of the ethics governance
system (ETHNA System). Elements of the figure can be chosen and implemented in a
flexible self-governance by RPO’s and RFO’s.

To further increase its adaptability, the ETHNA System regards two relevant factors
as essential for the institutionalisation of RRI: the leadership, including the support it
provides, on the one hand and the base on the other hand, i.e., the organisation’s research
staff with their values, awareness, skills, knowledge, and practices already in place. The
latter may vary, depending on the organisational unit and research or innovation field.
Both axes need to become strong in the long run. For further information on those
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Fig. 1. Blocks for constructing the ETHNA System.

institutional factors and the adaptability provided by them in order to build the ETHNA
System (see [60]).

4.3 Levels of Commitment to the ETHNA System and Support Tools to Achieve
Them

Based on the analysis of the leadership and base, the organisation can also define its
level of institutional commitment, depending on the capabilities and willingness of its
leadership. The ETHNA System shows three levels of commitment, each one always
incorporating a monitoring system with progress and performance indicators, which can
be found in the support tools.

Level 1. The organisation appoints an RRI Office(r) and supports its activity. Moreover,
the progress and performance indicators that monitor the institutionalisation of this
building block are incorporated into the management governance.
Level 2. The organisation implements the RRI Office(r) or foundation block and some
of the column blocks, incorporating one or more RRI keys or issues (research integrity,
gender perspective, open access and or public engagement).
Level 3. The organisation designs and implements the RRI Office(r) and implements
the three columns. The organisation applied a proactive attitude in all the RRI key areas:
research integrity, gender perspective, open access, public engagement or any other area
or issue that has been identified as a priority for the organisation after participation and
deliberation with its stakeholders.
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The ETHNA System offers, in open access, a set of support tools that make it
easier for any organisation to make the appropriate decisions for the configuration of its
personalised ethics governance system. These ready-to-use guides show, step by step,
the decisions that the organisation should adopt so that each RPO or RFO builds its ethics
governance system paying attention to its base and its leadership. The organisation with
the support tools provides an example that can serve as an entry point for the institution
to work through co-creation following the proposed ETHNA Lab methodology and
designing its own. These examples are illustrated with good practices and examples that
are the result of the experiences provided by experts and organisations that address ethics
governance and RRI, either in their different dimensions or in the themes selected by
the ETHNA System. It is therefore a starting point to be able to begin the path to reach
the proposed level.

In short, ETHNA System offers any organisation a step-by-step Guide for the
Implementation of the ETHNA System, as well as support tools [51].

4.4 The Building Blocks in a Monitored Continuous Improvement System

The fundamental objective of the basic structures and functions of these elementsmaking
up the organisation’s ethics governance of research, as understood in theETHNASystem,
is given below. For space reasons, it is not possible to go into detail about each of these
elements, nor was it possible to go into depth in Sect. 3.3. on the aspects that could be
covered and that would provide the themes to be worked on with content. The following
is a summary of some of the key points detailed in the public reports that can be found
in the results of the ETHNA System project, which are openly accessible [51].

RRI Office (R)
TheETHNAOffice is called theRRIOffice orRRIOfficer. This is because itmay take the
form of an administrative structure with an ethics officer as a leader who coordinates the
tools (column blocks) and promotes the alignment of the existing resources by means
of the ethics governance of research and innovation aligned with RRI. Although the
existence of this role would be advisable, if it does not exist there is a need to establish
who assumes these responsibilities – a possible option would be the ethics committee.

Having a formal Ethical Office of Research and Innovation with a high-level execu-
tive position leading an ethical infrastructure in an organisation would be very helpful in
guiding professional and institutional moral performances [61]. The creation and main-
tenance of such structures will show a deep commitment to the promotion of ethical and
responsible behaviour in research and innovation.
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Code of Ethics and Good Practices in R&I
This is a self-regulatory document that explicitly outlines the principles, values, and
good practices that should guide the activity of the people involved in R&I processes,
as well as the organisation’s policies and programmes.

Ethics Committee on R&I
This is an internal consultation and arbitration body that acts as a forum for participa-
tion, reflection, and dialogue between the organisation’s different stakeholders on R&I
matters.

Ethics Line
This is a communication channel that allows all stakeholders to easily and safely send
the organisation suggestions, warnings, complaints, and reports.

ETHNA System has been designed as a continuous evolution system towards RRI.
For this reason, it is recommended that the results measured by the indicators (progress
and performance) and the adequacy of the indicators themselves have an annual or bian-
nual review integrated into the RRI Action Plan. The RRI Office(r) will be responsible
for reviewing these indicators and making progress visible, both internally and exter-
nally. This will allow the improvement of the construction, reinforcing both the base
and the organisation’s leadership [51].

5 Summary and Final Remarks

ETHNA is a flexible ethics governance system designed to be implemented in RPOs
and RFOs, in different contexts, i.e., universities, organisations funding research and
innovation, research and development centres or innovation ecosystems. It follows two
compass criteria: the ethical criteria of the “all-affected principle” and the effective cri-
teria of “de facto governance”. In this way, it responds to the four procedural dimensions
of anticipation, inclusion, reflection and responsiveness of the RRI framework. It also
provides a starting point on how four of the multiple agendas and key research topics can
be specified in the ETHNA System, namely: research integrity, the gender perspective,
open access and public engagement.

The ETHNASystemoffers ethics governance structures based on a systemof flexible
blocks that can be adapted to the needs and particular features of each organisation and
their available resources. The ETHNA System allows organisations to build their own
ethics governance structure for knowledge-generation and innovation processes, and
make progress by continuously improving them over time.

As has already been indicated, one of the aspects to continue working on within this
sustained improvement model is to address other issues with this same system, such
as environmental sustainability or social justice in R&I, among other agendas or issues
shown to be demands or requirements of society. In short, where research and innovation
should be open to continue addressing these and other issues, together with society. In
our view, the ETHNA System allows for this continuous openness to the values and
social and ethical expectations of its stakeholders through its ethics governance system.
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Abstract. This chapter addresses the importance and necessity of stakeholder
engagement for ethics governance. It starts with a more general look at stake-
holder engagement and describes how a comprehensive definition of the otherwise
commonly used catch-all term of stakeholders is important for successful stake-
holder engagement. This is followed by a description of the ETHNA System’s
stakeholder engagement strategy. A step-by-step approach serves as a guide for
stakeholder engagement in responsible research and innovation (RRI) activities.
This chapter offers guidance on how to find answers to the questions of who rel-
evant stakeholders are, why they should be involved, what their contribution can
be and how they can be involved in the most effective way. It also explains how to
identify stakeholders’ values, needs and expectations using different tools. Finally,
lessons learned from implementing the stakeholder engagement strategy are dis-
cussed to make the ETHNA System more useful to others. Specific guidelines on
stakeholder engagement are used as a reference in this text.
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1 Towards Input and Output Legitimacy

Engaging a broad range of stakeholders is widely recognized as crucial to responsible
research and innovation (RRI) activities and good research governance. However, exist-
ing concepts of stakeholder engagement offer only limited guidance on who relevant
stakeholders are, why they should be engaged, what they can contribute, and how they
can best be involved [1]. In this chapter, we bring together the scattered structures and
outline how higher education, funding, and research centers (HEFRCs) and other orga-
nizations can find answers to the questions of the “who”, “why”, “what” and “how”
[1–3].

Given that the ETHNA System can only be successful in influencing the innovation
process and ensuring that its outcomes are legitimate, effective, and efficient, and that
the resulting innovations avoid harm and do good for society and the planet [1] input and
output legitimacy must be ensured. Therefore, this chapter discusses how the ETHNA
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System facilitates an inclusive and transparent participatory RRI process through stake-
holder engagement, reflecting and embracing the goals as well as the means and social
acceptability of innovations [1–3].

As an internal management and procedural system for RRI, the ETHNA System
introduces a new formal organizational structure. Considering that RRI has its origins in
the risk assessment of scientific innovations, the European Commission (EC) describes
RRI as “[…] an ongoing process of aligning research and innovation with society’s
values, needs and expectations” [4]. In this context, socially useful, meaningful, or
desired outcomes and effects should be the guiding principles of research and research
funding. To enable societal actors and innovators to respond to each other in terms of the
(ethical) acceptability, sustainability and societal desirability of the innovation process
and its outcomes, RRI processes need to be as transparent and interactive as possible [1,
5]. The responsibility associated with research and innovation (R&I) is thus expressed
in involving society and responding to its needs. Where fundamental ethical dimensions
and questions of social acceptance are left out or considered too late in the research
process, irresponsible innovation can be the result. Thus, involving relevant stakeholders
in deliberative participation processes at an early stage guarantees that societal values,
needs, and expectations are effectively identified, discussed, and considered.

Ethical governance towards RRI is implemented in the ETHNA System through
multi-stakeholder governance in participatoryprocesses (to learnmore about theETHNA
System in general, see [6]). Participatory processes can be understood as an effective
means to gather perspectives on complex issues, to share relevant research findings
and/or to reach an agreement or build consensus in cases where polarized views and
conflicts of interest exist [7]. This can build trust between science and society and
promote social acceptance of R&I, especially publicly funded research [8]. Input and
output legitimacy thus revolves around the actors who aim to “make the innovation
process socially desirable” and contribute to the operationalization of the normative
ideals of inclusion and social legitimacy in R&I [1, 5].

2 Dealing with a Catch-all Term

Stakeholder engagement research that draws on stakeholder theory typically focuses
on the conceptual and theoretical development and organizational and societal benefits
of stakeholder engagement. Kujala et al. argue that stakeholder engagement is a widely
used but nevertheless unspecific concept, as far as amutual understanding of the essential
elements of stakeholder engagement is lacking [9]. Yet the importance of stakeholder
engagement in activities such as those related to R&I, strategic planning and decision-
making, knowledge creation, or progress monitoring to report on RRI, all of which
play a significant role in the implementation of an ETHNA System, is undisputed.
Inclusiveness, participation, and engagement of a wide range of stakeholders are also
key to RRI according to empirical studies [1, 10–13].

However, diverging definitions of stakeholder engagement make the endeavor chal-
lenging. While the currently most prominent definition describes stakeholder engage-
ment primarily as a morally neutral practice that an organization undertakes to involve
stakeholders in organizational activities [9, 14], there are other definitions that either
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elaborate a stronger focus on the moral, strategic, or pragmatic components of stake-
holder engagement. The ETHNA System places the moral component at the center of
stakeholder engagement by addressing ethical principles to suggest stakeholder-oriented
responses to strategic ethical challenges in organizational governance (see [6]).

These may include issues related to expectations of legitimacy, trust and fairness in
stakeholder relationships and the organizational structures, as well as morally desirable
outcomes regarding institutional change, such as improved space and communication
channels for expression, participation and dialogue or better orientation and compliance
with ethics regulations.

Braun and Starkbaum criticize in this context that stakeholders are used in most RRI
discourses as a catch-all term for societal actors without making clear who they are,
why their participation is important, and what exactly they might contribute to the R&I
process. Thus, in practice, it is often not clear why one and not the other stakeholder is
invited and for what purpose [1, 15]. Aspects which are specified in the ETHNA System
by means of concrete guidance for organizations, considering their institutional needs
[16–18].

Thus, in the development of an ethics governance system, the nuanced understanding
of the moral component means a discussion about the organizational needs under the
premise of philosophical foundations for stakeholder engagement, such as discourse
ethical principles. Discourse ethics ismade strong in the ETHNASystem by highlighting
criteria for reflection, participation, and dialogue between various stakeholders. This
approach is a major step towards understanding stakeholders in their full complexity.
Twelve stakeholder inclusion principles, considering this philosophical tradition, are
incorporated into the ETHNA System to support organizations in the implementation
process.

Although normative stakeholder theory plays a significant role in the ETHNA Sys-
tem, the pragmatic and strategic components of stakeholder engagement are also relevant.
Descriptive stakeholder theory assumes that a variety of different stakeholders represent
different values, needs and expectations, arguing that these different viewpoints on poten-
tial societal impacts of R&I should be incorporated into deliberative RRI activities. This
is not least with the aim of building and sustaining relationships for organizational and
societal change through context- and time-related collaborative activities. Instrumental
stakeholder theory, on the other hand, places a strong focus on strategic organizational
challenges to better achieve organizational goals. This approach receives great attention
in relation to management and strategy, making purpose- and goal-oriented aspects par-
ticularly strong. Thus, strategic activities are based on improving benefits and reducing
risks, to foster understanding of the importance of implementing an ETHNA System,
ensuring commitment and higher levels of achievement.

Since, the moral, pragmatic, and strategic components, all play a role in the imple-
mentation of an ETHNASystem, a comprehensive definition of stakeholder engagement
that refers to the goals, activities, and effects of stakeholder relationships in a moral,
strategic, and pragmatic way, deserves special appreciation [9].



Importance and Necessity of Stakeholder Engagement 41

3 Guiding the Implementation in Practice

To put stakeholder engagement on solid theoretical and methodological grounds, the
ETHNA System provides three guidelines that help HEFRCs and other organizations in
the engagement process [16–18].

Before starting to engage stakeholders, their topology needs to be identified and
analyzed. To ensure a diversified group of stakeholders, Schütz et al. recommend the
quadruple helix model (QHM), which is also followed in the ETHNASystem. By group-
ing stakeholders in different sectors, greater diversity is ensured. Schütz’s four identified
sectors are: science, policy, industry, and society [19] and are adapted for the ETHNA
System project to the objectives and needs of HEFRCs as follows:

• Research, innovation, funder community,
• Policy makers,
• Business and industry, and
• Civil society.

Thereby, the stakeholder groups are not fixed but rather fluent and depending on
the context. The same stakeholder might be a business representative in one case and
a member of civil society in another. When identifying and mapping stakeholders, it is
also important to not just analyze them by sector but also by interest and by location [20].
To systematically engage relevant stakeholders for RRI activities, the ETHNA System
recommends the following six steps:

1. identify,
2. analyze,
3. map,
4. prioritize
5. select, and
6. recruit relevant actors [16].

The first step in systematic stakeholder engagement is to identify relevant stake-
holders. Starting with a brainstorming session within the organization or institution,
different techniques can be used to create a diverse list of actors. Relevant stakeholders
can be identified by reviewing address books, engaging one’s own or the institution’s
network, or by reviewing relevant literature. Conferences, workshops, forums etc. might
also reveal stakeholders that are or have already been working on related topics or show
interest in engaging with RRI issues. Once initial stakeholders have been identified,
they can also be asked to recommend further potentially interested people or use their
own networks and contacts. In collaborating with an ever-expanding group, the stake-
holder list might grow fast. However, when adding stakeholders to the list, some guiding
questions should be considered:

• Who might be affected by the RRI activity?
• Who deals with the respective issue of the RRI activity and who qualifies because of
position or influence?
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• Who are hidden, invisible or indirect stakeholders?

The compiled stakeholder list can be considered as a living document that can change
over time. Of course, requirements can vary during the implementation process, so the
list can growby adding stakeholderswith a newperspective, or by removing stakeholders
from the list that no longer fit the requirements. Nevertheless, the stakeholders already
identified must be analyzed to examine their role in the RRI activity. Therefore, the
ETHNA System project created a template to analyze, e.g., the willingness or influence
of certain stakeholders (see Table 1).

Table 1. Stakeholder analysis example

Stakeholder Contribution Legitimacy Willingness Influence Necessity

1 Research,
Innovation,
Funder
Community

High High High High High

2 Business and
Industry

High High Medium-Low High High-Medium

3 Policy
Makers

High High High High High

4 Civil Society Low High Medium-Low Low Medium

After analyzing stakeholders, they can additionally be mapped, e.g., to visualize
their expertise in comparison to their willingness to participate in the RRI activity. This
ensures that an adequate overall representation of the stakeholders is created and that
they can participate in activities that best suit their knowledge, skills, attitudes, and
values, as well as their needs and expectations and at the same time correspond to the
interests of the RRI activity. The overarching goal is, on the one hand, to benefit from the
diverse knowledge and expertise of stakeholders and, on the other, to keep stakeholders
motivated and engaged and let them see the outcome and impact from their contribution.
Guiding questions to consider while mapping stakeholders, are e.g.:

• Are the stakeholders well networked and well known in their respective fields?
• Are there personal or business-related connections that can be used or revived?
• Are the actors familiar with relevant topics, such as research integrity (RI), gender
perspective, open access (OA), or public engagement?

• Will they contribute to the implementation of an ETHNA System in a positive way?

According to Moan et al. “an ethics of involvement concerns, not the question of
who should be involved in RRI processes and why, but the question of how the persons
involved should be involved” [21]. In this sense, stakeholders should be categorized in
terms of collaboration, involvement, consultation, and information [22]. This step allows
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prioritizing stakeholders according to the level of their potential engagement (as shown
in Table 2).

Table 2. Stakeholder participation template [16]

Higher Priority 
Stakeholders 
(Individuals, 
Companies, 
Organizations, 
Communities, 
Associations, Parties 
etc.)

Level of Potential Engagement

Collaboration Involvement Consultation Information 
Research, 
Innovation, 
Funder 
Community 
Business and 
Industry
Policy Makers
Civil Society

This refers to a bigger theoretical discussion which was elaborated in more detail in
the PE2020 project [23]. In short, a distinction is made between one-dimensional forms
of public engagement, namely public communication, public consultation and public
activism, and two-dimensional forms, public participation, and public deliberation. In
one-dimensional communication, stakeholders are mainly educated and informed, while
there is no mechanism for feedback. In a two-dimensional dialogue “the exchange is
accompanied by a debate in which knowledge can be acquired and applied at the same
time” [23]. With the latter approach, reflection and responsiveness are ensured and
different perspectives are considered. Therefore, in areas where stakeholders are directly
affected by the research, deliberative methods are recommended. This is firstly, to get
the most out of the process so that the RRI activity can be successful, and secondly,
to ensure that all stakeholders have a say and benefit from the process as much as the
project or organization does. According toRask et al. “there has been a shift of PE [public
engagement] from traditional models of public communication and consultation, where
dialogue between decision makers and the public is narrow and restricted, to public
deliberation where such dialogue is intensive and influential” [24].

After stakeholders have been identified, analyzed, mapped, and prioritized, the next
step is stakeholder selection and recruitment. All the information gathered in the previous
steps can be summarized in a stakeholder list with columns on stakeholder group, contact
details, level of involvement, link to relevant topics, such as research integrity, gender
perspective, open access and public engagement. As mentioned before, this stakeholder
list should be a living document that can be assessed regularly [25] and evolve over the
course of the RRI activity [20]. Finally, the relevant stakeholders are contacted to engage
them in the activity. This should be done by being as specific as possible, e.g., about the
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aims and expectations, the roles of the stakeholders, the impact their engagement can
have, or the benefits of their participation.

Once stakeholders have been mapped and a stakeholder list has been compiled1, it is
necessary to involve them in the implementation process. For that purpose, the ETHNA
System recommends twelve principles for deliberative participation that allow involving
relevant stakeholders as effectively as possible and with consideration of fundamental
ethical values2:

1. Intentions and expectations need to be clear right from the beginning. This means
starting as early as possible to specify the RRI activity and share information with
stakeholders. Also, the extent to which stakeholders might have an impact on out-
comes must be clarified. In this way, the first step towards a culture of openness,
transparency, and participation is promoted.

2. Sufficient resources in terms of time, skills, and funding for the engagement pro-
cesses must be ensured. For this purpose, systematic planning and budgeting is
important.

3. Persons and institutions must be mapped alike. Stakeholders can be either indi-
viduals or groups that might affect or be affected by the ethical governance
system.

4. Diversity must be embraced so that stakeholders representing different interests
and groups contribute a wide range of perspectives.

5. Directly and indirectly affected stakeholders should be part of the RRI activity.
6. Values, needs, expectations, interests, and concerns of stakeholders from the

research, innovation and funding community, business and industry, politics and
civil society should be covered and as many perspectives as possible should be
included.

7. Local factors must be considered, and it should be reflected in whether the iden-
tified stakeholder is a national or international actor. E.g., a city, region, country,
neighboring country, or international context can be assigned to them.

8. Different stakeholder groups, RRI key areas, levels of engagement or process
dimensions for RRI should be spanned. This reveals answers to the questions of
the “who”, “why”, “what”, and “how”.

9. Supporting stakeholders in engaging in a discourse is crucial. Collaboration, net-
working, broader participation, and co-operation in relation to engagement with
RRI should be encouraged.

10. Engagement methods and techniques that are appropriate to the aims of the RRI
activity should be employed and a variety of deliberative engagement techniques
should be demonstrated to prevent stakeholder fatigue. To respond to different

1 According to Creighton, internal and external stakeholders should be distinguished. When
implementing an ethics governance system at organizational level, it can be assumed that
internal stakeholders have very specific values, needs and expectations regarding their everyday
activities. External stakeholders, on the other hand, may be able to contribute new perspectives
or report on experiences not (directly) related to the organization. Their needs are likely to be
different from those of internal stakeholders [20].

2 The ETHNA System has adopted and adjusted these principles from other sources [20, 26–28].
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participants, the topics addressed should be oriented towards their knowledge,
experience, skills, and controversy.

11. The six steps of the systematic stakeholder engagement process should be evaluated.
12. Academic freedom must be protected in the RRI activity, which is valuable and

even a fundamental right in some communities.

By following these twelve principles and the six steps for systematic stakeholder
engagement, the complex process of stakeholder engagement can be systematized and
made easier to manage. To this end, organizations are encouraged to address the ques-
tions of the “who”, “why” “what” and “how” as a means of maximizing the effectiveness
of engaging stakeholders. These aspects were tested and applied by implementing orga-
nizations during the ETHNA System project’s lifetime, reportedly leading to success
stories and challenges discussed in the next section of this chapter.

When striving to align research with society’s values, needs and expectations, and
following the European Commission RRI definition [4], it is important to know what
society’s needs are. These can be determined in diverse ways. As a survey among a
variety of European networks conducted during the project showed, and many other
actors – research funding organizations (RFOs), political institutions and researchers –
confirmed, research performing organizations (RPOs) themselves are responsible for
responding “to societal needs when promoting R&I” [16]. Six pressing societal needs
to which R&I might respond, emerged from the abovementioned survey in combination
with a secondary desk research:

1. Sustainability/protecting land and oceans
2. Data Protection/privacy/protection of human rights
3. New Technologies/AI/robotics
4. Health (including mental health and well-being)
5. Food/farming
6. (Drinking) Water

To keep these needs in mind, compare or even expand them by incorporating stake-
holder perspectives, the ETHNA System recommends HEFRCs and other organizations
to use the following three techniques and resources:

• Eurobarometer
• Funding programs and calls
• Foresight approaches.

Eurobarometer surveys are long-term series of public opinion polls on a variety
of subjects [17]. Insights into current trends and developments can be gained as the
expectations of civil society of the European Union´s (EU) policies are gathered (https://
www.europarl.europa.eu/at-your-service/en/be-heard/eurobarometer).

Moreover, it is possible to access the results and actively participate in improving
them further. Another option is to review calls and projects that have recently been
funded, e.g., by Horizon Europe, as the topics they deal with are most likely to respond
to or at least reflect societal needs. A third method can be foresight approaches. They

https://www.europarl.europa.eu/at-your-service/en/be-heard/eurobarometer
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are “a systematic, participatory process for gathering knowledge about the future and
creating visions” [16].Again, it is possible to either visit theEuropeanForesight Platform
(http://foresight-platform.eu/) or to conduct one’s own foresight exercise with relevant
stakeholders. How this can be done is explained in detail in the ETHNA System guide
“Gauging the potential societal contributions of research and innovation” [17].

The stakeholder engagement strategy in the ETHNA System project can be resumed
as follows: “Involving wider populations in participatory events offers opportunities to
define recommendations for R&I. By considering different options for complex issues,
better informed decisions can be made” [18]. It is also important to involve various
stakeholders, experts and (international) networks to gather insights on the best ways to
keep on track with (changing) societal needs and how to assess and address them.

4 Practical Advice and Lessons Learned

4.1 Addressing the Pitfalls

Publishing not only positive, but also negative results is at the heart of the scientific
enterprise. However, the focus is on positive results, which is unfortunate as this means
that a lot of highly useful information does not reach the public. Also, regarding the
issue of stakeholder engagement, there is an overwhelmingly positive attitude towards
the stakeholder engagement approach, with the result that the “dark side of stakeholder
engagement” is overlooked [9]. This is evident through extensive literature on the goals
and expectations on the organizational and stakeholder sides. Problematic aspects of
engagement, on the other hand, are addressed by only a few authors.

As it is essential for RRI to ensure that resources are used as productively as possible
and to learn from those who have already undertaken a similar path, the ETHNA Sys-
tem project shares experiences from the implementation process. This chapter presents
several RRI activities where stakeholder engagement is embedded in the implementa-
tion of the ETHNA System and discusses the challenges and difficulties encountered in
this process. This provides a better understanding of the challenges and lessons learned
from the implementation process of the different organizations and institutions and helps
future implementers of the ETHNA System to harmonize RRI activities and to identify
and keep an eye on potential pitfalls early on. This should provide opportunities to
address, e.g., challenges with prominent levels of participation and stakeholder fatigue,
resistance from different stakeholders, lack of time, or the difficulty in bringing external
stakeholders on board.

4.2 Stakeholder Engagement Experiences from the Implementing Process

The ETHNA System, “a system of ethical governance promoting RRI in organizations,
thereby encouraging them to consider the consequences of their activities and incor-
porate society’s expectations into their work” [29] was implemented by six different
organizations:

• UJI (University Jaume I), Spain, Higher Education

http://foresight-platform.eu/
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• NTNU (Norwegian University of Science and Technology), Norway, Higher Educa-
tion

• ARCFund (AppliedResearch andCommunications Fund), Bulgaria, ResearchCentre
• Harno (Education and Youth Board of Estonia), Estonia, with competences as
Research funding Organization

• UNINOVA-CTS (Instituto de Desenvolvimento de Novas Tecnologias – Center of
Technology and Systems), Portugal, Innovation Ecosystem

• ESPAITEC (Parc Científic Tecnològic i Empresarial), Spain, Innovation Ecosystem

All implementing partners conducted participatory deliberative activities such as
workshops, interviews or focus groups to engage with relevant stakeholders. Thereby,
they were guided by three documents on stakeholder engagement: stakeholder mapping
[16], potential societal contributions of research and innovation [17] and stakeholder
involvement [18], developed during the ETHNA System project. These guides sys-
tematized the stakeholder engagement process and provided support on how to conduct
workshops, use deliberativemethods and keep track of societal needs.While implement-
ing the stakeholder guidelines, organizations used different methods and had various
experiences, outlined in more detail in the respective project outcomes [30, 31].

Considering diverse institutional needs, all HEFRCs implemented various aspects of
the ETHNA System according to its building block system [29]. However, all appointed
an RRI officer [30, 31], responsible for the implementation of the ETHNA System,
develops the action plan and communicates it with the institution’s internal stakehold-
ers as well as with external actors. This step serves as the foundation block of the
implementation [29].

In general, there are strong similarities in the reports of stakeholder engagement
experiences despite the differences between the implementing organizations, e.g., in
terms of type of the institution, size and corresponding capacities and resources, loca-
tion and prevailing research landscape, or the institutional regulations already in place,
potentially facilitating the implementation of an ETHNA System. However, it is striking
that the experiences of engagement at the internal and external levels are perceived very
differently.

Whereas the engagement of internal stakeholders is largely described as positive,
implementers’ reports on the involvement of external stakeholders are rather poor. Chal-
lenges were more apparent on the external level than on the internal, with difficulties
in recruiting and actively involving external stakeholders, especially regarding smaller
companies and start-ups, being mentioned by almost all implementing organizations.
Specifically, ESPAITEC found the involvement of external stakeholders to be a barrier
due to existing time and resource constraints [30]. Planning the participation process in
terms of available time and resources can be a major task. However, if relevant stake-
holders have been identified and are willing to engage, the use of deliberative methods
that match their interests can turn the endeavor into a success [18]. Many deliberative
techniques can be used to prevent stakeholder fatigue [28]. Harno, in turn, has conducted
various RRI activities with internal and external stakeholders, such as interviews and
workshops [30], and found that not being able to have the first meeting face-to-face,
due to the COVID-19 pandemic, proves to be a barrier to further engagement. Introduc-
ing an ethics governance system that provides new tools, such as an ethical code, an
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ethics committee, or an ethics hotline, could only be sketched out in web conferences.
A face-to-face exchange, on the other hand, is seen as a more effective way to bring the
ETHNASystem closer to stakeholders and to clarify open questions or stimulate an open
discourse. Face-to-face encounters are more likely to build, maintain or renew trusting
relationships and networks than online meetings. Technology might be an obstacle to
addressing difficult topics and expressing one’s own perspective, or even concerns. Of
course, non-verbal communication can also play a key role in this regard.

Interesting enough, feedback from implementing organizations differs from the
reported experiences of internal and external stakeholders themselves. Internal stake-
holders involved inRRI activities gave feedback that the process inspired them to develop
further RRI key plans andmake a stronger commitment to ethical governance. One stake-
holder stated that this experience would lead to better implementation in the future [30].
External stakeholders’ impressions of their involvement were also positive. They consid-
ered both the ETHNASystem and their involvement in the implementation process as an
insightful experience from which they could learn [30]. Stakeholders, whether internal
or external, once involved in the engagement process, perceive their engagement in a
positive way. Thus, the challenges that implementing organizations face in stakeholder
engagement differ from the perceptions of stakeholders who are involved in the process
ormight refer to activities that take place in the systematic six-step engagement phase (as
described in the previous section), in which stakeholders are not themselves involved.
Thus, stakeholder engagement cannot be assessed as a high-barrier process overall.

From the perspective of implementing organizations, the involvement of external
stakeholders, e.g., in UNINOVA, is seen as a significant contribution to a more effective
implementation process, although it is important to recognize that their involvement is
not self-evident but must be considered a process that needs to be carefully planned and
conducted. This includes highlighting the benefits of participation andwhat stakeholders
can gain from their willingness to participate. ARC Fund notes in this regard, that
internal stakeholders were very busy and faced time constraints but at the same time
were very interested in sharing their ideas, suggestions, concerns, and perspectives on
potential impacts and issues thatmight arise in the implementation of an ETHNASystem
- especially if there is no established process or forum yet for expressing their thoughts.
ARC Fund concludes that engagement is a two-way process, where something must be
offered to receive something.

To dive deeper into the stakeholder perspective and learn from their feedback on the
engagement process they were involved in workshops conducted by the Danish Board
of Technology (DBT) [30, 31].

4.3 Reluctance from the Top Management

This chapter already discussed the role of strategic stakeholder engagement in the
ETHNA System project. In that regard, implementing organizations mentioned, e.g.,
reluctance from the top management as a major problem. UJI reports that the involve-
ment of the top management is crucial for compliance and sustainable implementation.
Therefore, everyone in the organization must be on board and willing to commit to the
ETHNA System [30]. Top management support would mean, among other things, that
the organization’smanagement understands the importance of implementing an ETHNA
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System and is personally committed to it. This would promote an environment in which
the ETHNA System, even in existing hierarchical structures, is recognized and appreci-
ated, so that higher levels of achievement can be realized. The support of the topmanage-
ment is thus a factor for strategic implementation that would help to drive the direction
and sustain the project by creating the appropriate RRI culturewhich promotes openness,
transparency, and participation. This support is a factor that implementing organizations
cannot easily control themselves. However, the fact that the implementation process
of the ETHNA System includes deliberative processes with relevant stakeholders indi-
cates that also interactions with the top management should adopt this format. It is not
enough to reject a specific argument only because of a powerful position inmanagement.
According to the discourse ethical tradition, arguments are requested, expressed with
respect, heard by others, and further discussed.

4.4 Reluctance from Early-Career Researchers

Yet, it is not only top-down reluctance that can hinder implementation and pose a major
challenge. Reluctance of early-career researchers can also leave implementers puzzled.
While it may be assumed that it is senior researchers who want to stick to established
structures, the experience of the implementing organizations shows that it is earlier-
career researchers who are not willing to implement an ethics governance system. Have
experienced researchers already identified gaps in existing structures or begun to see
the need for improvement? Either way, it is important to have stakeholders from all
career levels on board. Early-career researchers represent the future of the scientific
community and are the ones who will pioneer the next set of research innovations. In
fact, early career researchers are the ones who will be the next generation of leaders
in senior positions and form the top management of the organization. Among them are
new talents with valuable knowledge, skills, attitudes, and values for implementing and
sustaining an ETHNA System, so their concerns should be considered in a respectful
forum, and it should be strived for finding common ground.

4.5 Conflicting Interests

The fact that some ethical recommendations of the ETHNA System might not be in
line with already existing organizational procedures is a particularly delicate issue and
precedes the two previous barriers. This is because when there are conflicts of interest,
they get in the way of the implementation process and may also prevent the engagement
of stakeholders from whatever career stage. Establishing a set of basic principles and
standards to be used as a practical framework for managing and resolving conflicts of
interest in accordance with best practices might be valuable. Such elements might, e.g.,
be included in the Code of Ethics and Good Practice, to help identify and manage issues
that (repeatedly) lead to conflicts.

Thanks to the flexible structure of the ETHNA System, institutions can pick certain
aspects from the toolbox and start building their own ethics governance system [29].As in
the case of NTNU, it mademore sense, especially regarding efficiency and effectiveness,
to build on, adapt and reassemble already existing structures [30, 31]. It is important to
remember that changes should be approached cautiously. Asking for too much at once
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may scare off relevant stakeholders by overwhelming them. If everyone speaks their
mind during the implementation and articulates their needs and expectations, the results
might be mutually beneficial and reveal insights that were not expected.

4.6 Reluctance to Adopt Ethical Principles

An important fact that implementers have learned from the engagement process is that
the assumption that stakeholders are willing to adopt ethical principles is a false one
[30]. The reason for existing reluctance could be that the idea of implementing an ethics
governance system is accompanied by concerns about more work, more responsibility,
more paperwork and so on. Even if it is a less pleasant insight, that stakeholders are
rather reluctant to establish and adhere to ethical principles, it is important that they can
express their concerns and worries. Therefore, it is crucial to establish an atmosphere
of trust between the institution and stakeholders. In that way, they can be encouraged to
exchange ideas and debates on various viewpoints and express their concerns. The ideal
typical criteria for stakeholder dialogue developed during the project “can help to ensure
that all stakeholders who might be affected by the RRI activity […] can accept the R&I
process in a rational discourse” [16]. Besides the inclusion of all relevant stakeholders
and the creation of a comfortable atmosphere, it is important to empower communication
by involving “hidden”, “indirect”, and “invisible” stakeholders and keep in mind that
minority groups are often ignored in participative approaches like these. It must be
ensured that all stakeholders are heard right from the beginning and that communication
is open and transparent. Therefore, a non-hierarchical dialogue can help to assess and
address the reasons for hesitance in adapting ethical principles.

4.7 Lack of Awareness of Existing Regulations

Another hurdle, which follows on from the onementioned above, is the lack of awareness
and dissemination of ethical codes and other relevant regulations on an institutional level.
A survey of various international networks shows that a code of ethics is key to greater
accountability for R&I [17]. Accordingly, such documents provide a suitable frame-
work for self-regulation in scientific and academic disciplines and for research environ-
ments facing new challenges. They are therefore a useful tool to support researchers
and research institutions in conducting research at the highest level and help prevent
misconduct by promoting best practices in R&I and providing practical guidance to the
research community [17]. When developing a Code of Ethics and Good Practice, it is
advised to involve stakeholders, e.g., in deliberative workshops or reviews of drafts, to
include their views and make the documents useful for them.

5 Ways Ahead

By naming and acknowledging not only success stories but also challenges in partic-
ipatory stakeholder activities, the first step has been taken to support those interested
in implementing an ETHNA System and addressing RRI issues through systematic and
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well-planned stakeholder engagement [17, 18]. Taking seriously the difficulties expe-
rienced by any kind of stakeholder, be they internal or external, further steps can be
taken to strengthen the awareness of importance and promotion of the implementation
of responsible governance. In particular, the following actions are recommended:

• Training early-career researchers onRRI issues. In this regard the guidelines on poten-
tial societal contributions of research and innovation and stakeholder involvement in
ethical governance of R&I can be of relevance.

• Awareness-raising on institutional documents through training and workshops. Here
the guidelines on potential societal contributions of research and innovation, especially
the part on the role of the Code of Ethics and Good Practice and how to communicate
its contents in interactive workshops and other formats can help.

Conducting regular training programs andmotivating stakeholders at all career levels
to engage points to the issue of sustainability, which is ofmajor relevance to projects such
as the ETHNASystem. The fact that implementing organizations report positively on the
widening of their networks, initiated by the stakeholder engagement activities, especially
the six steps of systematic stakeholder engagement, is deemed a success. As far as the
sustainability and long-term implementation of the ETHNA System is concerned, the
implementing organizations assume three main factors, all of which require the contin-
uous involvement of relevant stakeholders. Firstly, a strong focus on communicating the
content is needed, e.g., through training and other stakeholder activities, especially for
early career researchers. In addition, in-depth knowledge of the organizational setting
in which the ETHNA System is to be implemented is necessary, i.e., existing structures
and conditions, values, needs and expectations of those directly or indirectly affected by
the implementation, and the broader research environment. Finally, continuous updates
and adjustments, particularly by incorporating feedback from implementers, are crucial
to making stakeholder engagement a success [30].
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Abstract. The aim of this study is to provide research performing organisations
and research funding organisations (RPOs andRFOs)with practical advice on how
to engage in an effective RRI institutionalisation. Therefore, we first looked at the
most relevant drivers, challenges, and the most beneficial good practices poten-
tially affecting RRI institutionalisation within RPOs and RFOs across Europe
through a multi-step, multi-stakeholder consultation approach. The broad set of
drivers, barriers and good practices identified at the consultation was method-
ologically divided into structural, cultural and interchange-related aspects. These
aspects can theoretically exercise a positive or negative impact on the RRI insti-
tutionalisation, and their validity was tested in Living Labs by six organisations.
By categorising these six implementers in terms of RRI readiness we were able
to identify key factors and describe specific organisational circumstances con-
ducive to a successful adoption and use of RRI principles and practices for three
organisational types of RPOs/RFOs.

Keywords: RRI · Living Lab · RRI institutionalisation · drivers · barriers · good
practices

1 Introduction

The main objective of the ETHNA project funded by the European Commission under
the Horizon 2020 programme was to test the implementation potential of a novel gov-
ernance, management and procedural system for Responsible Research and Innovation
(RRI). This RRI governance system1 aimed to design and promote sustainable research

1 TitledETHNASystem, a concept thatwasfinalised under the guidance of the project coordinator
Jaume I University (UJI), more details on the specific content of the system can be found in
[2].
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and innovation practices respecting state-of-the-art ethical standards and other policies
facilitating the adoption of RRI principles. The purpose was to develop a flexible sys-
tem which can be adapted at as many research-performing organisations and research
funding organisations (RPOs and RFOs) as possible.

Therefore, the envisaged concept defined only the broader competences, functions
and structure of an ‘ideal’ RRI governance system with a proposed set of ethical man-
agement tools, and included good practices of various ethical management methods.
The goal was to provide a truly practical guide of RRI institutionalisation, tailored to
the vastly different circumstances, needs and requirements of RPOs and RFOs across
Europe.

We define institutionalisation in practical terms, i.e., as the process of embedding
RRI practices in a RPO or RFO in order to achieve some desirable organisational change
where, at the very end of the process, RRI becomes an integral part of the organisation’s
identity, structure and culture which is not dependent on the effort of specific people [1].

In order to enhance the practical usability of the conceptual RRI governance system,
the most relevant drivers behind RRI institutionalisation and the most serious barriers
hindering the adoption or successful use of RRI within RPOs and RFOs across Europe
had to be explored and better understood. This was achieved by a multi-stakeholder
consultation process consisting of several steps, also striving to identify good practices
of RRI institutionalisation.

The identification and analysis of these drivers, barriers and good practices took place
before the pilot implementation (test phase) of the RRI governance system with the aim
of providing future pilot implementers with practical advice on how to mitigate the risk
of potential challenges that could threaten the success of the RRI institutionalisation
process (pre-pilot evaluation).

The pilot implementation was carried out within six Living Labs. A Living Lab is
a social, physical and/or mental space for social innovation and experimentation where
different actors – both internal and external to the implementing organisations – come
together with the objective to deal with a complex problem, and to come up with new
and better solutions through dialogue, testing and reflecting. In our specific case internal
and external stakeholders in six RPOs and RFOs pulled their resources to co-create,
experiment with and evaluate the feasibility of the conceptual ideas and implementation
steps embedded in the envisaged RRI governance system.

The Living Lab test phase ended with an in-depth evaluation of the process and out-
comes, highlighting also the necessary conditions required to initiate, manage and imple-
ment RRI institutionalisation in different RPOs and RFOs. This evaluation also consid-
ered the specific drivers, barriers and good practices of different Living Lab contexts
(post-pilot evaluation).

In practical terms the pre-pilot evaluation provided us with a broad set of potential
drivers of and barriers to RRI institutionalisation that might be valid for different RPOs
and RFOs. This broad set of factors were subsequently validated during the concrete
implementation steps of the Living Labs, i.e. by using a small sample of diverse RPOs
and RFOs a post-pilot evaluation was carried out where, on the basis of an original
methodological framework, the pre-pilot evaluation results were placed into a broader
context.
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The contextualisation involved the understanding of the specific organisational cir-
cumstances and characteristics related to the most relevant identified drivers of and
barriers to RRI institutionalisation.

The aim of this study is to use this contextualised data in order to provide RPOs and
RFOs with practical lessons learnt on the incentive factors and challenges of RRI institu-
tionalisation, coupled with specific measures on how to overcome such hindrances in the
most effective way. We strive to give recommendations that can be useful for different
types of RPOs and RFOs looking into the possibilities of adopting RRI principles and
practices.

2 The Multi-stakeholder Consultation - Process and Outcomes

As detailed in the Introduction, a draft concept for a RRI governance system was elab-
orated in the course of 2021, providing a first interpretation of the proposed compe-
tences, functions, structure and ethical management tools of the system. However, a
more nuanced, evidence-based and practical guidance on how to foster RRI institu-
tionalisation for the foreseen target group of RPOs and RFOs was missing from this
draft.

In order to make the concept adaptable to different organisational circumstances,
key organisational factors advancing or hindering the institutionalisation of RRI within
European RPOs and RFOs had to be identified and evaluated. For this purpose, a multi-
stakeholder consultation was set up and implemented, gathering detailed information
fromabroad range of stakeholders acrossEurope on the status ofRRI institutionalisation,
the relevant drivers and barriers concerning the adoption of RRI principles and practices,
as well as on the related good practices and implemented measures.

2.1 The Process of the Multi-stakeholder Consultation

The multi-stakeholder consultation was conducted between January and October 2021
before the Living Lab pilot implementation, consisting of a preliminary phase and three
subsequent phases, i.e., interviews, workshops and a global survey. Each stage focused
on better understanding the relevant drivers, barriers and good practices concerning the
adoption of RRI measures in RPOs and RFOs (Fig. 1).

Fig. 1. The Phases of the Multi-stakeholder Consultation and Living Lab Experience. Source:
ZSI’s own rendition

The preliminary phase used a questionnaire to be answered until the end of Jan-
uary 2021 only by the six Living Lab implementers to assess their currently avail-
able and missing RRI tools, initiatives and aspects, and their future plans to deal with
missing RRI dimensions. Importantly, the questionnaire helped evaluate the interdepen-
dencies between organisation types, research area(s), organisational structure and RRI
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uptake, which contributed to developing a future self-assessment method for ‘RRI readi-
ness’ (RRI institutionalisation quadrants) and outlining the focus of the interviews and
workshops.

In the first consultation phase 25 semi-structured interviewswere conducted between
April and June 2021 with mid- or high-level representatives of European RPOs and
RFOs actively engaged in RRI governance or specific RRI keys. People familiar with
key concepts of RRI and organisational or national adoption of RRI principles and keys
were interviewed about their expertise and understanding of RRI, the organisational
drivers and barriers of RRI institutionalisation, as well as good-practice examples or
ideas.

We aimed to involve stakeholders from across as many countries, RRI keys and
organisation types as possible, also striving to conduct interviews with persons work-
ing in research (or innovation) performing businesses and civil society organisations.
Therefore interviewsweremadewith representatives of the following ten countries: Aus-
tria, Bulgaria, Denmark, Estonia, Hungary, Norway, Portugal, Serbia, Slovakia, Spain.
Altogether seven RFOs and 18 RPOs (including five businesses and two civil society
organisations) were interviewed.

Their opinion was considered important as an input for the Living Labs that by
definition aim to foster interactions of four stakeholder groups within the knowledge
economy, namely academia, business, policy-makers and civil society [3–5].

Based on the responses of the interviews, five online workshops were organised
per RRI keys with Living Lab implementers and external expert stakeholders (partici-
pant number ranging from 11 to 17) as a second consultation phase between July and
September 2021. The workshop participants discussed in more detail the factors driving
or hindering RRI institutionalisation in RPOs and RFOs.

The workshops aimed to obtain relevant observations and develop recommendations
for the Living Labs with respect to the relevant drivers, incentives, barriers and organisa-
tional strategies and practices for RRI governance. Their main outcome was the ranking
of drivers and barriers of RRI institutionalisation per RRI keys and organisational types,
which was verified by an online survey in the third consultation phase.

Theonline surveywas sent inOctober 2021 to a broad group (10.000+) of potentially
relevant expert stakeholders identified through a Web of Science database search with
the aim of assessing the relevance of the identified drivers, barriers and good practices
of RRI institutionalisation. Altogether 888 responses were received from 69 countries
with a balanced gender representation, involving the opinion of mostly senior experts
(55% having more than 15 years of experience)2.

After filling out general demographic and organisational information, the respon-
dents rated the perceived relevance of the RRI incentives, barriers and good practices
that were the highest ranked at the end of the second consultation phase (using a Likert
scale of 1–10). Thus, the survey confirmed the results of a smaller, unavoidably biased
sample on a global scale with the support of RRI experts. These results are summarised
in the next Section.

2 See results at: https://zenodo.org/record/6616553#.ZBmaKXbMI2x.

https://zenodo.org/record/6616553#.ZBmaKXbMI2x
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2.2 Lessons Learnt from the Multi-stakeholder Consultation

To present our findings, we chose to use as a basis the theoretical framework developed
by [6] in the Horizon 2020 project RRI-Practice that was further refined in [7]. This
framework was already utilised in the workshop phase when relevant RRI drivers and
barriers, as well as potential organisational actions were divided into structural, cultural,
and interchange perspectives. All three perspectives focus on different aspects within
organisations (RPOs and RFOs) that might contribute to or hinder the institutionalisation
of RRI or its keys.

The first perspective focuses on regulative and normative aspects that structure and
standardise organisational behaviour. Structural aspects include formalised roles and
positions, mandates, responsibilities, decision-making structures in the organisation,
namely persons or units specifically tasked with RRI-related duties in RPOs and RFOs
such as ethics boards or research integrity offers, and the related formal and informal
documents, namely concepts, norms, standards, procedures and strategies, such as code
of ethics, gender equality plans open science policy guidelines.

The second perspective focuses on cultural aspects and, consequently, deals with the
informal and tacit organisational structures that influence the adoption of RRI standards
and practices. These structures might explain the difference and the interconnected rela-
tion between policy goals and practical behaviour within organisations. Cultural aspects
include organisational cultures, values, and identities, i.e. for the purposes of this article,
the perceptions about RRI.

Third, the interchange aspects are based on the observation that organisations are
not only influenced by their structure and culture but also by their interactions with
other organisations in their broader environment. Thus, these aspects focus on drivers
or barriers stemming out of but connected to the organisation, such as impacts of the
broader policy landscape or research culture [7].

RRI governance was regarded throughout the consultation as a horizontal, cross-
cutting dimension, which means it had gained an elevated role which was then reflected
by Living Labs through their focus on the whole RRI governance structure. Table 1
summarises the aspects deemed most relevant by stakeholders in terms of adoption and
successful use of RRI in their respective organisation. A more detailed analysis at the
level of specific RRI keys may be of interest but is outside the scope of this article.

As regards the potential drivers for RRI, the stakeholders identified two key structural
factors for a successful RRI institutionalisation process, namely a supportive (higher
and mid-level) management, and support structures and practices that can take many
forms within an organisation, including pilot programmes dedicated to certain RRI keys,
organisational units or infrastructure dealing with specific RRI keys. A management
keen on furthering RRI also should strive to adopt organisational mandates, regulations
or strategies that prescribe concrete policy goals aimed at fostering RRI.

Such formalised drivers are more effective in an organisational environment aligned
through values or identity with the overall concept and specific aspects of RRI. RRI
should become part of the culture within an organisation when research activities at all
stages take into consideration RRI keys, such as ethics and research integrity. Organi-
sational ‘facilitators’, i.e. persons or units already engaged in RRI and willing to share
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Table 1. Structural, cultural and interchange aspects of RRI governance.

Structural aspects Cultural aspects Interchange aspects

Potential drivers
for RRI

- Organisational
mandates, regulations,
strategies
- Management keen on
furthering RRI
- Support structures and
practices, incl.
Dedicated pilot
programmes

- Organisational values
and identity
- Organisational
‘facilitators’

- Requirements or
expectations from
funding bodies
- Adherence to national
or EU standards or
normative laws

Potential
barriers to RRI

- Lack of resources
(human, financial, time,
etc.)
- Lack of institutional
support structures and
practices
- Lack of support from
management

- Lack of awareness
- Lack of
understanding
- Lack of motivation
- Lack of institutional
values, standards and
visions

- Lack of or confusing
policies, strategies or
mandates

Potential
organisational
measures (good
practices)

- Knowledge pooling
within the organisation
- Performance metrics
- Trainings and
education
- Awards

Reflection spaces
Engagement with
external stakeholders
Practical guides

- Alignment with
external standards and
funding requirements

Source: authors’ categorisation based on the methodological framework by [7], taken from [8].

their knowledge and skills with others, are perceived crucial by stakeholders to embed
RRI both in the culture and mandate of a given organisation.

If internal incentives are not strong enough to facilitate the uptake of RRI, external
drivers can gain in importance. More and more often research funders by mandate aim
to ‘nudge’ RPOs to adopt RRI aspects through assessment criteria (compulsory gender
equality plans), monitoring requirements or other policies. In addition, a proactive man-
agement might seek to voluntarily align organisational practices with national standards
or international benchmarks in various RRI keys.

Nevertheless, potential barriers to RRI might counteract with the impact of these
drivers. The majority of the stakeholders consider the lack of resources as the most
influential barrier. This simply means that there are not enough employees to deal with
RRI or researchers under constant pressure have no time to engage in RRI. The adequate
funding is also often missing to compensate for such extra work.

This manifests in a lack of or underdeveloped support structures and practices when
RPOs are not able to focus on RRI aspects in addition to their ‘core’ research activities.
The root problem might be the lack of engagement from a managerial level but such a
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state might merely develop due to financial and time constraints in spite of the better
efforts of the leadership.

Such management efforts might be also hampered by a lack of awareness or under-
standing of RRI and its keys. RRI as a concept is still not completely clear for many
members of the research community, especially if they do not deal with EC research
and innovation policies or projects. In many cases some RRI keys are present in the
organisation but not perceived as part of the RRI concept. Knowledge is fragmented
between units, teams and researchers resulting in a lack of explicit support for RRI in
organisational values, standards and long-term vision.

The fragmentation might be exacerbated by confusing RRI-related policies, strate-
gies or mandates of policy-makers or research funders in different research fields or
countries that sometimes contradict each other or give no clear guidance. Such a state
of affairs might demotivate even the most dedicated and diligent researchers.

The stakeholders described several organisational measures to combat such demo-
tivation trends and foster RRI institutionalisation. Even though the aim of aligning the
organisation – or its dedicated units – with the most important external standards and
funding requirements might seem inconceivable in the short term, more practical steps
at lower levels can be started to foster RRI uptake.

In order the decrease fragmentation of knowledge on RRI, the organisation should
carry out knowledge pooling measures, e.g., by using internal information repositories
to check what RRI-related documents are already available within the institution, or
by implementing a work environment survey to gather data on the readily available
institutional knowledge on RRI-related principles and measures.

Reflection spaces organised in formal or informal settings, such as dialogue sessions
or workshops, with the aim of knowledge pooling might contribute to understanding
how to build RRI concepts and practices into research activities. In addition to inter-
nal knowledge sharing, networking with external stakeholders within and outside of
other RPOs might also facilitate knowledge transfer with regard to the identification of
common problems and solutions in RRI issues.

The increased and less fragmented knowledge base should be compiled and dissem-
inated in practical guides that also aim to reduce the lack of conceptual and terminology
clarity of RRI. In order to raise awareness of RRI issues, motivate people to get engaged
and gain top-down support, the benefits of RRI should be explained in a clear and
understandable manner.

The sustainability of such measures can be ensured by a couple of good practices
frequently mentioned by the stakeholders, such as practical training or more formal edu-
cation opportunities offered to researchers and other employees, institutional or depart-
mental awards or other recognitions given to individuals or teams raising awareness
of or tackling RRI-related issues. Finally, revised performance metrics evaluating the
progress of RRI uptake at organisational or departmental level would be crucial for
ensuring sustainable positive changes.

Evaluating organisations through the lens of the aforementioned structural, cultural
and interchange aspects provide a broad overview on the possible uses of RRI in RPOs
and RFOs but their practical relevance could only be validated through the actual Living
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Lab implementation also taking into consideration the more theoretical findings of the
multi-stakeholder consultation with the involvement of external stakeholders.

The above summarised results of the stakeholder consultation supported the Living
Lab implementation in two significant respects. First, they contributed to the develop-
ment of a practical toolbox to support implementation approaches and to provide Living
Lab implementers with options to spark ideas on the potential challenges and ways to
overcome those (while helping understand what drives the institutionalisation of RRI
in the first place). Second, the results laid the groundwork for categorising the potential
usefulness and adaptability of the concept in different organisational settings, which will
be described in-depth in the next subsection.

2.3 The RRI Institutionalisation Quadrants

We found two critical factors to assess the given organisation’s readiness for RRI insti-
tutionalisation through the analysis of the initial results gained from the different phases
of the multi-stakeholder consultation. Notwithstanding the fact that there are other rel-
evant institutional factors influencing the chances of a successful adoption and use of
RRI by RPOs and RFOs – such as among others size, country, research area, funding
sources – two dimensions can be considered as essential for the institutionalisation of
RRI: the leadership and the base (Fig. 2).

First, the leadership represents the commitment of the higher or mid-level man-
agement in terms of top-down support received by organisational stakeholders for RRI
institutionalisation. The leadershipmight provide such top-down support in variousways
ranging from a passive commitment to amore active involvement, such as the heightened
awareness level of certain RRI-related issues, the prevalence of a clear vision on RRI, the
willingness to adapt conditions or allocate the required – human or financial – resources
for a better RRI institutionalisation.

Second, the base means the strength of the organisational structures in the support
of RRI institutionalisation that are launched and managed at various (lower) levels of
the organisation. As opposed to the leadership dimension, these support measures are
mostly started from bottom-up, enabled by the values, awareness, skills and knowledge
of the research staff and other organisational stakeholders.

Applying leadership to the y-axis and the base to the x-axis results in a two-
dimensional system with four quadrants that can be characterised as follows:

A strong leadership but weak base (top left quadrant) means that initiatives to drive
the institutionalisation of RRI may already be under way but, generally, have not borne
fruit yet, i. e. RRI norms and practices have not been broadly adopted by the base
yet. However, the leadership is strong in terms of providing guidance on designing
and implementing relevant activities. This guidance could be reflected in an increased
awareness, sense of urgency, willingness, clarity of vision, leadership skills, resources,
etc.

A strong base but weak leadership (bottom right quadrant) means that RRI initiatives
can already be found in the organisation however the leadership is weak in terms of RRI
institutionalisation. This weakness might entail that the management might not have
heard about such initiatives, might not care, or might think that these initiatives are too
specific or small to be transferred, scaled up, or adopted by all organisational units. In
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Fig. 2. The RRI Institutionalisation Quadrants – Leadership and Base. Source: ZSI’s own
rendition, taken from [9]

theory, the organisational focus should first lie on spreading RRI norms and practices
locally, on building showcases, and on connecting to similar efforts – both internal and
external ones – to build a critical mass and reach and engage the leadership.

A strong leadership and strong base (top right quadrant) means that both leadership
and base are aligned in terms of RRI institutionalisation needs and efforts. Such organi-
sations show advanced levels of RRI institutionalisation and might have a long tradition
of reflecting and adjusting their research practices, of reacting to external normative
efforts (e.g., the adoption of standards), and of building institutional support structures
and mechanisms. The guidance in this case will focus on giving impulses with the aim
of further refining the institutionalisation efforts and adopt an anticipatory perspective
in terms of future developments [9].

The devised RRI governance systemwas designed to work for all quadrants, with the
exception of the lower left quadrant, i.e., weak leadership in combination with a weak
base. A major prerequisite for the RRI institutionalisation is that at least one dimension
needs to be at least somewhat strong, otherwise there is nothing to build on. For a
successful institutionalisation process, both dimensions need to become strong in the
long run.

This RRI Institutionalisation Quadrants helped the Living Labs to gauge their
strength and determine their level of commitment to the options provided by the RRI
governance concept.

The next Section will give an overview on the Living Lab implementation, its evalu-
ation process and the most relevant evaluation results that are summarised with the help
of the above-described conceptual framework.
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3 The Living Lab Implementation – Process and Evaluation

In order to test the practical applicability of the finalised RRI governance concept in
different RPOs and RFOs, it was planned and implemented at six organisations based
in five different European countries.

The following organisations participated in the Living Lab experiment: University
Jaume I (UJI) [10], a large public university from Spain; the Norwegian University
of Science and Technology (NTNU), the largest public university in the country; the
Education and Youth Board (Harno), a funding agency from Estonia; the Science, Tech-
nology and Business Park (ESPAITEC), a Spanish technology park; the Institute for the
Development of New Technologies (UNINOVA) [11], a multidisciplinary, independent,
and non-profit research institute from Portugal, and Applied Research and Communica-
tions Fund (ARC Fund) [12], a non-profit research and innovation policy institute from
Bulgaria..

The implementation process followed the Living Lab methodology, and was divided
into six stages (planning; construction; consultation; refinement; testing; review) last-
ing approximately one year (November 2021 – October 2022), with some institutions
ultimately experiencing delays in certain process stages.

Since not much time has passed since the official end of the Living Lab experiment at
the time of writing this study3 it is not yet feasible to assess the scope of the institutional
changes induced by the implementation process as the actual impact will only become
tangible in a longer timeframe. However, it is already possible to draw conclusions at
a more practical level. Therefore, the evaluation process focused on the most common
drivers and barriers of implementation, highlighting concrete actions and good practices
emerging from the process, as well as outlining necessary conditions for supporting the
organisational uptake of RRI in the six implementing organisations.

The evaluation took place between September and November 2022 and contained
the following steps:

1. DBT organised two rounds of two online, 3-h participatory evaluation workshops in
September and October 2022. The first round of workshops was held with represen-
tatives of the project partners participating in Living Labs, while the second round
of workshops involved internal and external stakeholders supporting the Living Lab
implementation.4.

The workshops were organised as semi-structured events focused on the added
value of the RRI institutionalisation process in general, as well as the particular expe-
riences encountered in the actual implementation process. The workshops employed
a diversity of exchange formats to support mutual learning and feedback gathering
as needed. This structure provided the participants with great flexibility to engage in

3 December 2022 - March 2023.
4 More information on the format and results of the participatory evaluative workshops is avail-
able here: Alves, Elsa (2022). D5.4 Report on the ETHNA System Implementation Anal-
ysis & Alves, Elsa (2022). D5.5 Report on the difficulties found in the implementation pro-
cesses. https://ethnasystem.eu/wp-content/uploads/2023/01/5.5-Report-collecting-the-difficult
ies-found-in-the-implementation-processes-final_181222.pdf

https://ethnasystem.eu/wp-content/uploads/2023/01/5.5-Report-collecting-the-difficulties-found-in-the-implementation-processes-final_181222.pdf
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dialogue and generate collective reflections on the insights and lessons learned from
the implementation process.

The purpose of the workshops was to create a common space for the Living Lab
stakeholders to critically reflect on their experiences with the implementation and
directly share the matter-of-fact assessment of their hands-on experiences. As an
end result, the workshops contributed to the elaboration of more specific evaluation
questions about the methodology and process of the implementation.

2. The in-depth evaluation questions were asked from the so-called Lab Managers, the
key people responsible for the planning, coordination and facilitation of the Living
Lab implementation process. Their responsibility ranged from implementing and
monitoring all stages of the process through recruiting, engaging and supporting all
relevant internal and external stakeholders to communicating and reporting to the
organisational and project management.

LateOctober and earlyNovember 2022 theLabManagers answered the questions
in the form of an online self-evaluation questionnaire developed by ARC Fund. They
had to give short but concise answer to a variety of questions introducing their organ-
isation, explaining the reasons for their commitment to adopt institutional changes,
and going into detail about the actual measures undertaken, also highlighting the
participating internal and external stakeholders, as well as the barriers, drivers, good
practices and potential sustainability of the induced changes.

3. Building on the responses of the Lab Managers, a 2-day workshop dedicated for
knowledge and experience transferwas organised byARCFund at the end ofNovem-
ber 2022. On the first day the lessons and experiences of the six implementation cases
were discussed in detail with the involvement of external experts, and on the second
day a final evaluative workshop was organised under the guidance of ZSI on the
emerging challenges and potential sustainable outcomes of the Living Labs.

This workshop was the first opportunity to bring together, in one physical loca-
tion, all Living Lab implementers to discuss and rank the barriers to the implementa-
tion of the elaborated RRI governance systemwithin organisations and the measures
to react to them.

The work was done in break-out sessions with facilitators where one group included
the Lab Managers, while two other break-out sessions involved the other internal and
external Living Lab stakeholders to discuss the key enabling external factors (drivers)
and the actions and strategies that could exercise an either positive or negative impact
for RRI institutionalisation. After the end of the parallel break-out sessions the group
work was discussed in a plenary setting involving all participants to draw conclusions
and make recommendations.

3.1 Lessons Learnt from the Living Labs

By resorting to the drawn-up methodological framework dividing the six implementer
organisations to three categories (quadrants) in respect of readiness for RRI institution-
alisation we are able to put the evaluation results to a broader context and describe the
specific organisational circumstances and characteristics relating to the identified drivers
and barriers.
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Each organisation has made a self-assessment in terms of the RRI institutionalisa-
tion quadrants at the second phase of the Living Lab evaluation (online questionnaire).
UJI and Harno have indicated to belong to the ‘strong leadership, strong base’ category.
UNINOVA and ESPAITEC were classified to the ‘strong leadership, weak base’ cate-
gory. ARC Fund confirmed to have a strong base but a weak leadership. NTNU could not
decide on a specific category but upon further investigation we have added the institution
to the same category (For a longer description of Harno, UNINOVA, and UJI cases see,
respectively, chapters 5, 6 and 7 in this same volume).

We add this additional layer of organisational diversity to the already established
three types of RRI governance perspectives, i.e., the structural, cultural and interchange
aspects to summarise our findings as follows:

In the ‘ideal’ scenario when there is both a supportive management and already
established support structures and practices for RRI institutionalisation, many barriers
have already been removed. Most importantly, the dedication of the management means
a favourable position in getting the necessary extra funding and experts needed for
RRI institutionalisation within the organisation. Managerial support and the previous
good experience gained with RRI practices also increase the chances of a successful
cooperation of internal and external stakeholders across several disciplines.

While structural barriers have lost their relevance in this case, cultural barriers might
still need to be overcome: the theoretical support expressed by stakeholders should be
turned into an active commitment with concrete contributions. In addition to a heavy
workload, this reluctance might stem from a lack of knowledge and understanding of
the complex RRI concept sometimes perceived as mandated by external parties.

Cultural drivers might help counteract such attitudes, aiming to embed RRI into
organisational (soft) values and identity. A participatory and collaborative process was
used to set up a truly open debate space to discuss how to achieve this goal. Such
a process could benefit from a neutral organisational facilitator and definitely should
involve external stakeholders.

In the concrete Living Lab implementation cases such a process consisted of an
initial consultation and interviews about the knowledge of various RRI keys, internal
working groups meetings, bilateral meetings and workshops with external stakeholders,
also seeking synergies with broader initiatives of interests within the organisation.

The successful implementation of such open participatory processes is in itself a
success but the Living Labs managed to adopt new codes of ethics and good practices in
this short timeframe. Particularly important was the addition of a glossary of complex
RRI concepts into the code drafted by UJI, which proved to be very useful for the inter-
ested research community. Such novel outcomes contribute to the dedicated objective
of these Living Lab implementers to strengthen their frontrunner position in RRI and be
recognised for this level of excellence (a cultural driver).

Living Labs with a committed (higher-level) management but a weak base were
in a special situation because they are not ‘traditional’ RPOs: UNINOVA’s researchers
are employees of other institutions and therefore subject to the host organisations’ RRI
governance systems (in this sense UNINOVA can be seen as a federated ecosystem of
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researchers), while ESPAITEC is a science and technology park acting as a facilita-
tor among all the innovation ecosystem agents (start-ups, spin-offs, entrepreneurs and
university researchers).

Hence managers aimed to focus on complementary RRI aspects perceived as the
most important or the most feasible to implement (e.g., gender in case of ESPAITEC).
The managers wanted to promote excellent research and innovation practices to ‘change
the organisational culture’ but were also motivated by interchange-related drivers, e.g.,
to comply with the contractual obligations towards the national research funding agency
in terms of RRI.

As a first step, a knowledge pooling exercisewas conducted to identify the achievable
goals and priorities by recognising the weaknesses to overcome, the already available
RRI knowledge and skills, and the best methods to adopt elements of RRI governance
in a sustainable way.

Similar to Living Labs with a strong base and leadership, the scarce time available
for researchers to spend on RRI issues proved a major barrier. To increase the awareness,
understanding and motivation of researchers towards RRI institutionalisation, organi-
sational ‘facilitators’ (a small but dedicated RRI team or external experts) planned a
participatory process with as few formalities as possible to consult, refine and adopt
practical RRI documents that also adapted RRI jargon to institutional reality. An impor-
tant aspect is that external stakeholders were involved in this process through working
sessions to offer valuable ideas, feedback and networking opportunities for an effective
RRI institutionalisation.

The participatory process resulted in drafting key documents on various RRI aspects
and in case of UNINOVA was complemented by actions with the aim to change organi-
sational culture, such as a specific website section to raise awareness on RRI, or training
sessions on RRI organised for young researchers and PhD students of the institute.

The implementation process progressed with the most difficulties in Living Labs
where – opposite to the above-described scenario – the existing base was strong but
leadership support was ambivalent or remained declarative in nature.

In both cases the basewas strong: therewere clear organisationalmandates to conduct
research in an ethical way, for the public benefit and support structures were already in
place in the form of various documents and (advisory) bodies (even though scattered
around in different departments or not explicitly referring to RRI). The researchers in
both organisations were also quite well-versed in and motivated to deal with RRI or
ethical issues, based on their disciplinary or project-related experience and professional
interests. External drivers such as the requirement of funding programmes might have
also played a facilitating role for RRI uptake.

Nevertheless, key structural barriers prevented these Living Labs from achieving
tangible results in the relatively short implementation timeframe defined by the project.
The usual culprit of lack of time and personnel available for RRI institutionalisation was
worsened by the indecisive support and engagement rendered by (higher-level) senior
managers. Thus, even the initial decisionon theproper implementation level andplanning
caused unwanted delays. This was connected with the issue of size: NTNU is too big for
a Living Lab and thus looked for a suitable department for implementation, while ARC
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Fund is too small and has very different foci around three thematic programmes (but in
the end used RRI as a common frame).

The ambivalent support did not help convince the relevant stakeholders of the benefits
of RRI institutionalisation: there was a general feeling among some researchers that this
is an externally mandated process which aims to discuss again topics that have already
been discussed and/or do not need solutions. The size of implementers played again a role
here in different ways: the small team of ARC Fund researchers felt a sense of ‘fatigue’
towards the topics already encountered several times in many RRI-projects and NTNU
has already possessed of similar RRI governance structures but at an organisational (not
departmental) level.

In short, initial structural barriers exacerbated cultural barriers in turn. To remedy the
situation a participatory process forRRI institutionalisation started but progressed slowly
or were stuck in key moments. This process in both organisations successfully managed
to assess the RRI-related situation, and identify important RRI aspects worthy of further
discussion or endorsement but concrete supporting documents or bodies have not been
adopted yet. The main tool used was different types of internal reflection spaces, such
as semi-structured interviews, workshops and focus groups, however the engagement of
external stakeholders was deemed problematic.

4 Conclusions

The ‘post-pilot’ evaluation confirmed the validity of some of the key findings of the ‘pre-
pilot evaluation’,meaning that certain incentive factors andbarriers need to be considered
in specific organisational circumstances to ensure a successful organisational adoption
and use of RRI.

Strong leadership, i.e., the active engagement and support of the higher-level man-
agement seems to be the most significant driver without which a genuine RRI institu-
tionalisation is doomed to fail or at least progress slowly. If other key structural drivers
are available, e.g., support structures (‘base’) and adherent organisational mandates, the
RRI institutionalisation can progress steadily with the aim of introducing substantial
changes in all RRI keys.

The existence of such supporting structure also stemming from bottom-up initia-
tives are particularly important for sustainability because it is true that the implementa-
tion may start as a top-down approach (even forced by external requirements e.g. from
funding bodies), but its long-term impact ultimately relies on the bottom-up approach
guaranteeing appreciation and motivation of relevant stakeholders.

This bottom-up approach is manifested in the co-creation process which lies at the
heart of Living Labs aiming to reform the ‘business-as-usual’ approach to research in
organisations. Co-creation can be in itself a challenge; e.g. regarding the involvement
of external stakeholders, with which more implementers struggled – but it is also a
rewarding endeavour where internal and external stakeholders from many disciplines
participate in enriching discussions in various reflection spaces to improve the quality
and relevance of the achieved results.

Co-creation is time and resource-intensive which is another barrier to take care of
early on. In order to plan for feasible results with the available resources, Living Labs
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should start with the understanding of the broader (country) and local (organisational)
context, i.e. available funding, personnel, time, prevailing and missing RRI aspects, the
perspective and needs of stakeholders, preferably done by organisational ‘facilitators’
(proactive and committed employees with experience in RRI).

Living labs are context-bound, there are no ‘one-size-fits-all’ solutions but goals
and actions should be aligned with national and institutional reality. The methodology
developed in the project is considered to provide good ideas and inspiration but each
organisation should develop its own path towards RRI-paved institutional change.

The results show that substantialRRI-related changes in such a short time framecould
only be achieved by larger RPOs and RFOs that have already had a strong leadership and
base (e.g., UJI, Harno). Implementers with no strong leadership but with a formidable
base could only use this time for self-reflection and a better understanding of their
situation. Implementers with no base but an engaged management could go one step
further and look for complementarities, i.e., adopting RRI aspects perceived as the most
important to the organisation, subsequently benefitting the use of other RRI keys.

While the long-term goal of all such Living Labs should be the change of culture,
the impact of seemingly small-scale changes should not be underestimated. A shift in
organisational culture might be achieved exactly by such actions, e.g., hands-on guides
with an understandable terminology, awards given for considerable RRI-related achieve-
ments or practical training on various RRI aspects, changing the RRI-related attitudes
and mindset of the next generations.

Such an incremental approach is not only beneficial due to the high variety in insti-
tutional settings but also because many barriers are interconnected and reinforcing.
Living Labs should use a flexible and adaptable approach to find the right intervention
points to tackle the RRI-related issues deemed most relevant by stakeholders with the
appropriate measures available within the context-dependent conditions. Thus, the RRI
institutionalisation processwill not be seen as a ‘straitjacket’ but rather as an opportunity.
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Abstract. This chapter critically examines the outcomes from the ETHNA Sys-
tem implementation process in a small non-governmental research organization.
The chapter briefly presents the process, identifies the main barriers and drivers
pertaining to the implementation, and highlights the good practices that could
serve as inspiration or model for other similar organizations. The chapter con-
cludes with recommendations for organizations similar to ARC Fund and inter-
ested in implementing the RRI-based governance structure for management and
conduct of research processes.
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1 Introduction

Established in 1991, the Applied Research and Communications Fund (ARC Fund)
is a Bulgarian innovation policy and applied research institute, whose mission is to
contribute to the development of a modern, knowledge-based society, exploiting the
power of information technologies and innovation. As one of the leading not-for-profit
research-performing organizations in Bulgaria, ARC Fund has been for years an active
promoter of the Responsible Research and Innovation (RRI) framework in the country.
Since 2015, the organization has participated in several H2020-funded projects focused
on RRI, namely RRI-Practice,1 TeRRItoria,2 SUPER MoRRI,3 and ETHNA System,4

and is a coordinator of another such project (RRI-LEADERS).5

Not surprisingly, RRI has become an increasingly important topic in the organiza-
tion, leading to the realization that a more formal uptake of RRI concept on all levels
of management (senior management, executive management and operational manage-
ment) and among the research staff would be needed. Such a development would also
significantly enhance the legitimacy of the organization as the RRI champion in Bulgaria

1 https://cordis.europa.eu/project/id/709637.
2 https://cordis.europa.eu/project/id/824565.
3 https://super-morri.eu/.
4 https://ethnasystem.eu/.
5 https://www.rri-leaders.eu/.
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vis-à-vis the key stakeholders in the society. Participation in the ETHNA System project
offered such an opportunity in the form of development and implementation of an ethics
governance system.

Although the entire RRI framework is highly relevant for ARC Fund, certain RRI
keys are especially important. Open access, ethics and gender equality (included in the
larger frame of non-discrimination) have been ingrained into ARC Fund’s practices and
objectives practically since its establishment. In the early years of this century, public
engagement has become a crucial aspect employed both for defining research goals and
priorities, and for verifying the research outcomes.

ARCFund’s overall approach to researchprocess andknowledgegovernance is based
on several leading principles: being proactive in terms of considering likely impacts of
project-related work; articulating possible risks and foreseeing appropriate mitigation
actions; involving various stakeholders and general public in different stages of the
research process; and continuously reflecting on the original purposes and motivations
for performing socially relevant and useful research. These circumstances were assessed
to represent a solid base for implementation of the ETHNA System at ARC Fund.

This chapter critically examines the outcomes from the ETHNA System implemen-
tation process in a small non-governmental research organization such as ARC Fund.
The chapter identifies the main barriers and drivers that emerged from the process, high-
lights the good practices that could serve as an inspiration for other similar organizations,
and draws some conclusions about the potential scope and form of institutional changes
induced by the application of the ETHNA System. The chapter concludes with recom-
mendations for organizations similar to ARC Fund and interested in implementing the
RRI-based governance structure for management and conduct of research processes.

2 Meaning and Relevance of Responsible Research at ARC Fund

In order to enable a smooth and effective process of ETHNA System implementation,
a thorough mapping of existing RRI-related resources was conducted. This included
a review of existing internal documents such as the Statute of ARC Fund (2007), the
Code of Conduct (2008), the Code of Ethics (2008), the Rules and Order for Performing
Publicly Beneficial Activities (2008), the Child Protection Policy (2016) and the Rules
for the processing and protection of personal data (2018). After the document review,
eight interviews with representatives of the senior and middle-level management were
conducted in the period March-April 2022. Nine staff members from various positions
participated in a focus group, organized in June 2022.

Based on this internal research, the meaning and relevance of responsible research
at ARC Fund has been assessed. The responsibility in organization’s research activities
can be framed by the following principles:

• Adherence to rigorous ethical principles in everyday research activities: ARC Fund’s
researchers are obliged to strictly respect intellectual property rights and copyright
regulations; to be impartial and objective in research; to thoroughly check the informa-
tion and data sources; to interpret data in an objective and unbiased way and consider
different views; and to avoid misuse of research results (research ethics and integrity).
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• Use of only those research methods, which comply with rigorous ethical norms and
moral imperatives: Do-no-harm principle must be always respected – this includes but
is not limited to the impacts on the health of people and on the environment (research
ethics and integrity).

• Respect for other participants involved in research: Fellow researchers, stakeholders,
funders and representatives of target societal groups involved in or affected by the
research must always be treated with due respect and consideration (research ethics).

• Understanding the needs of society: In order to address societal challenges, researchers
at ARC Fund need to align the goals and directions of their research endeavors with
the broader societal needs (public engagement).

• Consulting the process and results of the research with representatives of broader pub-
lic groups and stakeholders:Whenever possible or/and relevant, different stakeholders
should be involved in various stages of the research – from defining research goals and
priorities to presentation of the research results in a way that is understandable by the
society at large, i.e. non-experts (public engagement, gender balance and diversity).

• Creating conditions for attracting and engaging young people and other underrepre-
sented social groups in science and research (gender balance and diversity)

• Non-discrimination based on gender, ethnical origin or religion in all aspects and
stages of the research (gender balance and diversity).

• Communicating all newknowledge throughopen-access/open-sciencepractices (open
access/open science).

ARC Fund’s research practices and objectives have been therefore aligned with the
RRI keys such as public engagement, open access, ethics and gender equality (included
in the larger frame of non-discrimination and diversity) from the earliest years of orga-
nization’s activity. Over the past six years, as a result of participation in several H2020-
funded projects, RRI has become an increasingly important topic in the organization,
necessitating a more formal uptake of the concept on all levels of management and
among the research staff. Due to its small size, ARC Fund has no specific department,
team or position dedicated to any of the RRI keys, nor the RRI framework as such. The
ETHNA System project therefore provided an excellent opportunity for implementing
a comprehensive ethics governance structure for conducting socially responsible and
relevant research.

3 ETHNA System Implementation Process at ARC Fund

Based on themapping process described briefly in the previous section, a detailed Action
Plan for implementing the ETHNA System at ARC Fund has been developed. While the
Action Plan roughly followed the ETHNASystemGuide (González-Esteban et al. 2021)
and the ETHNALabMethodology (Vedel Neuhaus et al. 2022), numerousmodifications
were made to adjust it to the needs and realities of a small research organization. The
ETHNA Lab Methodology envisages six steps (Planning, Construction, Consultation,
Refinement, Testing and Review). ARC Fund’s Action Plan covered all six steps, and
included a detailed overview of the necessary actions, along with the timeline, the list
of concerned staff members, and progress and performance indicators for monitoring
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and evaluating the process. During the implementation process it became clear that the
Plan was too ambitious for such a small research organization, and certain modifications
were made, mostly in the way of simplification of some of the planned activities or their
rescheduling for the post-implementation period.

3.1 Selection of the ETHNA System Implementation Level

The ETHNA System has three level of institutional commitment (see González-Esteban
et al. 2021).

• Level 1: The organization appoints the RRI Office or the RRI Officer and supports
its activity. The RRI Office(r) will be in charge of disseminating the ETHNA Sys-
tem concepts, promoting awareness of principles and values, establishing activities
and performance indicators for the three-year Action Plan for continuous improve-
ment, and monitoring the progress of the ETHNA System in the organization through
progress indicators.

• Level 2: The organization appoints the RRI Office or the RRI Officer and implements
some of the Column Blocks (the Code of Ethics and Good Practices in R&I, the Ethics
Committee on R&I, the Ethics Line). The Action Plan should incorporate at least one
of the four major RRI keys: research integrity, gender perspective, open access, and
public engagement.

• Level 3: The organization fully develops the ETHNA System. It designates the RRI
Office(r), implements all three Column Blocks and applies a proactive attitude in all
RRI key areas: research integrity, gender perspective, public engagement, and open
access.

At the meeting with the senior management of the organization, it was decided that
the second level of commitment was the most appropriate for ARC Fund. To kick-start
the process, the Lab Manager and the members of the working group to write the Code
of Ethics and Good Practices in R&I were appointed. It was decided that the Code
should cover all four RRI keys, which are relevant for ARC Fund’s work: research
integrity, public engagement, gender equality and diversity, and open access. Finally,
the management also approved the idea to set up the position of the RRI Officer and to
establish a three-member Research Ethics Board. The Ethics Line was dismissed, as it
was deemed non-applicable for a small organization.
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3.2 The Lab Manager

In accordance with the guidelines provided by the ETHNA Lab Methodology (Vedel
Neuhaus et al. 2022), the Lab Manager6 was appointed. The Lab Manager is a per-
son responsible for the planning, facilitating, coordinating and monitoring of the entire
process. He or she also provides support to all other actors for performing their
responsibilities andmanages the communicationwith internal and external stakeholders.

The role of the Lab Manager is essential for the success of the implementation
process. The experience of ARC Fund (but also confirmed by other cases presented in
this volume) shows beyond doubt that the ETHNA System cannot be implemented if
the entire process is not planned, executed and managed by a dedicated and committed
person that is willing and able to take up this considerable responsibility.

Although this is not an obligatory precondition, such expert should preferably be
well-versed in the RRI concept, or at least have considerable experience with some of
the RRI keys, given that this policy framework plays a central role in the structure of the
ETHNA System. The unfamiliarity with the topic might make it difficult to comprehend
and follow someof the processes applied in themethodology. In the case ofARCFund, an
expert with considerable previous experience, obtained through participation in several
RRI-focused research projects, was selected as the Lab Manager.

Good knowledge of the RRI framework is not the only skill that would ease the
work of the Lab Manager. Other necessary competencies include good organizational,
communication and leadership skills.

In addition, the Lab Manager should also be respected by the management, his
or her colleagues and other internal and external stakeholders of the organization in
order to successfully advocate for the implementation of the ETHNA System. It should
not be taken for granted that the management, colleagues and other stakeholders will be
familiar with the RRI concept, nor that they will be immensely eager to embrace the new
policy and practice in the organization. This does not mean that a new ethics governance
system would be rejected as something unnecessary or unwanted. Rather, this remark is
a reminder that institutional change is a slow process that necessitates a continuous and
resolute effort of a dedicated person (in the case of a small research organization) or a
team (in the larger organization).

In short, the selection of an appropriate Lab Manager is a crucial step in the process.
The candidate shouldhave a certainmoral authoritywithin the organization,whichmeans
that junior staff members would be suitable for the task only in exceptional cases. At the
same time, the LabManager should not be a member of the organization’s management,
because thiswould reinforce the possible perception among the research staff that another
set of obligations is being imposed on them from the top. To be most successful, the Lab

6 The termLabManager is used in this chapter for the purpose of consistencywith the terminology
applied in the ETHNA Lab Methodology. The process of implementing the ETHNA System
at ARC Fund and other organizations presented in this book was referred to as ETHNA Lab.
Hence, the person responsible for the process was named the Lab Manager. In the context of
other organizations, whichwere not part of the ETHNASystem project, andwhichwould like to
implement the ethics governance system described and proposed by this book,more appropriate
terms for such a person would be Implementation Manager, Ethics Manager, Ethics Officer or
RRI Officer.
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Manager should therefore have a good communication with the management and enjoy
their support, but should be in the position to act with considerable autonomy and not
be influenced by the particular interests of the management. This might not be a huge
problem in large organizations, but in small ones, such as ARC Fund, the list of potential
candidates can be exceptionally short, making the selection and appointment of the Lab
Manager a tough nut to crack.

Once this initial hurdle has been successfully dealt with, the newly appointed Lab
Manager can begin the work. During the implementation process at ARC Fund, the Lab
Manager was responsible for the following tasks:

• Drafting of the Action Plan;
• Presentation of the Action Plan to the senior management, along with the recommen-
dation which level of commitment to the ETHNA System best matches the needs,
objectives, and priorities of ARC Fund;

• Coordination of the Working Group, tasked with the writing of the Code of Ethics
and Good Research Practices;

• Editing of all draft versions of the document;
• Planning and organization of all activities, which involved internal and externals
stakeholders – interviews, focus group, meetings;

• Regular monitoring of the process and its evaluation.

That being said, it is essential to underline that the Lab Manager should not be
expected to carry the entire process on their shoulders. The example of ARC Fund
clearly shows that an active support from other relevant actors within the organization
is obligatory for the successful development and uptake of the ethics governance struc-
tures in the organization. Insufficient involvement of other internal stakeholders may
considerably slow down or even arrest the implementation process.

3.3 The Action Plan

The Action Plan has foreseen 21 different activities. Of these, 11 were fully completed,
4 were partially achieved, and 6 were not performed during the implementation process
(but remain on the agenda for 2023).

Actions achieved within the planned timeframe:

• Meeting with senior management (organized in January 2022).
• Establishment of a Working Group to write the Code of Ethics and Good Practices in
R&I (January 2022).

• Mapping of external stakeholders (February 2022).
• The first draft of the Code of Ethics and Good Practices in R&I (February 2022).
• Recruitment of external stakeholders (April 2022).
• Workshop with internal stakeholders (conducted in June 2022).
• The second draft of Code of Ethics and Good Practices in R&I (July 2022).
• Workshop with external stakeholders to present and promote the ETHNA System and
the draft of the Code of Ethics and Good Practices in R&I (organized in July 2022).
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• Evaluation of the ETHNA System implementation process (the first comprehensive
evaluation of the process has been completed in November 2022; regular evaluation
activities will continue as part of the annual evaluation and reporting process at ARC
Fund).

• Evaluation report about the ETHNA System implementation (November 2022)
• Annual reporting on RRI performance in ARC Fund’s Annual Report (December
2022 and will continue annually).

Actions partially completed (by the end of 2022):

• Final version of ARC Fund’s Code of Ethics and Good Practices in R&I: The second
and close-to-final draft was presented to the senior management in August, but was
rejected with the explanation that it should be thoroughly revised and split up into four
different documents: Code of Ethics and Good Research Practices; Gender Equality
Plan; Open Access Policy; and Public Engagement Policy. By November 2022, only
the Gender Equality Plan has been finalized and approved. The other three documents
have not been finished before the end of the implementation process (November
2022). They are expected to be approved by the Board well before the completion of
the ETHNA System project in June 2023.

• Designate RRIOfficer: Only informal decisionwas taken in January 2022. The official
nomination and formal approval by the Board of Trustees have not been made during
the implementation. However, this is expected to occur in the spring of 2023.

• Establish Research Ethics Board: Similarly to the position of the RRI Officer, only an
informal consent has been given by the senior management, but no actual steps were
taken to select the members of the Research Ethics Board and make it operative. The
expectation is that the procedure will be completed after the endorsement of the Code
of Ethics and Good Research Practices.

• Set up the Advisory Group to discuss the second draft of the Code of Ethics and Good
Practices in R&I: During the implementation, it was decided that due to the small size
of ARC Fund, creation of an Advisory Group would not make sense and instead the
entire staff was invited to read and comment on the draft document – this has been
accomplished in the period May-June 2022.

Actions not performed by the end of 2022:

• Training on research ethics for all members of staff: It is planned to take place after the
Code of Ethics and Good Research Practices is finalized and endorsed by the Board
of Trustees (presumably by June 2023).

• Training of research staff on public engagement methods: It is planned to take place
after the Public Engagement Policy is finalized and endorsed by the Board of Trustees
(presumably by June 2023).

• Training of research staff on gender equality and diversity issues in research: It is
planned to take place in April 2023.

• Training of research staff on open access issues: It is planned to take place after the
Open Access Policy is finalized and endorsed by the Board of Trustees (presumably
by June 2023).
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• Review workshop with internal stakeholders: It was not conducted due to delays in
the implementation process and because it was assessed that there were no new and
important developments to review.

• ‘RRI’ dialogues with relevant external stakeholders: This event was not conducted
because it was decided that external stakeholders cannot really contribute to the
process in a productive way.

3.4 The RRI Officer

After the completion of the Living Lab process at ARC Fund, the Lab Manager was
expected to be nominated for the position of the RRI Officer. However, as noted above,
this intention has not been carried out by the time of writing of this chapter and remains
to be enacted in the near future (most likely in late spring 2023).

The precondition for the appointment of the RRI Officer is the official endorsement
of the revised Code of Ethics and Good Research Practices. The draft version of the
document envisages for this position a staff member with sufficient knowledge of RRI
concept and rich experience with RRI-related issues. The duration of the term shall be
two years, with a possibility of re-election for another term (two consecutive terms in
total).

Once appointed, the RRI Officer will act as the main contact point within the orga-
nization for all issues pertaining to the implementation and promotion of the Code of
Ethics and Good Research Practices, including all activities related to research integrity,
gender equality and diversity, open access and public engagement. The RRI Officer will
be responsible for promoting the culture of research integrity at ARC Fund; communi-
cation and cooperation with the Research Ethics Board; planning and implementation of
training and communication activities pertaining to the four RRI areas; and monitoring
of RRI-related progress through an annual internal evaluation. The RRI Officer will also
receive and review anonymous signals and complaints submitted by the members of
staff, related to ethical, gender or diversity issues.

3.5 The Code of Ethics and Good Research Practices

A special Working Group was set up to write the Code of Ethics and Good Practices.
Several drafts have been produced, but the approval and endorsement of the final docu-
ment is still pending. To date, three drafts of the Code of Ethics and Good Practices in
R&I have been written. The first two drafts were written as a comprehensive document,
divided into four main parts, each covering one of the four RRI keys (research ethics,
public engagement, gender equality and open access).

The third draft actually consists of four separate documents, each dedicated to one
RRI key, according to the demand from the senior management. Of the four documents,
only the Gender Equality Plan has been endorsed by the end of 2022. The other three
documents are expected to be finalized and approved in the spring of 2023.

The Code acknowledged the organization’s deep commitment to the RRI principles
and built on the existing organizational documents such as theCode ofConduct, theCode
of Ethics and the Child Protection Policy. Once officially approved, the Code is expected
to further enhance ARC Fund’s adherence to the RRI principles, setting up a flexible
ethics governance system for the management of organization’s research activities.
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3.6 Scope and Form of Institutional Changes

At the time of writing of this report, no actual sustainable institutional changes have
taken place yet. Due to the slower than envisaged progress with the implementation, the
tangible institutional changes will only become noticeable in 2023. The senior manage-
ment (the Board of Trustees) has confirmed its commitment to establish the positions of
the RRI Officer and to set up the three-member Research Ethics Board, but this has not
yet been formalized. An official decision about both bodies is expected by mid-2023 at
the latest.

4 The Main Barriers and Drivers of the Implementation Process

Learning about the obstacles that had to be tackled and about the assets that supported the
process can be of substantial assistance to organizations planning the application of the
ETHNASystem. In the first place, knowing about the potential barriers and drivers in the
process can help to foresee the implementation risks and to plan how to overcome them.
Secondly, it sheds light on the necessary conditions required to support and implement
the new ethics governance system. Thirdly, this is a crucial step towards a realistic
assessment of the viability of the ETHNA System.

Each implementing organization has encountered different barriers and drivers,
although several common traits can be outlined (see Chapter 4: A Global Assessment
of the Implementations: specificities, barriers and drivers of a complex process, in this
volume). The barriers and drivers that characterized the implementation at ARC Fund
are discussed below.

4.1 Barriers

The planning stage was smooth and no significant barriers have been observed. The
main challenge that had to be tackled during the preparation of the Action Plan was
how to ensure that the Plan was relevant for all three thematic programs of ARC Fund,
as they have very different foci and work with different stakeholder groups.7 After
the consultation with the program leaders, it was established that RRI could provide
a common frame for the three programs, as most keys were already implicitly and
sometimes explicitly embedded into their activities. Once finalized, the Action Plan was
approved by the management of the organization.

Additional challenge was the lack of mechanisms or structures that would support
the coordination of ethical practices and considerations among the three programs of
ARC Fund.
7 ARCFundhas three thematic programs: (i) Science, Technology and InnovationPolicyProgram
(STIPP), (ii) Safer Internet Centre Program (SIC), and (iii) Innovation and Business Support
Program (IBS). STIPP is the programmost committed to the principles of RRI. All activities of
STIPP aim to strengthen the link between research, society, and policy, and mobilize different
actors and societal stakeholders in the exchange of knowledge, experience and ideas. SICworks
to enhance the digital literacy of children and adults through various training, engagement and
other initiatives. IBS promotes innovation and entrepreneurship culture in Bulgaria and helps
Bulgarian SMEs to establish themselves on the global market.

https://doi.org/10.1007/978-3-031-33177-0_4
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The actual implementation of the ambitious Action Plan was much slower than
expected. A combination of factors has undermined its timely execution. To start with,
ARC Fund has no departments or bodies that would be responsible for the governance,
management, and evaluation of policies and practices, pertaining to different RRI keys
or the entire framework. This means that all people involved in the implementation
had to accommodate these tasks within their very busy work schedule. In general,
the considerable workload and the time constraints related to the project-based work,
which is bounded by strict deadlines, were the main barrier, which affected the timely
implementation of actions foreseen in the Plan.

The heavy workload of ARC Fund’s research staff also made it difficult to conduct
the planned workshops with the internal stakeholders. The Plan was overly ambitious
and envisaged threeworkshops and four trainingswith participation of the organization’s
employees.8 Looking back at the process, it was completely unrealistic to expect that
seven events can be indeed organized in a time span of nine months in an organization
with less than 15 employees. Additional challenge was the COVID situation, as quite
a few researchers worked from home, making it almost impossible to agree upon the
appropriate dates and format for the events. Instead of the workshops, eight interviews
were conducted and one focus groupwith nine participants was organized. The trainings,
however, remain on the agenda andwill be organized after the Code and other documents
are finalized.

Additional barrier was a certain overexposure to the RRI topic among the staff. As
already mentioned, ARC Fund has been involved in several RRI-focused projects since
2015. Due to the small size of personnel, practically all staffmembers have been involved
in some capacity in RRI activities, either as researchers or as participants in interviews,
workshops or focus groups. This created a noticeable discontent among some researchers
for being asked to discuss “the same issues” all over again.

The organization has no practice of monitoring and evaluating the performance of
ARC Fund’s staff members in terms of compliance with the research ethics standards.
Performance on research ethics has also not been reported in ARCFund’s Annual Report
on activities. This represented a modest barrier inasmuch as it is never easy to change the
establishedworking practices or introduce new ones in the organization. This is expected
to change in the future, as regular reporting on RRI progress and performance has been
included in ARC Fund’s Annual Report.

4.2 Drivers

The planning and preparation of the Action Plan were eased considerably by the knowl-
edge and experience gained by participation in H2020-funded projects focused on RRI.
Especially important driver was the work on the RRI-Practice project,9 during which the

8 The initial workshop for obtaining opinions and recommendations for content and form of the
Code; mid-process workshop to present the draft Code; final reviewworkshop to collect recom-
mendations regarding the future status of ETHNA System at ARC Fund; training on research
ethics; training on public engagement methods; training on gender equality and diversity issues
in research; training on open access issues.

9 See https://cordis.europa.eu/project/id/709637.

https://cordis.europa.eu/project/id/709637
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idea emerged that it would be highly beneficial for ARC Fund to formalize its commit-
ment to the RRI principles in a comprehensive document. The suggestions to establish
the Ethics Board and to regularlymonitor and evaluate organization’s performance in this
area also came up during the involvement in this project. However, due to the workload
and commitments of relevant internal stakeholders, these plans never came to fruition.
The ETHNA System project provided an excellent opportunity to upgrade and finally
implement the original idea.

The implementation process was beyond doubt facilitated by the fact that some RRI
keys have already been included in the existing ARC Fund’s documents, which regulate
the work at the organization (the Statute, the Code of Conduct and the Code of Ethics).
These documents served as the basis and inspiration for the writing of the Code of Ethics
and Good Practices in R&I, along with the ETHNA Office Toolbox and the ETHNA
System Guide to the Ethical Governance of RRI.

Additional driver that highlighted the necessity for the ETHNA System implemen-
tation were the requirements of the funding programs – for example the Open Access
requirement for the EC funded projects, and the obligation for organizations wanting to
participate in Horizon Europe projects to have the Gender Equality Plan.

The small size of the ARC Fund collective means that everyone knows all their
colleagues personally, which helped with the communication and organization of the
consultation activities. The staff members who participated in the interviews and focus
group were also eager to take the opportunity to make constructive suggestions and
recommendations – something they are not able to do very often due to the daily rush
and tasks everyone at ARC Fund is affected by.

The input and comments from the staff and from several external stakeholders were
an important driver for the editing and refining of the first two drafts of the Code of
Ethics and Good Practices in R&I.

5 Good Practices

The continuity and consistency in engagement with the RRI framework has immensely
eased the work on the ETHNA System implementation at ARC Fund. The accumulated
experience and knowledge on RRI have made it easier to plan and prepare the process,
and to identify appropriate progress and performance indicators for its evaluation. All
people involved in the process had good knowledge and substantial experience with RRI
related themes and there was no need to convince them about the benefits of adopting
the ethics governance structure in the organization.10 The work was undertaken in the
spirit of mutual cooperation and support.

The interviews and the focus group clearly demonstrated how important it was to
provide a forum for the employees to share their concerns and suggest solutions. Most of
the interviewees welcomed the development of the Code of Ethics and Good Practices
in R&I, but noted that efficient integration of RRI into the existing processes within the

10 The previous knowledge and experience with RRI should be seen only as a facilitating factor
and not at all as the necessary condition for small organizations that want to adopt ETHNA
System. Lack of prior experience and knowledge of RRI is not a barrier, it only means that in
most cases, more effort will be needed to explain and popularize the concept.
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organization will be a slow process, and the drafting of the Code can only represent the
first step.

6 Conclusions and Recommendations

6.1 Conclusions

• The ETHNA System implementation process at ARC Fund has validated the Toolbox
to Implement ETHNA System and the ETHNA System Guide to the Ethical Gover-
nance of RRI as practical documents that provide useful instructions for implementing
an ethics governance system in a research performing organization.

• In contrast, the ETHNA Lab methodology is only conditionally applicable in small
institutions such as ARC Fund. There is only so much you can do with a pool of
about 15 people, especially in the COVID period, when many staff members have
been working from home. The ambitious cycle of several workshops and trainings
foreseen in the methodology demands having at your disposal a large number of
relevant internal stakeholders, otherwise the same people are asked time and again to
contribute to or participate in a sequence of events. This inevitably leads to fatigue and
impression that additional bureaucratic burden is being imposed upon the researchers.

• The process of implementation at ARC Fund was off to a promising start, bolstered
by the fact that the core team involved in the process has been well-versed and expe-
rienced in the RRI matters and in the conduct of different necessary activities (inter-
views, focus groups, workshops, document writing). The declared support of the
senior management also gave initial boost to the process.

• However, as time was passing, the implementation process started to stumble. The
core team, being overwhelmed by a heavy workload on multiple projects, began to
lose steam. The originally planned deadlines were postponed, and some of the crucial
elements of the new ethics governance system have not been put in place before the
end of the process in November 2022. They nevertheless remain on the organization’s
agenda and are planned for the first half of 2023.

• In hindsight, it is quite obvious that the original Action Plan has been overly ambi-
tions – in number and type of activities and indicators. At the same time, the foreseen
timeframe was too short. Nevertheless, it remains feasible that most of the objectives
from the Action Plan will eventually be achieved – only several months later than
planned.

6.2 Recommendations

• The importance of the Lab Manager for the smooth and timely implementation of
the process can hardly be overstated. In organizations such as ARC Fund, which are
100% project funded and have no financial or other resources to support a position
such as the RRI Officer, the ETHNA System can be introduced only if a dedicated
and committed person is willing to take up the responsibility to plan, execute and
monitor the process. Such expert should preferably have considerable experience in
the RRI topics (or at least some of the RRI key areas), given the central place of the
RRI principles in the structure of the ETHNA System.
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• The Lab Manager should be respected by management, colleagues and other internal
and external stakeholders of the organization. Organizational, communication and
leadership skills are essential for the proper management of the working groups,
involved in preparation of different documents, for “selling” the ETHNA System to
the management, and for engaging the staff in different activities (interviews, focus
groups and trainings). Without such an RRI champion, the process will be stillborn.

• Of course, the LabManager should not be expected to do everything alone. A genuine
commitment and support from the management and the researchers is crucial. The
process must not be directed top-down, because it is likely to be perceived by the
lower ranks of personnel as additional unwanted and unnecessary burden. Instead,
the researchers need to be convinced about the benefits of adhering to the ethical
principles of conducting science. The management of the organization must find a
proper way to stimulate the personnel and engage them in the co-creation process for
reforming the “business-as-usual” approach to research in the organization.

• The successful uptake of the ethics governance system is only the first step. It is not
enough to make the researchers aware of the new rules and requirements through pre-
sentations and trainings. An adequate monitoring and evaluation system is necessary
to ensure that the everyday procedures and activities are aligned with them, otherwise
the rules might remain only letters on a paper.

• Another issue that needs to be considered are the possible unexpected outcomes that
might arise after the implementation of new structures such as the ETHNA System.
The new documents such as the Code of Ethics or the Gender Equality Plan can
provoke debates or considerations nobody in the organization has been thinking about
earlier – for example, the gender issues, work related correspondence outside the
business hours, or the erasure of sensitive data after the research has been completed.
The responsible bodies, such as the RRI Officer and the Research Ethics Board need
to be flexible and responsive enough to address these questions whenever they arise.

• Finally, it can be noted that external incentives, such as the EU funding requirements
(e.g. in case of the Gender Equality Plan) or participation in a project such as ETHNA
System, can kickstart the process and even assure that certain objectives are imple-
mented. However, this is not enough to guarantee the sustainability of the institutional
changes. In the beginning, the ETHNA System means above all more obligations for
the staff, as they need to learn and abide by the new rules. The ETHNA System can
only become a supportive and empowering instrument if the organization manages to
align it with the context and needs of the employees. Overcoming the initial distrust,
reluctance or even opposition is essential for engaging the staff in the process and
triggering a stable institutional culture, which has internalized the ethics governance
system. The sustainability of the process depends on the successful transformation of
a top-down initiative into a genuine co-creation process “owned” by all stakeholders
of the organization.
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Abstract. New organizational forms are emerging today at all levels of society,
and more and more research is conducted in dynamic collaborative networks or
ecosystems. Unlike traditional research centers, these new types of organization
are very dynamic, with fluid boundaries, and volatile in terms of membership.
This characteristic requires that more attention be paid to research ethics and RRI.
This work reports on an implementation process carried out in a research and
innovation ecosystem according to the principles and guidelines proposed by the
ETHNA project. The process, its barriers and drivers are described, and finally,
learned lessons and recommendations are presented.

Keywords: Responsible Research and Innovation · Research Ethics · Research
and Innovation Ecosystem · Living Lab · Ethical governance

1 Introduction

In recent years, there is a growing concern about the multiple dimensions of research
ethics and responsible research and innovation (RRI) [1, 2] among various stakehold-
ers such as funding agencies, publishers, research centers, scientific societies, and the
research community at large. However, the level of awareness of the available princi-
ples and mechanisms is not homogeneous across all fields. For instance, while these
issues have been at the center of attention of communities involved in health-related or
biomedical research for a long time, the situation in engineering research is somewhat
different and has only more recently begun to be discussed. The exception is perhaps
the case of the technology management, environment engineering, and innovation sub-
fields which have included the topic of RRI in their agendas for some time now [3].
The fact that a substantial amount of the RRI literature produced by social and health-
related scientists is seen by engineering researchers as too theoretical and even using a
hermetic language also contributes to this difference. Nevertheless, even in engineering
and technology development fields the situation is changing, at least as a result of the
pressure from research funding agencies [1, 4] and publishers. Often research programs
require a link to the sustainability dimension, e.g., by addressing the UN Agenda 2030
for sustainable development [5]. For instance, the various sub-items of Goal 9 of this
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agenda, “Build resilient infrastructure, promote inclusive and sustainable industrialisa-
tion and foster innovation” clearly relate to a perspective of RRI in manufacturing. The
growing maturity of Artificial Intelligence and its fast adoption in novel technological
developments is also motivating extensive discussion on ethics and technology [6]. Fur-
thermore, the growing societal demand for accountability, particularly when research is
supported by public funds, and the impact of widespread Internet/social networks report-
ing cases of plagiarism, fabrication, and other forms of research misconduct, including
the emergence of “criminal science publishing gangs”, are acting as a wake-up call to
the entire research community [3, 7]. The growing importance of “data science” also
raises the need to understand the responsibility of data management and develop proper
data governance mechanisms [8].

On the other hand, in recent decades, new forms of organizing research have emerged,
notably leveraging different forms of collaborative networks [9–11]. Compared to tra-
ditional organizations with very precise “boundaries”, such as universities, research
institutes and research centers, the more fluid, and dynamic networked organizations
such as research and innovation ecosystems [12, 13] bring a new level of complexity
that, at the same time, makes the establishment of appropriate RRI principles andmecha-
nisms more crucial for a healthy collaboration and sustainability of those organizational
forms.

This chapter focuses on the implementation of research ethics and RRI dimensions
in a collaborative research and innovation ecosystem in Portugal. It thus discusses the
experience gained from adopting the ETHNAsystem and guidelines. The lessons learned
are likely to benefit similar research and innovation ecosystems and research networks
in general.

2 Research and Innovation Ecosystem Structure

When trying to increase the acceptance of RRI it is important to understand and take
into account the organizational context and how to “manoeuvre inside the organization”
in order to succeed and overcome resistance [14]. The RRI implementation case here
reported was carried out during 2022 at the Center of Technology and Systems (CTS)
of UNINOVA (https://cts.uninova.pt/), hereafter referred to as UNINOVA-CTS, which
is a research center recognized by the Portuguese government agency for science and
technology (FCT – “Fundação para a Ciência e Tecnologia”).

2.1 Ecosystem Structure

UNINOVA-CTS, like many other research centers in Portugal, is a kind of research and
innovation ecosystem, including researchers who have an employment contract with
one of the following entities: NOVA School of Science and Technology (a faculty of the
NOVA University of Lisbon, to which most members are connected), ISEL/Polytechnic
Institute of Lisbon, Polytechnic Institute of Setubal, and Polytechnic Institute of Beja.
Most of thesemembers are part of the academic staff of thementioned institutions, where
they teach, but carry out their research activities in the context of UNINOVA-CTS as a
result of a cooperation agreement. This includes a total of about 75 researchers with a

https://cts.uninova.pt/
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PhD. In addition, this ecosystem also includes about 80–100 PhD students who carry
out their research work for their theses at this center. From an administrative point of
view, CTS is hosted and managed by UNINOVA, a legal, not-for-profit entity, also part
of the “periphery” of NOVA University of Lisbon (Fig. 1).

Fig. 1. The CTS Research and Innovation Ecosystem

Research at UNINOVA-CTS is organized in projects, which are typically funded by
international (e.g., European Commission and European Space Agency) and national
programs. These projects are typically carried out in consortia involving academic and
industrial partners. Some researchers may be involved in the creation of spinoffs to
exploit research results. These spinoffs are typically hosted, at a preliminary phase, in
the Madan Park incubator, also located in the vicinity of our campus.

UNINOVA-CTS research addresses engineering systems with a cyber-physical
dimension in the broad area of information and communication technologies, includ-
ing modelling and design, development of support technologies and methods, propo-
sition of adequate governance models, application, and assessment. The center covers
a wide spectrum of knowledge areas in electrical and computer engineering and aims
to further knowledge and technology development towards cognitive and collaborative
cyber-physical systems, while pursuing interdisciplinary integration (Fig. 2).

The center is concerned with contributing to contemporary societal challenges,
including a strong component of applied research in industry and services, guiding
its action through the continuous search for excellence in research and effective value
creation and valorization of research results. This aim also includes a strong commit-
ment to the training of young researchers and early career researchers, and to having
an active presence in international networks, contributing to strategic research agendas,
and engaging with societal stakeholders. However, despite the mentioned objectives, the
level of awareness and implementation of RRI at the begin of this initiative was relatively
low.
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Fig. 2. UNINOVA-CTS scope

According to itsmission, UNINOVA-CTS is committed to: (i) Planning and conduct-
ing high quality research on advanced engineering systems [excellence in research], (ii)
Creating value and societal impact with research results [excellence in society engage-
ment], (iii) training the future generation of researchers in the field [excellence in edu-
cation]. The center pursues its objectives guided by the following values: (a) academic
honesty and responsibility, (b) appreciation of excellence, (c) appraisal of creativity and
entrepreneurial spirit, (d) respect for individual intellectual freedom, and (f) attention to
societal concerns. Although the presence of ethics governance mechanisms was low at
the beginning of this implementation, such announced values indicate a pre-disposition
to implement RRI.

2.2 Complementarity Approach

Each researcher at UNINOVA-CTS is indeed subject to various “RRI spaces” (Fig. 3),
namely:

A. Employer’s RRI space: first, the researcher must comply with the code of ethics and
other RRI principles of the employer which, nevertheless, are not always extensively
disseminated.

B. CTS RRI space: then he/she needs to comply with the RRI principles of the CTS
research ecosystem.

C. Projects’ RRI space: each time a researcher is involved in a project, he/she needs to
comply, during the duration of the project, with the RRI principles defined by the
funding agency for that specific project/program.

D. Scientific society code of ethics: finally, most researchers are members of interna-
tional and national scientific and technical societies (e.g., Institute of Electrical and
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Electronic Engineers (IEEE), International Federation of Information Processing
(IFIP), International Federation of Automatic Control (IFAC), Society of Collabo-
rative Networks (Socolnet), National Engineers Association) and as such they need
to comply with the code of ethics of these societies.

Fig. 3. Coping with multiple RRI spaces

More specifically, regarding each “space”:

A) All mentioned (academic) employers are public institutions and as such follow
general rules of public entities, including gender equality, conflicts of interest, rules
against plagiarism, etc., but such principles should deserve more structured dissem-
ination. In terms of organizational units: NOVA University of Lisbon has an Ethics
Council that acts as an advisory body to the rector, but so far with limited interac-
tion with the research community. Some seminars on responsible data management
have also been organized for the directors of research centers. ISEL/Polytechnic
Institute of Lisbon has no specific RRI committee or rules; at Polytechnic Institute
of Setubal due to the existence of a health school, there is an ethics committee ded-
icated to health, but no general RRI principles for the entire institute; Polytechnic
Institute of Beja has an Ethics Committee that acts as an advisory body with the
mission to promote high standards of integrity, honesty, and best practices but most
researchers are not well acquainted with it.

B) In its agreement with the accreditation agency (FCT – Foundation for Science and
Technology), UNINOVA-CTS has stated that the center is committed to carry out its
activities under the widely accepted principles of Research Ethics and Responsible
Research. To prevent misconduct and bad practices, the “European Charter for
Researchers” [15] was identified as a useful guide, namely along the principles and
recommendations concerning: Research Freedom, Ethical Principles, Professional
Responsibility, Professional Attitude, Contractual and Legal Obligations, Account-
ability, Good Practices in Research, Dissemination and Exploitation of Results,
Public Engagement, Relationship with Supervisors, Supervision and Managerial
Duties, Continuing Professional Development.
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These principles are conveyed to PhD students and early-stage researchers through
training actions. The IEEE authorship principles [16] have been promoted and frequently
reminded to all researchers. At the start of this project, there were no specific organi-
zational units devoted to RRI, being these issues dealt with at the management board
level.

C) Some research funding programs impose general and specific ethical principles,
such as the case of European Commission’s programs in Horizon 2020 and Horizon
Europe [17, 18], and national funding programs.

D) The mentioned societies usually have a code of ethics. One example: IEEE Code
of Ethics, but in practice most researchers are not well acquainted with it.

Based on this context, Table 1 summarizes what we could identify as existing
resources per RRI key.

Table 1. Pre-existing RRI resources for UNINOVA-CTS

RRI key RRI Space Existing resources before starting the
implementation process

Research integrity Employers Ethics committee, but not widely known;
DPO-GDPR sub-contracted

Uninova-CTS Some promotion of good research practices but
lacking a formalized model and wider adoption;
Ethical Code of IEEE regarding authorship is
amply disseminated among researchers; Some
promotion of RRI among PhD students

Projects Follow the general principles of Research Ethics;
RRI is explicitly enforced by the funding
organizations

Scientific societies Code of ethics of IEEE; Code of ethics of IFIP;
Code of ethics of national engineers’ association,
but not widely disseminated

Gender perspective Employers General rules/laws of Portuguese Government

Uninova-CTS The center depends on the rules followed by the
institutions that employ CTS researchers. Current
gender distribution is not balanced but this is not
the result of any discrimination, rather a reflection
of the gender (un)balance in this scientific field

Projects Compliance with rules of funding programs

Scientific societies Some initiatives to encourage women in
engineering (e.g., IEEE)

(continued)
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Table 1. (continued)

RRI key RRI Space Existing resources before starting the
implementation process

Public engagement Employers Office for Innovation Research and Impact Strategy
(IRIS), a recent initiative at NOVA; Vice-dean for
S&T dissemination

Uninova-CTS Involved in technology transfer and results
exploitation actions; A good number of spin-offs
(average of 1 per year in the last decade) originated
from CTS members; Many dissemination events
(ad-hoc) but not uniform in all areas of activity of
the center

Projects Many projects require involvement of end-users

Scientific societies Use of existing channels in scientific societies to
reach a wider engagement with society

Open access Employers Some repositories: PURE repository; IPL
repository + open access journal

Uninova-CTS Promotion of knowledge sharing and publication in
open access channels (but constrained by the high
and fast increasing financial costs of open access
publications)

Projects Open access required by funding organizations e.g.,
EC, FCT

Scientific societies Open access journals (e.g., IEEE)

These resources, which are disperse and of which the researchers are not fully aware
were essential in determining the position of CTS with respect to RRI implementation
needs and were used as the basis for reaching the level of commitment regarding the
implementation of the ETHNA system [19] through the identification of the main goals
and priorities.

It should also be noted that participation of researchers in UNINOVA-CTS is vol-
untary. The employment institutions encourage or demand that staff get involved in a
research center, but researchers can choose the center/ecosystem they join and can move
from one center to another. As a result, there is some volatility of membership regard-
ing PhD holders. Regarding PhD (and MSc) students, they remain associated with the
center for the duration of their studies and naturally leave after their graduation. Since
the population of PhD students represents a little over half of the total membership of
UNINOVA-CTS, this strongly contributes to a high volatility of the research population,
requiring continued attention to the endogenization of RRI principles and practices.
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2.3 Needs, Challenges and Opportunities

Considering the described characterization ofUNINOVA-CTS, the followingmain needs
were identified for research ethics and RRI implementation:

– Development of better structured information repositories/navigation map on RRI
principles and tools.

– Adoption/establishment of straightforward implementation guidelines.
– Organization of a repository of templates/models/exemplary cases with particular
focus on:

– Ethical principles of authorship;
– Conflicts of interest, namely in the context of creation of spinoffs and exploitation
of results in interaction with industry;

– Research data management;
– Relationships between supervisors and PhD students;
– Clear identification of added value of RRI for engineering researchers (of utmost
importance);

– Very flexible governance approaches. In a research ecosystem like UNINOVA-CTS
(which is a kind of collaborative network), the creation of dedicated “organizational
structures” for RRI would be an extra overhead, extremely difficult to implement.
As such, the governancemodels proposed byETHNAsound a bit “too bureaucratic”
and require funds that are not available.

Since the organizational structure ofUNINOVA-CTS (a collaborative and distributed
research ecosystem) is common to many centers in Portugal, results from ETHNA with
the above characteristics could be replicable to those centers.

As theDirector of the centerwas engaged, from the beginning, in this implementation
process, the departing situation points to a strong leadership. In what concerns the base,
RRI norms and practices have not been effectively implemented at the institutional level.
They are fragmented by each RRI space. As such, CTS-UNINOVA fits into the “strong
leadership/weak base” quadrant of the ETHNA classification (Fig. 4).

Furthermore:

– The UNINOVA-CTS research center, due to its mission to promote excellent research
and innovation practices and the commitments assumed with the Portuguese research
funding agency, has already some awareness regarding RRI in all its key areas.
However, making RRI awareness widespread and materialized in concrete rules and
mechanisms used by all researchers still need a considerable effort.

– In this line, some initiatives have already started before ETHNA implementation,
namely regarding research ethics and integrity, such as some promotion of research
good practices or RRI awareness among PhD students. However, it is expected a long
way to go because there is a lack of formalized models matching our context and
the RRI norms and practices are not yet fully adopted by most of the CTS research
members.
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Fig. 4. ETHNA RRI institutionalization Quadrants and UNINOVA-CTS

– It is also noticeable that although there is good awareness of the RRI importance at
the management board level, CTS researchers are quite busy with their own research
and with acquiring new funded projects, and thus not motivated to play a proactive
role or spend time with RRI implementation.

Based on the identified situation, itwas decided to pursue aLevel 2 implementation of
the ETHNA system [19] (see Fig. 5). However, regarding pillar 2 (Ethics Committee &
Ethics Line), due to the lack of specific funds, it was decided to follow a minimalist
approach, just creating a RRI task force.

Fig. 5. UNINOVA-CTS Level of implementation commitment
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3 The Implementation Process

The implementation of the ETHNA System is an iterative process (living lab) that con-
sists of three main phases decomposed into six consecutive sub-phases as depicted in
Fig. 6.

Fig. 6. ETHNA System implementation process

3.1 Phases of the Process

Although taking theseETHNASystemguidelines as a general approach, it was necessary
to make some simplification/adaptation of the process. This simplification was needed
mainly motivated by the following reasons:

– Researchers are quite busy with their own work and they are not “RRI researchers”
(i.e., they do not do research on RRI itself). Thus, it is not realistic to expect the
involvement of researchers in toomanymeetings/workshops for RRI implementation.

– The process started during COVID-19 confinement period, which also limited
interactions among researchers and other stakeholders.

Therefore, the main (adapted) steps were the following:

Implementation Planning. The main objective of this phase is to prepare and initi-
ate the implementation process. The ETHNA System guide was slightly modified and
adapted to the UNINOVA-CTS case, resulting in 4 main steps as depicted in Fig. 7:

• Step 1: Contextualization. Since members of UNINOVA-CTS are extremely focused
on their own research activities it was necessary to find the right “political approach”
for engaging people and adapting the ETHNA’s “language” to a more contextualized
and general discourse to motivate participants.
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Fig. 7. Adapted phases of the implementation steps

• Step 2: Mapping priorities. The initial information on current RRI status at CTS
was collected with the help of an internal working group through brainstorming. It
was useful on one hand to understand the CTS-UNINOVA situation regarding the
different RRI keys, and on the other hand to establish the goals and corresponding
implementation priorities considering the available resources, the capabilities, and
identified objectives. In this step it became evident that one of the first priorities was
the organization of the RRI knowledge repository and the creation of a RRI taskforce.
During this phase, other relevant internal stakeholders were also identified and invited
to join the implementation activities.

• Step 3: Organization of the 1st internal workshop. This phase comprised the prepa-
ration of the materials for introducing the ETHNA System to the CTS members, on
running the workshop and organizing the results and findings. As a result of this
workshop, some adjustments were made to the priorities established by the internal
working group. For instance, besides the issues of gender perspective, it was decided
to consider a more general scope of inclusion. This was motivated by the diversity of
nationalities and cultural/religious backgrounds of CTS members. It was also defined
the CTS’s level of commitment to the ETHNA System as illustrated by the blocks
highlighted in Fig. 5.

• Step 4: Establishing RRI task force. Consisted of the identification and establishment
of the RRI task force that is composed of 5 CTS senior researchers including the
director of the center and one member of the board. At this stage a mapping of the
external stakeholders was also elaborated.

Implementation Construction. This phase consisted of a comprehensive working
activity on the implementation of the Code of Ethics and Good Practices in R&I
for ETHNA’s building blocks (Research Integrity, Open Access, Public Engagement
and Gender Perspective). This activity was mainly conducted by the RRI task force
and complemented with a second workshop with experts and internal stakeholders.
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The recruitment of the external stakeholders for the next Consultation phase was also
performed.

Implementation Consultation and Refinement. This step consisted in a workshop
with internal and external stakeholders from research and education, business and indus-
try, and civil society. The main objective of this workshop was to present the implemen-
tation status of Code of Ethics and Good Practices in R&I, create a discussion session
and collect inputs from the different perspectives. After this consultation workshop a
refinement phase was initiated aiming at refining the developed components of the CTS
ETHNA System until a collective agreement on the content of those key documents was
reached. For this stage, online feedback collection modality was used. The agreement
was reached on the assumption that these are “live documents” that need to go through
continuous improvement. For instance, the guidelines on open access are likely to evolve
as the “open access market/channels” also evolves.

3.2 Main Outcomes

Considering the specific nature of the research center, in which most researchers are
employees of other institutions (Universities and Polytechnic Institutes) and thus already
subject to different ethical systems, the implementation of ETHNA system focused
mainly on complementarities. As such, a number of key documents on various RRI
aspects (Code of Ethics and Good Practices in Research and Innovation, Open Access
Guidelines, Gender and Inclusion Equality Plan), illustrated in Figs. 8, 9 and 10, were
elaborated. The included items and the level of detail in each document resulted from the
identified priorities and considering the mentioned perspective of “complementarity”.

A particularly useful instrument is the Open Access Guidelines. On one hand, all
researchers feel the pressure from funding agencies to publish in open access (often a
mandatory requirement) and to pursue principles of open science. But on the other hand,
they have to face contradictory challenges, namely:

– The cost of open access publications, which puts an added pressure on researchers to
acquire further resources.

– The fact that open access publications are still less prestigious than publications in
“traditional” channels. The proliferation of predatory open access journals does not
help. As a result, a considerable number of researchers do not value publications for
which the authors have to pay to publish (the prevalent model behind open access) and
this can even have a negative impact when researchers are evaluated. Having some
practical guidance on how to deal with such “confusing situation” is perceived by all
CTS researchers as a critical need.

Another outcomewas the creation of awareness among theUNINOVA-CTS commu-
nity by creating a specific section on RRI in the organization’s web site and organizing
some internal dissemination seminars.

Additionally, considering that all members of the center are mostly focused on their
own research activities and no resources are available to create additional organizational
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Fig. 8. Scope of the Code of Ethics and Good Practices document

Fig. 9. Scope of the Open Access Guidelines document

structures, the organizational changes were limited to launching an RRI Task Force
instead of a very formal RRI committee.

Finally, another result of this implementation has been the strengthening of training
sessions for young researchers/PhD students. All our PhD students have an initial course
on Scientific Research Methodologies and Techniques, which includes a specific unit
on Research Ethics (Fig. 11, Unit 10). Beyond this specific unit, RRI principles and
practices are emphasized in all other units. For example, when discussing Publication
of Results (Unit 4), students are amply warned of unacceptable practices and behav-
iors in publishing and motivated for the benefits of conducting research according to
proper standards. Even in the Introduction unit, RRI is present e.g., when discussing the
relationship between the supervisor and the student.

Furthermore, we usually include some invited talks on research ethics and RRI in
the annual DoCEIS conference that is organized for doctoral students [20].

Progress and performance indicators are included in the Table 2. A more extensive
list of indicators can be found in [21].
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Fig. 10. Scope of the Gender and Inclusion Equality Plan document

Fig. 11. Scientific Research Methodologies and Techniques course
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Table 2. List of progress and performance indicators for the UNINOVA-CTS implementation

Progress Indicators Achievement 
 

Creation of RRI working group to elaborate CEGP Fully
Decision of the coverage of CEGP Fully
Launch a participatory process with stakeholders to discuss 
the first draft of the CEGP

Fully

2nd draft of the CEGP reflecting the relevant aspects from 
the participatory process with stakeholders

Fully

Actions to promote RRI key Integrity Partially
Actions to publicize the idea of ethical governance of R&I 
in line with the ETHNA System

Partially
(needs continued effort)

Actions to raise internal awareness concerning the Code of 
Ethics and Good Practices

Partially
(needs continued effort)

Actions to promote RRI Training for ESR Partially
(needs continued effort)

Designation of RRI Officer Not achieved
Established the core duties of RRI Office Partially
Action Plan for the implementation of the RRI Office Partially
Actions to promote RRI key Gender Fully
Actions to issue reports and make recommendations on 
principles related to conflicts of interest

Partially

Actions to promote RRI key Open Access Fully (although needing 
continuous update)

Performance Indicator Quantification (if applicable)

The level of commitment to ETHNA System determined Level 2
Tackle the RRI keys: Research Integrity, Gender 
Perspective, Open Access and Public engagement 

Public engagement was 
achieved only in a limited way

Actions aimed at reflecting, reporting, and making 
recommendations on principles related to R&I ethics and 
professional ethics 

Multiple actions taken (e.g., 
interviews + workshops + 
internal sessions

Actions to monitor the level of compliance by professionals 
and by the organization with the CEGP values, principles, 
and behaviors 

Only achieved to a limited 
extent. Further development 
needed

Actions implemented to generate internal awareness of the 
ETHNA System Dissemination through digital 

channels + 
Multiple Internal meetings

Actions implemented to generate internal awareness of the 
contents of the CEGP and its benefits 
Actions CTS has taken to promote the CEGP 
Actions to promote RRI Training Multiple education actions
Meetings for the creation of RRI task force 

Multiple internal meetingsEstablishment of the RRI core duties and Action Plan 

Actions taken to promote gender balance 
Specific EU project Proposal + 
Conference paper + Gender and 
Inclusion Equality Plan + 
Internal dissemination 

Meetings for the creation of the code of conflicts of interest
Multiple internal meetingsActions taken to promote RRI key Open Access
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4 Implementation Barriers and Drivers

During the implementation process, the following main barriers and drivers were
identified:

Barriers. Some of the main barriers found along the implementation are:

• The living lab process proposed by ETHNA was perceived as a bit too bureau-
cratic/complex, giving implementors the feeling of doing things “just because …”.
In fact, the method was like a “one way” approach, leaving little room for adaptation
to each context. A co-creation approach [17] would better suit the needs, and as such
we had to make several changes to the process.

• A major difficulty was identifying external stakeholders and finding ways to involve
them. Broadening the conversations on RRI to include wider stakeholder groups typ-
ically “conflicts” with more traditional views of scientific research [22]. The situation
was made even more difficult due to the COVID-19’s confinement period.

• The design of the ETHNA System was, to some extent, based on the assumption that
“stakeholders are eager to adopt these ideas and get involved.“ This is not really the
case, as researchers are busy with their own projects and are not so thirsty to spend
time on other activities. In this context, one of the main challenges is to find ways
to motivate them and design mechanisms that can lead to a “change in culture”. The
initial ETHNA’s guidelines were not very helpful in this change process.

Drivers. On the other hand, a number of factors played a driving role:

• Implementationwas greatly facilitated by the fact that theDirector ofUNINOVA-CTS
was involved in the process from the beginning and is the coordinator of the RRI task
force.

• The identified actions were considered to contribute to the fulfilment of UNINOVA-
CTS’ commitments to the Portuguese research funding agency regarding the imple-
mentation of a RRI model. Since the outcome of such commitments must be demon-
strated during the evaluation of all national centers by that agency, this led to a strong
additional motivation.

• The fact that most employers of UNINOVA-CTS researchers (e.g., NOVA Univer-
sity of Lisbon, Polytechnic Institutes, etc.) have already established some level of
awareness on some aspects related to RRI, having included in their governance struc-
tures ethics committees and mechanisms for promoting good research and innovation
practices, gender and inclusion plans, etc., facilitated the initial dialogue.

• Most UNINOVA-CTS researchers are members of international and national scien-
tific and technical societies (e.g., IEEE, IFIP, IFAC, Socolnet, National Engineers
Association) and, as such, they are asked to comply with the code of ethics of such
associations. Nevertheless, in practice, many of them do not pay much attention to
those codes.

• The proposed ETHNA System implementation methodology, which is carefully
designed, well detailed, documented and explained, despite the lack of co-creation
mechanisms asmentioned above, was useful in giving a broad overview of the process.
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Based on the acquired experience, some changes to the general ETHNA System
guidelines could be perceived as good practices:

• Starting with an additional action to prepare first drafts of key documents by RRI task
force, rather than multiplying the number of workshops that require the involvement
of the various stakeholders. Only after these draft documents are produced should we
proceed with consultation and refinement by involving all relevant stakeholders in the
organization as a way to engage them in a participatory process.

• Making an effort to adapt the “jargon” of the ETHNA System to the internal reality
and constraints of the center. This also requires extra effort from the RRI task force
but contributes to better acceptance by the stakeholders.

• Establishing a strong and clear link between the RRI implementation process and the
internal preparation for the center’s evaluation by the national funding agency (which
calms potential internal “political” barriers).

5 Lessons Learned

From the experience acquired with this implementation exercise, a number of learned
lessons can be mentioned:

On the Sustainability of Institutional Changes. An important aspect in any RRI
implementation project is how to make the initiated actions sustainable in the long
term. Although it is too early to make an assessment of such sustainability, some points
can be mentioned:

– Considering the reality of the center, it was understood that the most important and
long-lasting measure is the change of culture. This is rather difficult to achieve with
older/senior researchers who have their own habits and autonomy. Senior researchers
are also too busy with their own research and management activities. Therefore, the
emphasis is put on the training young researchers. The center hosts about 100 PhD
students and they all receive specific training on research ethics and RRI, which is
expected to be an effective mechanism for changing the culture. But this needs to be
a continued effort, as we receive new students every year.

– On a more “political level”, the tools provided by the ETHNA System greatly helped
UNINOVA-CTS to fulfil its contractual obligations to the national research funding
agency, which would otherwise require too long a process with long discussions and
too many “political” hurdles.

On the Wider Potential of Institutional Changes at the Organization. Beyond the
internal impacts of an RRI implementation, namely in terms of mechanisms and change
of behaviour, it is also relevant to consider the wider impact in terms of relationships
with external stakeholders:

– Prior to the implementation of ETHNA, the center had no experience or even aware-
ness of discussing RRI with external stakeholders. As a result of the implementation
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exercise, several contacts and working sessions took place with external stakeholders.
The overall reaction was quite positive and good feedback was obtained to improve
our key RRI documents/plans.

– These interactions opened some initial directions for further collaboration with those
external entities (new project proposal, joint conference paper, etc.). In fact, this is also
in line with the growing awareness of the social responsibility of research institutions
regarding technology transfer [2]. An increased perception of the role of co-creation
[17] also results from these interactions.

OnWhat Worked Well. Several aspects of the implementation process proved to be
particularly adequate for a networked ecosystem like our center. Among these we can
highlight:

– Adopting a “complementarity” perspective, i.e., focusing only on aspects deemed
important to the center (understood as a federated ecosystem of researchers), and
assuming that other general ethical principles are already covered by the ethical codes
of the different employing institutions with which our researchers have a contractual
link, is an effective approach.

– Avoiding the creation of complex bureaucratic organizational structures. Since there
are no funds for such structures, having only a task force wasmanageable at this stage.
However, it is still too early to assess whether it works in the long term.

– Rather than attempting to elaborate the key documents through a large number of
discussion workshops (as suggested in the initial living lab methodology), we cre-
ated a small team that did substantial preparatory work and drafted preliminary ver-
sions of these documents. Then the internal workshops were minimized and focused
on discussing these drafts and collecting feedback, which proved to be an effective
approach.

On What was Difficult. In addition to the effort to smooth internal “political barriers”
and to interactwith external stakeholders, other aspects of the process proved particularly
difficult. Among these we can highlight:

– As mentioned before, adopting the “living lab guidelines” of ETHNA appeared a
bit too “bureaucratic” for our reality. The implementation process and corresponding
guidelines should be a co-creation process, rather than having to follow a top-down
prescription. The model recommended in the project was too “unidirectional”, from
“designers to implementers”, which is very wrong and against the very essence of a
living lab where co-creation should be nurtured.

– Another thing that perhaps happens with projects focused on RRI implementation, is
that at the beginning, part of the consortium had the assumption that “Stakeholders are
eager to adopt these ideas and get engaged”. This is not really the case, as researchers
in our institutions are busy with their own projects and while they may see RRI as
important, they are not available to spend much time on a complex implementation
process or to accept more bureaucratic procedures.

– As also mentioned above, the most important thing is to “change the culture” and the
current living lab methodology needs further refinements to support this.



Implementing RRI in a Research and Innovation Ecosystem 105

Recommendations. Although this work is based on a single implementation expe-
rience, we believe that some recommendations might be useful for similar research
ecosystems:

– When starting anyRRI implementation process, it is necessary tomake a good demon-
stration of the importance of RRI and the potential benefits (added value) to all par-
ticipants. This can be challenging since we are competing for the time and attention
of researchers (and other stakeholders) that are focused on their own activities.

– Organize a small RRI team that takes the ETHNA System tools and examples and
makes an adaptation to the reality of the organization. This adaptation will make the
process much more effective than starting from scratch.

– It is crucial to involve the organization’s leadership in the process.
– If possible, link closely to strategic commitments between the organization and its
relationship with national funding agencies. As such, participants feel the pressure
from outside rather than from an internal taskforce.

– Whenever possible, establish a link with training programs for young researchers in
order to create a new culture. This seems to be in line with some emerging trends for
teaching RRI in higher education institutions [23, 24].

– Considering the current ETHNA System living lab guidelines, it is necessary to
simplify and adapt them to the reality of each organization.

Naturally the implementation of the ETHNASystem [19] is not a “one shot” process,
especially in the context of a dynamic (and volatile) research and innovation ecosystem.
The process needs continuous attention and monitoring [21] as societal demands evolve
and, in the case of an ecosystem like UNINOVA-CTS, there is a continuous flow of
people in/out.

6 Conclusions

Effectively introducing RRI dimensions and key mechanisms into engineering and
technology-oriented research ecosystems is not easy, because there is less awareness
in these communities of the importance of the principles at stake compared to other
communities, such as health and biomedical research. Researchers in engineering and
technology development are often too busy with their own projects and attracting new
funded projects, being difficult to engage them in discussing other issues. Therefore, rais-
ing awareness and implementing mechanisms for culture change are major challenges.
However, the adoption of a systematic method as proposed by ETHNA and using a
collection of examples and templates greatly facilitates the process.

In the case of a research and innovation ecosystem, it is important to adopt a
“complementarity-based” approach, as participants are subject to various “RRI spaces”,
each one with specific requirements. This is particularly relevant as more and more
research is carried out by dynamic networked communities.

As the number of researchers focused on RRI increases, namely in the area of social
sciences, and new focused projects are launched, the area consolidates, particularly in
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terms of concepts, mechanisms, and procedures, but there is a risk that this “new commu-
nity” becomes too separated from the “other researchers” for whom these developments
are made. Thus, there is a need for a continuous effort of co-creation and adaptation to
the reality of each organization.

This work reflects an initial implementation process, lacking the long-term feed-
back. Continuous monitoring and adjustments are necessary as societal perspectives and
demands on RRI evolve.
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Abstract. This work examines the process of developing responsible research
and innovation (RRI) at Universitat Jaume I, a public university in Castelló Spain.
In this context, the chapter presents some basic characteristics of RRI imple-
mentation by exploring thestepsin the process, and some barriers and drivers. In
particular, the authors examine the development of a code of good research prac-
tice and the university’s ethics committees. Both tools are developed in line with
the European ETHNA System project, which provides practical guides for RRI
institutionalisation processes.
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1 Research Ethics and Integrity in Universities: Why is It a Crucial
Topic?

Research ethics is an issue of vital interest for universities, as institutions whose mission
combines teaching and research [1]. Research offers endless and unquestionable benefits
when it is conducted in an honest and reputablemanner. It advances scientific knowledge,
thereby contributing to social improvement and/or wellbeing by helping to solve all
manner of problems, and it ensures educational curricula keep abreast with the most
recent knowledge, among many other aspects.

Nevertheless, research is not always performed according to the standards and aims
that should be expected [2–5].1 For instance, the basic principles protecting research par-
ticipants’ personal data are sometimes violated, or informed consents are not managed
correctly. On other occasions, research misconduct takes the form of duplicate publica-
tions, failure to cite research work that should be mentioned or, conversely, including
citations to boost the impact of colleagues’ or friends’ research. On the other hand, rela-
tionships with colleagues, especially those in the earlier stages of their career, may be
subject to manipulation or abuse of power. Such bad practices are a growing concern,

1 For a reference document on good practices and researchmisconduct, see TheEuropeanCode of
Conduct for Research Integrity. https://www.allea.org/wp-content/uploads/2017/05/ALLEA-
European-Code-of-Conduct-for-Research-Integrity-2017.pdf [6].
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particularly because they proliferate in fiercely competitive and highly demanding con-
texts like universities [7–9]. It is therefore unsurprising that the concept of “publish or
perish” is often criticised as being potentially harmful to scientific integrity [10].

Research ethics and the governance of ethics (see Chapters 1 and 2 in this volume),
particularly the implementation of instruments such as codes of good practices or ethics
committees, are especially important in this context. Indeed, they are of paramount
importance to promote a scientific culture based on integrity or an honest scientific
culture that guides both individual and collective actions [11–13].

The objective of this chapter is to present some of the steps followed in setting up
an ethical governance system with RRI tools at Universitat Jaume I (UJI).2 This process
was carried out between 2020 and2022 in the frame of the European ETHNA System
project [1, 14].

2 Developing RRI at the UJI

Codes of good practices and ethics committees are two of the main building blocks in
processes to implement responsible research and innovation (RRI) [14–18]. They can
help to promote transparency in the research process with the aim of aligning research
with society’s values and priorities, or addressing socio-ethical issues.

Institutionalisation and implementation processes in universities are notoriously
problematic due to their complex organisational structure, in which very different and
interrelated tasks overlap and complement one another: management, teaching, research
and knowledge transfer to society, public engagement, and accountability [19–22]. Uni-
versities are divided into decentralised structures and departments that are not free from
conflicts and internal tensions [23]. The challenges that arise from implementing RRI
in universities have led to calls in the literature for reflection on the meaning of good
governance [24–28]. Likewise, attempts are also being made to properly define the steps
to follow when implementing RRI, especially given the wide range of aspects involved:
roles and profiles, tasks, levels of engagement, regulations and procedures, and the
specific structures that support them [29, 30].

During the implementation process at the Universitat Jaume I, every effort was made
to bear these aspects in mind and to be aware of the limitations and difficulties involved
when promoting research ethics. The process focused especially, albeit not exclusively,
on two key instruments: the code of good practices in research and research ethics
committees.3 The implementation took place during a research period of approximately
two years and involved three phases: 1) reviewing the existing tools in the institution and
researchers’ perception of ethical research matters and RRI; 2) participatory drafting of
the code of good practices and the regulations for the new ethics committees; 3) public
presentation, debate and approval of documents.

2 Universitat Jaume I (UJI) is a public university, founded in 1991, in the city of Castelló de
la Plana in the Valencian Community, Spain. In 2022, it had a teaching and research staff of
1,363,649 administrative and service staff, and 14,080 students.

3 Three research ethics committees were set up. The Research Ethics and Integrity Committee
(CEI), theHumanResearch Ethics Committee (CEISH) and theAnimal Experimentation Ethics
Committee (CEEA).

https://doi.org/10.1007/978-3-031-33177-0_1
https://doi.org/10.1007/978-3-031-33177-0_2
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2.1 The Review

The first step in our implementation process was to observe what other institutions with
similar characteristics were doing. Ethics committees and codes of good practice in
research at other Spanish universities and research organisations were closely analysed.
At the same time, the ETHNA guidelines proved useful for defining potential content for
the code of good practice [31]. In addition, we carried out an in-depth analysis of the uni-
versity’s existing structures, regulations, procedures and tools related to research ethics.
This process showed that some basic tools were already in place, such as a code of ethics,
a deontology committee and an ethics hotline. At the same time, various departments
had considerable experience in managing some RRI keys, such as open access (Library
Service), gender equality (Equality Unit) and research integrity (the Deontology Com-
mission and the Animal Welfare Ethics Committee). This exploration identified the way
the existing ethical governance mechanisms were structured and interrelated.

An internal survey was also conducted between 5 May and 13 June, 2021,4which
asked the university community about its perceptions and concerns in relation to five
thematic areas. Specifically, there were eight questions on open access, four on gender
equality, seven on bad research practices, four on knowledge of research ethics, and
six on the institution’s ethical governance. The survey yielded 539 responses from a
total population of 1,030 teachers, representing a response rate of 52.33%.The survey
population included researchers from four professional categories (R1, R2, R3 and R4),5

corresponding to the following levels: R1 (first stage researcher, up to the point of PhD);
R2 (PhD holders or equivalent who are not yet fully independent); R3 (established
researcherswhohave developed a certain level of independence);R4 (leading researchers
at the top of their research area or field).

The survey covered all areas of knowledge: Arts and Humanities, Health Sciences,
Sciences, Social Sciences and Law, and Engineering andArchitecture. The initial review
phase allowed us to draw a series of conclusions for the implementation process:

• The university had a series of basic RRI tools. Therefore, the implementation project
did not need to start from scratch.

• Different units and researchers dealt with essential matters of research ethics, and also
of RRI in general, but their tasks were not always coordinated or delimited.

• The scientific community showed an interest in these matters as indicated by the high
survey response rate and the fact that researchers provided exhaustive qualitative-type
replies to the open question.

• The respondents’ knowledge of the existing ethical governance structures was mod-
erate or poor: 41.93% was aware of the university’s code of ethics, 30.24% was
aware of the Deontology Committee and the Animal Welfare Ethics Committee, and
2.60%knew about the ethics line.

4 The results of this survey (in Valencian) can be consulted at: https://ujiapps.uji.es/ade/rest/sto
rage/DXN9VMDGG6N03LVYTWCYMOSTGPF23WPO?url=/serveis/opaq/base/gestio-qua
litat/mesurament-resultats/informeeticainvestigacion_21.pdf [32].

5 The population was grouped according to professional category as defined by the Euro-
pean Commission. See: https://euraxess.ec.europa.eu/europe/career-development/training-res
earchers/research-profiles-descriptors.

https://ujiapps.uji.es/ade/rest/storage/DXN9VMDGG6N03LVYTWCYMOSTGPF23WPO?url=/serveis/opaq/base/gestio-qualitat/mesurament-resultats/informeeticainvestigacion_21.pdf
https://euraxess.ec.europa.eu/europe/career-development/training-researchers/research-profiles-descriptors
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• Regarding the question about the prevalence of research misconduct in their knowl-
edge area, 80.15% of the respondents expressed concern about its proliferation at the
national level. Some forms of research misconduct were highlighted, such as using
personal influence for personal gain (41%) or the abuse of power over researchers in
lower positions (26.53%). The least frequent types of misconduct, according to the
survey participants, were conflict of interest (6.83%) and plagiarism (2.60%).

• Researchers expressed strong interest in key RRI matters such as open access
(73.29%), which they considered important or very important, but acknowledged
they knew very little about it: 35.06% of respondents stated that their knowledge on
available open access channels was “null” and 34.51% said it was “poor”. Similar
results emerged for other RRI keys like gender or integrity, albeit to a lesser extent. In
general, the data suggested that while there was interest in the RRI keys, respondents
knew much less about how to implement or develop them.

2.2 Defining the Implementation as a Participatory Process

The information obtained in the review phase allowed us to define the short- and
long-term objectives for the implementation process. Particularly urgent targets were
to develop a new code of good research practices, renew the Deontology Committee
(and turn it into an ethics committee) and incorporate administration staff members
who would be tasked with supporting the research community in matters of research
ethics. Similarly, the importance of adopting new tools to address the concerns raised
in the survey was noted. One priority in this direction was to provide tools that allowed
researchers to integrate key aspects of RRI: gender equality, open access and research
integrity, and good (and bad) practices.

Having collected this information and defined the main objectives, a participatory
implementation process was begun, following the ETHNASystem guide. The aim of this
process was to involve a range of stakeholders, especially internal agents who already
played a role in matters of research ethics.

In line with the above, the following steps were undertaken:

Step 1. The ETHNA project team members drafted an initial proposal for each of the
RRI keys––governance, communication and public engagement, integrity, open access
and gender––to be included in the code of good practices and in the regulations of the
new ethics committees.
Step 2. These five drafts were discussed with the university’s top management in order
to ensure that the proposals were aligned with the university’s policies.
Step 3. Each draft was debated in five working groups (between January and April
2022) made up of internal stakeholders, each group working on one of the RRI keys. In
addition, a working group of external stakeholders was set up. The working groups met
in person to discuss the drafts of the code of good practices and the regulations for the
new ethics committees.
Step 4. Participants from each RRI key working group were given ten days to comment
and make proposals for improvement.
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Taking part in this process were 43 UJI community members6 and seven external
members (Table 1). Bilateral meetings were also organised to deal with specific topics,
such as data protection, occupational health, and safety.7

Table 1. Number of participants in the participatory process

RRI Key or tool Number of participants in the
working groups

Internal/External Stakeholders

Gender 10 Internal

Public Engagement 8 Internal

Open Access 12 Internal

Integrity 10 Internal

Ethical governance 8 Internal

Code of Good Practices 7 External

The process so far can be defined as successful in terms of the level of involvement
of participants in each of the working groups. A ‘neutral facilitator’ figure was appointed
to each group, which helped to encourage high levels of participant involvement. This
person was familiar with the document under discussion and the whole process, but had
not been involved in writing the draft. By proceeding in this way, the neutral facilitator
helped to guarantee an open space for debate and ensured that participants would not be
influenced by the opinions of the authors of the drafts. The literature on participatory
processes strongly advises creating a space for group work in which the participants
really feel that their contributions are relevant and are being considered [33, 34].

Another key feature of this participatory process entailed mapping people and ser-
vices with expertise on each RRI key, which encourages their engagement and favours
the efficiency of their interventions.

2.3 Process of Public Presentation, Debate and Approving Documents

Once the documents on the RRI matters had been prepared with the participation of
the key stakeholders from the institution, the process opened out to the whole univer-
sity community. Documents were posted on the university’s official website, where all
members of the university community could add comments and proposals over a period
of several weeks (September 2022).

The documents were then also discussed with representatives of the two main uni-
versity bodies involved in research: the Commission for Research and Doctoral Studies

6 Participants who contributed to more than one working group were only counted once in the
total figure.

7 The IT Innovation and Auditing Office (OIATI), the Health, Safety and Environmental Man-
agement Office and the Office of the General Secretary of the UJI participated in these
meetings.
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and the Governing Council. Although only five contributions were received during the
public presentation phase, the drafts were once again discussed in the representative
bodies. These discussions focused on the definition of certain bad practices, such as
duplicate publication; the delimitation of criteria defining conflict of interest; concerns
about so-called predatory publishing; and different theoretical and practical approaches
to gender mainstreaming in research.

3 Most Outstanding Results

The outcomes of the implementation process were:

1. The Code of Good Practices in Research and Doctoral Studies;
2. New ethical governance structures: the Research Ethics and Integrity Committee,

the Human Research Ethics Committee and the Animal Experimentation Ethics
Committee;

3. Training and dissemination material on RRI;
4. Appointment of a specialist in research ethics to support the research community

(defined as an RRI Officer).8

In more detail:

1. The Code of Good Research Practices is structured according to the four main RRI
themes. Each section includes commitments and good practices at both institutional
(university) and individual (researcher) levels. All these sections also contain a glos-
sary of the basic concepts to clarify understanding of the issues involved (especially
among those who recognised their lack of knowledge in the survey).9

2. The role of the newResearchEthics and IntegrityCommitteemerits further attention.
This committee was created with the purpose of promoting integrity and excellence
in research (e.g. developing good practice guidelines). Its structure combines new
specialist profiles (public engagement, research ethics, and gender) with existing
profiles from the university’s top management (head of the research service, head of
the doctoral school, vice-rector of research). Some new profiles were also included
in the Human Research Ethics Committee and the Animal Experimentation Ethics
Committee (specialists in methodology, gender perspective).

3. In addition to the code and the ethics committees, the project has raised awareness
among the academic community through new training material. At the same time,
the implementation project led to significant improvements in all the information
and training material available on the research ethics section of the website (new and
more detailed templates for the preparation of the ethics report, models of informed

8 The conceptualisation proposed by ETHNA appears here (p. 24). https://ethnasystem.eu/wpc
ontent/uploads/2022/07/D4.2_ETHNA_2022_guide_220210_incl_oolbox_neu.pdf [31].

9 The dossier with the key concepts: gender equality (p. 14), open access (p. 16) and commu-
nication and public engagement (p. 20) can be consulted at: https://ujiapps.uji.es/ade/rest/sto
rage/JC0VO1VPDBAYIPKUZROLFYLCNXLBKD3B?url=/investigacio/base/etica/cbpid/
CBPID_cas_ok_web.pdf [35].

https://ethnasystem.eu/wpcontent/uploads/2022/07/D4.2_ETHNA_2022_guide_220210_incl_oolbox_neu.pdf
https://ujiapps.uji.es/ade/rest/storage/JC0VO1VPDBAYIPKUZROLFYLCNXLBKD3B?url=/investigacio/base/etica/cbpid/CBPID_cas_ok_web.pdf
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consent, FAQs on ethics and research, etc.).10For good reason, the literature empha-
sises training as one of the key points for implementing RRI [37]. The objective
of this training is to raise awareness about the relevance of these tools and their
usefulness in encouraging the integration of research ethics.11

4. Finally, the most relevant change was the incorporation of an RRI Officer. This
new professional position helps to ensure an integrated structure within the ethics
committees. The RRI Officer has also become the institution’s main contact person
for advising the research community on the basic principles of RRI.

4 Barriers and Drivers in the Implementation Process

Implementation processes require a series of conditions to be able to make institutional
changes, which is normally a complex matter. In this process, drivers and barriers are
likely to arise, and can either favour or slow down the process. It is important to be aware
of these conditioning factors when promoting research ethics and RRI tools.

Barriers 1 and 2. Some of themost notable barriers in the implementation process, and
that tend to be common in other experiences, affect aspects such as lack of knowledge
across the researcher community about themainRRIkeys, scepticismabout the relevance
or need to promote research ethics, or the fear of increased research “red tape” [39–43].

The review phase revealed that such problems also affect the UJI. Furthermore, the
implementation process showed us that the process demands considerable effort from the
participants, especially those tasked with writing and updating drafts after each phase
of the participation. The process revealed that, in order to overcome this barrier, the
community must be open to participation, and a small, but extremely active, group is
needed throughout the implementation process. However,certain drivers allowed us to
advance and overcome difficulties during the process. In the case of the UJI, the main
drivers fell into two types: those typically associated with the institution and external
drivers.

Driver 1. The institutional drivers firstly include the wholehearted commitment of both
the university and its top management. Engagement in the governance process takes
place at various levels: at the leadership level, at the management level and at the level
of the researchers themselves. This bottom-up and top-down involvement favours the
engagement of key actors, those with expertise in RRI core issues [44–46]. This first
driver is complemented by a series of external drivers, which can perhaps be defined as
a general ecosystem that favours the development of research ethics and RRI in general.
Such aspects are essential for promoting implementation.

Driver 2. In the specific case of the UJI, the implementation process coincided with
the university’s commitment to the quality accreditation process of HR Excellence in

10 Information about tools, procedures, templates, FAQs, etc. can be consulted on the website
https://www.uji.es/investigacio/base/etica/ [36].

11 Training material can be consulted on the website (tools, procedures, templates, FAQs, etc.)
https://www.uji.es/investigacio/base/etica/jornades/ [38].

https://www.uji.es/investigacio/base/etica/
https://www.uji.es/investigacio/base/etica/jornades/
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Research (HRS4R) and the principles of the European Charter [47, 48]. This policy
testifies to the strong, clear commitment from the top management team, as well as the
capacity to mobilise resources, for instance, to hire an RRI Officer.

Driver 3. A further series of external favourable developments derive from the new
requirements placed on funders of research and academic journals. Spanish Law14/2011
on Science, Technology and Innovation highlights the importance of the professional
ethics dimension in carrying out research, the role of ethics committees, and the promo-
tion of codes of good practices and the main RRI keys. This law was reinforced with the
draft bill of 17 January 2022, which amends Law 14/2011, and establishes the impor-
tance of monitoring aspects of ethics and integrity in scientific practices and research
work.

Driver 4. Research funders are also promoting the key role of ethics when funding
projects. They expect key requirements to be met, such as applying the 3Rs in ani-
mal research (replacing, reducing, refining), opening access to results, protecting the
integrity and the data of those participating in research with human beings, and taking
into account environmental impact and biosecurity parameters, particularly in research
with biological agents and genetically modified organisms. These matters are gradually
being included in and expected from applicants in European (Horizon 2020, Erasmus+,
ERC, ErasmusMundus, KA2, etc.) and national calls, both public (state research agency
calls, FECYT, UJISABIO, Generalitat Valenciana calls, etc.) and private (Foundations
such as BBVA, Mapfre, la Caixa, etc.).

Driver 5. Finally, research journals are increasingly requesting an ethics validation
report for research proposals, which is issued by the research ethics committee or a
similar organisation, as a requirement to publish the research results obtained.

All these requirements, which derive fromEuropean or Spanish laws, funders or pub-
lications, act as allies in the process to promote research ethics and RRI. This is because,
on the one hand, they amend the context and the “game rules” in which research is to be
conducted and, on the other hand, they act as a direct incentive to expose the relevance of
suchmatters to the research community. Throughout the implementation process and the
discussions held, it was of paramount importance to present these innovations deriving
from the “research ecosystem”, and to evidence their relevance and specific practical
nature (especially where reluctance or scepticism about RRI was observed).

5 Some General Conclusions

The implementation process at the UJI shows, as is also stressed in the ETHNA project
(see also Chapter 4 of this book) that the success (or failure) of promoting research
integrity relies on several key factors. The literature highlights that the institutionalisation
of RRI depends on the essential role of good leadership in promoting research ethics [1,
49–52]. In this way, institutional support offers the conditions that will enable the process
to be subsequently and successfully carried out. At the same time, the commitment from
the research community is also crucial since their engagement and participation will

https://doi.org/10.1007/978-3-031-33177-0_4
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allow instruments such as the code of good practices and the ethics committees to be fully
implemented and used. As Stirling points out, implementation aims to strike a potential
balance between the top-down and bottom-up processes [53]. With this balance, and
with a defined participative process, the research community comes to trust the process,
making it possible to follow in line with integrative and plural dynamics.

Furthermore, implementation processes such as the one at theUJI bring to the surface
some very basic issues; these are:

• the support and conviction of the institution’s top management will be a determining
factor for implementation to be truly deep-rooted

• the combination or balance between the top-down and bottom-up processes is another
essential (and complex) matter in implementation processes

• the set of norms that define research, such as funding agencies, publications, academic
associations, etc.,will be another fundamental piece of the jigsaw.The current situation
is favourable for raising awareness about the relevance of promoting research ethics.

Three final reflections emerged in the implementation process that may be of
relevance for other implementers or institutions that wish to embark on the same process:

• implementation needs to be understood as a long-term process that takes small steps
successfully and makes minor achievements, but is always an on-going and open
process

• those participating in the process need plenty of patience and the capacity for dialogue
if they wish to convince people of the usefulness of ethics management tools, rather
than imposing them

• devising training courses and/or seminars that raise awareness about issues of RRI is
a necessary step for tools, codes and committees to become fully relevant.
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Abstract. This article explores the role of ethics committees in ensuring ethical
research and innovation, which is essential for maintaining trust in science and
innovation. The paper argues that the ethics infrastructure must function at the
levels of research and innovation institutions, as well as regional and national
levels, and should follow agreed-upon rules and requirements. The changing role
of ethics committees is discussed, emphasizing their involvement in investigating
potential research misconduct and coordinating the activities of all ethics commit-
tees within an institution. The article concludes that for a research and innovation
institution, it is of crucial importance to consider the entire ethics infrastructure,
including the functions of different ethics committees andways of implementation
through transparency, involvement, policies, procedures, and communication to
safeguard that both researchers and the public have trust in ethics infrastructure
and ethics committees.

Keywords: ethics committees · research ethics · research integrity · responsible
research and innovation · governance · oversight · trust in science

1 Introduction

Science is a social arrangement inwhich different stakeholders (e.g. research-performing
organizations, research funding organizations, publishers, and ethics committees) should
fulfill their distinctive roles.

Since science is a collective enterprise, it is necessary to build mutual trust. Trust
should be built between researchers and innovators, and with society. Researchers and
innovators must be able to trust the results of previously conducted research. Society
must be able to trust researchers and innovators by giving them the means to carry out
research and contribute to it, e.g. participating as research subjects or participating in
co-creation. Researchers and innovators can be trusted if they are trustworthy, meaning
that they behave honestly, are objective, respect the autonomy and privacy of research
subjects, treat animals and the environment with care, and are responsible. To ensure
trust in science, it is necessary not only that researchers and innovators fulfill their
responsibilities, but also that they have the willingness to do so. Researchers and inno-
vators and research and innovation organizations (both research performing and funding
organizations) bear the responsibility for fostering trust in science and ethical research.

Research and innovation organizations should create and sustain environments that
encourage ethical research and innovation through education and clear policies e.g. the

© The Author(s) 2023
E. González-Esteban et al. (Eds.): The ETHNA System Project, LNCS 13875, pp. 125–136, 2023.
https://doi.org/10.1007/978-3-031-33177-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33177-0_8&domain=pdf
https://doi.org/10.1007/978-3-031-33177-0_8


126 K. Lõuk

Singapore Statement [1]. In The Bonn PRINTEGER Statement [2] the role of the leaders
of institutions is specified and institutional responsibilities are described, e.g. increasing
transparency in misconduct cases, having effective and safe whistle-blowing channels,
establishing a research integrity committee, and appointing an ombudsperson.Moreover,
in its report the European Science Foundation has stressed the need to set structures at
the national level as well. They have outlined that successful approaches to promoting
good research practices include establishing an adequate institutional framework, which
includes research ethics committees and research integrity offices, both at the institutional
and national levels [3]. Additionally, it should be pointed out that the governance system
of ethical research and innovation should fit each country, taking into account its size,
research infrastructure, and available resources [3]. Furthermore, if unintended conse-
quences emerge, the system should be revised or policies should be changed accordingly
[4]. Also, it should be analyzed whether the members of the research and innovation
institutions are motivated to act according to operating principles.

According to SarahR.Davies, issues related to research integrity can also be regarded
more broadly, as a form of soft governance implemented through codes, norms and
ELSI (ethical, legal, and social implications) activities [5]. Therefore, ethics committees
should be seen and should function as a part of the governance system of ethical research
and innovation. Such a system includes stakeholders (e.g. researchers, administration,
case investigators), and procedures and requires an ethics-promoting climate [6]; it also
consists of oversight, instruction, and policies [7].

One example of an ethical system of governance for research and innovation in
organizations has been developed within the Horizon 2020 project ETHNA. Having a
clear implementation and governance system that fits the research-performing or funding
organizations including responsible research and innovation (RRI) office(r), ethics codes,
policies, and tools shows commitment to ethical research and to carrying out research
and innovation activities in a responsible way.

2 Ethical Research: From Fragments to the Whole Research
Process

It is expected that research and innovation are done ethically and with high quality.
Ethical norms should be followed through all stages of research, from planning and
applying for research grants to the publication of research results.

While research ethics has been focusing on the protection of research subjects,
research integrity has emerged as a response to misconduct cases, mainly about fab-
rication, falsification, and plagiarism (FFP). Research misconduct is understood more
broadly than FFP, especially in Europe. For example, Foeger and Zimmermann state that
“[research misconduct] also covers, for example, destruction of primary data, unjusti-
fied authorship, and the sabotage of research activities or dishonest attempts to lower
the scientific reputation of another researcher” [8]. A more specific list of possible
acts of misconduct is presented by Faintuch and Faintuch [9] comprising the following
issues: lack of protection of data, violation of confidentiality, clandestine data access;
animal abuse; inadequate human consent regarding aims and benefits, risks and harms,
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coercion or exploitation of subjects; ghost authorship1, questionable personal credits,
failure of registration and ethical approval, breach of good (clinical) practices, lack of
transparency regarding the relationship with funders, undisclosed commercial or per-
sonal interests, noncompliance with publisher ethics, nonprofessional language, salami
slicing2, lack of sharing data with co-investigators, study participants, other authorized
parties, harassment, bullying, disrespectful behaviour, dishonest mentoring of students,
fellows, junior staff, misuse of research funds, false or exaggerated academic titles, qual-
ifications, professional experience, retaliation against whistle-blowers, deceit, scamps,
pseudoscience, malicious misconduct allegations. Often, these practices emerge due to
the reward criteria in research that value quantity over quality. This issue needs to be
dealt with at the level of science as a system. The aforementioned list includes not only
acts from the realm of research integrity but also covers the domain of research ethics.
It has increasingly been argued (e.g. Ron Iphofen [13]) that the two of them be viewed
together, as both are required for ethical research and innovation. Another definition of
research ethics and research integrity is provided by Ana Marušić in this book in her
chapter “Evidence-based Research Integrity.” Braun, Ravn, and Frankus [14] showed
that while research ethics committees do their task before researchers begin the actual
research, research integrity offices handle possible misconduct cases after the research
has been done and a concrete action or behavior has taken place. Whereas the first of
them focuses on planning and design, and the other on conduct and implementation,
both are needed to safeguard ethical research. At the practical level, the platform “The
Embassy of Good Science” is the outcome of the European Commission’s initiated and
funded research projects EnTIRE and VIRT2UE within the H2020 program, focusing
both on issues of research integrity and research ethics.

3 What Do We Mean When We Talk About Ethics Committees?

When encountering the term ‘ethics committee’, one must pay attention to its meaning,
as any committee or commission that deals with ethical issues can be called an ethics
committee. Thus, there are committees that deal with ethical issues in different contexts,
with different tasks, and at different levels.

Historically, research ethics committees have the longest tradition in ethical research.
Their main task has been to ensure the rights and well-being of human research subjects
and/or animals participating in research. As such, they constitute an additional safeguard
mechanism, both for subjects and researchers. Based on the written documents submit-
ted to the committee, the task of such committees is to weigh the risks and benefits

1 Ghost authorshipmeans that someonewho has contributed substantially to themanuscript is not
named as an author or given acknowledgment. It is problematic as it compromises academic
integrity and may mask conflicts of interest [10]. Ghost authorship has also been addressed
concerning ethics committees. David Shaw has claimed that when ethics committees improve
the quality of a research proposal by suggesting major revisions, they should be acknowledged
for their contribution. Ethics committees are ghost authors if they are not credited as authors
or their contribution is not mentioned in the acknowledgment section [11].

2 The term, ‘salami slicing’ (also salami publication or salami publishing) refers to activities
where the smallest publishable unit of data is included in the publication [12].
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of the study. Only studies with a proportional relationship between scientific validity,
social value, fair participant protection, favorable risk-benefit ratio, independent review,
informed consent, respect for participants, and collaborative partnership [15] should be
conducted. The role of ethics committees originated inmedical research. For example, in
theHelsinkiDeclaration of theWorldMedicalAssociation [16], it has been a requirement
since 1975 to obtain the ethics committee’s approval before starting a study. Later, this
requirement of prior approval was extended from biomedicine to other fields of research.
Social scientists have seen this development as problematic, as the requirement coming
from biomedicine may not be suitable for social sciences and humanities [17, 18]. The
need to obtain the approval of the ethics committee before starting the research may
derive from national legislation, but it may also be required, for example, by research
funding agencies or journals where the results of the research are to be published.

At the practical level, the Council of Europe’s Steering Committee on Bioethics
has worked out a “Guide for Research Ethics Committee Members” [19]. The guide
addresses issues related to the appointment of research ethics committee members,
emphasizing that the process should be transparent and fair. The requirements for the
composition of the committees can be determined either at the level of national law
or through guidance documents (e.g. the ETHNA framework) giving recommendations
on the number of members of the committee, their qualifications, involvement of lay
persons (those whose expertise is not in a specific type of research and who are there to
represent the perspective of participants). Having clear policies and making them known
is very important for addressing possible conflicts of interest.

However, several critical notes have been addressed to ethics committees. It has
been claimed that the requirement of an ethics review is often only formal [20]. From
the initial idea to help researchers to balance risks and harms and consider possible
benefits of the research and innovation project or proposal [20], the process has boiled
down to checking relevant boxes from the checklist or ethics issues table. As such, the
“tick the right box” approach does not serve the original purpose of analysing the ethical
aspects of one’s research and innovation project.

Based on the situation in the United States, it has been claimed that institutional
review boards are understaffed, overburdened; that they do not devote enough time, lack
sufficient experience, and do not have institutional support [21, 22]. Additionally, there
have been discussions on how to define andmeasure the quality of an institutional review
board [23, 24]; how to deal with inconsistencies in research ethics committee review
[25]; how to address the disciplinary distinctions in the ethics review process, [26] and
the reasons why retrospective review should be added to a prospective one [27].

Although this is quite a tough slate of criticism to be dealt with, these issues can
be addressed at the institutional or national level by providing resources, education,
and training opportunities. The ETHNA project has given its input by creating a set of
guidance tools and a toolbox to help institutions [28]. Additionally, the recommendation
has beenmade that institutional review boards be accredited [29]. Increasing institutional
support can mean various things, from hiring more support staff for the ethics committee
to providing more training opportunities for members of the institutional review board
[21], or requiring ethics committee members to obtain obligatory ethics training.
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At the same time, ethics committees can not only review research but also deal
with the investigation of possible cases of misconduct. In addition to the ‘ethics com-
mittee’, the body may also bear the name of the ‘ethics commission’, ‘integrity com-
mittee’, ‘research integrity board’, or ‘misconduct commission’, etc. Also, investiga-
tions are mentioned in the Bonn PRINTEGER Statement [2], where it is stated that
the integrity committee can function either at the institutional or national level. How-
ever, the document does not specify whether appeals can be carried out at the national
or institutional levels. Whereas the PRINTEGER Statement focuses on the level of
research-performing organisations, the ENRIO handbook “Recommendations for the
Investigations of Research Misconduct” [30] provides guidance both at the local and
national level, e.g. regarding which decisions should be handled at what level and dis-
cusses the advantages of local or national bodies. The mutual learning exercise (MLE) in
the research integrity final report gives a recommendation “to create a national research
integrity body that could help coordinate, monitor, educate, communicate and promote
research integrity in a country” [3]. In addition to establishing a national body, hav-
ing national-level research integrity officers is important [3]. With regard to oversight,
the MLE report suggests having an appeal system for research integrity investigations.
This would be especially important in countries where there are no research ethics and
integrity bodies at a national level [3].

Since the field of responsible research and innovation covers more than research
integrity, the ethics infrastructure at all levels should be adapted accordingly. This should
go hand in hand with processes determining that necessary regulations and guidance
documents on all types of ethics committees are in place. Firstly, the lack of regulations
on ethics committees might be a cause for various misconduct cases. Secondly, the
ethics infrastructure should cover all aspects of ethics committees, from ethics review
to integrity investigations. Thirdly, both should be in place, a regulatory framework as
well as good practice guidance documents. We now turn to ethics (governance) bodies
at the institutional level of a research and innovation institution.

4 What Should the Ethics Committee(s) Do?

One of the biggest challenges for a research and innovation institution is to work out
an ethical governance system that suits the institution and serves it well. For ethics
committees within the ETHNA System [28] the following activities are recommended
for consideration.

First, the question should be considered what is the purpose of the ethics committee
on research and innovation and how does the committee relate to the RRI Office(r)
whose task it is to disseminate the concepts of the ETHNAsystem, establish performance
indicators and monitor the progress of the system in the organization? Different options
are available, as the committee can function as a governance committee by keeping an
eye on the practical implementation of responsible research and innovation, but it can
also create the space for discussions over procedures, commitments, and values.

Second, the question arises of the scope of the ethics committee.Who are the internal
and external stakeholders to be involved in deliberations on ethical governance? Does
the committee cover one or all of the key aspects of responsible research and innovation:



130 K. Lõuk

research integrity, gender perspective, open access, and public engagement, or only one
of them?

Third, the main principles of action of the ethics committee should be agreed upon.
Having such principles, making them known, and acting on them are of crucial impor-
tance for building and maintaining trust, both within the institution and with exter-
nal stakeholders. Within the ETHNA system, the focus is on the following principles:
confidentiality, impartiality, fairness, anonymity, the accuracy of information, and fair,
respectful, and mediated agreements [28]. One question that arises is whether it is pos-
sible to act based on the principle of anonymity when personal contact and additional
queries for information might be needed for mediating and agreement.

Fourth, choosing a suitablemodel of the ethics committee for the research performing
or research funding organization is crucial. In a way, this is the cornerstone aspect of the
whole system.The ethics committee, its size, needs and resources shouldfit the institution
and should help implementing the ethical governance of RRI in the organization. Does
the institution need a standing or an ad hoc committee? Both have their advantages
and disadvantages. Having a permanent committee enables continuous operation, so
for large research and innovation institutions this would be recommended. However, if
the number of situations to be dealt with is low and resources are limited, it would be
advisable to have an ad hoc committee instead.

Fifth, what are the functions of the ethics committee members, and what kind of
profiles are needed? The way members of ethics committees are selected or nominated
and the period of appointment should be known within the institution and by external
stakeholders. Other aspects to consider are: how does renewal take place? For how
many terms can a person be a member of the ethics committee? How does replacement
or dismissal take place? What are the tasks of the secretary? Is the secretary a member
of the committee or a member of the committee’s support staff? What IT solutions are
there or needed to support the work of the committee?

The solution provided by the ETHNASystem is to nominate a committee for 4 years,
but there are also other possible solutions, e.g. for a period of three years or five years.
The next step is to map what profiles of people are needed in the ethics committee.
What are the research and innovation and teaching activities the institution is carrying
out? For example, doing research with human subjects, animal research, or research
on biobanks or genetically modified organisms requires special expertise and poten-
tially also a separate committee for reviewing these research projects. As such, it can
be that in an institution there are separate ethics review boards for health research and
biobank research, social sciences and humanities, animal research, and genetically mod-
ified organisms. One joint characteristic is that all of these committees should have a
representative from the Ethics Committee of the institution and an ethics expert, and a
law expert. Depending on how you are building up or changing the system, it can also
be that the ethics and/or governance committee consists of representatives of the other
ethics committees of the institution (mostly chairpersons). For example, the University
of Liverpool in the United Kingdom has a research integrity and governance committee
[31] that among other tasks has to oversee the work of other committees.
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The sixth activity should be about describing the objectives assigned to the ethics
committee. Those can include raising awareness, providing advice, helping with conflict
resolution, and updating good practice guidelines, among others.

Seventh, what are the principles of the action of the ethics committee? This means
that the frequency and interval between committee meetings should be thought through.
For standing committees, it can be once a month, and for ad hoc committees whenever
necessary. Compared to review and investigation committees, governance committees
with the task of oversight and monitoring, and updating policies, should meet a couple
of times a year. The schedule should be agreed upon and the information should be made
publicly available (on the website of the institution or the webpage of the committee).
How is the quorum for decisions decided? In most cases, this means that half of the
members should be present. At the practical level, there can be differences, depending
on whether or not the secretary is a member of the committee. Do external experts
participate in decision-making? Is voting allowed or should deliberations take place
until a consensus is reached? How often will the committee issue various reports? How
will the body in the institution approve the establishment of the ethics committee on
research and innovation?

Eighth, what are the monitoring indicators for the ethics committee? There should be
progress indicators and performance indicators and these should be included and made
known in the action plan of the ETHNA system.

5 Implementation of the Ethics Infrastructure

For a research and innovation institution, it is important to take into account whether
the creation of committees and ethics infrastructure starts from scratch or if the already
existing elements are changed and/or developed. If the existing system is changed and
developed further, it is necessary to consider, negotiate and communicate tasks and
responsibilities. How do ethics committees relate to ombudspersons and/or good science
counselors? Would something be taken away from one committee and given to another?
Will any new additional committees be created? Will some of the committees have
their duties stripped? It is also necessary to consider how all parties affected by these
changes are interconnected and how to involve them in the process, providing them with
information about possible changes and asking for feedback.

Implementation of the ethics infrastructure also depends on the size of the research
and innovation organization or research funding institution as well as on the size and
institutional structures of the country where the institution operates. One way to create
or change the system is to think about all the different stages of research and innovation
and what is needed there. For example, a committee or committees are needed to review
the research proposals in the planning stage, then to handle possible misconduct cases.
Alternatively, there may also be a need for a committee governing the whole system
and providing counseling at all stages of research and innovation. Additionally, does the
governance committee also act as an appeal committee, or are there other committees at
the regional and/or national level to manage the appeals?

It also needs to be considered whether it is necessary to do everything by yourself
in your institution or whether there is a possibility to cooperate, especially in a small
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country and in a small research and innovation institution. Additionally, there might be
regulatory aspects to be taken into account, such as the ones specifying that some types of
research and innovation activities should be reviewed by a specific body not at the same
institution, and should rather be done by a regional or national committee(for example
this might be the case for clinical trials in some countries). For a small institution in a
small country, it can very well be that all the tasks related to governance, review, and
investigations take place in one single ethics committee.

To sum up, it is of crucial importance to think through the following questions. Why
does the research and innovation institution need an ethics committee? What should the
committee do? Do you change the current system or start anew? How do you involve all
stakeholders in the process? Do you have the necessary resources (people, infrastructure,
etc.) to implement the ethics infrastructure?

When creating a system of ethical governance, it is especially important to avoid
making all researchers and innovators feel like their primary task is to constantly prove
that all is done by regulations and guidelines of good practice.

Rather than only expecting compliance with codes and regulations, policies should
be supportive and aim toward good outcomes. For example, Zwart and Meulen [32]
are of the opinion that only using bottom-up processes can foster ethics and integrity
in research, and that integrity work must take place in everyday research settings. This
should be done by research institutions by facilitating open dialogue and fostering a
culture of deliberation, e.g. by creating a safe space for discussing issues from everyday
practice. Nevertheless, Zwart and Meulen are of the opinion that the focus should be
at the institutional level, not on the level of an individual researcher; not on exposure
and punishment, but rather on having a supportive ecosystem. Therefore, a supportive
culture is needed, and creating it is the responsibility of the leaders. Furthermore, there
should be a variety of training available, for various stakeholders. In this process, not
only ethics committees for review and investigation of possible misconduct are needed,
but in addition, there should also be persons in the research and innovation institution
to whom people can turn to get advice (before handing in an application to get research
ethics approval or an application that a misconduct investigation should be started). This
can be a good science counselor, ombudsperson, ethics officer, research integrity office
or officer. Such persons should also act as mediators giving advice, as well as listening
to feedback and the reactions of the users of the ethics infrastructure to further enhance
the system.

To implement ethical infrastructure and to help leaders of institutions, another project
funded by the European Commission, SOPs4RI, has also worked out templates and
guidelines for writing research integrity promotion plans, both for research-performing
organizations and research funding organizations [33–35]. The name “promotion plan”
might be misleading, since the actual focus is broader, covering preparation (diagnosis,
assessing readiness, finding the right people, creating the plan), execution, and monitor-
ing. This is similar to the ETNHA action plan as the plan has to be concrete and contain
concrete actions, listing specific responsibilities and deadlines.

At the practical level, it should be thought through how the dissemination of the role
and functions of the ethics committees in a research and innovation institution should
take place. Furthermore, will there be educational activities provided about the ethical
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infrastructure in general for members of different ethics committees (new and current)
and for researchers and innovators? Whose task will it be to provide them? The plan
should have a concrete bearer of responsibility, be it the ethics officer, the research
integrity officer, the ethics committee chair, or someone else.

If the earlier questions remain unspecific, let us consider two concrete examples.
First, since the framework programHorizon Europe, the European Commission changed
the table on ethical issues by adding the category artificial intelligence [36]. Who in the
research and innovation institution should be aware of this requirement and who has
to organize educational activities and the communication plan for those to whom it is
relevant? Furthermore, does this require that the duties of the ethics review committee
members have to be updated and the members educated, so researchers and innovators
can submit research protocols encompassing AI to the ethics review committee of the
research and innovation institution? Does the institution need to update its policies? For
more specific debate about issues related to AI, see the chapter “Ethics and Develop-
ment of Advanced Technology Systems in Public Administration” by António da Costa
Alexandre and Luís Moniz Pereira in this book.

The other case is about chatbot ChatGPT, the AI tool that can create sentences and,
in some cases, has been listed as an author of a research paper [37]. Who has to provide
information about the possible threats of this development? Should the guidelines and
policies about investigating possible misconduct be changed? What can the governance
committee do regarding this challenge?Do the institution and ethics committeemembers
have the knowledge to assess whether a text (e.g. research project submitted for ethics
review) has been written by a researcher or a chatbot? Would it be possible to provide
training about this matter for members of the institution (includingmembers of the ethics
committee)?

In these cases, it is not possible to provide a solution that would be suitable to all
research and innovation institutions, but each institution should have a bearer of respon-
sibility that fits its ethics infrastructure. Additionally, for successful implementation, a
transition period is recommended to carry out communication activities and to enable
the institution members to take part in the educational activities.

To sum up and return to the action and implementation plans, a question that needs
further elaboration -- and not just being marked in proposed plans -- is whether the
writers of the plan are in a position to write down the specific bearers of responsibility
for each task and area or whether the bearers of responsibilities have to be specified by
leaders of the institution at a later point. Additionally, it should be realized that there
might be some issues that can only be dealt with to some extent at the institutional level
as they may also require being addressed at the national level (e. g. national policy).
Limitation of consideration to only one level may hinder the impact of creating and
maintaining a culture of ethics and integrity.

6 Conclusion

Ethics infrastructure and governance are needed to safeguard trust in science. Ethics
committees have an important role in the ethics infrastructure ensuring ethical research
and innovation. The infrastructuremust function at the institutional level and there should
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be cooperation with the national level. The tasks of the ethics committee(s) within the
research and innovation institution can vary, from issuing approvals to investigating
(possible) misconduct to governance of the system. An example of an ethical system
of governance for research and innovation in organizations developed was introduced
based on the results of the H2020 ETNHA project, with a special focus on activities
related to ethics committees. Additionally, for successful implementation of the system
of ethical governance in a research and innovation institution, an action plan should be
followed. Through involvement, and communication of policies and procedures, the plan
should safeguard that both researchers and the public have trust in ethics infrastructure
and ethics committees.
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Abstract. This chapter aims at supporting the institutionalization of Responsible
Research and Innovation (RRI) principles by focusing in the facilitation of learning
to research staff. We highlight the need to identify the learning objectives that
want to be achieved by taking into account how researchers shape their ethical
perspectives, as many of their behaviours are learned through informal training
setups (e.g., supervisors, peers, etc.). This is complemented by reviewing the
different approaches that can be applied to achieve the learning goals, and by
showcasing existing public resources that can be further explored and tailored to
plan specific interventions depending on the nature and needs of each institution.
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1 Introduction

The ETHNA System aims at ensuring that research and innovation activities are carried
out in a responsible way. For its implementation, and thus achieving the institutionalisa-
tion of Responsible Research and Innovation (RRI) principles, the system acknowledges
two dimensions that need to be addressed, namely leadership -i.e., the top-down support-
and base -i.e., the organisation’s research staff with their values awareness, skills, knowl-
edge, and practices. Regarding the latter, although the training of research staff was not
directly addressed throughout the implementation of the ETHNA project, the current
chapter builds from the perspective of a researcher career development support service
to provide some recommendations for planning learning activities that foster ethical
behaviour among research staff, aiming at strengthening the base of an institution want-
ing to institutionalise RRI. The overall considerations to have in mind when planning
the learning activities are complemented with references leading to specific resources
and examples.

Two distinct, interconnected motivations have propelled the use of structured learn-
ing of ethical behaviour of researchers: On the one hand, the rise ofmisconduct cases and
frauded research, data irreproducibility and/or inaccessibility, the discrimination cases
against women and minorities, or the unethical behaviour due to unbalanced power dis-
tribution within the research system —among other issues— have promoted the surge

© The Author(s) 2023
E. González-Esteban et al. (Eds.): The ETHNA System Project, LNCS 13875, pp. 137–154, 2023.
https://doi.org/10.1007/978-3-031-33177-0_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33177-0_9&domain=pdf
https://doi.org/10.1007/978-3-031-33177-0_9


138 E. Garcia-Garcia and X. Eekhout

of more structured courses and activities for promoting ethical conducts [1]. On the
other hand, the change of paradigm of the connection of science and society, in which
science not only serves society but is actually immersed in society. This way of under-
standing science has also prompted activities and interventions to increase the sense
of responsibility of researchers toward society, including the need to embed society in
the discussions and research decision-making [2]. These motivations have, for example
crystallised in the newEuropean Code of Conduct for Research Integrity, which includes
clear calls to the need of having individuals trained to perform ethically [3].

Traditionally, knowledge values and ethical practices shaping the research conduct
have been occurring through practice, through on-the-job learning processes. Thus, the
promotion of ethical behaviours from researchers towards their community and towards
societymany times is based on implicit and observational learning.Nevertheless research
has proved that ethical approaches toward research can also be learnt in more explicit
ways [4]. More importantly, the values and moral judgement of Science in Society
can also be stirred in structured processes that facilitate learning on the socio-ethical
dimension of the research activity [5, 6].

This implies that learning RRI goes beyond the comprehension of established codes
of conduct of a given organisation. It also implies learning the individual and community
meaning-making of the established and agreed norms, the acquisition of the competen-
cies needed to behave within these norms, and the motivation of individuals to adapt
their behaviours to comply with the ethical common shared values of that organisation,
the wider research community and society in general.

Moreover, research and innovation are by definition at the forefront of providing new
knowledge, new processes, and new products. This way, it becomes of key importance
to train individuals to perform ethically when encountering the unknown by taking into
account not only individual and institutional values, but also the values shared with
society. And thus, co-creating or collaboratively re-shaping codes to adopt the novel
possible outcomes within society [7].

Due to the nature of RRI, learning should be facilitated to any personnel connected to
research and development (R&D) processes in the organisations: researchers, research
support staff, research managers, and personnel in contact with a sensitive issue of RRI.
Furthermore, it is important to recall that RRI considers society as an active performer of
science; hence, also society should be embedded in this learning process [2, 7].Whenever
individuals are involved in any aspect of science, they should receive training on, at least,
some aspects of RRI. This aspect is partially covered in Science Education, a key area of
RRI that this book does not articulate. In this chapter, we will mainly address researchers
as the target of the learning process. Our aim with this chapter is providing guidance
on how to design formal activities that render ethical learning and enhance the practices
of RRI among researchers. From the functional areas of RRI (Research Integrity, Open
Access and Open Data, Gender, Science Education, and Science Engagement) we have
mainly focused on the Research Integrity (RI), a dimension that is further addressed in
this book (see chapter by Marušić, Chap. 10, in this volume). Extensive literature and
guidelines have already been created concerning Gender and Open Access and Open
Data [8–10].
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We have compiled existing literature, giving space to different perspectives of eth-
ical learning instruction. Instructional systems design methodology reflects on what
researchers need to learn to promote effective learning. However, particularly in the
case of RI, only some factors are covered by formal learning. As mentioned previously,
unstructured informal learning on-the-job occurs within the research praxis, where peers
or senior researchers are a source of ethical information and education [11, 12]. This
way, observational learning, i.e., role modelling, is also an important source of learn-
ing that needs to be considered. For this reason, to encourage the ethical behaviour of
researchers, the community and organisation’s ethical behaviour needs to be shaped and
training must not be a standing-alone tool to promote RI within the research community;
it should be considered part of the strategy.

Finally, we strongly encourage subscribing all training to the umbrella office or
transversal management entity within the institution that deals with the aspect of RRI or
to the RRI office(r) as proposed by the ETHNA system. The same would apply in the
case of other RRI dimensions, for example, training or activities on gender should be
linked to the gender office or related unit that deals with these issues. Notwithstanding
this capitalisation of resources, these umbrellas are standpoints to address and seek
support for self-organised activities, avoiding dispersion and parallelism and increasing
visibility and efficiency.

2 Identifying the Learning Objectives

Instructional theory aims to describe how to help people learn and develop, creating
conditions that boost the chance of learning and improve instruction [13]. This implies
the need of understanding the purpose of the training, that will manifest in learning
objectives, for designing the instructional process and assessments. In the case of RI,
the instructor needs to analyse the learner’s needs and aptitudes at the beginning of the
design, and the knowledge, skills, and attributes that the learner need to incorporate into
their ethical mental models to behave ethically during the research praxis [14].

Concerning the needs of the learners, it is advisable to be aware that the researchers
within a given organisation will vary among other things in career stage and profes-
sional experience, for example, early-career researchers may not need to be proficient
in processes involving conflict of interest when evaluating grant peers or research [12].
Learner’s needs are also shaped by the discipline, for example, agri-food researchers need
to be aware of ethical issues, regarding Genetic Modified Organisms (GMO). Related
to learner’s aptitude, assessing prior knowledge and tailoring training to various groups
is a strategy to increase the learning effectiveness [15].

The discipline, career level, or key areas of RIwill shapemany aspects of the learning
objectives. However, transversal learning objectives in RI training can be extracted from
available literature and be outlined as follow:

• Acquisition of explicit knowledge of the organisation’s values, enacted in codes of
conduct, good practice lists, and various existing regulations and procedures that
ensure ethical behaviour and responsible research.

• Internalisation and integration of the above-enacted regulations of the core values into
the organisation’s daily praxis.
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• Acquiring a mindset ready to identify grey areas or questionable behaviour that can
occur during their daily activity and can collide with the existing code of conduct or
core values. In other words, providing the skills to recognize the ethical aspects of
their everyday praxis and increase their decision-making skills.

• Increasing the responsive capacity of researchers to the broader societal dimension
of their work, or in other words, fostering awareness about the fact that responsible
research is a matter of the community and society.

• Increasing sensitivity to alternative perspectives and diversity of thinking, promoting
cognitive complexity, cultural diversity, and empathy.

• Understanding cognitive bias, detecting and preventing moral justification and
unethical decision-making.

• Incorporating intangibles as shared values of a team. These intangibles can come
from new process or products (i.e., novel outcomes from the research and innovation
activity) and/or from conflicting new approaches to research.

• Acquiring skills that enable the researchers to comply with the ethical conduct of
research and responsible research and the organisation’s shared values. For example,
data management skills to comply with open data practices.

These general learning objectives are also alignedwith the five processeswhich occur
according to the RRI framework: anticipation, reflexivity, openness and inclusiveness,
and adaptation [7], but discerning the specific skills, attributes, and knowledge that
researchers should acquire to incorporate these processes is complex. It requires the
understanding of the specific tasks that researchers need to perform ethically [13, 16].

Wehave distinguished three subsets of tasks, or processes, in the literature, depending
on the approach to explain how RI is acquired, performed, or enhanced:

• Processes to achieve a social-ethical integration of research.
• Processes to complywith codes of conduct or regulations that secure ethical behaviour
during the research praxis, and, finally,

• processes to take decisions ethically and avoiding biases.

Next, we will describe these approaches towards RI as a vehicle to highlight some
of the competencies that can be the aim of training. In other words, we will expose
the processes to perform RI, depending on the approach, that will frame the learning
objectives.

2.1 Processes to Achieve a Social-Ethical Integration of Research

This approach to RI stem from an ethicists and philosophers’ perspective. It aims to
embed the ethical component from the beginning, during their praxis, or within the
forecasting of the impact of research results on society. In this approach, researchers
are expected to acquire moral awareness of the research activity first towards their own
community, and second towards society as a whole [2].

In an instructionalmethodbasedon this approach, themidstreammodulation, authors
describe that this trans-dimensional moral awareness is acquired when researchers
engage in two types of reflection: first-order and second-order of reflection [17, 18]
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According to the authors, in the first order of reflexivity, individuals reflect on their
daily activities and interactions with peers, microethics, and ethical issues within their
embedded research system. In the second order of reflexivity, individuals reflect on the
impact of their decision and research activity on society.

Running a living lab -amethodology proposed for the implementation of the ETHNA
system itself- is also an approach to RI that highlights the importance of the social-ethical
integration of research. This methodology is based on the iterative feedback process with
different stakeholders to foster ethical research and innovation (R&I) organisations. Key
competencies, or clusters of competencies, to reinforce through training to support the
tasks needed to run a living lab include design thinking skills [19], science commu-
nication, and public engagement skills; all of which are needed when involving other
stakeholders of society in the promotion of reflection activities [20–22].

2.2 Processes to Comply with Codes of Conduct or Regulations

Asmentioned above, many facts have propelled the redaction of codes of conduct, guide-
lines, or good practice to frame the standards of research conduct, for example because
certain aspects of ethical researcher praxis are directly affected by laws, i.e., General
Data Protection Regulation (GDPR) or animal welfare. The ETHNA system proposes
Code of Ethics and Good Practices in R&I as one of the guidance tools for its institu-
tional implementation, (see chapter González-Esteban, Chap. 2). Courses teaching these
predefined rules to researchers are designed under two precepts: deficit of information
can lead to misconduct, and compliance will guide a moral decision [23]. A salient task
to comply with codes and regulations, and hence, research ethically according to this
approach, is knowledge acquisition [24].

Although this transfer of information of existing rules can increase moral awareness,
data show that this training impacts knowledge acquisition, but not moral judgement or
ethical decision-making [4, 25, 26] processes that correlate higherwith ethical behaviour.
This fact can be explained by the phenomenon of reactance, a negative reaction towards
externally imposed knowledge [27] and by the fact that researchers may feel that there
is no answer in these codes to many of their experienced ethical dilemmas, so attending
these courses could become a “ticking-off the-course-box” reaction [28–30]. Even with
these dangers in mind, compliance courses on existing codes should not be discouraged,
but should be combined with activities that aim at increasing decision-making skills,
which will allow to better frame the acquisition of skills to knowledge based on shared
previously agreed standards [31].

2.3 Processes to Take Decisions Ethically and Avoiding Biases

Although the knowledge of guidelines (e.g., through compliance courses, as mentioned
above) and the awareness on topics subject of ethical issues affecting RI (e.g., doing
research with other colleges, ethical leadership, supervisor/trainee relationship -see
Sect. 4 formore examples), research looking into the ethical behaviour context at research
institutions has identified that researchers -especially at early stages- face situations at
the boundary of these rules. In these cases, the identification of the situation as an ethical
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matter may not be a straightforward exercise [23, 32]. Considering these ambiguous con-
texts, ethical decision-making becomes a key process to research ethically and hence,
the focus of large amount of research and training [24, 33]. By moral or ethical decision-
making, we refer to decisions, including judgments, evaluations, and response choices
that are related to moral issues [34].

As stated above, to propose effective learning objectives we need to understand the
subjacent skills, knowledge, and attitudes of higher-order decision-making processes.
Multiple and diverse theories have been proposed to explain howethical decision-making
works, develops and is connected to ethical behaviours. The main perspectives have
been cognitive-development theoretical approaches, including moral reasoning, [35, 36]
and affective theories [37], social intuitionist theories [38, 39], and social neuroscience
theories, [40, 41]. A detailed exposition of this approaches exceeds the purpose of this
book. However, more recently, a framework has been proposed to integrate many aspects
of these theories into the social information processing theory [41] that it is worth
mentioning in this chapter (Fig. 1). This framework contemplates the cognitive, affective,
and social components that can modulate ethical decision-making, providing a useful
reference to design training on RRI.

Fig. 1. The Social Information Processing-Moral Decision-Making Framework (SIP-MDM)
from Garrigan et al. 2018

Training aiming to facilitate the learning of the components in this framework have
an impact in the decision-making skills [32]. An example of a training activity consid-
ering many of the components of this framework would be presenting a dilemma case
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to learners; then the facilitator guides them to attend to emotional cues and situational
contexts; guides them also to interpretate who is responsible, trying to understand inten-
tions, and facilitate them to take perspective from the role of the stakeholders within the
case; at the same time, allow them to extrapolate the case with their daily praxis, and
to contrast this information with their moral and social schemes acquired by previous
experience while reflecting on the emotion that this situation evokes on them.

Some trainings have more activities focus on learning facilitation of sensemak-
ing skills, including integrating and interpreting factors on moral dilemmas [32], self-
reflecting on past experiences, predicting potential outcomes for the self and stake-
holders, perspective taking [42], and emotional regulation [43]. In these approaches,
participants also learn strategies to tackle ethical problems [32, 44]. Other activities of
training has emphasized the social skills component of moral decision-making [45], and
others have stressed the affective elements on the affective moral component [46].

On the other hand, training focusing on theoretical knowledge of virtues and ethical
principles is framed in the “reasoning” model of morality acquisition, where the learner
lacks the knowledge of the concepts of morality and virtues, and once learnt, ethical
behaviour will follow [36, 47]. This focus has proved being less effective [4, 48].

Tasks Aiming at Bias Awareness. Like in any other decision-making process, biases
also play a role in ethical decision-making [49]. An individual will likely use heuristics1

to interpret the situation upon exposure to ethical dilemmas. This type of information-
processing shortcut can introduce errors or bias in moral making sense of the situation
or in forecasting the implications and consequences of the possible ethical scenarios
[40]. They have implications on ethical behaviour because if bias occurs, then, even
good-intentioned individuals with high information processing skills, moral awareness,
and pro-social skills can still be engaged in wrongdoing [50, 51]. Training addressing
this aspect in ethical decision-making has proven effective among business [52], health
care [53], and engineering professionals [54]. In the case of bias training for researchers,
there are only a few studies with still no clear results [55].

In summary, when designing training in the domain of responsible research, differ-
ent learning objectives can be derived depending on the different research perspectives
on how individuals acquire ethical competencies. This fact will frame the design of the
activities because different instructional methods will achieve specific learning objec-
tives [4].Most probably, a combination of aspects must be explored [56]. For example, in
research integrity the combination of a compliance-approach and behavioural approach
should be considered [31].

3 Designing the Learning Activities

Aspreviously discussed, designing a given training activitywill be profoundly influenced
by the learning objectives that we want to achieve [13]. Learning aspects, such as how

1 Any approach to problem solving or self-discovery that employs a practical method that is
not guaranteed to be optimal, perfect, or rational, but is nevertheless sufficient for reaching an
immediate, short-term goal or approximation.
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individuals learn more efficiently, will also affect the way the activity will be designed
and delivered. Literature revision shows that not only learning reasons drive instructional
design of research integrity training, but also the capacity of the organisation, the skills
of staff, and even, existing inertias and culture of the learners, teachers, and organisations
[57].

In the following paragraphs, we will outline different teaching-learning approaches
detected in RRI training literature.

3.1 The Learning Approach Towards Research Integrity

Two distinct approaches to the teaching-learning process can be distinguished and
selected when designing the activities: a lecturing approach or a facilitation approach.
Its the purpose of this chapter to avoid revisiting these approaches thoroughly and to
prevent favouring one over the other, as often they occur concurrently by combining
activities within the same training or are intermixed in the same activity [58]. We rather
urge the instructor or designer’s skills to be aware of the selected approach in terms
of the learning objectives and the most effective pedagogical techniques useful for the
learning process.

In a lecturing approach, the teacher aims to transmit knowledge to the audience.
Factors that impact the effectiveness of lecturing are mainly the structure of the deliv-
ered information and the teacher’s communication skills, as it follows a teacher-centred
approach [58]. The outcomes of the lecture approach can improve when the delivered
information is related to previous knowledge of the learners and is interconnected with
their professional reality, creating a conceptual map through which the new knowledge
is connected with practices in real-world tasks. Furthermore, lecturing approach tends to
be more efficient when direct engagement of the learner is promoted [59]. These aspects
are important to be considered when designing online lectures or e-learning materials,
as face-to-face interaction with the teacher and peers is reduced, if not lost.

In a facilitation approach, the teacher becomes a facilitator of the learning process.
The basis of facilitation is that learning is a goal-oriented dynamic process of mutually
shared existing knowledge, and a co-creation of knowledge that is integrated through
critical reflection of the learner with the facilitation of the teacher [60]. This approach
has its basis in humanistic learning theories and is related to adult learning principles.
In this respect, the learning is constructed upon an experience that participants critically
analyse, from a cognitive and an emotional point of view, which ultimately leads to inter-
nalisation of knowledge through deep reflection. This way, facilitation follows a student-
centred approach, where individual learning styles can take place, and which necessarily
implies the learner’s active participation [61]. To achieve effective learning through a
facilitation approach, experiences or activities should also be contextualized and related
to the learner’s own experience. This also implies the need to consider constructing a
safe learning environment so that mutual knowledge can be freely exchanged. Finally,
reflection should be guided so that new knowledge can arise after the group’s exchanges
on their perspectives [62]. When this learning approach is selected, the instructor’s skills
and experience as a facilitator are key to achieving deep learning [13], as there are many
different methodologies which can be applied to facilitate the dialogue around research
integrity and ethics [63].
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Design thinking [64] and learning approaches based in ethnographic methods, like
midstream modulation [17] have also been applied to instructional training design,
although less literature is available on RI. These two approaches are used to facilitate
learning in competencies related to the co-creation of common values and understanding
of socio-ethical aspects.

3.2 Training Activities and Delivery Method

The lecture itself is the main activity when a lecturing approach is selected for the
training of the researchers. As stated before, a lecture can increase its effectiveness
through several interventions/activities looking for the engagement of the learner. Some
are tests or quizzes, questioning and recurrent feedback, and related real examples.
E-learning material framed as a lecture can also benefit from these interventions [59].

A key principle that many instructional designers workwith is the design of problem-
based activities [65]. In RI training, the use of dilemmas has been the most common
strategy to create a problem situation [66]. Depending on the competencies that want to
be trained, the dilemma’s presentation and the tasks the learner will be asked to perform
will be different.

More specifically, a frame activity widely used in RI training is based on cases,
which is a way to attempt getting closer to professional experience of the learner [67].
Cases are contextualised dilemmas that invite the learners to discuss (i.e., applying a
dilemma relevant to a specific field of knowledge and/or research activity). The case
represents the ill-defined ethical situations at the boundaries of standards, regulations,
and codes of conduct that researchers are exposed to in their daily praxis. Sensemaking
skills, forecasting, reflexivity, and emotional regulation are some of the skills that can
be learnt and trained though a facilitation approach [42, 43]. The cases can be tailored to
increase proximity to the learners, enhance the emotions, highlight the dilemma’s social
implications, or explore the dilemma’s social contexts.

Case-based activities vary depending on the learning competencies and the factor
affecting learning. In this way, innovative ways to increase the situational experiences,
like role-playing [68, 69] or fishbowl techniques [70], practice the perspective-taking
skills of the learners. Others enhance the emotional aspects of dilemmas, delivered
through storytelling [71, 72] or professional actors [73]. Finally, other activities enhance
the engagement of learners through gamification [74] or even through interactive nar-
ratives in the form of video games [75, 76] or interactive films [77]. See Table 1 for
specific examples.

In case-based studies, a key element is the discussion that the dilemma triggered,
which needs to be structured. Otherwise, the learning objectives cannot be efficiently
reached [61]. One example of structured dialogue can be found in the card-basedmethod
RESPONSE_ABILITY [30]. In this game, reflection also explores the conflict between
morals and practices and the attribution of responsibility to organisational aspects rather
than solely individual behaviour.



146 E. Garcia-Garcia and X. Eekhout

Table 1. Selection of frequent used strategies to enhance case-based activities.

4 Deciding the Content

Along the present chapter we have tried to provide an overview of the elements that
can drive the ethical behaviour of researchers (i.e., social-ethical integration of research,
knowledge on codes of conduct, or decision-making), insisting in the idea that when
planning to facilitate the learning of ethical research and innovation among research
staff, the key step for deciding on the specific approaches (e.g., lecturing, facilitating or
a combination of both) and methodology to apply (e.g., discussing a dilemma through a
fish bowl exercise) lays on linking the learning objectives to the needs of the learners.

The diversity of content for RRI training is enormous, given the variety of topics and
processes considered relevant forRRI. Themain driver to select the topic of training is the
learner’s need. Organizations often prescribe or offer courses based on the expectations
on what their researchers need to perform RRI. Discipline also shapes the content [24],
focusing on specific sensible issues specific to a certain area of knowledge or R&I
activity, e.g., GPDR when working with individuals, animal welfare when working with
animals, or lab safety when handling chemicals.

Nevertheless, in order to support the reflectionof the possible contents to be addressed
through teaching-learning interventions, we show below research-related topics building
upon the functional areas or dimensions of RRI (Fig. 2).

This is complemented with some examples of modules within courses, activities, or
other setups dealing with research integrity; all of which could be adapted to address
one or several specific RRI topics [33, 63, 78, 79].

Last but not least, along the recent years quite a number of projects and initiatives have
worked in RRI, research integrity and ethics in R&I, including repositories of resources
that can be used for implementing teaching-learning activities.With no intention of being
exhaustive, we highlight several of them which can be very useful to anybody planning
to implement institutional actions to foster ethical research and innovation behaviours
among their research staff:
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Fig. 2. Topics to be consider as content for RRI training, sorted by RRI area.

RRI tools started as an EU funded project under the 7th Framework Programme but
is still active. It was proposed as a collaborative and inclusive project, with the aim
of increasing creativity and shared ownership of the process, leading to an extensive
repository of documents, including many training resources, particularly for the overall
understanding of RRI [80].

SOPs4RI (Standard Operating Procedures for Research Integrity) has been another EU
funded project, in this case under Horizon 2020 (H2020), with the aim of producing an
online, freely accessible and easy-to-use ‘toolbox’ that can help research organisations
to cultivate research integrity and reduce detrimental practice. A particularly interesting
feature of this toolbox is the classification of training resources to different career stages
and profiles [81].

Path2Integrity is another H2020 funded project supporting formal and informal learn-
ing methods contributing to establish a culture of RI, including the creation of units for
learning RI. In this case, we would like to highlight their Research2Intergrity Roadmap
[82], which not only compiles key references, but also the content that can be addressed
and existing media to apply during teaching-learning exercises.
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The Embassy of Good Science is a community platform developed offering support
in handling day-to-day research practices and dilemmas. It contains guides, materials
and a community that support training on research integrity and ethics [83].

5 Evaluation

After the delivery of the training is important to evaluate its effectiveness, not only for
accountability but also to improve research findings on RI training and move the field
forward [25]. The assessment design should take place at the beginning of the design
cycle and not after [13]. Indeed, it is a consumable and difficult task of instructional
designs. According to Kirkpatrick [84] training evaluation should assess the learners’
reactions, achievements of the learning objectives, individual behavioural change, and
organizational outcomes.

Reactions measure the level of satisfaction of participants after the training. Training
organizations use that feedback to evaluate the effectiveness of the training, learners’
perceptions, potential future improvements, and justification for the training expense.
Normally, the kind of questions to answerwould need to be tailored to the topic addressed
in the intervention, but have structures such as:

• Did the trainees feel that the training was worth their time?
• Did they think that it was successful?
• What were the biggest strengths of the training, and the biggest weaknesses?
• Did they like the venue and presentation style?
• Did the training session accommodate their personal learning styles?

Nevertheless, general satisfaction is not a reliable measure of learning because it
depends heavily on motivational aspects and expectations of the learners [85]. On the
contrary, when the reactions related to a specific parts of the training (e.g., length of an
specific activity, clarity of the content) then, the reaction response can be useful to tailor
this specific sections.

Learning the objectives is really the key aspect to measure the impact on learning
and will consist of evaluating knowledge acquisition. This requires the design of more
sophisticated tests focused on whatever wants to be evaluated: knowledge (e.g., on a
given code or protocol), skills (e.g., communication skills) and attitudes (e.g., leadership
or ethical decision-making). These tests should be administrated before and after the
training to be able to compare effects and the use of interviews or verbal assessments
could also be applied. Furthermore, this “before and after” approach requires including
control of population [14, 32].

Behavioural changes are difficult tomeasure in general, and evenmore in ethics-related
trainings due to the low frequency of uncovered misconduct cases [84].
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Organisations impact seeks to determine the tangible results of the learning interven-
tion looking at things like reduced costs, higher efficiency, employee satisfaction, etc.,
so taking into account the heterogeneous and interconnected aspects of RI, matching
organisational changes to specific training interventions seems unrealistic [84].

6 Overall Remarks

The disconnection between research and society cannot be a model of research praxis
to follow. Not only is accountability to tax-payers a factor in considering a more fluent
communication between research endeavours and society, but trust in research is also
fundamental to create a knowledge-based society. In this respect, research and society
are at stake if research does not follow ethical norms.

Several measures have been deployed in the R&I environment to ensure the ethical
behaviour of researchers. The ETHNAproject has proposed a flexible ethical governance
systembuilding upon several of thesemeasures as guiding tools to achieve the institution-
alisation ofRRI principles (Code of Ethics andGoodPractices inR&I, Ethics Committee
on R&I and Ethics Line) together with a process (based in living lab methodology) and
indicators to measure progress.

In this chapter we attempt to complement this approach to the governance system
itself by providing recommendations on how to approach the learning of responsible
research and innovation among the institution’s research staff. In this sense, teaching-
learning activities around RI would be considered as yet another of these measures.

Although expectations are high on explicit training actions (e.g., lectures, interactive
workshops or compliance exercises), we cannot obviate that other types of learning
are not explicit and occur by observing peers and senior researchers [11, 12]. It has
been found that the perception of a healthy research environment has been linked with
more desirable research practices [67], so cultivating a RI organisation environment is
crucial to shaping the ethical behaviours of individuals [68]. Interviews and surveys
have revealed that ethical behaviour has a high environmental component and does
not rely only on individual capabilities. Increased stress, the competitiveness of the
research fundingmodels andof professional development, aswell as power relationships,
can shape the ethical behaviour of researchers [69]. Higher rearrangements need to be
pursued to change the environment in which research occurs.

Due to this, along the current chapter we have attempted to provide an overview
of the elements which influence the ethical behaviour of researchers, in order to pro-
vide a framework which should guide the planning of any teaching activities aimed at
facilitating the learning of responsible research and innovation. The fact that RRI as a
concept covers many areas and topics, as well as the need to take into consideration the
nature of the target group addressed (e.g., institutional mission, research fields, activities
implemented, level of experience, etc.), makes it impossible to propose a one-size-fits-
all training module. Nevertheless, we expect that taking into consideration the possible
learning objectives to address, the available approaches, plus the contents to be covered
—together with the extensive resources already available, many of which are referenced
here— this chapter will be useful for any person working in career development support
of researchers, to plan specific interventions within their organizations.
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Abstract. In this chapter we take results from the Horizon 2020 project,
NewHoRRIzon to show that a variety of activities and approaches, addressing
different levels and actors, are needed to spur public engagement in research and
innovation. NewHoRRIzon spanned over all areas of the 8th European Framework
Programme (Horizon 2020) and created 19 ‘Social Labs’ to look into different
research and innovation themes and their relation to the concept of Responsible
Research and Innovation (RRI). This chapter highlights specific pilots stemming
from this project which were designed by research and innovation stakehold-
ers over the course of sequential labs, workshops, and meetings. The pilots fea-
tured here represent replicable activities and innovative ideas for researchers and
research organizations to take up and use in their public engagement practices and
policies.

Keywords: public engagement · Responsible Research and Innovation · RRI
implementation · Social Labs · Stakeholder inclusion · Horizon 2020 · science in
society

1 Introduction

Public engagement has been advocated for a very long time for democratic and scientific
reasons [1–3]. Nevertheless, engaging with the public is still relatively uncommon in
many disciplines [see for example, 4] and a disparity exists within Europe as to the
quantity of public engagement activities [5]. Public engagement is still an ambiguous and
multi-facetted buzzword [6] that carries different meanings for different stakeholders. It
is based on different values [2] as well as concepts [7, 8], addresses different disciplines
and takes many different forms that engage the public at different moments of research
and innovation such as in science shops [9], events [10], consensus conferences [11], lay
membership on scientific advisory committees, [12] experiments and demonstrations
[13], to name a few.

In order to provide an overview on different formats of public engagement activities
we present a number of activities that were developed in a bottom-up approach together
with stakeholders from the research and innovation community. Thus, they are therefore
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anchored in everyday needs, experiences, aspirations and institutional limitations of
researchers and other stakeholders. In the NewHoRRIzon project, on which this chapter
is based, we set out to implement the concept of Responsible Research and Innovation
(RRI), which entails amongst other concepts public engagement, across all research
funding programmes of theEuropeanFrameworkProgrammeH2020. For approximately
two years, the project engaged with more than 720 stakeholders from research and
innovation and developed, together with them, more than 50 pilot actions. Many of
the pilot actions developed tried to foster public engagement as the participants in the
project’s 19 different so-called Social Labs felt the need to specifically address this issue.
In this paper we will shortly explain the approach by which the public engagement pilots
were created and will categorize and showcase some of them.

2 NewHoRRIzon and Social Labs

The NewHoRRIzon project tried to contribute to the implementation of the policy con-
cept of Responsible Research and Innovation (RRI) within the 8th Framework Pro-
gramme of the European Union, Horizon 2020 (H2020). Besides public engagement,
the topic of this chapter, RRI entails other keys such as gender, ethics, science education
and open access [14]. The RRI concept set out to implement these keys in research and
innovation, thus making it more gender sensitive in research practice and topics, more
considerate of ethical implications of, and conduct in research, and boosting science
education, open scientific data, and results to the public.

The NewHoRRIzon project was an attempt to create, together with relevant stake-
holders, measures and activities that would support RRI in research and innovation. To
these aims, NewHoRRIzon modified the Social Lab concept developed by Zaid Hassan
[15] as a process for solving complex societal problems with a bottom-up-approach of
stakeholder engagement [16]. A Social Lab brings together diverse groups of stakehold-
ers to focus on addressing complex societal challenges. The process involves a diverse
group of stakeholders who are encouraged to contribute their unique perspectives to the
challenge, the Social Lab Manager to own and manage the process and a facilitator to
guide open ideation during a series of workshops [17, 18].

NewHoRRIzon started with mapping the stakeholders of H2020 and continued by
analyzing the state of RRI in all Programme Lines of H2020 [19]. Thereafter, it created
19 Social Labs that covered all thematic Programme Lines of H2020.

The NewHoRRIzon partners developed a common manual that guided the Social
Labs. The pilot action process for each Social Lab is documented in individual reports
[20–23] and a Guide to Good Practice [24].

Altogether the Social Labs attractedmore than 720 stakeholders from across Europe.
The stakeholders came from research, research funding, civil society, policy making and
business and in each of the Social Labs, spanning over two years, developed so-called
pilots that addressed RRI challenges as the stakeholders perceived them in their own
working environment.

The altogether 59 NewHoRRIzon pilots covered all RRI keys and addressed
researchers, research funders, policy makers, representatives from business and civil
society as well as citizens [25].
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2.1 NewHoRRIzon Public Engagement Activities

Within the NewHoRRIzon project Social Labs came up with many ideas and pilots that
focused on public engagement. Figure 1 below shows a map outlining these pilots based
on their type of approach to Public Engagement. We categorized public engagement
activities in (a) Exhibits about research, (b) Dialogical Formats, (c) Training Materials,
(d) hands-on formats and (e) capacity building. A comprehensive description of the
NewHoRRIzon pilot actions is available in an online brochure [25].

Fig. 1. Map of the different Public Engagement Pilot Actions developed in NewHoRRIzon
grouped by different approaches. (Map designed with web tool: https://metrosets.ac.tuwien.ac.at/
[26])

As the map demonstrates, the approaches to public engagement overlap and diverge
from each other in various ways. While some can be used in multiple settings, others
were designed for more specific contexts and serve as inspiration for other organiza-
tions. A first group, Exhibits About Research, were meant to provide information about
researchers’ work and the work of their organizations to a broader public. Alternatively,
Social Lab participants also createdDialogical Formats when they felt the need to engen-
der and foster bidirectional exchange between researchers and the public/stakeholders.
A third group of public engagement pilots concerned TrainingMaterials that raise aware-
ness about public engagement and enable researcher organizations to foster their own
public engagement practices. Another category of pilots trained researchers in a ‘hands

https://metrosets.ac.tuwien.ac.at/
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on’ way in public engagement. The final group of activities addressed a perceived lack of
organizational preconditions that hinder researchers from engaging with the public, an
activity that is little credited in the assessment of organizations and individual careers.

In the following sections we will go into detail about some of the pilot actions
shown in the map to illustrate the kinds of motivations, obstacles, lessons learned and
transferrable practices that can be taken up from the NewHoRRIzon project.

2.2 Exhibits that Inform About Research

One category of pilots dedicated to public engagement includes exhibitions of infor-
mation, or examples of researchers engaging with the public simply by sharing what
they are doing in a way that considers the potential needs and uses of the stakehold-
ers. In other words, these pilots represent an advanced level of research dissemination
activity because their means of presentation are also meant to be practically relevant to
stakeholders.

Euro-Expert and RRI. The pilot “Euro-Expert”1 is a website and communicable out-
put from legal scholarship and anthropology that works on making material accessible
to people outside the scientific domain. Workshops during the NewHoRRIzon project
showed that despite the relevance of legal research to civic life, researchers might lack
expertise, time, or sense a general skepticism towards public engagement amongst their
research community. This pilot tried to combat these obstacles to be more inclusive and
adaptive to social changes within the subject and in the interface between researchers
and legal practitioners.

The specific topic of the pilot is cultural expertise in legal theory and practice. In
the development phase, it was important for the stakeholders to create a website to
help engage people outside the scientific world, and specifically increase engagement
between researchers and information users, such as legal professionals and people at
court, in order to improve legal processes.

Thewebsite shares research results from legal and anthropological research about the
role of cultural expertise in the context of legal decision-making and targets stakeholders
such as cultural experts, judges, and prosecutors. These stakeholders as well as interested
publics can easily get the latest relevant research results from a dedicated website and
can even contribute insights through blogs. Such a pilot can be used as a model for
other projects that want to engage with their wider stakeholder community to have their
research taken up to improve the field of practice.

Renewable Energy Knowhere. The renewable energy field is constantly changing.
Foundations, associations, small and big NGOs, organizations break up and suspend
their operation, and more and more university departments and faculties take up the
topic of sustainability and renewable energy. Accessibility of information is a crucial
step when it comes to raising awareness of existing efforts in the field of renewable

1 https://euro-resp.com (Downloaded 11.02.2023) [27].

https://euro-resp.com
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energy and more ambitiously, to tackling the energy and climate crises. The Renew-
able Energy Knowhere pilot action helps stakeholders make sense of all this renew-
able energy research and institutional activity by summarizing EU countries’ various
renewable energy statuses.

At its core, the pilot is a database2 in the form of a zoomable online-map (see Image
1) focusing on the Hungarian renewable energy field (Fig. 2).

Fig. 2. Visual of map from the website “Renewable Energy Knowhere”.

Included there are specific categories of interest such as education, entrepreneurs,
NGOs, community projects, local initiatives, researchers, and authorities. The map pro-
vides everyone who is interested in the field access to this information, offering the
possibility for science education and public engagement. The website is fed updated
data and has been shared with stakeholders working in the field to make the field of
renewable energy in Central and Eastern Europe more accessible.

2.3 Dialogical Formats

Many Social Labs of the NewHoRRIzon project came upwith public engagement activi-
ties which in various ways provided spaces andmethods to engage the public in dialogue
research and innovation.

Quadralogue. The Quadralogue addresses barriers of communication and routine
between individuals with different roles in research and innovation. By bringing together

2 https://reknowhere.eu/ (Downloaded 11.02.2023) [28].

https://reknowhere.eu/
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these individuals, who are otherwise not typically incentivized to discuss the bigger pic-
ture aspects of science and research with each other, the Quadralogue seeks to overcome
this barrier to discuss the social impact of research and innovation. The design of the
Quadralogue is a structured and facilitated 45-min dialogue-game.

By providing a unique ‘gamified’ environment to foster these conversations, the
pilot action is a low-threshold way to bring together to share their expertise, concerns,
experiences, and assumptions taken for granted in their normal day to day routine. The
barriers are removed by the protocol of the game, as each of the four participants are
responsible for sharing their interpretations and first impressions of the experiences from
another participant’s perspective. Another aspect is that the protocol encourages them to
discuss with each other in plain, non-specialized language. Both an instructional video3

explaining how to implement the Qaudralogue and a video4 of an on-campus experience
using the format at Ben Gurion University in Beersheba, Israel, have been shared to the
public on YouTube [29, 30].

GenVoice. The ambition of this pilot action was to experiment with integrating the
“unheard voices” of future generations who typically are not engaged, or involved in
research only as future beneficiaries, into transport R&I processes – also in context of
the contemporary civil society movements. Themain target group was young adults who
were invited to participate in an experimental workshop.

The morning session of GenVoice involved a school class of 16–17-year-old partic-
ipants; the afternoon session, students 20–25 years old. The event followed a three-step
process. First, participants debated about their personal experiences with transport in the
area in Zilina (Slovakia), talked about their expectations for this workshop and described
the travel experiences they make in their everyday lives. Second, they created visions of
a desirable future and an ideal present mobility system. Third, solutions were created on
how to make these visions become reality.

The pilot action left a lasting impression onboth the participants and the organizers, in
this case transport researchers. Specifically, the school class clearly enjoyed the openness
of the process and being asked their opinion about contemporary issues, while also being
able to bring in their own everyday experiences. They found the workshop fun, inspiring
and empowering – and enjoyed being creative.

The organizers were satisfied as well, having left an impression on the participants
both in terms of content and inducing a feeling of agency through eye-level conversations.
Furthermore, the organizers pressed to put the results of the event on the radar of local
policymakers and city-planners.

Research Goes to Streets was developed to address the lack of intellectual and physical
connection between the academic universe and civil society. The format manifested into
a one-day walkshop in Madrid, Spain, where participants attended in various stages.
Although the specific topic addressed in the piloting of Research Goes to Streets was
mobility and transportation, the format can be adapted to any topic which addresses

3 https://www.youtube.com/watch?v=hXLWokWF7jU.
4 https://www.youtube.com/watch?v=jqYcPmQvMRI.

https://www.youtube.com/watch?v=hXLWokWF7jU
https://www.youtube.com/watch?v=jqYcPmQvMRI
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a variety of stakeholder groups that otherwise are disconnected in their day to day
personal or professional lives. For example, the initial pilot case included researchers,
city technicians, students, mobility consultants, and members of diverse grassroots and
NGOs.

Practically, the event began with two hours of promenade with several (four - five)
stops. This stage included presentations from scientific experts on their research about
the shared context, in this case the local transport system in that community, followed by
direct questions from the attendants who were encouraged to bring in their own points
of view and experiences. A video of the pilot implementation in Madrid is available on
YouTube [31].

By bringing such a format out into the street, this pilot demonstrates the possibilities
of dialogue between stakeholders and researchers on an eye-level, in a neutral space,
outside, where community members can easily access. To extend the event further, as
was done in the case of the pilot, there is also the option to record and make the event
into a short film available to a wider audience.

2.4 Training Materials

Another group of pilots worked on various training materials which were informed by
experiences and lessons from experimenting with public engagement approaches.

Knowledge Kiosk. This pilot was made in a series of co-creation workshops with the
aim of using Design Thinking methodologies to develop an original and effective dia-
logue system between citizens and researchers to be sustained over a longer period of
time. The inspiration behind the pilot was the observation that researchers who would
like to contribute to public engagement are often not sure how to bring it into practice
and lack examples of effective practices. The Knowledge Kiosk serves like a training
manual and facilitation process for designing a long-term dialogue format that is suitable
to local circumstances and context, fostering two-way dialogue along the way.

The first step of the Knowledge Kiosk exclusively targeted citizens who provided
their ideas for how a regular, sustained interaction between citizens and scientists might
look like. The second round was for scientists to discuss and develop these ideas further.
Lastly, the groups are brought together to develop a prototype to fit both their needs and
desires.

Good Practices of Co-creation. This pilot action is an example of a public engage-
ment training developed in the specific context of healthcare. In this sense, the ‘public’
addressed by the pilot is patients and the specific issue is the disconnect between them,
healthcare providers, industry, researchers, and policy makers. One result of this is a
growing sense that patients’ healthcare needs and wishes are not always properly met.

Co-creation is seen as an approach that can help to reduce this disconnect and
strengthen the role of patients and relatives in health care research.

Various positive examples of co-creation exist in healthcare policy making, research,
product and service development as well as clinical decision making. The pilot action
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identified suitable co-creation initiatives and interviewed a few of them. The pilot iden-
tified the need to spread knowledge about these positive examples through “Co-Creation
examples” that show the benefits of co-creation in health. The training approach taken
in this pilot involves starting by broadening the horizons of affected stakeholders and
improving awareness of co-creation initiatives and their benefits. The results of this
pilot action can help those interested in co-creating feasible, acceptable, and effective
healthcare processes.

Public Engagement from “Nice to Have” to “Need to Have”. This pilot on public
engagement was developed to increase the participation of citizens and stakeholders
in social and technological innovations related to sustainable development. The growing
public impatience around implementing sustainability contrasts with the simultaneous
backlash from other parts of the public that do not feel represented by proponents of
rapid societal transformations.

To help alleviate these tensions and obstacles to collective, inclusive, and sustainable
innovation, the pilot action sought to collect and develop clear arguments for why public
engagement is important in environmental research and innovation.

A surveywas conducted amongstmembers of business, research, civil society, public
officials and their networks. The questions used were designed to inform arguments that
can be used to convince funding agencies and project partners about the necessity of
public engagement and, in contrast, arguments against engagement. These arguments can
be used in a variety of ways, one of which is to support organizations in their training
efforts as the arguments represent the most common motivators and demotivators of
public engagement activities. Some of these include (Table 1):

Table 1. Arguments for and against public engagement collected in “Public Engagement from
‘Nice to Have’ to ‘Need to Have’”.

Arguments for Arguments against

• For producing findings/solutions/policies
that are, on the long-term, acknowledged by
a broad variety of actors

• Diversity of thoughts leads to better
Research and Innovation outcomes

• The public is going to be engaged anyway,
do you want to be there? Or miss out?

• Cultural entitlement, informed citizenry,
young people and education and their
empowerment

• Not necessary, confusing, expensive,
time-consuming, would not deliver the right
result

• It is lengthy, people are inactive, it takes lots
of additional resources

• I don’t want to share my idea openly before
I have finalized it

• Difficulties with recruitment

The result is a summary of arguments and experiences that can be used for a training
incentive to reflect on the importance of public engagement in R&I calls and proposals.
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2.5 Hands on Training

In addition to training materials, some of the pilot actions also worked on developing
hands-on training that can be used, adapted to and realized in different contexts, with
different topics and for different public engagement needs.

Training on Stakeholder Integration. This training pilot specifically addresses con-
sortium lead partners and participants of research and innovation projects and incen-
tivizes reflection on the value of stakeholder integration. The training includes hands-
on, participatory exercises to engage stakeholders with supplemental case-studies
highlighting the necessary skills for effective engagement.

During the development of the pilot, the team in charge provided a training oppor-
tunity and best practice example of public engagement for grant applicants and project
leads. The training focused on the benefits of stakeholder integration to research espe-
cially as far as quality of outcomes and societal impact is concerned. The aim was to
further this into regular training for specific target groups on the national and European
level.

The design and piloting of the training was led by an expert in multi-stakeholder
processes and took place in February 2020 as a 1-day workshop in Vienna. A diverse
group participated including researchers and representatives from national and European
level funding organizations. A theoretical and practical insight into multi-stakeholder
processes followed by applying a case-study in several steps of intensity of integration.
Barriers and opportunities became obvious and were reflected on in the last part of the
training.

2.6 Capacity Building

Afinal category of pilots relates to assisting individuals and organizations in their capac-
ity to conceptualize, plan and implement appropriate public engagement exercises for
their unique needs. These pilot actions demonstrate different approaches to transforming
structures and systems to support public engagement practices and can be transferred
and adapted to new organisations.

RRI Career Assessment Matrix. This pilot addresses research careers and how, in
many research contexts, they are evaluated based on narrow definitions of excellence.
The problem that this pilot addresses is that by evaluating successful careers through
narrow lenses and leaving out public engagement practices, career assessment ultimately
restricts diversity in academia, hindering its labor force and its approaches for addressing
societal challenges.

Thus, the Social Lab envisioned a matrix as a means of change in the current eval-
uation frameworks and practices. The development of the Matrix involved a plenary
session and participatory workshop during the Marie Curie Alumni Association Con-
ference in February 2019 in Vienna. Based on this input, a policy brief was developed
titled, “Towards Responsible Research Career Assessment” [32]. In the brief are five
recommendations including a call to MSCA policymakers to broaden current evaluation
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criteria ofMSCAcalls in dialoguewith all relevant stakeholders.Other recommendations
include current developments in both indicator development and narrative evaluation.
Some examples of the core elements of such a matrix as presented in the policy brief
[32] are as follows in Table 2.

More broadly, the pilot helps encourage funding institutions and research performing
organizations to rethink and adapt institutional assessment and reward structures from
a responsibility perspective. This means including elements like public engagement,
teaching, and community service as an equally legitimate and rewarding cause for a
researcher. Other organizations could use the policy brief, its sources and the process
underlying it as an inspiration for improving their career evaluation system. The high-
level policy brief was embraced by the Marie Curie Alumni Association.

Table 2. Excerpt of recommendations from “Towards Responsible Research Career Assessment”
policy brief.

Recommendations Dimensions

Broaden current evaluation criteria of Marie
Skłodowska-Curie Action (MSCA) calls in
dialogue with all relevant stakeholders

Robustness: basing metrics on the best
possible data in terms of accuracy and scope;
-

Provide (online) training for evaluators on
implicit bias

Reflexivity: recognising and anticipating the
systemic and potential effects of indicators,
and updating them in response.”

Offer training within the MSCA programme,
such as via Innovative Training Networks, to
prepare researchers and organizations for open
and responsible, academic as well as
non-academic careers

Humility: recognising that quantitative
evaluation should support – but not supplant
–qualitative, expert assessment;

Reward and showcase MSCA grantees who
excel in multiple dimensions of research,
teaching, and service

Diversity: accounting for variation by field,
and using a range of indicators to reflect and
support a plurality of research and researcher
career paths across the system;

Support knowledge exchange and communities
of practice around diverse and inclusive forms
of excellence

Transparency: keeping data collection and
analytical processes open and transparent, so
that those being evaluated can test and verify
the results;

Measuring the Impact of RRI. This pilot addressed the topic ofmeasuring the impacts
of RRI at project level. An important driver for the pilot was to be able to easily share
the findings with non-academic and academic audiences. The outcome was an easy-to-
use template that can support a wide range of stakeholders in their evaluation of RRI
activities, including public engagement. The first version of the template includes a list of
economic, democratic, and societal indicator descriptions based on pre-existing MoRRI
indicators, some examples of which are shared in Table 3 below [33].
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The potential users of the template are researchers, practitioners and particularly
stakeholders who are involved in research projects and would like to demonstrate how
their participation has had an impact outside of the research community. Thus, the pilot
action helps support the development and emergence of good practices by monitoring
and demonstrating how RRI activities such as public engagement can enrich research
and innovation contexts.

The indicators can be elaborated on collaborativelywith researchers and stakeholders
in their own context with discipline-specific experiences and expertise. This pilot also
increases awareness about the need for these types ofmonitoring and evaluation, utilities,
and deepening work for future practical contexts.

Table 3. Example indicators taken from “The Impact of RRI Template”.

Indicators Scientific
impacts/benefits of
RRI

Economic
impacts/benefits of
RRI

Societal and
democratic
impacts/benefits of
RRI

Short-term impacts Increased
collaboration with
other sectors
(industry, public
sector, civil
society…)

Relationship building
between previously
siloed sectors

Evidence on the
positive effects of
science education

Medium-term impacts Proactive outreach
and engagement
activities with
previously siloed
actors in society

Market rewards will
favour institutions with
leadership that
promotes ethical and
responsible
relationship between
science, society, and
economy

Evidence on the
positive effects of
science education

Long-term impacts Diversifying the
pool of researchers
(this will impact the
diversity of
knowledge)

Alignment of
normative standpoint
on impact goals and
mitigation of negative
impacts

Improved education
system

The Future of Science? Society. This pilot action helped to address visions (or lack
thereof) of a European research landscape that is societally engaged. At the core of these
visions is the uncertainty about the future role of Responsible Research and Innovation
(RRI) and the Science with and for Society (SwafS) programme, both which were
promoted in Horizon 2020. Together, stakeholders and supporters of a new and advanced
SwafS-like programme developed scenarios of multiple, plausible futures of science-
society interactions.
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The realization of these visions resulted in three different actions. First, the pilot
action contributed to the “Pathways declaration to support RRI in the Horizon Europe”
and established links to further SwafS projects as signatories for the declaration. Second,
the pilot action engaged with others in the NewHoRRIzon project to mobilize SwafS
stakeholders to take part in the public consultation process on Horizon Europe.

Finally, the pilot action performed a highly interactive scenario workshopwith stake-
holders who, guided by a thorough methodology, created the four different scenarios of
the political, societal and research landscape in 2038 in the European Union. These
novel scenarios represent the product of profound discussions and evaluations of a wide
range of political, societal, economic, technological, and ideological factors and vari-
ables that might evolve very differently and alter the course of science-society relations.
The four scenarios can be found in full in a journal article [34] and can be used to discuss
challenges and opportunities related to the different political and ideological paradigms
predominating four radically different future relationships between science and society.

3 Discussion

Social Lab participants, starting from their needs and ideas, came up with very different
pilot actions in the context of their situation.

Some pilot actions addressed the knowledge gap between experts and laypeople and
the need to inform the public about research and innovation and RPOs in a one-way
communication and thus increase interest and chances of transferability of what they are
doing.

Others cameupwith dialogical formatswhich addressed the general public or specific
segments of the public, e.g., young people and students. The sites they used transformed
streets, neighborhoods, organizations and most importantly, dialogical norms between
researchers, non-researchers, community members and administrators.

The experimentation with the Social Labs within the NewHoRRIzon project also
showed that creating formats for public engagement is not sufficient; it needs actual
training, training materials, exchange, and knowledge-transfer to show researchers how
to engage with the public.

Formats, training materials and training are still not enough to promote public
engagement. The public engagement pilots developed in NewHoRRIzon also high-
light that institutional structures are needed so that public engagement activities add
to researchers’ careers and are not a burdensome add on or even an obstacle to their
career. To reduce these potential burdens, there is also the need to measure the output
and outcome of public engagement activities. However, whether public engagement in
research and innovation has a future also depends very strongly on how the relationship
between science and society is perceived.

The pilot actions generated in the NewHoRRIzon project in a bottom up, experimen-
tal, and experiential approach showed that there is a strong call for public engagement
activities from the stakeholders. They showed that such activities can address the gen-
eral public and at the same time, very specific segments of society with very different
formats and spaces. They showed that public engagement activities must be embedded
in a nourishing research landscape that systematizes, exchanges, trains and provides the
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institutional and procedural preconditions so that public engagement in research and
innovation can flourish. The pilots also showed that a societal discourse about research,
innovation and societal transformation is needed and that it is perceived that research
and innovation are democratic endeavors in which the public has its active and rightful
place.
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Abstract. This chapter discusses the challenges to research integrity from the per-
spective of good research practices as defined by the European Code of Conduct
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1 Introduction

Research integrity is a rapidly expanding field of research, with the number of articles
published in the last decade (2010 to 2022) almost three times greater than in each pre-
vious decade [1, 2]. This chapter will describe the latest evidence we have from research
on research integrity. It is not a formal and methodologically rigorous scoping review,
but a personal perspective from a meta-researcher in the European research landscape.
The chapter is also skewed towards biomedical research, as that is the discipline I work
in and study.

It is important to first provide the definition of research integrity, as it overlaps with
other concepts – research ethics, responsible research and innovation (RRI), an open
and responsible science.

From the perspective of the European research framework (ENERI – European Net-
work for Research Ethics and Integrity), research integrity is defined as “the attitude and
habit of the researchers to conduct research according to appropriate ethical, legal, and
professional frameworks, obligations and standards” [3]. Research ethics is considered
to be a wider concept, defined as “the application of ethical principles or values to the
various issues and fields of research. This includes ethical aspects of the design and
conduct of research, the way human participants or animals within research projects are
treated, whether research results may be misused for criminal purposes, and it refers
also to aspects of scientific misconduct” [4].

Research ethics (and integrity) is included in the wider concept that aligns research
with the society – responsible research and innovation (RRI). This societal concept of
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research is particularly emphasized in the research frameworks of the European Union,
and is often defined as “a transparent, interactive process by which societal actors and
innovators become mutually responsive to each other with a view to the (ethical) accept-
ability, sustainability and societal desirability of the innovation process” [5]. In the
2020–2024 strategy on research and innovation of the European Commission [6], the
goal related to theEuropeanUnion (EU)OpenScience Policy includes relevant concepts,
such as research integrity and reproducibility of scientific results and citizen science,
and the term open and responsible research/science is often used in the grant calls in
Horizon Europe.

In addition to the differences in definitions and concepts, the European landscape is
also very varied in the approaches to and formal structure of research ethics and research
integrity, as demonstrated by our latest study [7], drawing from the Mutual Learning
Exercise (MLE) onResearch Integrity [8] and the information from theEmbassy ofGood
Science [9]. We created Country Research Integrity Cards, describing the structures,
processes and incentives for research integrity in several European countries; they are
available at The Embassy of Good Science, a MediaWiki platform research ethics and
integrity for the research community. Despite quite large differences in how different
European countries legislate and structure research integrity, they are all unified around
the core principles outlined in the EuropeanCode of Conduct for Research Integrity [10]:
reliability, honesty, respect and accountability. The Code has become a kind of “soft”
law in the EU, because all legal entities participating in the Horizon Europe research
framework programme have to confirm that their activities will comply with the Code
[11].

According to the Code, research integrity and responsible research is achieved
through good research practices related to the 8 main contexts: 1) research environ-
ment, 2) training, supervision and mentoring, 3) research procedures, 4) safeguards, 5)
data practices and management, 6) collaborative working, 7) publication and dissem-
ination, and 8) reviewing, evaluating and editing. I am going to present most recent
evidence, as well as our experience in improving these aspects of research, and point to
future challenges in research integrity policies and practices.

2 Research Environment

The evidence has moved from the view of researchmisconduct as an individual failure (a
“rotten apple”) to the responsibility of the institutions and the importance of environment
for responsible research (“basket of apples”) [12]. Good research practices in research
organizations recommended by the Code include promoting awareness about research
integrity and building up research culture. This includes creating research policies and
procedures, as well as establishing the process for addressing and investigating alle-
gations of research misconduct. To achieve this, the organizations must have adequate
infrastructure and reward open and reproducible research in job promotions or hiring
new researchers, particularly early career researchers.

These recommendations are clear and reasonable. However, there is little high-
quality evidence about interventions to achieve a research climate that promotes research
integrity. We recently performed a coping review of interventions to change organiza-
tional climate or culture in academic or research settings [13]. The terms “culture” and

https://embassy.science/wiki/Main_Page
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“climate” are often used interchangeably, although the differences have been described
in literature [13]. Research climate is usually considered to be the shared perception of
researchers about research policies, practices and procedures, and research behaviours
perceived as rewarding. On the other hand, research culture is a wider and more complex
system of most prevalent basic norms, deep principles and shared opinions in research
environment. The methodological approaches to measuring research climate and culture
also differ – climate is usually measured by questionnaire surveys, whereas culture can
be best measured using qualitative study designs.

In our systematic review of more than 32 thousand articles retrieved from five biblio-
graphical databases by specific search strategy and a manual search of a number of grey
literature resources (Clinicaltrials.gov, Open Science Framework, Prospero database,
Basesearch.net, Google Scholar, Opengrey.org, Campbell Collaboration Library and
Science.gov databases), we identified only 7 studies that tested interventions for organi-
zational (not necessarily research) climate or culture. Six of the seven studies reported
positive changes after the intervention. These changes were measured by repeated ques-
tionnaire surveys or by narrative reports after the intervention. As the methodology in
these studies was low, it is not possible at the moment to provide recommendations
to institutions. There are many different practices that organizations for performing
research and those that fund research have to promote research integrity [14], but also
many different factors that influence promotion and implementation of research integrity
policies at these organizations [15].More research and rigorousmethodology are needed
if we want to understand how interventions work at the institutional level and whether
they are effective. A recent set of tools for generating research integrity promotion plans
at research performing and research funding organizations, created by the Horizon 2020
project SOPs4RI (Standard Operating Procedures for Research Integrity) [16], may be
a good start for testing research integrity interventions in organizations.

It is important to keep in mind that different organizations need different approaches
aswell as focus on different research integrity issues, especially in relation to the research
disciplines involved, as they may have different research integrity standards and prac-
tices [17]. Furthermore, it seems that it is difficult to change attitudes, knowledge and
behaviours in research integrity. A ten-year follow-up study of doctoral students at the
Faculty of Medicine at the University of Oslo in Norway showed that, although there
is an improvement in their research integrity, the research integrity indicators remained
stable over time [18]. It has to be kept inmind that Norway has awell-developed research
integrity and research ethics framework at national and organizational levels [7].

3 Training, Supervision and Mentoring

In order to achieve high standards of responsible research, education and training of
researchers of all professional levels is mandatory, from early career researchers to
senior researchers and managers. Educational activities should include not only ethics
and integrity but also research design, methodology and analysis, so that they produce
high quality and reproducible research.

Some years ago, we conducted a systematic review using rigorous Cochranemethod-
ology to assess the evidence for interventions to prevent research misconduct and foster
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research integrity [19]. We looked at 31 studies, including randomized controlled trials
as the most rigorous methodological study design and involving more than 9 thousand
participants. Like with organizational culture/climate, we do not have good evidence of
what works, except for some low-quality evidence that indicates that practical teaching
about plagiarism may reduce its occurrence in the student population.

It is thus very difficult to provide recommendations to research organizations about
how to organize research integrity training. A recent content analysis of available train-
ingmaterials at 11 research-intensive European universities showed great diversity in the
materials among the universities [20]. Recommendations that emerged from this study
were that universities have to 1) develop university-wide research integrity training, at
least at the level of postgraduate (doctoral) studies; 2) agree on the minimum require-
ments for the content, format, length and frequency of research integrity education; and
3) share educational material to increase the quality of research in whole Europe and
facilitate mobility of researchers. Findings from a large focus study involving 147 par-
ticipants in 8 European countries [21] support these recommendations. The themes that
emerged from this qualitative study included the need for research integrity education
to be available to all actors in research, to be tailored to specific needs and to use formal
and informal format, and to be paralleled by active motivation of the trainees.

While there is a plethora of educational material for research integrity available
online, especially in the USA [22], there was no systematic approach in Europe. In
recent years, different approaches to teaching research integrity have been developed
by several Horizon 2020 projects, including VIRT2UE, Path2Integrity, and Integrity.
They came together in a new initiative, the Network for education in research quality
(NERQ), which has the ambition to share good practices in teaching research integrity
and generally high-quality research, improve the training of trainers and stimulate the
development of new trainings based on evidence [23].

Of particular importance in promoting research integrity is supervision and mentor-
ing, which can impart important values and virtues during professional development of
a researcher [24]. In academic medicine, we showed some time ago that, while men-
toring is perceived as very important, there is not much evidence on its effectiveness
as an intervention tool to help the professional development of the mentees [25]. The
scoping review of qualitative studies in academic mentoring in medicine also showed
that both the mentor and the mentee had to be engaged in and committed to successful
mentoring and the mentoring has to happen in a facilitating organizational environment
[26]. The important role of the organization in supporting mentoring and supervision
of early career researchers, particularly in relation to research integrity was confirmed
in a recent qualitative study of research supervisors and their role of research integrity
trainers [27]. More studies are needed to explore what interventions work to promote
and facilitate successful mentoring. As senior researchers often do not succeed in trans-
mitting the knowledge, behaviours and virtues necessary for responsible research, there
are calls for reverse mentoring, where the early career researchers act as mentors to their
senior colleagues. In this way, which has been tested in practice in some fields, it may
be possible to more effectively promote and foster research integrity and build a positive
climate for responsible research [28].
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Mentoring, as a very personal and complex professional relationship between two
individuals currently faces not only the problems of evidence for its effectiveness but also
important ethical dilemmas in the world of growing use of artificial intelligence (AI) in
research, including mentoring [29]. It will be interesting to follow future developments
in AI-assisted mentoring.

In order to achieve high standards of responsible research, education and training
of researchers of all professional levels is mandatory, from early career researchers to
senior researchers and managers. Educational activities should include not only ethics
and integrity but also research design, methodology and analysis, so that they produce
high quality and reproducible research.

4 Research Procedures

When performing research, researchers are expected to base their research on best avail-
able evidence; to use the resources to design and execute research, and analyse the results
in a responsible way; interpret and publish the results in open and transparent, as well
as accurate way so that they can be verified and reproduced.

Responsible approach to research procedures is an ongoing topic of debate and efforts
to improve this important, pervasive and complex aspect of research. Many solutions
have been offered in recent years but we still need more studies and better evidence to
see what works to “increase the value and reduce waste in research design, conduct and
analysis” [30].

In recent years, the term “reproducible science” has gained its importance as a point
of intervention to increase the quality of research results. It includes differentmeasures to
assure the integrity and trustworthiness of important elements of scientific research: use
of research methods, reporting and dissemination of results and their reproducibility, as
well as evaluation of research and incentives for researchers [31]. Research reproducibil-
ity is one of the eight ambitions the EU’s open science policy [6]. Table 1 presents the
proposals to increase science reproducibility, with examples of interventions, however
without evidence of their effectiveness as yet [31].

As can be seen from Table 1, most of the proposed initiatives had low uptake in
2017, and much has not been changed until the present. Some of the initiatives, such
as PubMed Commons feature to promote post-publication peer review have failed, due
to a lack of interest [32]. New modalities of reporting and dissemination have been
developed, which I will address in the section on publishing.

Even those incentives that are considered to be widely adopted, such as registration
of clinical trials, are not proving to be effective. For example, a study of registration
status of published clinical trials showed that the prevalence of published trials that were
pre-registered increased over time, but still remain very low, with only one in five trials
being prospectively registered [33]. We still have a long time and more effort needed to
address all aspects of quality research and test interventions to increase it.



178 A. Marušić

Table 1. A manifesto for reproducible science.*

Theme Proposal Examples of
initiatives/potential
solutions

Extent to current
adoption (in 2017)

Stakeholders

Methods Protecting against
cognitive biases

All of the initiatives
listed below

Blinding 5–30% Journals,
Funders

Improving
methodological
training

Rigorous training in
statistics and research
methods for future
researchers

<5% Institutions,
Funders

Rigorous continuing
education in statistics
and methods for
researchers

<5% Institutions,
Funders

Independent
methodological
support

Involvement of
methodologists in
research

5–30% Funders

Independent oversight <5% Funders

Collaboration and
team science

Multi-site
studies/distributed data
collection

<5% Institutions,
Funders

Team-science consortia <5% Institutions,
Funders

Reporting and
dissemination

Promoting study
pre-registration

Registered Reports <5% Journals,
Funders

Open Science
Framework

<5% Journals,
Funders

Improving the
quality of
reporting

Use of reporting
checklists

5–30% Journals

Protocol checklists <5% Journals

Protecting against
conflicts of
interest

Disclosure of conflicts
of interest

30–60% Journals

Exclusion/containment
of financial and
non-financial conflicts
of interest

<5% Journals

Reproducibility Encouraging
transparency and
open science

Open data, materials,
software and so on

<5% to 5–30% Journals,
Funders,
Regulators

Pre-registration >60% for clinical trials,
<5% for other studies)

Journals,
Funders,
Regulators

(continued)
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Table 1. (continued)

Theme Proposal Examples of
initiatives/potential
solutions

Extent to current
adoption (in 2017)

Stakeholders

Evaluation Diversifying peer
review

Preprints <5% in
biomedical/behavioural
sciences, >60% in
physical sciences

Journals

Pre- and
post-publication peer
review, for example,
Publons, PubMed
Commons

<5% Journals

Incentives Rewarding open
and reproducible
practices

Badges <5% Journals,
Institutions,
Funders

Registered Reports <5% Journals,
Institutions,
Funders

Transparency and
Openness Promotion
guidelines

<5% Journals,
Institutions,
Funders

Funding replication
studies

<5% Journals,
Institutions,
Funders

Open science practices
in hiring and promotion

<5% Journals,
Institutions,
Funders

*Reproduced from [31] under Creative Commons Attribution 4.0 International Licence. The con-
tent of the table was not change, but the presentation was changed to include full description of
the table legends in the table and adding additional column to visualise the adoption of initiatives
in research practice.

5 Safeguards

This good research practice relates to compliance with codes and other professional
regulations relevant to the research discipline, including the participation of people in
research, or involvement of animals or cultural, biological or environmental research
subjects. Research must be done with respect to the benefit of the community and not
onlyof the researchers.Researchersmust also plan, execute, analyse and report the results
of their research with regard to differences among different populations, including age,
gender, culture, personal beliefs, socioeconomic factors and ethnic origin. They must
also address and manage not only benefits but also harms stemming from their research.

Based on historical principles and experiences, safeguards in science are often legally
determined and well regulated, in order to anticipate and mitigate unintended conse-
quences of scientific research, as defined by Merton already in 1936: ignorance, errors,
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focusing on immediate benefit instead of long-term consequences, basic values, and
self-defeating prophecy [34]. Despite long-existing codes and regulations, the preva-
lence of research misconduct, either in the form of fraud – falsification, fabrication and
plagiarism, or detrimental research practices, which are smaller but very prevalent poor
research practices, does not significantly changed over the last decade. A recent meta-
analysis of reported practices estimated that about 3% or researchers report committing
at least 1 fraudulent practice and about 13% at least one detrimental research practice
[35]. About 16% of them have witnessed others committing fraud and 40% witnessed
instances of detrimental research practices by others [35].

In the European context, there is a great diversity in available codes and other guid-
ance documents, depending on the country, research discipline and the research develop-
ment. A recent analysis of national level codes for research integrity [36], showed great
divergence among European countries, despite the unifying umbrella of the European
Code of Conduct for Research Integrity.What is most common are the codes to deal with
scientific fraud, i.e. egregious research misconduct. Our analysis of the European land-
scape for research integrity in 2022 also demonstrated the lack of harmony in national
structures, procedures and practices [7]. There is also diversity of how researchers from
different European settings perceive research misconduct. A study of researchers from
institutions in northern, southern and northwestern Europe had different perceptions of
plagiarism practices, with those from more northern countries having a stricter view of
what represents plagiarism [37].

All this presents a serious problem with regard to safety of researchers when they
move between research organisations in different countries, because of uncertainty in
expectations from research integrity codes. There is a lot of work at all levels, from the
regulators to the research organizations and researchers to arrive to a common under-
standing of underlying principles of research integrity. The tools box for creating research
integrity promotion plans from the Horizon 2020 project SOPs4RI, as mentioned before,
may help the harmonization of codes across Europe [16, 38].

6 Data Practices and Management

Openness of data has become a central principle in science, particularly from the view
of public research funders, who want to ensure a maximum use of research output. The
FAIR principles of data management and stewardship are implemented in the European
Open Science Policy [6]: research data should be findable, accessible, interoperable and
reusable.

It is also expected from the actors in research (researchers and their organizations)
to decide on how they will provide or allow the use of data and research materials.
Data should also be acknowledged as product of research and their intellectual property
should be protected.

There is not enough space in this chapter to address all aspects of research data
practices. We have moved from physical laboratory books to online data laboratory
diaries and large datasets as a standard research practice. This has brought great bene-
fits, especially in research with “big data”, but has also created problems. Whereas the
mismanagement of research data is considered a detrimental research practice, it is often
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found in cases of research misconduct, which brought about the calls to consider data
mismanagement as an act research misconduct, i.e. fraud, in some cases [39]. There are
also calls to implement the FAIR principles not at the end of the research process, when
the data gathering and analysis are complete, but throughout the research process, and
for each data produced in individual experiments or studies [40].

Wewill have to follow the rapid developments in this field, especially the use of open
repositories and specifically the European Open Science Cloud (EOSC) as a “trusted,
virtual, federated environment … to store, share, process and reuse research digital
objects (like publications, data and software” according to FAIR principles [6].

7 Collaborative Working

The European Code of Conduct for Research Integrity [10] requires researchers to take
the responsibility for collaborative research, whether the research is between individual
researchers, their institutions, across geographical or sector boundaries. Research col-
laboration is not only about the results of such research endeavour, but also about the
accountability and openness at every stage of research, from its beginning. The collabo-
rators should formally agree on the expectations and standards in collaborative research,
on how the intellectual property of research outputs will be protected, and how conflicts
or research misconduct will be addressed.

There is notmuch evidence onwhatworks best for successful and responsible collab-
orative research, but there is guidance from international consultations on this topic. The
Montreal Statement of Research Integrity in Cross-Boundary Research Collaborations
[41] defines general collaborative responsibilities of researchers and their institutions
(integrity; trust; purpose; and goals), their responsibilities in managing the collabora-
tion (communication; agreements; compliance with laws, policies and regulations; costs
and rewards; transparency; resource management; and monitoring), responsibilities in
collaborative relationships (roles and responsibilities; customary practices and assump-
tions; conflict; and authority of representation), and responsibilities for the outcome
of research (data, intellectual property and research records; publication; authorship
and acknowledgment; responding to irresponsible research practices; and accountabil-
ity). Although collaborative research is often viewed as a characteristic of biomedical
and natural sciences, integrity is an important aspect of intercultural research in social
sciences and humanities [42].

Research collaboration occur between sectors, which can raise specific problems.
For example, it has been shown that researchers from the industry sector differ in their
perception of research integrity from their colleagues at universities [43]. In research
involving patient and public involvement in research, accountability is an important part
of the framework for such collaborations [44] and should be actively implemented in
citizen science, as one of the ambitions in the European open science policy [6].

Collaborations across different types of borders create special problems for investi-
gating allegations of research misconduct because of rather large differences in research
integrity bodies, regulations and procedures [7]. The OECD Global Science Forum has
suggested a practical guide for “Investigating ResearchMisconduct Allegations in Inter-
national Collaborative Research Projects” [45]. It calls for the promotion of generally
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acceptable responsible research practices and compliance with the national law where
the individual researcher is employed or is based, or where research takes place or where
the facilities for the project may be located. Standard investigation procedures should
include agreement onwithwho andwhere the responsibility for the investigation lies, and
the procedure to be followed, with all parties providing assistance with the investigation.

8 Publication and Dissemination; Reviewing, Evaluating
and Editing

I am addressing the last two good research practices from the European Code of Conduct
for Research Integrity in a single section because they represent the two sides of the same
concept: researchers publishing and communicating their work and researchers taking
part in the evaluation of research results, be they reviewers of grant proposal, journal
articles or research advancement request or journal editors.

As authors, researchers take the responsibility for their work presented in a publi-
cation, they agree on authorship of their works, and make their work available to the
colleagues, including both positive and negative results. They also have to be honest
when they communicate the results of their research to the media and the public, as well
as they declare their activities and relationships that may create conflict of interest with
regard to the submitted research. They should also acknowledge the contributions of
individuals who have influenced their work, including accurate citations of previously
published research. They are also responsible for correcting the published record of their
work when it is necessary.

When they act as reviewers or evaluators of journal manuscripts, grant proposals or
appointment, promotion or reward submission, they must do it in a responsible manner
and without conflicts of interest. They have to maintain the confidentiality of the process
when required and respect the rights of authors of the work they evaluate.

There is ample body of research, including interventions to improve different aspects
of the publication and evaluation process, so I will here focus on some of the emerging
issues, such as peer review, preprints and the use of AI in manuscript writing, and the
“oldest” issue in publishing – authorship. Generally, we know frommore than 30 years of
research into peer review and scientific publication that this type of research is burdened
by all challenges as other research field, including a significant publication bias, and
lack of studies with rigorous methodology to test potential interventions [46].

With regard to authorship, my research group has performed a number of studies,
including randomized controlled trials to demonstrate that different format of declaring
authorship contributions do not work well for determining deserved authorship [19], and
that the decisions on authorship are based on moral- rather than rule-based reasoning
[47]. Based on our research, we believe that it is fairer to ask authors why they think they
deserve to be authors on an article and publish this information [48], and that discussion
about authorship should not occur at the end of the research study, but should be a part of
the research protocol and monitored during the study [49]. A recent systematic review of
the ethics of the Contributor Role Taxonomy (CRediT) system of declaring authorship
in published articles also showed that the categorization of authorship contributions does
not prevent unethical attribution of authorship [50] and that a structural transformation of
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the scientific process and scholarly publication is needed to promote honest, responsible,
and above all, deserving authorship.

Peer review has a central role in assuring the quality of published research, but we
still do not know what is the best way to do it, either for journal articles [46] or grant
proposals [51]. However, there is a lot of experimentation and innovation going on in
the field of peer review, from traditional double- or single-blind peer review to open peer
review, as well as results-free, consultative and post-publication peer review [52]. It will
be interesting to see the results from the evaluation of these news practices.

Another innovation in scientific publishing are preprints – complete versions of a
researchmanuscript that have not been peer reviewed [53]. Preprints are very common in
some research discipline, especially physics, but theCOVID-19pandemic has introduced
them into other fields, like medicine, which had been generally skeptical about the
usefulness of preprints and aware of public health hazards from research that has not
passed a quality control. However, it seems that preprints are here to stay, and we will
need to answer many questions and resolve dilemmas about their use. The editorial and
publishing community is working on ensuring that there is clear indexing and linking of
preprints with the published versions of the article and that the responsibilities for the
integrity of the published records are defined for all stakeholders [53].

It is fitting to close this sectionwith the newest challenge in scientific publishing – the
use of AI, i.e. computer programmes that can process human conversation and simulate
it in communication with human. There are already several published articles where
the AI (ChatGPT programme) was listed as a co-author [54]. Apart from philosophical
question of sentience of a computer programme, the use of AI in scientific writing
also raises research integrity issues, particularly with regard to deserving authorship,
conflict of interest and potential plagiarism. Just as with preprints, it seems that AI is
going to be increasingly used in writing research papers. However, at the moment it is
a (very impressive and powerful) tool, but not an author. The current position of journal
editors in biomedicine is that [54]: a) a ChatGPT cannot be an author because it cannot
satisfy the current authorship criteria in biomedicine (approval of publication and taking
accountability for content); b) it does not understand its conflict of interest and cannot
legally sign a statement or hold copyright; c) (human) authors have to be transparent
how and where AI tool was used in the paper; and d) (human) authors are responsible for
the work performed by AI on their paper, including the accuracy of what is presented,
including references cited, and the absence of plagiarism. The future for the publishing
world will surely bring new tools for editors to detect parts of the papers written by AI
[54].

9 Instead of a Conclusion

This chapter does not have a conclusion, because there are so many existing and rapidly
emerging challenges to responsible research and integrity of researchers. We have to
be aware that the future will bring some solutions, as well as new challenges. What we
have to keep in mind is that, if we want research to be responsible and performed with
integrity of all participants, we should look for facts and not follow authorities, and learn
as much as we can so that we can make evidence-based policies that work for the benefit
of the global community of humanity.
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Abstract. Gender equality in research and innovation (R&I) has improved over
the past two decades, although not without its ups and downs. The literature has
pointed out the obstacles and difficulties in making gender equality effective in
R&I while providing a wide range of strategies, methods and tools to achieve it.
Responsible Research and Innovation (RRI) is a new approach that has made gen-
der equality one of its six keys, raising a new challenge for gender mainstreaming.
The Horizon Europe Framework Program 2021–2027 represents a step forward,
with the Gender Equality Plan as a reference tool for mainstreaming gender in
R&I organizations. However, there are more comprehensive proposals, such as
the European Institute for Gender Equality’s Gender Mainstreaming Platform.
This chapter presents the platform’s content and shows its usefulness in helping
prepare Gender Equality Plans and promoting the institutional transformation of
R&I organizations.

Keywords: Gender equality · Responsible Research and Innovation ·
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1 Introduction

Gender equality has been becoming increasingly important ever since the mid-20th cen-
tury. Following its recognition as a human right in the principal international and regional
declarations of rights [1], academic and institutional interest has progressively focused
on how to make it effective [2]. As a result of the contributions made for this purpose,
we have both a wide range of strategies for making gender equality effective (gender
mainstreaming, affirmative actions, gender balance, work-life balance, etc.) and a rich
set of methodologies and tools designed to put them into practice (gender analysis, gen-
der statistics and indicators, gender audits, gender budgeting, gender-responsive public
procurement, and so on).

Research and Innovation (R&I) has also been concerned with gender equality, meet-
ing obstacles and resistance similar to those encountered in other areas of public involve-
ment [3]. This situation followed the pattern observed in many other areas, which have
moved from gender blindness to making it relevant, mainly as a consequence of the
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contributions of academic feminism [4]. However, this process has also had its ups and
downs [5], interruptions [6] and even setbacks in periods of crisis [7].

Recently, the Responsible Research and Innovation model (hereinafter, RRI) pro-
moted by the European Union, has conceived gender equality as one of its six key areas
[8]. This approach gives a new direction to the relationship between gender equality and
R&I, both because it departs from gender mainstreaming in the strict sense – that is,
as a dimension that should be present in the other key areas – and because of its new
implications for understanding R&I.

The purpose of this chapter is to contrast the reduction of gender equality to an area
of RRIwith its definition as a transversal dimension that must be integrated into any facet
of R&I; find out the state of the relationship between gender equality and R&I, paying
special attention to themost important challenges to be faced; showcase Gender Equality
Plans as a leading tool chosen by the European Commission in its Horizon Program for
funding R&I; and explain the main components and factors of the European Institute
for Gender Equality’s Gender Mainstreaming Platform, as they are extremely useful for
integrating gender mainstreaming in a more complete, systematic and coherent way in
any organization, including those involved in R&I.

2 Gender Mainstreaming as a Multifaceted Concept

Since the World Conference in Beijing in 1995 [9], it has not been controversial to state,
both in the academic and institutional spheres, that equality between women and men
can only be achieved if the gender perspective is mainstreamed right across the operation
and performance of an organization, whatever its territorial level (international, regional,
State, autonomous community or local) or its scope of competences (general or sectorial;
such as R&I). Together with positive action, gender mainstreaming forms an essential
strategy for making equality between women and men effective [10].

On the other hand, there is not the same level of consensus over the meaning that
should be given to gender mainstreaming. This is an issue that, along with the theoretical
implications it leaves unresolved, also has important practical consequences, as it directly
affects the way it is integrated in organizations and in their ethical systems of governance
[11–13].

If the available approaches are studied, it can be appreciated that both the way of
understanding gender mainstreaming, and, above all, of making it operational, differ
depending on the level at which it is overseen (global, regional, State or local); the
degree of regulatory and institutional development of the equality of women and men
(constitutional and legal framework, government structure, specialized agencies); the
strength of the political commitment to equality; the budgetary effort devoted to public
policies, and the technical and professional resources available to apply them, among
many other factors [14, 15]. This assessment implies that the definition of gender main-
streaming is closely embedded with the political, institutional and organizational context
in which it is supposed to take shape [16]. In fact, European R&I policies have sought a
way of integrating the gender perspective, at least since the ETAN Report in 2001 [17].
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If the most influential definitions available on mainstreaming are addressed [18], the
Economic and Social Council of the United Nations, in its Agreed Conclusions (1997/2),
sees it both as a process and as a strategy, in the following terms:1

the process of assessing the implications for women and men of any planned
action, including legislation, policies or programmes, in any field and at all levels.
It is a strategy to make the experiences and concerns of women and men an
integral part of the design, implementation, monitoring and evaluation of policies
and programmes in all political, economic and social spheres, in such a way that
women and men benefit equally, preventing the perpetuation of inequality. The
ultimate goal is to achieve gender equality.

The Council of Europe, through its group of experts, defined gender mainstreaming
in 1997, paying special attention to its results and to the subjects responsible for adopting
it, as follows [19]:

the (re)organisation, improvement, development and evaluation of policy pro-
cesses, so that a gender equality perspective is incorporated in all policies at all
levels and at all stages, by the actors normally involved in policy-making.

For its part, the European Union has understood gender mainstreaming as a strategy
complementary to positive actions, in such a way that public intervention is not reduced
to carrying out specificmeasures to favourwomen, but rather explicitlymobilizes all gen-
eral actions and policies with a view to equality, actively and visibly taking into account
in their design their possible effects on the respective situations of men and women
(“gender perspective”) [20]. For the European Institute for Gender Equality (EIGE),
the European Union agency specializing in this issue2, adopting gender mainstreaming
involves integrating the gender perspective in the preparation, design, monitoring and
evaluation of policies, regulatory measures and spending programmes, with the aim of
promoting equality between women and men and fighting discrimination [21].

The Organization of American States has also addressed gender mainstreaming,
which it has defined using the same terms as the United Nations Economic and Social
Council [22] (Fig. 1).

Consideration of the meaning given to mainstreaming in the definitions compiled
here allows us to see that it is conceived at the same time as a process, a strategy, an
evaluation and some results. Above all, it does not have a specific enough meaning for
it to be useful in determining what integrating it implies for a research institution [23]
and for its development of responsible research and open science.

1 Supplement No. 3 to the Official Records of the General Assembly (A/52/3/Rev.1), Chapter
IV, paragraph 4.

2 The European Institute for Gender Equality was established by Regulation 1922/2006, of the
European Parliament and of theCouncil, of 20December 2006 (Official Journal of the European
Union L 403/9, of 30 December).
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Body Definition Nature
United Nations

(1997)

The process of assessing the 

implications for women and men of 

any planned action, including 

legislation, policies or programmes, 

in any field and at all levels.

Procedural

Evaluator

Council of Europe

(1999)

The (re)organization, improvement, 

development and evaluation of 

policy processes, so that a gender 

equality perspective is incorporated 

in all policies at all levels and at all 

stages.

Procedural

Evaluator

Obtaining results

Transformative

European Union

(1996, 2016)

Systematically taking into account 

the differences between the 

conditions, situations and needs of 

women and men in all Community 

policies and actions. This global and 

transversal approach requires an 

effort to mobilize all policies.

Analytical

Systemic

Approach

Organization of 

American States

(2000)

The process of assessing the 

implications for women and men of 

any planned action, including 

legislation, policies or programmes, 

in any field and at all levels.

Procedural

Evaluator

Fig. 1. Main international and regional definitions and identification of gender mainstreaming.

3 Gender Mainstreaming and R&I

The study of the gender issue, like the other key areas of RRI on the EU agenda (ethics,
governance, public engagement, scientific education and open access), predates the for-
mulation of this approach to research and innovation by the European Commission in
2010. While the literature on gender equality in R&I is abundant, with a history dating
back at least to the 1990s [24], and while it continues to grow [25], the same is not true
of its relationship with RRI either in the theoretical field of its conceptualization [26],
or in the practice of RRI [27], or in the existing perceptions of RRI [28].

If, as most contributions do, we accept the European Commission’s proposal [29],
gender equality in R&I comprises three facets: a) women’s integration – horizontally as
well as hierarchically – in all organizations working on R&I, b) integration of a gender
perspective in policies and funding initiatives for the promotion of a structural change
to identify implicit and explicit barriers, and c) integration of a gender perspective in
research. Intersectionality has recently been added as another facet of gender equality
in R&I [30].

The literature that studies gender equality in R&I agrees on the persistence of gender
barriers in academia and in research in the form of difficulties, obstacles and resistance
that must be faced [31, 32]. The main limitations that the contributions have found are
directly related to three of the facets that have been stated:
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• the increase in the presence of women in all organizations that work in R&I [33], both
horizontally and vertically (glass ceiling, sticky floor, slippery ladders and, particu-
larly, leaky pipeline), due to both gender prejudices and stereotypes (gender bias) as
well as job insecurity in science and innovation [34]. The imbalance is particularly
clear in STEM areas of knowledge [35].

• The question of whether there are work-life balance policies or specific programs to
improve the women’s skills for promotion at work can also be an obstacle [24].

• the introduction of the gender perspective into actions or funding to produce a
structural change [36].

• the integration of gender into the content and development of R&I and training [28].

The existence of many problems of gender equality implementation and evaluation
in R&I and the general lack of a systematic understanding of the mechanisms underlying
this issue have also been pointed out [24]; for example, having to permanently negotiate
what gender equality means [31]. Some contributions point to a particular problem of
outstanding importance for the purpose of this book: reducing gender equality to one of
the key areas of RRI, instead of mainstreaming gender to integrate it into all dimensions
of RRI [28].

While the facet that has most often been put into practice is the increase in women’s
participation in R&I, the aspect that has received the least attention is the introduction
of gender as content and development of R&I [29]. One factor that explains this dis-
parity is the autonomy of R&I organizations, especially university ones, in defining and
implementing each of the four facets mentioned [34]. The idea is to carry out a broad
policy mix, which individually supports the career of women in R&I while overcoming
discriminatory institutional structures [37] – amixed approach that has also been pointed
out in other contributions [31].

There is no single mechanism to institutionalize the gender dimension in R&I, but
different forms or models of institutionalization and governance have been identified,
although not always sufficiently coordinated with one other:

• Developing and applying Gender Equality Plans in organizations and research
institutions [38] or, in terms of organizational culture and governance, creating
gender-friendly workplace cultures [39].

• Having a monitoring system that uses statistics and gender indicators [29].
• Establishing gender equality as a criterion for quality or excellence in research [28]; for
example, introducing the gender perspective in the international mobility of research
staff [40].

• Applying mechanisms for evaluating gender equality results [41].
• Enforcing national legislation on gender equality, approving charters or agreements
with organizational or institutional principles, applyingquotas, launchingprogrammes
or initiatives with specific funding – or modernizing the requirements for obtaining
funding – providing information and supporting structures for small or local organiza-
tions [34]. Although the application of specific national legislation on gender equality
institutionalizes this dimension, it also limits it, as R&I organizations limit themselves
to complying with it without realizing they can also adopt other measures [27].
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• Training in equality and identifying good practices in gender equality in the field of
science and innovation [40].

• Training or skilling researchers in gender, without the need for them to become spe-
cialists in the field, has also been identified as a good practice [28]. An alternative is
helping staff who are experts in gender equality with research, although this generates
a degree of dependency [24].

A process of institutionalizing these instruments andmechanisms has been observed,
although many of them were initially implemented as good practices (such as equality
plans, monitoring, balanced presence, equality units, etc.). It has also been observed that
the number and variety of governance tools available are directly related to the level of
development of each of the four facets indicated above.

Sometimes, implementation is imposed by legal regulations in certain countries. In
the case of the European Union, the Gender Equality Plan (GEP) has been chosen as
the main tool for gender mainstreaming in R&I [42], as in 2022 it became an eligibility
criterion for access to public and private institutions, research organizations and higher
education bodies for funding from theHorizonEuropeFrameworkProgram forResearch
and Innovation 2021–2027 [43].

In summary, the GEP must necessarily include two dimensions: firstly, four require-
ments related to the processes of the research organization: 1) its expression in a formal,
public document, adopted by senior management and communicated within the insti-
tution; 2) the dedication of resources and expert knowledge for its implementation; 3)
the collection of data broken down by gender and its monitoring through annual reports
based on indicators; and 4) awareness-raising and training on gender equality; and, sec-
ondly, five recommended thematic areas: a) work-life balance and the organization’s
culture, b) the balanced presence of women and men in leadership and decision-making,
c) equality in staff selection and professional promotion, d) the integration of the gen-
der dimension in research and e) measures against gender violence including sexual
harassment [44].

If the content of the GEP incorporates a good number of the mechanisms and instru-
ments indicated throughout this section and makes it easier for R&I organizations to
institutionalize them, the main result of its application should be that the gender main-
streaming cycle becomes standard practice in the organization. As a result there should
be a structural change [45] that transforms the processes and results of the research it
produces.

4 The European Institute for Gender Equality’s Gender
Mainstreaming Platform

Although GEPs represent a significant practical step forward in addressing the most
pressing issues highlighted in the contributions on gender equality in R&I, there is
still a long way together before gender mainstreaming is fully implemented in R&I
organizations, at least if its content is compared with the contribution EIGE has made
on gender mainstreaming with its Gender Mainstreaming Platform [21].

From a merely formal point of view, the EIGE Gender Mainstreaming Platform is a
section of its website devoted to publicizing the way this EU agency understands gender
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mainstreaming. However, from a material point of view, the EIGE’s Gender Main-
streaming Platform simultaneously provides an Instruction Manual for mainstreaming
the gender perspective and an Operation Manual so that gender mainstreaming can
operate permanently. The EIGE Platform provides an Instruction Manual because this
provides the components (or parts) of mainstreaming, describes them sufficiently, offers
examples of good practices and, in many cases, provides manuals, guides or toolboxes
to help implement them in organizations. In addition, the Platform also offers an Oper-
ating Manual for mainstreaming because, after having explained how these components
or pieces should operate individually, it describes their joint and permanent operation
through the mainstreaming cycle. That makes it interesting and useful for developing
ethical governance systems for responsible research that mainstream gender equality
(Fig. 2).

Fig. 2. Gender Mainstreaming Cycle.

According to the mainstreaming cycle, the gender perspective must be implemented
in the definition, planning, implementation and evaluation processes of any organiza-
tion, in both its internal or organizational dimension and in its external dimension (that
intended for the public).

As can be seen, the Platform not only provides gender mainstreaming instruments
or tools, it also places special emphasis on their interaction and on the importance of
the processes to ensure their implementation is correct. Not surprisingly, methodology
is one of the most characteristic features that the literature has highlighted in gender
mainstreaming [11], to the point that it has been described as a concept-method [46].

The EIGE’s Gender Mainstreaming Platform provides five components involved in
the comprehensive application of this strategy in such a way that, without one or several
of these five components, or with a limited or incomplete application of any of them,
mainstreaming cannot be sufficiently integrated.

According to the EIGE, the five components of gender mainstreaming are the strat-
egy, the dimensions, the conditions, the working methods and tools and, finally, the
results. The five components mentioned, in turn, consist of a variable number of factors
totalling 29 in all.

Figure 3 below shows the 29 factors of theGenderMainstreaming Platform classified
according to the five components they make up:
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Fig. 3. Components and factors of the EIGE’s Gender Mainstreaming Platform.

The five components of the Platform, as well as the factors making up each
component, are described in the following five subsections.

4.1 Component 1. The Gender Mainstreaming Strategy

The gender mainstreaming strategy involves two factors, without which it would no
longer be a true mainstream strategy for effective equality of women and men: political
commitment to mainstreaming and the appropriate legal framework for integrating and
applying the strategy.

The R&I institution can promote the effective equality of women and men with
different kinds of policieswithout these two factors (equal treatment, equal opportunities,
even positive actions, etc.), or with only one of them, but both are essential for truly
mainstream integration of the gender perspective.
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The EIGE Platform also calls these two factors of the strategic component of main-
streaming “basic conditions”, suggesting that they are fundamental for the strategy to
be fully viable.

4.2 Component 2. The Two Dimensions of Gender Mainstreaming

Gender mainstreamingmust be deployed in two dimensions: the presence of women and
men in the organization, and the incorporation of equality between women and men as
part of the content of its involvement in R&I. These are two factors that must once again
be present in all the phases that the R&I intervention goes through (definition, planning,
implementation and evaluation).

4.3 Component 3. The Conditions of Gender Mainstreaming

If legally recognizing gender mainstreaming as a strategy and publicly expressing com-
mitment at the highest level to it are two “basic conditions” for integrating it across
the board in an organization, they are not enough for mainstreaming to be deployed in
the two dimensions we have mentioned: the balanced presence of women and men, and
effective equality in the content of their R&I activities.

To mainstream the gender perspective, the institution also needs to meet at least
seven conditions linked to its governance systems, at least to some extent: having a plan
to implement gender mainstreaming; having organizational structures to carry it out;,
having sufficient technical, human and economic resources to achieve it; being account-
able during its implementation; learning more and better about gender mainstreaming
during its implementation; having staff trained in gender mainstreaming; and having
stakeholders involved in R&I.

Listing the factors in this order does not imply that they should be adopted consecu-
tively or sequentially because, as has been noted, they are mutually interrelated, so the
adoption of any one of them favours the implementation of others and, at the same time,
all the factors suffer when one is not operational.

4.4 Component 4. Gender Mainstreaming Methods and Tools

The fourth component of the EIGE Gender Mainstreaming Platform contains the meth-
ods to be applied and the tools to be used to mainstream gender. This is a component
that pays particular attention to the instrumental content of gender mainstreaming and is
fundamentally operational. This component shows a particularly close relationship with
Component 3. Conditions of the Platform, as it largely provides the necessary equipment
for compliance with the conditions for gender mainstreaming.

The institution’s work must use the following methods and tools so that the gen-
der perspective is mainstreamed: gender analysis, gender auditing, awareness-raising,
budgets with a gender perspective, equality training, evaluation, gender impact assess-
ment, gender indicators, monitoring, planning, social equality clauses in public procure-
ment, statistics, data broken down by gender, stakeholder consultation and institutional
transformation.
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It should be noted that the Platform does not precisely classify the 15 factors of this
component into two groups, assigning certain factors to the set of methods and the rest to
the set of tools. For example, it classifiesFactor 13.Gender audit as a tool and as amethod
of mainstreaming; it describes Factor 14. Awareness-raising as a method and as a tool at
the same time; it explains that Factor 15. Budgets with a gender perspective consists of
both a tool and an approach to mainstreaming; and it considers that Factor 16. Equality
training is not just another tool, but rather is part of a broader set of mainstreaming tools,
instruments and strategies.

4.5 Component 5. The Results of Gender Mainstreaming

The fifth and final component (“Results”) shows the results that must be derived from
mainstreaming, formulated fundamentally in terms of improving the quality of the orga-
nization’s intervention: policies are better formulated, the institution works better and
its processes are more effective.

4.6 Characteristics of the Factors of the EIGE’S Gender Mainstreaming Platform

If the Platform’s 29 factors are analysed, it is possible to list some characteristics that
make it easier to understand them better, and also to draw up a classification in line with
the character they share.

• The factors are very different, ranging from political commitment or the legal frame-
work to measuring the improvements in the processes and the results the institution
achieves, including the material resources it dedicates to this and the methods its staff
uses. As a result they are not homogeneous, as they refer to a wide range of variables
directly related to all facets of public intervention, from the binding legal framework
to the training of staff responsible for their implementation.

• In many cases, the factors are mutually dependent, although with a different degree
of intensity. Depending on their level of dependence or autonomy with respect to the
rest of the factors, they can be classified into primary factors (compliance does not
directly depend on other factors; for example, the regulatory framework of applica-
tion, which comes before the dimensions, conditions, methods and results, and is not
necessarily linked to political commitment) and secondary (compliance depends on
the implementation of one or more of the other factors; for example, gender-sensitive
evaluation, which depends on the gender analysis and evaluation as methodologies
being adopted first).

• The way the implementation of each factor is demonstrated is not uniform either, as
there are factors whose compliance can be shown through a single piece of evidence
(simple factors; for example, an institutional declaration of political commitment to
mainstreaming), while others need two or more pieces of evidence (complex factors;
for example, awareness of equality).

Figure 4, inserted below, shows the classification of each factor depending on its
degree of dependency on the other factors and according to the amount of evidence
necessary to demonstrate compliance with it.
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Evidence of compliance
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2, 7, 10, 11, 14, 15, 16, 
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3, 4, 5, 6, 8, 
9, 12, 13, 

18

Independent 1

Fig. 4. Matrix of factors depending on their interdependence with other factors and the means of
demonstrating compliance.

5 Discussion

Recognition of gender equality in the main international and European texts on human
rights in the mid-20th century has encouraged the formulation of strategies and mecha-
nisms to make it effective. This has been occurring in R&I at least since the beginning of
the 21st century. Among these strategies, gender mainstreaming has occupied a promi-
nent place for the last 30 years, even though it is amultifaceted conceptwhose operational
application is neither direct nor easy.

Advances in gender equality and gender mainstreaming have been slow, costly and
often fragile, and their development in R&I has not been any more straightforward. The
reflection on gender equality in R&I is the accumulation of at least three decades ofwork,
in which the difficulties, obstacles and resistance to achieving it have been sufficiently
shown in relation to three facets: a) women’s integration – horizontally as well as hier-
archically – in all organizations working on R&I, b) integration of a gender perspective
in policies and funding initiatives for the promotion of a structural change to identify
implicit and explicit barriers, and c) integration of a gender perspective in research. Only
recently has intersectionality been added as a fourth facet of the relationship between
gender equality and R&I.

The reflection on gender equality and R&I has barely addressed the new approach
represented byRRI. Two reasons can be put forward to explain this: it is an approach that,
despite its potential, has not yet become widely established either in European culture
nor in institutional practice on R&I; and RRI systematizes gender equality as one of
its six keys without sufficiently noting that it is an overall dimension that must also be
present in the other keys established by the European agenda: ethics, governance, public
engagement, open access and scientific education.

Among the many gender mainstreaming methods and tools indicated to tackle the
gender equality challenges in R&I, the Horizon Europe research funding program has
chosen Gender Equality Plans (GEP) as a reference instrument for implementing gender
mainstreaming in R&I organizations that want to obtain its aid. This decision represents
progress for gender equality in R&I, as it addresses the main challenges in the facets that
have been set out by institutionalizing a good number of gender mainstreaming methods



Gender Mainstreaming and RRI: The Double Challenge 199

and tools. However, it does not exhaust all the possibilities available for an organiza-
tion to fully integrate gender mainstreaming. Hence the importance and opportunity of
mainstreaming gender equality in the ethical governance systems of research in R&I
development and funding centres.

Through five components and 29 factors, the EIGE’s Gender Mainstreaming Plat-
form provides a more complete operational approach than the GEP for an R&I orga-
nization to integrate the gender mainstreaming cycle and achieve a true institutional
transformation. However, the Platform maintains a complementary relationship with
GEPs, as knowledge and the application of it can help appreciably not only in prepar-
ing, implementing and evaluating GEPs in better conditions, but also in enhancing their
content to achieve better results in the processes, the operations and research results of
R&I organizations.

The conclusions formulated allow us to argue that gender equality in RRI faces a
double challenge: firstly, RRI itself is not yet definitively established in the European
culture or institutional practice of R&I, at least if one takes into account the content of
the Horizon Europe Framework Programme 2021–2027. And, secondly, there is the fact
that the application of gender mainstreaming across the board, intended to produce a
structural change in the organization, operation and activities of R&I organizations and,
consequently, in the research and innovation stemming from them, is still far from being
a standard in R&I governance.
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Abstract. Open Science (OS) has been rapidly evolving in recent years, but there
is still work to be done to return Science to researchers and citizens who pay for
it. Technological advancements have enabled Open Science to transform the way
scientific research is conducted, facilitating collaboration and innovation among
researchers. As a result, OS is expected to play an increasingly important role in
scientific research and innovation in the years to come, driving discoveries and
advancements in various fields. However, OS also poses challenges, including
the potential for bias and discrimination in research. This chapter explores the
challenges that need to be addressed to fully implement OS globally, outlining the
barriers that need to be overcome and describing the complexity of the changes
that come with this new research approach. Additionally, the chapter discusses
the impact of Artificial Intelligence on addressing these challenges, while also
creating new ones.
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1 Introduction: Open Science in RRI

Responsible Research and Innovation (RRI) implies a philosophical and far-reaching
ethical approach, which assesses society’s expectations regarding research and innova-
tion, to foster equity and sustainability in research and innovation. As other chapters of
this book explain, RRI includes Open Access (OA) as an extra/added/common element,
alongwith ethical issues, gender equality, citizen participation or public engagement, sci-
entific education, and governance of the scientific and innovative process. Stahl defined
RRI as a “higher-level responsibility or meta-responsibility that aims to shape, maintain,
develop, coordinate and align existing and novel research and innovation-related pro-
cesses, actors, and responsibilities to ensure desirable and acceptable research outcomes”
[1]. RRI’s ethical principles and meta-responsibility include open access to knowledge,
but also entail all the processes and challenges of Open Science (OS). The RRI concept
has been used to describe a newway of governing research and the relationships between
the agents involved, called the quadruple helix whenwe talk about innovation: academia,
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industry, government and civil society [2]. These four players are also the key stakehold-
ers in making Open Science a reality. The orchestration of these four stakeholders and
how their relationship and engagement in OS is articulated is key to overcoming OS’s
current challenges.

Research and Innovation are becoming more and more digital, complex, data-driven
and so reliant on powerful computing capabilities, which has given rise to e-Science and
scientific computing. This leads to a better understanding of complex scientific prob-
lems, faster progress in scientific discovery, and more accurate and reliable scientific
information. Meanwhile, digital technologies, particularly the World-Wide Web, which
facilitates “distributed collaborative research behaviour” [3] and the possibility of imme-
diately, openly and massively communicating knowledge through the network, lead us
to think about the promise of the transformation of science and the opening of research
processes.

Helped along by these trends, Open Science has been gaining significant relevance in
the past ten years, and it is expected to play a crucial role in shaping the future of scientific
research and innovation [3]. Despite that, we finance and carry out research in the same
way as in the last century and publish and assess it as we began doing several centuries
ago. Institutions, researchers, and founders are hostages to an anachronistic, absurd and
ineffective scientific communication model based exclusively on ‘the scientific paper’ as
an end in itself. This ‘paper-centric’ model often leads to a simplistic conception of Open
Science as ‘Open Access to scientific publications’, just as it simplifies the quality of
research to a high Journal Impact Factor (JIF). However, the last SWAFS Program report
[4] includes OS rather than Open Access as a fundamental element of RRI, highlighting
the importance of the fuller meaning of Open Science.

There are different systematic reviews around the definition of Open Science [5,
6], and a plethora of terms to characterise or explain its essence: a movement, a trend,
a paradigm, a construct, or an attitude [7], in the scientific research ecosystem. All
the definitions emphasise transparency, collaboration, and access to data, publications,
methodologies, software and any other research outcome. OS aims to promote scientific
knowledge that is accessible to all, rather than being restricted to a select few. It has
become a key element of Responsible Research and Innovation that promotes scientific
advance by enabling researchers to collaborate, co-create and build upon each other’s
work, fostering innovation by making the latest information and developments easily
accessible, increasing public trust in science by promoting reproducibility through more
transparent scientific data and methods, and supporting interdisciplinary research by
encouraging collaboration between different fields. All this conceptualization of Open
Science is right, but our favourite approach is to explain Open Science as giving Science
back to the researchers that do it and to the citizens that pay for it. Figure 1 represents
the particular view of Eva Méndez of OS’s key components. Responsible Research and
Innovation is the ethical and philosophical foundation that allows us to believe in Open
Science. But the roots, which should cement the OS system, are research infrastruc-
tures, scientific integrity and a new research evaluation system that can incentivise Open
Science’s practices.

Open Science (OS) is an achievable goal due to technical and policy advances. But
if the research cycle cannot be shared, data cannot be reused, citizens are not involved
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Fig. 1. Open Science Mushroom done by Judit Eva’s Fazekas-Paragh (OpenAire NOAD
(https://www.openaire.eu/blogs/hungary-on-the-move-1)) based on Eva Méndez’s Open Science
Mushroom [7].

and researchers cannot be assessed by their whole contribution to the system and OS
practices, and the goals of OSwill remain aspirations beyond the practical reach ofmany.
Since we started to speak about OS as the new paradigm to make better, more efficient
and transparent science, we constantly talk about ‘drivers and barriers’ [8], claiming to
pass to action1, but always pointing out at a lot of challenges [10–13].

This chapter shares the personal views of the authors on their meta-research for
Open Science, based on their involvement in different groups and fora (e.g., OSPP2,
RDA3, CoARA4, YERUN Open Scienge WG5, etc.) to evolve OS and make it a reality.
The chapter offers a perspective on the current status of Open Science in the light of

1 This was the sprit of the “Amsterdam Call For Action” in 2016 under the Dutch pres-
idency. Source: https://www.openaccess.nl/sites/www.openaccess.nl/files/documenten/amster
dam-call-for-action-on-open-science.pdf and also the work of the OSPP (Open Science Pol-
icy Platform) during the second mandate where it was defined the PCIs concept: Practical
Commitments for Implementation of Open Science[9].

2 https://openscience.eu/open-science-policy-platform-final-report
3 https://www.rd-alliance.org
4 Https://coara.eu
5 https://yerun.eu/work/open-science

https://www.openaire.eu/blogs/hungary-on-the-move-1
https://www.openaccess.nl/sites/www.openaccess.nl/files/documenten/amsterdam-call-for-action-on-open-science.pdf
https://openscience.eu/open-science-policy-platform-final-report
https://www.rd-alliance.org
https://coara.eu
https://yerun.eu/work/open-science
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European policies and initiatives6, UNESCORecommendation7, and the urgent changes
needed to make Open Science the default approach. Those key changes are: the way we
communicate Science; the way we assess research, researchers, and research performing
organisations (RPOs); and the way we give credit in a new legal framework that protects
research results, without leaving anybody behind. It will not be easy, but by address-
ing these challenges, the scientific community should work together to create a more
stimulating, transparent, accessible, fair, and equitable research ecosystem. Finally, we
discuss the opportunity and challenge of Artificial Intelligence (AI) for Open Science
implementation and the Responsible Research and Innovation ecosystem.

2 Framing up the ‘Right to Science’ and a Global Science
Commons

Open Science (OS) is based on the principle that scientific knowledge should be freely
available to everyone, without restrictions [6]. This means that scientific research should
be conducted openly and transparently, with results being made publicly available
through open-access publications and open-data platforms. Also, OS is based on the
belief that it can promote greater collaboration, innovation, and scientific progress, and
can help to address global challenges such as poverty, inequality, and environmental
degradation.

The OS movement, in the “democratic school” approach, emphasises that access
to knowledge is a human right, so the social return on public investments in science
(accountability) is the guarantee of this universal right [14]. The Universal Declara-
tion of Human Rights8 (1948, art. 27) established the fundamental right to science and
culture. It is also recognized in other international declarations underlining the impor-
tance of science in the promotion of development and ensuring that individuals can
“enjoy the benefits of scientific progress and its applications” (International Covenant
on Economic, Social and Cultural Rights9 1966, art. 15). However, it is often treated as a
privilege. The International Covenant also recognizes the “freedom of the researcher” as
an indispensable value, as well as cooperation in science10. Even though OS is a newer
term, its values and principles aremore than 50 years old. The essence of science is open-
ness and collaboration, understanding it from theMertonian perspective of knowledge as
a ‘common’ or ‘public good’ defended among others by Hess and Ostrom [12, 15–17].
Geiger and Jütte have furthermore underlined the importance of “a right to research”
substantiated in the European fundamental rights instruments (freedom of expression,
freedom of arts and sciences and right to education) and defend a new definition of a
‘right to research’ to remove copyright barriers in favour of research [18].

6 https://research-and-innovation.ec.europa.eu/strategy/strategy-2020-2024/our-digital-future/
open-science_en

7 https://en.unesco.org/science-sustainable-future/open-science/recommendation
8 https://www.un.org/en/about-us/universal-declaration-of-human-rights
9 https://www.ohchr.org/en/instruments-mechanisms/instruments/international-covenant-eco
nomic-social-and-cultural-rights

10 Ibid.

https://research-and-innovation.ec.europa.eu/strategy/strategy-2020-2024/our-digital-future/open-science_en
https://en.unesco.org/science-sustainable-future/open-science/recommendation
https://www.un.org/en/about-us/universal-declaration-of-human-rights
https://www.ohchr.org/en/instruments-mechanisms/instruments/international-covenant-economic-social-and-cultural-rights
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The United Nations has been supporting the discussion on a Global Science Com-
mons since 2019 to discuss the key role ofOS in the achievement of theUN2030Agenda,
outlining a Science Commons as the framework organised around principles, universal
values and the architecture of open research, and based in OS as a key accelerator of
the Sustainable Development Goals11. In 2021, at the UN’s meeting on Open Science,
the “right to science12” was highlighted, and this year (2023), the meeting is focused on
the idea of a Global Open Science Commons for the Sustainable Development Goals,
based on three main topics: equity in open scholarship, reforming scientific publishing,
and strengthening the science-policy-society interface13.

The discussion is centred around the key principle that researchers have the freedom
to perform research, and that citizens have the right to access research outputs. The
universal ‘right to science’, the ‘right to research’ and the principles of OS are closely
linked, as they aim to promote greater access to scientific knowledge and to ensure that
the benefits of scientific progress are shared by everyone.

UNESCO has played a key role in promoting the principles of OS and advocating
for greater access to scientific knowledge and information. The UNESCO Recommen-
dation on Science and Scientific Researchers [19] was adopted by the UNESCOGeneral
Conference in 2017. This first recommendation does not speak about “Open Science”
directly (it refers to open access, data, educational resources, software, etc.), but it sets
out several principles and guidelines for promoting science and scientific research that
will ground the very recommendation of Open Science [20], including the importance
of freedom of scientific expression and inquiry, the promotion of ethical and responsi-
ble scientific practices, and the need to ensure that the benefits of scientific advances
are shared fairly and equitably. Since the adoption of the UNESCO recommendation
on science and scientific research, there has been significant growth and development
in the field of OS, with new initiatives, and practices emerging to support open and
collaborative scientific research (e.g. Hong Kong Principles14, CoARA15).

The Recommendation on Open Science [20] was endorsed by the 193 members
of the UN in November 2021. It provides a framework for promoting OS principles,
including transparency, collaboration, and access to scientific information. The recom-
mendation aims to promote the democratisation of science, reduce barriers to access and
participation, and ensure that scientific knowledge is used to benefit all societies (Fig. 2).

This recommendation aims to provide a/the ultimate “vital tool” to improve the
availability and quality of both scientific outcomes and scientific processes to bridge
the gaps in science, technology, and innovation among different countries, in order to
fulfil the human right of access to science. It offers governments, research institutions,
and the scientific community a set of precepts and principles for promoting and imple-
menting OS. It recognizes the importance of OS for advancing scientific knowledge,
improving the quality of research, and enhancing the impact of science on society. The

11 https://research.un.org/ld.php?content_id=51390330 (November 2019).
12 https://www.un.org/sites/un2.un.org/files/open_science_outcome_document_v.3b.pdf

(November 2021).
13 https://www.un.org/en/library/OS23 (February 2023).
14 https://www.wcrif.org/hong-kong-principles
15 Https://coara.eu

https://research.un.org/ld.php?content_id=51390330
https://www.un.org/sites/un2.un.org/files/open_science_outcome_document_v.3b.pdf
https://www.un.org/en/library/OS23
https://www.wcrif.org/hong-kong-principles
https://coara.eu
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Fig. 2. Understanding Open Science (UNESCO Open Science Toolkit16).

recommendation also acknowledges the challenges posed by the rapid pace of techno-
logical change, and it calls for the development of international norms and standards to
ensure that OS practices are consistently applied across different regions and scientific
disciplines [21].

UNESCO is “the legitimate global organisation enabled to build a coherent vision of
open science and a shared set of overarching principles and shared values17”, but “it is the
response of working scientists, their institutions, and funders that will determinewhether
a new mode of Open Science is achieved as the ‘new normal’ and whether it realises the
hopes of its proponents” [22]. TheUNESCOdocument is not ‘yet another declaration’, it
has developed an implementation plan with working groups and a steering committee18,
as well as a toolkit with guides to put the recommendations into practice19. The toolkit
can benefit institutions in understanding Open Science, developing policies, funding OS,
building capacity or bolsteringOS infrastructures for all. TheOpen Scholarship Initiative
(OSI), working in partnership with UNESCO, published a comprehensive roadmap for
Open Science in light of the Recommendation, calling for a collective future for OS
and Open Research. However, the future of Open Science is in the hands of individual
researchers and the institutions underpinning their work, while the target of UNESCO
recommendations is the member countries, which have different economic situations
and different limitations in their funding, practices and procedures.

16 https://unesdoc.unesco.org/ark:/48223/pf0000383323
17 https://council.science/current/news/the-questionnaire-unesco-open-science-recommend

ation/
18 https://www.unesco.org/en/open-science/implementation
19 https://www.unesco.org/en/open-science/toolkit

https://unesdoc.unesco.org/ark:/48223/pf0000383323
https://council.science/current/news/the-questionnaire-unesco-open-science-recommendation/
https://www.unesco.org/en/open-science/implementation
https://www.unesco.org/en/open-science/toolkit
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3 Global Challenges for Open Science: Rocky Pathways Ahead

Open Science is a tremendously diverse and interconnected space. “Reforming it will not
be as simple as claiming that open is X, the solution is Y, and the path to the future can be
enforced by a unilaterally-developed mandate” [23]. Despite its potential benefits, the
future of OS is surrounded by big challenges, real changes and new frameworks [10],
as well as the engagement of many stakeholders.

From the very beginning, the European Commission (EC) started to define the ele-
ments of OS as 8 key challenges: four related to research outcomes (FAIR data, the Euro-
peanOpen Science Cloud (EOSC)), next-generationmetrics, and new scholarly commu-
nication mechanisms); and four challenges related to research stakeholders (evaluation
of researchers’ careers, skills, and training in OS, new research integrity, and citizen
science)20. The term ‘challenges’, like “barriers and drivers”, has always been used in
the spirit of putting OS to work.

Several authors started to think about the future of Open Science and to point out
at the challenges, realities, and current limitations [15, 27] even for publishers [28].
Pownall et al. [13] envision some key trends and developments for the future of OS,
noting:

• Technological advancements make it easier for researchers to share and access data
and software. The widespread adoption of cloud computing, for example, has made
it possible for researchers to store, process, and analyse massive amounts of data
from various sources. This, in turn, has facilitated collaboration between researchers,
as they can now share data, publications, etc. and conduct ‘real-time research’ [28].
These developments are expected to make it easier for researchers to access and use
data, as well as to collaborate on software development in different fields [29], but
also in cross-disciplinary research.

• Artificial intelligence (AI) is seen as a particularly powerful tool for scientific research
[30]. These technologies have the potential to revolutionise the way scientific research
is conducted, by allowing researchers to process and analyse vast amounts of datamore
efficiently. For example, AI can be used to analyse complex biological data, such as
genomic data, and identify new drug targets for diseases. But AI also deals with ethical
issues, as pointed out by ETHNAproject [31]. AI entails new developments to analyse
the impact of OS [32] better and faster (Cf. Section 4 below.).

• Open Science is also expected to play a critical role in addressing societal challenges
such as climate change, healthcare, and poverty, among others.

• Traditionally, scientific research has been highly fragmented, with researchers in dif-
ferent fields often working in isolation. However, Open Science has the potential
to break down these barriers and facilitate collaboration between researchers from
different fields, by advancing interdisciplinary research and enabling them to tackle
complex scientific problems that cannot be solved by a single discipline, for example,

20 All these EU challenges have been addressed by the Open Science Policy Platform (OSPP),
the EU High-Level Advisory Group run by the European Commission from 2016–2020. See.
[24] and also by different institutions, like LERU, YERUN, EUA, etc. See for example the
document targeting Universities and Research Performing Organizations [25].
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to address Sustainable Development Goals [33] or an extreme crisis like COVID-19
[34, 35]. The rights to research and to access research outcomes can help guarantee
sustainability, innovation, and justice [18].

There are many studies, surveys and different approaches to identifying OS’s chal-
lenges [10, 36, 37]. These challenges include issues related to data privacy and security,
funding, data quality, data compatibility, data ownership and control, expertise in data
management and analysis, etc. Other approaches focus on the challenges of real practice
of OS, on the understanding, practicality, transparency, sharing, and replication from
particular disciplines like biosciences or psychology [26].

Beyond new data-driven research approaches or the practice of OS inside a particular
discipline, real global challenges come from the current traditional ‘research business’.
A paradigm shift is needed [7, 22], even a “profound shift in epistemology” [38]. Here
we detail four challenges to OS becoming a default paradigm for new research: three
urgent changes, plus the move to a real and fair framework of diversity, equity, inclusion,
and accessibility principles.

3.1 Challenge #1: Change the Way We Communicate Science

Traditionally, scholarly communication has been mediated by academic journals and
publishers, which act as gatekeepers for the publication of scientific research. However,
this system has been criticised for being expensive, slow, dysfunctional, and market-
based, primarily serving the purpose of bringing profit to commercial publishers21.

The oligopoly of a few scientific publishers has become the most profitable current
legal business, with annual revenues comparable to Google, Apple, or Amazon22. This
leaves researchers dependent on the “most profitable obsolete technology in history”23.
This approach is not good for scientific communication, but by restricting access to the
scientific record it also risks losing the public’s trust in science, undercutting global
inclusion, and largely failing to realise the opportunities presented by the digital rev-
olution. It seems that at the moment, misinformation and disinformation on scientific
advances are freely available online to all, while credible and authoritative scientific
information and data lie behind paywalls.

Scholarly communication faces many challenges, including information overload,
limited access to scientific knowledge, and quality issues like questionable research prac-
tices [39] or research reproducibility and integrity [40], among problems frequently dis-
cussed [41]. Innovative approaches to scholarly communication are needed to ensure that

21 See the explanatory article published in The Guardian by Stephen Buranyi, in 2017 describing
the scientific publishing system. Is the staggeringly profitable business of scientific publishing
bad for science?. Available in: https://www.theguardian.com/science/2017/jun/27/profitable-
business-scientific-publishing-bad-for-science

22 See. https://www.theguardian.com/science/2017/jun/27/profitable-business-scientific-publis
hing-bad-for-science

23 Academic journals: The most profitable obsolete technology in history. This was the title of a
post by Jason Schmitt in the Huffington Post Blog, on December 2014. Available in: https://
www.huffpost.com/entry/academic-journals-the-mos_b_6368204

https://www.theguardian.com/science/2017/jun/27/profitable-business-scientific-publishing-bad-for-science
https://www.theguardian.com/science/2017/jun/27/profitable-business-scientific-publishing-bad-for-science
https://www.huffpost.com/entry/academic-journals-the-mos_b_6368204
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scientific research is shared and communicated effectively. Traditionally, the scientific
evaluation system forced researchers to focus on writing academic papers. Publishing a
‘paper’ has become an objective in itself, and researchers seem to be just ‘paper-makers’
instead of solving the world’s scientific challenges.

The current Open Science/Open Access approaches maintain the ‘paper-centric’
model while embracing open-access publishing, renewing the business of publishers by
charging for publishing (Article Processing Charges or APCs), or even worse, charging
for reading as well as publishing (transformative agreements24), and generating other
issues like the so-called ‘predatory journals’[42]. Another approach is to adopt new
technologies, such as preprint servers, repositories, etc. allowing researchers to quickly
and easily share their findings with the scientific community before formal (paid) pub-
lication (preprints) or after the publication is issued in a journal with an embargo period
(repositories). Different open access policies (Fig. 3), described by colours (gold, green,
diamond, even ‘black’ considering rogue solutions such as Sci-Hub)25, widely used, but
they have not yet individually or collectively ensured all papers are openly available
[43], nor do they seem likely to do so.

Paying for publishing—instead of paying for reading—only brings forward the pay-
ment, and a uniform cost is added to all research funding. The more predictable revenue
stream no longer relies on anyone prioritising the money to buy journals. It primarily
creates more profit for the big publishers, who charge for hybrid journals (the ones where
researchers are encouraged to publish if they want promotion or funding). PlanS, cOAli-
tionS26 andR&P (read and publish) transformative deals have unintentionally reinforced
the power and the business of large publishers. As Science Business pointed out recently:
“The big problem with open access publishing is that it’s expensive. Science is a big
business, with more than $2 trillion spent on R&D each year, according to UNESCO,
making the business of publishing research results a big cash cow”27. Solutions like
diamond open access publishing platforms (e.g. Open Research Europe28) are a better
option since they make research papers freely available to both readers and authors, so
scholarly communication structures (articles/publications/publishers) are more sustain-
able and inclusive in the long term [44]. But retaining the centrality of the traditional
paper also maintains the opportunity window for traditional academic publishers to

24 Transformative agreements aim to transition subscription-based publishing to open access,
but issues arise around the costs and sustainability of these agreements, as well as
concerns about the impact on smaller publishers and potential conflicts of interest.
For a better understanding of transformative agreements, see this blogpost from Pan-
delis Pearakakis: https://pandelisperakakis.info/2021/05/07/what-are-transformative-agreem
ents-and-what-to-know-before-using-them/

25 SeeLucyBarnes’ blogpost to reviewall theOA routes, including hybrid, bronze, libre and gratis:
https://blogs.openbookpublishers.com/green-gold-diamond-black-what-does-it-all-mean

26 https://www.coalition-s.org
27 Science Business sumarized the EU council conclusions under the Swedish presi-

dency https://sciencebusiness.net/news/Universities/leaked-eu-member-states-set-out-reform-
scientific-publishing For the draft of the Council conclusions see: https://data.consilium.eur
opa.eu/doc/document/ST-5997-2023-INIT/en/pdf

28 https://open-research-europe.ec.europa.eu

https://pandelisperakakis.info/2021/05/07/what-are-transformative-agreements-and-what-to-know-before-using-them/
https://blogs.openbookpublishers.com/green-gold-diamond-black-what-does-it-all-mean
https://www.coalition-s.org
https://sciencebusiness.net/news/Universities/leaked-eu-member-states-set-out-reform-scientific-publishing
https://data.consilium.europa.eu/doc/document/ST-5997-2023-INIT/en/pdf
https://open-research-europe.ec.europa.eu
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Fig. 3. Venn diagram highlighting the different levels of open access in scholarly publishing, as
a function of cost to the readers and authors, copyright retention, and peer review (Farquharson,
Jamie (2022): Diamond open access venn diagram [in SVG]. Figshare. Figure: https://doi.org/10.
6084/m9.figshare.21598179.v1).

continue to reap handsome profits while holding back scientific progress through their
outdated business models, whose effects have now become regressive.

A disruptive solution is (very much) needed, coherent with current technology and
needs. Researchers need to cut out the whole notion of publishing, “get rid of papers29”,
pages, and journals, and return as much as possible of the outrageous costs that this out-
dated business extracts as rents to fund the work of research. While research papers have
long been the cornerstone of scientific communication, and they made sense 350 years
ago —when the first scientific journal was created30— in the current context of digital
transformation and new data-driven research, they are senseless and inefficient.

The very notion of a “paper” should be completely overhauled. Research papers are
often lengthy and difficult to understand. As a format, they are readily prone to errors
that are not easy to detect31. This makes it difficult for researchers to keep up with
the latest developments in their field, and for citizens to understand the significance
of new findings. We have reached a point where, perhaps with supervision, Artificial
Intelligence can write papers for us. The most important outcome of research is not a
final article, but the hypothesis, the demonstrations, the data, and the methodologies,

29 The Guardian reflected again in April 2022 on the issue of scientific publishing by Stuart
Ritchie, The big idea: should we get rid of the scientific paper?Available: https://www.thegua
rdian.com/books/2022/apr/11/the-big-idea-should-we-get-rid-of-the-scientific-paper

30 https://royalsociety.org/journals/publishing-activities/publishing350/history-philosophical-tra
nsactions/

31 See: Ball, P. It’s not just you: science papers are getting harder to read. Nature (2017). https://
doi.org/10.1038/nature.2017.21751

https://doi.org/10.6084/m9.figshare.21598179.v1
https://www.theguardian.com/books/2022/apr/11/the-big-idea-should-we-get-rid-of-the-scientific-paper
https://royalsociety.org/journals/publishing-activities/publishing350/history-philosophical-transactions/
https://doi.org/10.1038/nature.2017.21751
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often including software to analyse them. These factors open up the scientific cycle
and enable collaboration with researchers from different disciplines who can advance
science more efficiently than at present, even if they do not normally follow academic
journals in those areas.

Policymakers prioritize what they believe is best for scientific research as a whole,
but they may not take into account the needs and concerns of individual researchers ‘all
for the researcher, but without the researcher32. It is essential to ask actual researchers
what they want, and how they can improve their research communication, without those
proposals being provided on the researchers’ behalf by commercial publishers. Recently,
the Open Scholarship Initiative published the results of their “Research Communication
Survey”, where 90% of respondents selected some version of the answer “I think there
are better ways of doing research communication” and 75% wanted to hear about and
explore new ideas and policies [45].

3.2 Challenge #2: Change the Way We Assess Research and Researchers’
Evaluation

This has always been the hottest core issue under the debate of what we need to
truly implement Open Science: “to change the way we measure science33”. We need a
complete reset of the system for how research is valued, measured and assessed.

Along with the anachronistic scholarly communication system described above,
contemporary research assessment is outdated and inappropriate for currently needed
research. It provides existential support for the old-fashioned and dysfunctional paper-
centric system, primarily enabling the unsustainable and disproportionately profitable
business around it.

Traditionally, scientific research’s quality and impact are evaluated using metrics
such as the journal impact factor (JIF). JIF measures the frequency with which the
average article in a given journal has been cited in a particular year. “JIF in policy and
decision-making in academia is based on false beliefs and unwarranted inferences” [46].
Butwe cannot blame the system for using JIF in the evaluation procedures of researchers’
careers and grants, unless we provide them with an alternative measure or mechanism.
Quantitative metrics (JIF, h-index, etc.) have been largely criticised for being too narrow
and for not accurately reflecting the true impact of scientific research [47–51]. Many
important contributions to science may not receive numerous citations, while studies
with questionable methodology or data may receive a high number of citations simply
because they were published in prestigious journals.

Alternative ways to assess a researcher’s contribution to Science are also discussed:
altmetrics, new indicators, next-generation metrics, etc. [52–55], but without a clear
consensual approach. One potential approach would be to focus on alternative metrics
including the so-called altmetrics [53] and/or social media metrics [56] such as the num-
ber of downloads and views of a research article, or the number of times a dataset has

32 See: Eva Méndez (@evamen) comments to Commissioner Moedas’ speech on European Open
Science Cloud (EOSC) Summit (June 2017):https://yerun.eu/wp-content/uploads/2017/07/Dr-
Eva-Mendez-input-to-EOSC-Summit.pdf

33 Watch the statement in the Introduction video Conference Open Science 4–5 April 2016, Dutch
Presidency EU2016: https://www.youtube.com/watch?v=C9a3Ap3yyak&t=277s

https://yerun.eu/wp-content/uploads/2017/07/Dr-Eva-Mendez-input-to-EOSC-Summit.pdf
https://www.youtube.com/watch?v=C9a3Ap3yyak&amp;t=277s
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been reused in other research studies. But none of these alternative metrics (also not
immune to certain problems or limitations) has been adopted consistently in the eval-
uation procedures. The only advance so far, is the particular and growing commitment
of some institutions to adhere to the DORA declaration34, Leiden manifesto35, or more
recently, the Hong Kong principles36 and SCOPE principles37. All these declarations
and principles pledge to reward more qualitative factors (sharing practices, peer review,
students’ advice andmentoring, etc.) and ground the evaluation on the researcher instead
of the outputs —such as sole publications. These new approaches to embracing more
qualitative assessments of researchers and research careers acknowledge the values of
OS in establishing criteria beyond purely quantitative indicators, like the CAM (Career
Assessment Matrix) defined by the European Commission expert group [49]. This new
trend tries to give room to everyone’s talent in academia38, as well as Responsible
Research Assessment (RRA) centred on the researcher [57]. RRA39 does not have a
single universally agreed definition, but it “is an umbrella term for approaches to assess-
ment which incentivise, reflect and reward the plural characteristics of high-quality
research, in support of diverse and inclusive research cultures” [58]. The recent launch
of the Coalition for Advancing Research Assessment (CoARA40) marks a significant
step toward the responsible use of metrics, and qualitative and comprehensive research
evaluation. CoARA is a bottom-up initiative that resulted from the European Commis-
sion’s facilitation to propose new approaches to research evaluation [59]. CoARA will
seek and discuss alternative mechanisms to evaluate scientific research, beyond tradi-
tional metrics, such as JIF, and focus on the actual impact and reach of research papers.
This new approach places a greater emphasis on open-access publishing, data sharing,
and collaboration, reflecting the growing recognition that these elements are critical
components of high-quality scientific research. At the time of writing, more than 450
institutions have signed the agreement41 and more than 410 have also joined the coali-
tion. By adhering to CoARA, the scientific community can actively participate, pilot
and move on to new research assessment. Scientists need this ‘coalition of doers’ but
the technology to come up with real alternative research metrics is also needed. In this
sense, the recently approved project GraspOS42 (Next Generation Research Assessment
to Promote Open Science) might come up with a technological solution that becomes

34 San Francisco Declaration on Research Assessment (DORA). 2012: https://sfdora.org
35 Leiden Manifesto for Research Metrics. 2015: http://www.leidenmanifesto.org
36 Hong Kong principles for assessing researchers. World Conference on Research Integrity.

2019.https://www.wcrif.org/guidance/hong-kong-principles
37 SCOPE Framework for Research Evaluation (iNORMS). 2021.https://inorms.net/scope-fra

mework-for-research-evaluation
38 See the position paper by the Universities in the Netherlands. 2020. Room for everyone’s

talent: towards a new balance in the recognition and rewards of academics: https://www.univer
siteitenvannederland.nl/recognitionandrewards/wp-content/uploads/2019/11/Position-paper-
Room-for-everyone%E2%80%99s-talent.pdf

39 https://www.leidenmadtrics.nl/articles/navigating-responsible-research-assessment-guidel
ines

40 Https://coara.eu
41 https://coara.eu/app/uploads/2022/09/2022_07_19_rra_agreement_final.pdf
42 https://cordis.europa.eu/project/id/101095129

https://sfdora.org
http://www.leidenmanifesto.org
https://www.wcrif.org/guidance/hong-kong-principles
https://inorms.net/scope-framework-for-research-evaluation
https://www.universiteitenvannederland.nl/recognitionandrewards/wp-content/uploads/2019/11/Position-paper-Room-for-everyone%E2%80%99s-talent.pdf
https://www.leidenmadtrics.nl/articles/navigating-responsible-research-assessment-guidelines
https://coara.eu
https://coara.eu/app/uploads/2022/09/2022_07_19_rra_agreement_final.pdf
https://cordis.europa.eu/project/id/101095129


Navigating the Future and Overcoming Challenges 215

an alternative to the current JIFs hiding also under paywalls in commercial data sources
like Web of Science (WoS) and Scopus.

Research assessment is a complex area to change, and the approach must be multi-
faceted. It should be shaped by collaboration with researchers. It requires a new assess-
ment equation that includes all the talents and merits that researchers and scientists have.
Likewise, it should provide transparency and accountability, enable the assessment of
interdisciplinary and cross-disciplinary research and its inclusiveness and equity. In addi-
tion, it is essential the impact of research on society and the environment, and recognis-
ing the increasing importance of OS it should promote better and broader collaboration.
Research evaluation needs to be dynamic, flexible, and innovative, leveraging the latest
technology and trends to ensure that the best andmost impactful research is being funded
and recognised.

3.3 Challenge #3: Change the Way We Give Credit to Scientific Contributions.
A Step Forward Copyright

Intellectual Property Rights (IPR), such as patents and copyrights, play a critical tradi-
tional role in protecting the rights of researchers, publishers and/or innovators. These
rights were developed to give researchers control over the use and dissemination of their
work and provide a mechanism for them to be compensated for their contributions to the
scientific enterprise. However, they can also become a barrier to OS, as they may limit
the ability of others to build upon and use existing knowledge. This can lead to decreased
collaboration and information sharing, reducing public access to scientific research in
turn.

While IPR has long been seen as a critical component of scientific innovation, there
is a growing recognition of the fact that current approaches can be a barrier to OS [60].
The current EU legislative framework (the Information Society Directive43, Database
Directive44 and the Digital Single Market Directive45) contains relevant provisions for
access to and reuse of scientific publications and data. In the current legislative landscape,
researchers or their institutions are the first copyright owners of exclusive rights over
the scientific publications they produce. However, publication in “high-quality” journals
—which today is generally strongly linked to career development in academia— very
often requires transferring those rights to publishers or giving them exclusive licences.
The exclusive rights of copyright owners contrast with the fragmentation of exceptions
and limitations to such rights. The current framework also poses challenges for the
protection of researchers as authors and their interest in fostering the dissemination
of knowledge. Although copyright rules were drafted to protect authors’ creations, the
widespread practice of researchers assigning copyright to publishers does not result in
favouring the interests of those originally intended to benefit.

There is growing recognition that a balance must be struck between protecting IPR
and promotingOS [61, 62]. There are several approaches tomove forwardwith the re-use
of scientific outcomes (not only publications but data). A traditional option is to adopt

43 https://eur-lex.europa.eu/legalcontent/EN/TXT/?uri=CELEX%3A02001L0029-20190606
44 https://eur-lex.europa.eu/eli/dir/1996/9/2019-06-06
45 https://eur-lex.europa.eu/eli/dir/2019/790/oj
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more open recognition ofmoral rights with open licences, such as the Creative Commons
licences, which allow researchers to share and build upon existing knowledge while still
protecting their rights. In Europe, there is a specific action (2) in the European Research
Area to “propose an EU copyright and data legislative framework for research46”. There
are legislative proposals to introduce a “secondary publication right” for publicly funded
scientific publications, and non-legislative ones like those developed by funders (e.g.
the Rights Retention Strategy, introduced by cOAlition S47) or by institutions (e.g. the
Harvard model*, or the #ZeroEmbargo campaign run by LIBER48).

The future of IPR itself holds changes and challenges. As well as confronting the
increasing importance of digital technology, and the growing importance of artificial
intelligence, IPRpolicies are being reconsidered in light of the growing recognition of the
value ofOSand the concomitant need to balance the interests of creators andusers, aswell
as the need to address issues related to globalisation including access and affordability.
Current IPR standards and policies need to keep pace with technological developments,
especially online, to avoid legal uncertainty negatively affecting knowledge production
in research. It is urgent to address new copyright and IPR regimes to guarantee better
intellectual protection that can support open, transparent and collaborative science.

3.4 Challenge #4: EDI-A (Equity, Diversity and Inclusion-Accessibility) in Open
Science

Equity, Diversity, and Inclusion (or EDI) are increasingly important for research-
performing organisations, and its principles are becoming crucial in Open Science,
particularly since the UNESCO recommendation [20]. Embracing OS principles,
researchers, and research institutions can help to build a more equitable and fair world.
These recommendations and principles are well accepted on paper, but the reality is that
we are far away from them being consistently and effectively applied in practice. Acces-
sibility is one of the FAIR (Findable, Accessible, Interoperable and Reusable) principles
applied to research data-sharing practices, and in general, to any research outcomes
including software [63]. However, accessibility in this context is used to mean the avail-
ability of research outcomes. There is another significant sense of the term, commonly
thought of as “web accessibility” due to the substantial and widely recognised work of
W3C in this area*. This is critical to ensure the rights of people with disabilities to carry
out research and to have equitable access to scientific knowledge.

Sustainable Development Goal 10 focuses on reducing inequalities and promoting
social, economic and political inclusion for all49. Participation in OS is not occurring on
an even playing field. The structural inequalities that shape our societies also manifest
within academia, particularly in terms of unequal access to resources, and therefore,
some operate within the Open Science space at a distinct advantage relative to others
[64]. Current ‘naive solutions’ like “replacing big subscription deals with big APC deals
simply flips inequity in accessing content with inequity in publishing content” [43].

46 https://era.gv.at/public/documents/4678/02_Copyright_and_data_legilsative_framework.docx
47 https://www.coalition-s.org/rights-retention-strategy
48 Https://libereurope.eu/zeroembargo
49 https://sdgs.un.org/goals/goal10
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Failing to address structural inequalities directly, means that the advantages of those
who are already privileged will grow, especially as they have a greater influence on how
OS is implemented [65]. A policy framework with practical implementation that ensures
Equity, Diversity, and Inclusion (and access to people with disabilities) is needed if we
are to achieve the Sustainable Development Goal 10 with regard to accessing scientific
advances.

4 Open Science and Artificial Intelligence: A Necessary Synergy

Open Science (OS) aims to make scientific knowledge more accessible and transparent.
Artificial intelligence (AI) promises to bring new insights and capabilities to scientific
research [66]. OS and AI are evolving at the same time, but we require them to evolve
working together for the benefit of Science in the digital transformation era50.

4.1 Combining OS and AI

We need to harness synergetic advances in OS and AI, to support the coming Open
Scientific paradigm.However, there are a number of challenges in doing this in a scientific
research scenario:

• Combining OS and AI can be technically challenging, since it requires researchers
to manage and analyse large amounts of data using complex AI algorithms. This can
require specialised training and resources, and it is difficult for researchers to keep up
with the rapid pace of technological change in the field [67].

• OS relies on making scientific data publicly available, which can raise concerns about
data privacy and security.AI can be used to analyse this data, but itmust be anonymized
to protect individuals’ privacy. Ensuring data privacy and security helps to build trust
in OS practices and protects against potential ethical and legal violations. This is
especially relevant in areas like medical, economic and sociological research, where
sensitive personal information is often involved [69].

• AI can perpetuate and amplify biases in scientific research. This typically happens
when the overall data used to train AI algorithms is biased in some way. This is a
significant concern in OS, where data is made publicly available and can be used by
a wide number of researchers [68].

• The traditional ‘paper-centric’ model of scientific publishing, with a heavy emphasis
on research papers, is giving way to more innovative and accessible forms of scientific
communication. AI algorithms and tools like ChatGPT [66, 70] are playing an increas-
ingly important role in scientific communication, for example being listed as an author
on research papers [6]. There is growing recognition that data itself is becoming the
most valuable currency of scientific research. “Data is essential for AI, as algorithms
in these systems need large quantities of high-quality data to perform properly and
to develop further by ‘learning’. The continuous promotion of data quality within

50 The European Commission is aware of this need on its priorities for funding the European Open
Science Cloud (EOSC) https://cordis.europa.eu/project/id/101058593 https://ai4eosc.eu/ See.
https://ai4eosc.eu/
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organisations when using (open and FAIR) data for AI is therefore essential to gain
reliable insights51”. By embracing OS, and moving to place a greater emphasis on
sharing research outcomes as FAIR data than on the production of papers, scientists
can continue to advance our understanding of the world and improve the quality of
scientific research.

4.2 New Scenarios for Research Integrity

Technology is not neutral. The use of AI in scientific research presents many opportu-
nities, but also several challenges, particularly concerning research integrity (See also
Chapter 10, in this volume): the principles of honesty, trustworthiness, and transparency
that underpin the scientific process. In the context of AI, these principles must be upheld,
especially as AI systems become increasingly complex, and their reasoning becomes
difficult to reproduce. Hence, the urgent need for a culture of Responsible AI [71].

Examples of how research integrity can be compromised by AI in scientific research
are (1) bias in training data (if the training data used to build an AI system contains
biases, many AI systems perpetuate and amplify these biases in their results); (2) lack
of transparency (many AI systems, particularly deep learning models, can be difficult to
interpret, making it difficult for researchers to understand why the AI system is making
certain decisions); (3) overreliance on AI results (as AI systems become increasingly
sophisticated, there is a risk that researchers become too reliant on the results produced by
these systems, even if they cannot understand how the AI system reached these results);
and (4) misuse of AI systems. There is a risk that AI systems may be used in ways that
violate ethical principles or compromise research integrity [72].

5 Conclusions: Open Science for Today (and Tomorrow)

The old-fashioned practices (journals, papers, impact factors, h-index etc.) are designed
to create and maintain the ‘publish or perish’ status quo that drives researchers’ careers
and academic publishers’ profits all over the world. The gold open-access approach will
leave a lot of researchers, countries and poorly funded disciplines behind. It often seems
that a researcher’s fundamental goal is ‘to write papers’, rather than understanding and
finding solutions for global issues. By embracing OS and finding innovative approaches
to scholarly communication, the scientific community can continue to advance our under-
standing of the world and improve the quality of scientific research. In this chapter, we
have revisited the main changes necessary for a research paradigm built around the
practice of Open Science.

The traditional and current publication and evaluation system was conceived for
research in a qualitatively different era, and it is not suited to contemporary and emerg-
ing needs of the scientific “system”. A new research evaluation system must evolve to
reflect changes in research practices and emerging technologies, ensuring that it remains
relevant and effective. We can not simply replace the JIF with another (more updated,

51 AI and Open Data: a crucial combination (data.europa.eu, 2018): https://data.europa.eu/en/pub
lications/datastories/ai-and-open-data-crucial-combination
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but equally flawed) metric or indicator. We require a conclusive system that, applying
all the current technologies (AI, blockchain, etc.) can come up with an updated and
efficient mechanism to evaluate current science, in a twofold sense: assessing all that is
needed to be evaluated in the current research performance and applying all the current
technologies.

Digital transformation is about changing the entire system using web-era technolo-
gies and principles. Every change entails an effort, and the real epistemological shift
might be uncomfortable for incumbents (publishers, but also a proportion of academics
who are comfortably positioned to benefit from the status quo). To promote open access
and redesign the current system, simply switching from printed journals to digital PDFs
is not enough. Business models must be revised to better support open access, and out-
dated metrics should be reevaluated with a sense of responsibility. Additionally, IPR
legislation should include more exceptions to better align with these changes. In the
interest of an equitable society, equipped to develop and apply scientific knowledge
to the pursuit of its goals, we need fundamental changes in the whole ecosystem that
determines the way we do and communicate research.

Of course, there are many other challenges ahead to make Open Science a holistic
reality (citizen science, FAIR data in the data research infrastructures like EOSC or the
research integrity), but the ones detailed here are urgent changes needed to firmly fulfil
OS goals.

Acknowledgement. The authors want to thank Charles Nevile for English proofreading and his
valuable suggestions for the final version of this document.
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Abstract. This article analyses aspects related to the implementation of advanced
technology systems in Public Administration, taking into account the scope of
action of its entities and services, as well as its main distinction with the private
sector, which lies in the pursuit of the public interest, understood as justification
for the execution of public policies, but also in the broader scope of the human
development index. The difficulties and resistance to the adoption and use of
technology in Public Administrationwill be examined, also in the light of practical
situations whose implementation proved to be inadequate, resulting in the analysis
of ideas for the future. We approach the evolution of public management models
that are emerging through the action of technology. We prepare the ground for
machine ethics in Public Administration by framing ethics in public services in
general terms, with reference to AI systems designed in line with mainstream
ethics. Of the various ethical issues that arise in this domain, we pay attention to
the issue of privacy and the balance that needs to be achieved so that the use of
data can contribute to ethical, beneficial and reliable technologies.We sound alerts
in the field of discrimination and prejudice that the bias of technology can show.
The explainability and transparency of technological systems provide confidence
to decision-makers and citizens, helping to clarify responsibilities in the decisions
of Public Administration agents, and the researchers working for them .

Keywords: Ethics · Advanced Technology · Public Administration

1 Introduction

In this article we list some Public Administration (PA) definitions that allow delimiting
the field of action of public services and entities [1, 2], which, due to the breadth of
areas in which they operate, can be the main buyer of technology, without neglecting the
regulatory functions that the PA is responsible for ensuring. The theoretical framework
is complemented by data from interviews carried out in other academic investigations.
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The public interest is the main distinguishing factor of PA vis-à-vis the private
sector, whose main objective is to achieve economic benefits, which can justify the
search for non-profit technologies, in favour of benefits and improvement of the human
development index.

We frame the adoption of technology by public bodies and services by studying two
well reported known cases: both regarding the implementation of fraud risk assessment
systems in granting social support, in the Netherlands and in the United States [3].
Although with operational distinctions, beneficiaries are penalised by having subsidies
refused in spite of the absence of grounds, and by the inability of the systems to provide
the reasons for the refusals, so that the latter cannot be contested.

Technology is also causing an evolution in public management models of PA enti-
ties and services, with the emergence of new paradigms, closer to citizens through the
technological systems that assist them in carrying out tasks and implementing public
policies [4, 5].

Themachine ethics approach will be preceded by the theoretical framework of ethics
in PA, as a necessary condition to prepare an environment conducive to ethical principles
that indicate solutions to questions and problems that may arise from the implementation
of technology in general.

The process of conceiving, adopting and using technologies is analysed, in an attempt
to identify facilitating conditions in terms of the research and organisational culture,
leadership, plus the advantages that technology can bring to public services and entities
in terms of effectiveness, efficiency, transparency, and trust of citizens.

Privacy is one of the key points for citizens to trust the technological solutions that
support PA bodies, without neglecting the need to find a balance between data protection
and necessary concessions that allow progress, facilitate security, or contribute to public
health [6].

Discrimination caused by technology arising from technological solutions that give
continuity to prejudices present in society, due to the use of non-representative, inaccurate
or simply wrong training data, is also mentioned [7]. Examples are presented of systems
for evaluating the risk of recidivism in criminal activity used by USA judges in the
decision to grant parole, which penalise citizens of African origin.

The question of the explainability of technological solutions is analysed from a dual
perspective, in terms of the information that citizens have the right to obtain on issues
they raise before the PA, but also in terms of attributing responsibilities to service agents
and public entities [8].

2 Public Administration, Public Interest and Human Development

The expression “Public Administration” (PA) can be understood according to two dif-
ferent meanings: (i) regarding the mode of organisation with the characteristics and
specificities of the institutions that comprise it, with a view to achieving the public inter-
est, in compliance with the law and rights, and (ii) regarding organisational action, object
of study in the sociology of organisations [1].

Several versions of the PA definition were compiled by [9], with the aim of listing the
PA concepts that many conceived to demonstrate the scope and nature of the discipline
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of PA. The perception of the concept of PA is important, from the outset, to reach the
meaning of the word “administration” as an effort that requires cooperation from the
intervening parties in the pursuit of a common objective. The PA participates in the
organisation of public policies and government programs [9].

According to [2] it is easy to define PA if one is satisfied with a simplistic definition.
In that case, it will be the government in action managing public affairs and imple-
menting public policies, in a public context—without which the PA does not exist—,
plus affirming its role in the execution of governmental activity. These authors highlight
the decisive role of the PA in the implementation of the public interest, defining it as
the “universal label” that involves public policies and their various execution programs.
The public interest is generally considered an asset by the community. However, less
simplistically, it can be used both to promote public policies that represent an effec-
tive common good, and to obscure other policies whose acceptance by the community
is not so evident. Walter Lippmann, cited by [2] affirmed “the public interest may be
presumed to be what humans would choose if they saw clearly, thought rationally, and
acted disinterestedly and benevolently” [10].

Haeberlin andComim [11] refer that [12] considered that the replacement of religious
beliefs, as a principle of government, with “belief in the public interest” was at the
origin of the construction of modern societies. These authors defend the insufficiency
of a legal approach stricto sensu of public interest, advocating a broader approach that
contemplates human development.

Sen [13] in his studies on ethics and economics, argues that the criterion of utility
should be replaced by the notion of substantive freedoms, considering the autonomy of
free choice and the real conditions of a life that makes sense to value it. This author
influenced the first United Nations document on human development.

The Human Development Index (HDI) has been established since 1990, viz. in [14])
issued by the United Nations Development Program (UNDP). In the various develop-
ments it has undergone, it takes on the role of contributing to correction of distortions in
the model proposed by the HDI, in what concerns the role of poverty and of inequalities
in development.

According to [15] “human development can provide the possibility of longer, health-
ier, and more creative lives, achieving goals that humans value, with commitments that
shape development with a view to equality and sustainability of the planet we share.”

3 Technologies and Public Administration

Digitization processes tend to replace existing processes by altering state governance
and labour relations, intensifying development tensions, as a result of the growing trend
to implement Artificial Intelligence (AI) [16].

Giest and Klievink [3] understand that because of digitization and the increasing use
of systems based on algorithms and data processing, a new service provision regime is
being created. Technologies such as AI alter technical fields, communication channels,
decision-making functions andmechanisms, aswell as their levels of intervention control
[17] and the ethics thereof.

Giest and Klievink [3] studied the case of the State of Michigan where the Auto-
mated Fraud Detection System (MiDAS) was implemented, and the Dutch Childcare
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Allowance case. In the US, the implementation of the AI system led to about a third of
the Unemployment Agency staff being laid off. In the Dutch case, incremental changes
affected the structure of the organisation, along with radical changes in the work of
bureaucrats that had led to wrong decisions in the Dutch childcare subsidy.

Based on these observations, we see new organisational structures and human
resource coordination in both of these two use cases, definable as administrative process
innovation. In Michigan, we also see a conceptual overall breakthrough where there’s
a new way to approach the problem of fraud, through an AI system that can handle the
process more accurately, faster, and more effectively than a human being. These obser-
vations speak of a more radical innovation in the latter case, and of only successive and
incremental innovations in the Dutch case. This is in line with research that emphasises
how the implementation of information technologies in public sector organisations is a
complicated process and where change emerges incrementally [18], cited by [3].

In such scenarios, some envision new bureaucratic roles that correspond to digital
processes. Bovens and Zouridis [19] suggest that there will be three groups of employ-
ees: (1) in the data processing process, such as system designers, lawyers, and system
analysts; (2) managers in control of the production process; and (3) the “interfaces”
between citizens and the information system, in the help desk, and also lawyers who
deal with complaints. System designers, public policy implementers, and IT specialists
are the new equivalents of bureaucrats [19]. However, some bureaucrats will be needed
in the implementation of public policies and decision-making [20], and the ethical con-
cerns involved. Thus, algorithms will just be additional decision support tools rather
than becoming autonomous agents on their own, with their own ethics.

TheMichigan Integrated Data Automated System (MiDAS) [3] has also been widely
discussed not only in themedia but also in legal proceedings, such as a class action lawsuit
and Auditor General Reports, and new legislation has been passed to accommodate
changes in the way Michigan Unemployment deals with MiDAS regarding claims of
fraud.

3.1 Michigan Automated Integrated Data System (MiDAS)

In the USA, in the State of Michigan, data mining techniques were implemented for the
automatic detection of program fraud in support related to food stamps and unemploy-
ment benefits, with the aim of reducing operating costs and targeting fraud in insurance
claims, the so-called Michigan Integrated Data Automated System (MiDAS). This sys-
tem in a fully automated way identified 48,000 fraud claims of unemployment benefit
recipients—a five-fold increase over the previous system [21]. Some Michigan resi-
dents on food assistance, for example, were automatically disqualified by the system
[22]. Automatic fraud determinations also occurred if recipients did not respond to the
questionnaire within 10 days or if the MiDAS system automatically considered their
responses unsatisfactory [22]. Claims from beneficiaries were systematically denied by
the system, which failed to provide evidence to support MiDAS’ accusations of fraud
[23]. This system was presented by [3] to highlight its flaws on detecting fraud in the
referred support claims.

Therefore, both cases are very similar regarding the objectives linked to the imple-
mentation of both AI systems, which is to streamline the process – making it more
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efficient and cost-effective – and to identify fraud more reliably. But, in the case of
Michigan, this objective goes a step further by pointing to very limited or even non-
existent human intervention in the process, to the point of dismissing employees for
specific tasks and replacing them with an automated decision-making system, resulting
in major changes in the way bureaucratic work is defined [3].

3.2 Dutch Childcare Subsidy Fraud Evaluator Algorithm

The Dutch Childcare Allowance case was widely publicised in the media and exten-
sively documented and reviewed by supervisory bodies: the Data Protection Authority,
the Auditor General, and the Dutch Parliament. This system was aimed at classifying
the risk of systematic fraud, based on an algorithm that was fed with examples of correct
and incorrect applications in order to learn how to ‘recognize’ those that pose a risk
of fraud. This innovative system sought efficiency, but also with the political objective
of repressing fraud. There was a strong organisational incentive to rapidly detect fraud,
which, counterproductively, provided a disincentive to look critically at system results.
It was set up in a hurry and the procedures, its work instructions poorly adjusted, and
with little specialisation at various levels, to cite civil servants who worked at the agency.
The focus on efficiency and effectiveness in combating fraud was not accompanied by
an adequate organisational structure [3, 24]. As a consequence, the Dutch tax authorities
used algorithms that wrongly identified fraud in the attribution of support for access to
day care centres. The alleged offenders, several with an immigration background, were
summoned regarding the financial support, which caused great financial and psycholog-
ical difficulties for the families involved. The data protection authority would come to
conclude that the data processing used by the AI system was discriminatory [3].

3.3 Public Management Technologies and Models

New Public Management (NPM) began in the 1980s in OECD countries, due to the
realisation that Public Administrations represented an excessive burden and a tendency
towards inefficiency. This model seeks to reverse the trend towards an increase in the
number of workers controlling public expenditure, resorting to private services to carry
out public functions that do not collide with the social function of the State. It also
promotes automation, via information technologies [25]. According to [4] this model of
public management is closely associated with ideas of the managerial style of the private
sector, a strong orientation towards customer service, and the use of less hierarchical
organisational control mechanisms. This paradigm is characterised by three character-
istics, namely: disaggregation by dividing the hierarchies of large public organisations;
competition allowing for multiple forms of provision developed between suppliers, and
incentive characterised by specific pecuniary performance incentives for personnel.

Ojo et al. [4] refer to threemain successors forNPM:DigitalAgeGovernance (DAG),
Public Value Management (PVM), and New Public Governance (NPG), all with a com-
mon aspect – the centrality of digital technologies. DAG highlights the influence and
impact of information and digital technology developments on public sector manage-
ment, with emphasis on 1) transparency; 2) the use of platforms to transmit information;
and 3) creation of service shared centres. Within the scope of transparency, open access
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to information in a specific area or program of public interest is promoted (the so-called
targeted transparency). The digital platform aims to increase citizen engagement by fos-
tering civic participation, better engaging citizens to crowdsource ideas about policies
and programs, plus openingmore channels for citizens to voice their opinions about gov-
ernment services and programs. Shared services seek to achieve greater effectiveness
and efficiency [4, 5].

PVM has as its paradigm the achievement of public value, attained by deliberation
of citizens’ representatives and government staff, surpassing the sum of individual pref-
erences of public service users. It is based on a strategy aimed at creating public value.
It seeks the use of real-time data to protect entities and services, favouring autonomy
and entrepreneurship, and values innovation through creativity and out-of-the-box ideas.
The PVM seeks through political management to ensure legitimacy in the assumption
of value propositions. It resorts to social networks to stimulate opportunities of public
value; it also seeks the realisation of politically empowered citizenship; plus seeks to
learn across multiple levels and audiences, cultivating a broader vision of well-being for
all [4, 26].

The NPG public management model is based on institutional and network theory
[27].NPG is achieved throughnetworking and collaboration, public-private partnerships,
and citizen involvement in public decision-making. Co-production/co-creation with cit-
izens is fostered by collaboration in networks. In public-private partnerships (PPP),
both sectors share risks and resources to achieve value. Through PPP innovation is also
attained, given the different origins of the partners. A summary of the characteristics of
paradigms subsequent to New Public Management (NPM) is found in [27].

Disruptive digital technologies such as AI are enacted in public management models
associated with the era of digital government and public value management. We found
no case where AI was deployed in the context of NPG. This may be due to the nature of
AI solutions currently being deployed [4].

The European Law Institute (ELI) conceived the “Model Rules on Impact Assess-
ment of Algorithmic Decision-Making Systems Used by Public Administration” [28],
considering that PA is confronted with specific challenges resulting from the imple-
mentation of AI algorithmic decision-making systems and machine learning. Use of
these techniques poses specific problems relating to the principle of good administra-
tion. Furthermore, issues such as transparency, accountability, compliance, and non-
discrimination are particularly relevant in the context of PA. This European project led
to the development of such ELI Model Rules [28]. Although inspired to some extent
by EU legislation, it is compatible not only with existing EU legislation but also with
draft legal provisions, the ELI Model Rules have been designed in such a way as not to
depend on EU law. In this sense, they can serve as inspiration for national legislators
(even outside the EU), for governments and PA. Algorithmic decision making can be
approached in several ways. The central idea behind the Model Rules [28] is an impact
assessment, adopting an approach that distinguishes between high-risk systems that war-
rant an impact assessment (in its Annex 1) and low-risk systems (in its Annex 2) where
such an assessment is not warranted, and even systems that cannot be easily classified
ex ante as belonging to Annex 1 or Annex 2, in which case a risk assessment will be
made if screening reveals that the system poses at least a substantial risk [28].
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3.4 Public Administration and Technology Adoption

Acrucial role is reserved for thePA in the adoption ofAI, considering its double condition
as a user of the enormous potential of these technologies, but also with regulatory
functions ofAI, defining procedures, rules and competences, and particularlywith regard
to theEthics ofAI, establishing theminimumconditions for the private sector and citizens
to deploy and use it in accordancewith ethical requirements, but this is still lacking, hence
our call to attention. EU Member States have given greater emphasis to the regulatory
role of PA or, at best, to a facilitating role, that is, as the entity that defines the basic
conditions for the ethical use of AI by private entities and citizens, but not by the PA
itself. PA’s role of “first buyer” [29] and direct beneficiary of AI is somewhat neglected.
Most AI literature views the government as a regulator. Discussion of the role of PA
from the point of view of an AI user is scarce, although PA is increasingly becoming a
significant user of AI [30]. [31] refers it is essential that this issue be taken onwith greater
accuracy, considering the various areas in which PA operates, from health to education,
and other areas with a wide range of services and entities that represent an essential
market for AI, not only as buyers, but as well as disseminators of these technologies in
the economic and social sectors. In this regard, [32] understands that PA will be the area
where the opportunities and challenges of AI will constitute a priority on the agenda,
with repercussions felt by those administered. In the opinion of [29], the key to success
is to gain the trust of users in the processing of their data. To reach this opinion, overall,
686 AI use cases in the public sector were collected and analysed as reported in [33, 34].

The adoption of AI in PA procedures has the potential to bring greater efficiency
and effectiveness in the provision of services to companies and citizens, increasing
the level of satisfaction and confidence in the quality of the public service [4, 29].
The main applications of AI in this context include process automation, virtual agents
and speech analytics, predictive analytics for decision making, sentiment analysis, and
document review [4, 35]. Madan and Ashok [36] highlighted two specific technologies:
machine learning (ML) and natural language processing (NLP), considering that these
two technologies characterise most AI applications in PA, with reference to the cross-
case analysis of [36] and to the AI case study archive of the European Commission and
Joint Research Centre.

In this perspective, PA can also be seen in its distinctive aspects to the viewpoint of
the private sector. For the pursuit of public interest differs from the profit motive that
presides over private entities. In the study and implementation of PA AI systems they
must not just aim at economic benefits, in accord with what was previously exposed
concerning the pursuit of the public interest, and its human development perspective.

4 Ethics in Public Administration

The functional environment of public organisations is dynamic, full of unpredictable
and ambiguous international events, changes in power, domestic policy challenges, and
technological changes that affect the functioning of PA entities. Currently, workers in
public functions increasingly work in a world characterised by volatility, uncertainty,
complexity, and ambiguity, resulting in multifaceted and contradictory requests that can
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configure dilemmatic situations [37]. In this scenario, values, integrity, conduct and
ethics can motivate and support state agents.

Quotes [38]: “Savater [39] assumes that ethics is a kind of moral synthesis. An
imagined ideal of collective existence, a social community with a united and coherent
character.” Ethics is thus a natural concern in the discussion about the real role of PA
decision-makers in exercising the discretion of the powers entrusted to them, as well
as in the pursuit of the public interest by holders of political office [40] and striving to
ensure that algorithms respect and embody such ethics [41].

Interest in ethics in PA has been increasing with the introduction of the principles
of NPM [25] in public sector bodies and services [1, 42, 43], because of the adoption
of notions such as efficiency, obtained results, and economy, sparse in ethical content
and conducive to pressures in the public service, causing doubts/confusion about the
application of ethical standards. In this way, it is important to question why these ends,
also implying a reflection on the means and relationships that are established within
entities [44]. The importance of ethics is revealed, from the outset, by the vision and
perception of the reason for being of PA and how its action should be undertaken in
terms of demands and adaptation to change. The existence of a current crisis of values is
often mentioned in different environments and contexts. Indeed, the aim of a civilization
of lightness means all but living lightly, at present. Although the weight of social norms
has lightened, life feels heavier. In unemployment, precariousness, instability in couples,
and duration of overwork [45].

Lipovetsky [45] highlights the importance of ethical values and ideas, realising that
despite the findings of extreme individualism, we are not located at the zero degree of
values. The sense of moral indignation has by no means been eradicated, as our societies
reiterate a stable core of shared values: human rights, honesty, respect for children and
rejection of violence and cruelty. Although it refers to the inconsideration of sacrifice in
the old-fashioned way, it does not mean the disappearance of the spirit of responsibility
and solidarity.

It is in a context that considers ethics in public entities within a general scope that the
ethical issues of AI can bemore accurately framed. Notwithstanding that their specificity
might be seen from an autonomous perspective, the ethical tools that already exist in
PA, or that may come to be contrived, will facilitate the dissemination and application
of this new burgeoning area of ethics [6].

5 The Ethics of the Machine

In the framework of ethical issues in AI systems for PA, it is important to summarise
the ethics of the machine in general terms to outline possible adaptations to the public
sector. The ethics of the machine, an expression coined by [46], has as its main objective
to conceive a machine oriented with compatible ethical principles in the scope of the
decisions it takes and on the possible consequences of its action. Fundamental human
rights complemented with codes of ethics are considered capable of mitigating the risk
of AI to evolve in an opposite direction to human values, by identifying risks, priori-
ties, vulnerabilities [41, 47–51]. The Universal Declaration of Human Rights (UDHR),
although not binding, is part of the legal system of democratic states.
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For [52] transmitting ethics to robots by observing humans faces a prior complica-
tion—the human difficulty in determining which human attitudes collide with ethical
principles, and how to resolve our contradictions. The greatest benefit may lie not in
what we teach the machines, but in what we learn from teaching them. [41, 50, 51] also
mention the difficulty of the lack of a universal ethics. On the other hand, our moral
conduct is essentially instinctive and only in more complex situations it is necessary to
think about right or wrong in terms of specific difficulties or discomfort.

The issues of weaponry in general which uses AI and the dangers arising therefrom
with ever more powerful and more efficient weapons are dealt with in some detail by
[53], who warn of the central paradox that the greater the digital capacity of a society,
the more vulnerable it becomes. Computers, communications systems, financial mar-
kets, electricity networks (and the digital command and control systems they depend
on)—even the functioning of the democratic system—involve systems that are, to vary-
ing degrees, vulnerable to manipulation or cyberattack. In a conflict situation, the most
extreme form of protection may involve cutting the network connections, taking the sys-
tems offline. Disconnection could become the ultimate form of defence. Consequently,
ethical principles need to be considered for addressing issues and situations that the law
still has difficulty in resolving.

The existence of areas of absence of legality; the tendency towards the universality
of ethical postulates; the anticipation of legislators’ responses; the assistance given to the
interpretation of legal rules; the capacity to integrate loopholes in the law; the increased
efficiency of bonds arising from voluntary adoption—are some of the foundations that
support permanent ethical intervention [54].

Bostrom and Yudkowsky [55] warn of the necessary care with applied ethics in
contexts that are very different from those of the human condition. Common normative
precepts are subject to conditioning in the face of different empirical conditions, and it
is also important to consider whether these precepts are suitable for future hypothetical
cases in which their preconditions might be considered invalid.

What is relevant is that an agent, when faced with a problem, can have the ability
to generate hypotheses and choose the solution that seems most appropriate to him/her,
through a causality supported by their experiential memory, by previous decisions, and
by accumulated preferences [41].

Hagendorff [56] and Jobin et al. [57] selected documents with references to ethical
principles and guidelines in the field of AI, in the public and private sectors, immediately
indicating that the ethical challenges of AI are transversal to society. These authors listed
the main ethical issues they identified in their research: transparency; justice and equity;
non-maleficence; non-discrimination; responsibility; and privacy, are the dominant ones.
Jobin et al. [57] emphasise that the principle of transparency prevails with approaches
related to explainability and interpretability, with a main focus on the use of data, the
human interaction with automated decisions, as well as data system applications. Trans-
parency is presented as a method to minimise harm, but also as a factor that fosters trust,
as well as a promoter of freedom and autonomy. The above references have been the
object of criticism that considers transparency as a pro-ethical principle, a condition that
can affect or harm other practices or ethical principles, namely set forth by [58].
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5.1 Contributions of Ethical Perspectives in the Implementation of AI Systems

In an investigation at Instituto Superior Técnico, University of Lisbon, utilitarian ethics
were examined, and general egalitarianism found questionable in an AI system that does
not confer a main advantage to its owner. It was found that either AI offers an individual
advantage to the owner, or it will not be adopted. The consequent lack of interest in its
purchase will have negative effects on production, restricting research and development
[59]. Hence there is an onus to incorporate in AI systems ethical values proximate to
their owners, though without disregarding general social values.

In this respect, the ideas of Rawls [60] have been defended for the field of AI, for
example by [61]: “A Theory of Justice could help explore known problems of data bias,
injustice, liability and privacy, in relation to machine learning and AI applications in
government.” [62], in his approach to the ethics of AI, considers that in Rawls’s concep-
tion of justice, the veil of ignorance can be replaced by a much more natural condition
of prudent selfishness in a finite world. The American contractualist Rawls is also cited
by [63] in reference to a new social contract with the intervention of algorithms. Leben
[64] describes a Rawlsian algorithm as an alternative to a utilitarian solution, which
will assess the probability of survival for each person in an autonomous vehicle, for
each action, calculating which action would obtain agreement starting from an original
position with fair negotiation. Rawls [60] is also mentioned, for example, at the Euro-
pean Union level regarding the need to use AI in decision-making which can overcome
human judgement. It is questionable whether a human will still contribute to a stronger
protection of data subjects, or whether the better performance of machines even regard-
ing the political and legal values at stake; for example, guaranteeing fair equality of
opportunities, as defended by [60], thereby making human intervention redundant or
dysfunctional [65].

Rule-based ethical theories, such as the Kantian one [66], are considered promising
for machine ethics due to the structure of their judgments. According to a formalist
interpretation of Kant’s categorical imperative—“Act as if the maxim of your action
should become, by your will, a universal law of nature” [66] —a machine might, for
example, place prospective actions on top of traditional maxims (forbidden, permitted,
obligatory), in the top-down approaches to the development of programming agents in
which Kant’s utilitarian ethics and deontological ethics are likely to be applied [65].

The principle of responsibility theorised by Hans Jonas was at the origin of the
construction of a new understanding regarding the ethical aspects resulting from the
position technology assumes in society. He considered responsibility as a basic ethical
principle of human action, given the issues raised by technology, defending how the
theory of responsibility can be seen as an ethics par excellence [67]. This author refers
to an imperative for the new technological types of human action, that addresses the new
type of object of action. Jonas [67] states: “Act in such a way that the effects of your
action are compatible with the permanence of an authentically human life in society on
Earth.”The new imperative is addressed to public policy, as opposed toKant’s categorical
imperative being addressed to the individual subject [67]. Alexandre [6] found that such
Jonas’s principle of responsibility is still not accepted within the scope of machine
ethics. However, it seems to us this gap may be filled in the near future, as a result of his
intergenerational approach, which is concerned with the legacy for the next generations.
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6 European Union: An “Engine” of AI Ethics

The European Union (EU) has been looking for foundations for the implementation of
an ethical AI, publishing several documents that justify an analysis not only for their
pioneering spirit, but also for the repercussions that it may have in European countries.
The EU’s concerns with ethical aspects and fundamental human rights are evident,
namely in the promotion of a human-centred AI defending human values as an “engine”
of development and economic and social progress, seeking in particular to mitigate
existing inequalities.

Alexandre and Pereira [68] have addressed the main documents produced by the
European Union highlighting ethical concerns with the implementation of AI in PA. Of
the documents analysed by these authors, we highlight three:

– In 2019, the High-Level Expert Group on Artificial Intelligence (AI HLEG), which
was appointed by the European Commission [69], released the Ethical Guidelines for a
TrustedAI, the first institutional document emphasising at planetary scale the importance
of ethics in the development and implementation of AI. In this document, PA was also
considered a beneficiary of improvements that AI systems present to the efficiency of
public services, in their provision of public goods and services to society [68].

– In the diagnosis made by the “White Paper on AI—An European approach towards
excellence and trust,” published 19 February 2020, on the use of AI in the public sector,
where the innovation capabilities and greater efficiency of services are also highlighted,
with express reference to hospitals, transport services, public utility in general, financial
supervisors, and other areas of public interest [7, 68].

– The Proposal for a Regulation, of the European Parliament and of the Council, from
21 April 2021, which establishes harmonised rules on Artificial Intelligence, known as
the Artificial Intelligence Act (AIA) [69], constitutes the first institutional proposal that
aims to regulateAI, openly challenging thosewho believe that the law should not regulate
emerging technology, a very common stance in Silicon Valley [70]. This proposal for
a community regulation highlights a change in the Commission’s narrative: whereas in
the White Paper one could identify the reversal of EU priorities, previously assuming
a global competition neglecting fundamental rights, the “Proposal for a Regulation”
advocates to ban AI practices which, via high-risk AI systems, may violate the European
Union values and fundamental rights enshrined in the Charter of Fundamental Rights of
the European Union, while proposing softer provisions for lower- and medium-risk AI
systems. This proposed regulation foresees the future rules regulatingAI to be supervised
and monitored by national authorities. This may be an opportunity for member states
not yet having created an entity with competences in the field of ethics in AI to create,
as proposed in [41], a “National Ethics Commission for AI” to oversee the foreseen
regulatory structures by Brussels, with a higher-up competence in the field of ethics
[68].

6.1 European Strategies

According to [29, 34] the AI Strategies of EU Member States regarding the public
sector show ethical concerns, with some expressing the intention to develop an ethical
framework to guide the implementation ofAI in the public sector, seen as a contribution to
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establishing trust between workers in public functions and citizens, ensuring the quality
and compliancewith ethical values of theAI used by the PA.At the level of legal regimes,
legal reforms are referred to with the aim of streamlining the development and use of
AI. Some countries have noted difficulties in exchanging data between public entities
and the private sector, and thus intend to create “regulatory structures” to facilitate this
exchange. A significant number of these reforms will be specific to each sector, with
emphasis on health [29].

In the European Union, in February 2022, national AI strategies had already been
published in 23 Member States, also including Norway, establishing conditions for the
development and acceptance ofAI. The public sector’s pioneering spirit is affirmed in the
2021 Review of the Coordinated Plan on Artificial Intelligence. It affirms the potential
of AI in modernising the public sector itself, with the capacity to: “(i) automate simple
and repetitive cognitive activities freeing-up labour time for more high-value activities;
(ii) increase the predictive capabilities, enhancing data-driven decision-making; and
(iii) support user-centric service personalization, increasing the effectiveness of public
service delivery” [33].

7 Obstacles in Public Administration to the Implementation of AI

7.1 Organisational Culture

At the level of public services and entities, an organisational culture is decisive in the
implementation of AI and its acceptance. In organisational dynamics, it is important
to combat the inertia inherent in a routine rigidity that inhibits change and the devel-
opment of new capabilities, but also the inertia that results from the constant change
caused by electoral cycles, in democratic regimes that may lead to successive political
changes, where concerns about re-election in the latter part of a term usually condition
the decisions of political office holders. The influences of other government departments
cannot be overlooked, as well as pressure from civil society and the media. As a result,
PA, in addition to its internal difficulties, is also part of a turbulent and volatile external
environment [36]. Inertia is considered a critical factor, due to the scarcity of resources
for pilot and/or innovative projects, but also due to the difficulty in finding AI specialists.
Inertia may also result from the rigidity of bureaucratic factors, centralised decisions,
poorly trained workers, and too from attitudes contrary to the sharing of data within
public entities and with outside departments [36].

At the PA’s internal level, facilitating factors for the implementation of AI are an
organisational culture with innovative and dynamic characteristics, favouring experi-
mentation to face the risks of these technologies. Transformational leaders will motivate
their workers to change and will seek to influence design as well as interaction with
other agencies, services, and departments [30, 71, 72].

The Technology-Organization-Environment (TOE) structure of [73], as mentioned
in [36], is indicated to explore the adoption of technology in different environments, due
to the identical importance that it gives to both organisational and technological contexts
in the implementation of technology in organisations.

The processes of diffusion and adoption of technological innovation according to
[74], operate for long periods of time, can be understood in multiple analyses, and at
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different levels of aggregation. They highlight the inseparability of human values, in
the complex interactions between technological innovation, people, scientific concepts,
aspirations, and consequences.

7.2 Contribution of Public Procurement

According to [6] the clear definition of AI ethics issues should be placed ex ante, in
the acquisition and development of AI systems by the PA, with a clear specification
in the terms of reference. The public entity may resort to preliminary market consulta-
tion, listening to potential suppliers as to the conditions they offer to guarantee ethical
requirements. Thus, in the formulation of public policies with a view to implementing
these technologies, the Government’s purchasing power can play a key role in this mat-
ter, as referred in [7] and [29] with a determination of ethical criteria in the acquisition
requirements that ensure private companies designing AI systems adequately meet pub-
lic standards. This requirement can also contribute to the dissemination of ethical AI in
the private sector.

Desouza et al. [75] propose in this context an agile acquisition process that allows
for iterative development lifecycles through the acquisition of hardware and software in
stages, ensuring that early access to knowledge of a sector focuses on problem definition,
rather than developing detailed solution specifications.

7.3 Data – What Balance Between Security, Privacy, and Innovation?

The PA, in the performance of its activities, collects a huge amount of data from citizens,
superior to most private entities [4], and data collected, for example, in the areas of
taxation, health, education, and social security are particularly sensitive.Data privacy and
security have become increasingly important, resulting in the publication of legislation
of which the EU’s General Data Protection Regulation (GDPR) is the highest exponent
[76].

Madan and Ashok [36] refer that the accessibility of data and its use by governments
for purposes other than those that were collected raise serious concerns related to privacy.
On the one hand, the use of data can lead to superior public policy and service delivery
about duty-oriented and service-oriented public values. However, at the same time, it
undermines the social public value of privacy. [77, 78] state that these data provide
information that may allow classifying citizens into clusters of micro populations. Thus,
the accessibility of data and its use by governments for purposes other than those for
which it was collected raise serious privacy concerns. There is a balance that needs to
be achieved between the protection of personal, sensitive, and confidential data and, on
the other hand, the potential of data collected by the public sector for the design and
development of AI systems aimed at the public services, which manifest aptitude for the
improvement of public services that will reflect on the citizens’ own living conditions,
thus contributing to progress.

A particularly sensitive issue is predictive policing, that is to police individual
behaviour in order to attempt to predict rule infringement by the individual. The main
ethical issues gravitating around data selection andmachine biases, such as “visualisation
and interpretation of forecasts, transparency and accountability, time and effectiveness
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as well as the problem of stigmatisation of individuals, environments and community
areas” [79].

7.3.1 Privacy and Data Collection

The concept of privacy has evolved since the dawn of the fourth industrial revolution,
in the permissions that users grant to electronic platforms and in the exposure that users
make of their lives on social networks. Even so, privacy is an aspect that inspires concern
in the implementation and use of AI in public services. Ensuring respect for citizens’
privacy is considered one of the essential aspects for winning trust in AI and for it to be
successful [6].

In the interviews carried out by [6] a specialist’s reference was made to the balance
that must be achieved between data privacy and the need to compromise in terms of
solutions that are adequate to guarantee public health and, ultimately, save human lives.
It was mentioned that in a pandemic situation, like the recent pandemic situation due
to the spread of the Covid 19 virus, several rights can be limited. The right to privacy
is almost considered evangelical, seen as if it were a greater right than the right to life
itself. Therefore, it is necessary to establish a discussion regarding the limitation of the
right to privacy in a pandemic context. The specialist cited the example of South Korea,
which had a lot of cases in the first SARS. To prevent the spread of Covid 19, it used
data such as economic transactions with credit cards, mobile phone data, and Bluetooth
communication so as to test people and quarantine them before transmitting the virus.
This decrease in privacy has occurred despite South Korea having a democratic regime.
For this interviewee, the issue of privacy was identified as the most important in the PA,
and he also referred that although research on data from people with cancer is regulated,
preventing the identification of the patient, a detailed analysis of the data allows this
identification.

8 Discrimination and Prejudice

Prejudice, discrimination and racism, or biases related to gender equality, are risks
involved in any economic or social activity. Human decision-making is not immune
to error and bias. However, the same prejudice in the field of AI and particularly in PA
can have a much greater effect [6]. Within the scope of AI, discrimination is identified
“on grounds of sex, racial or ethnic origin, religion or belief, disability, age or sexual
orientation” [7]. Berryhill et al. [80] refer that in the very conception of AI tools, the
lack of diversity is reflected in the technology industry. For example, only about 19%
of research related to AI is authored by women; on the other hand, the number of AI
publications authored by women has stagnated since the 1990s.

The models of recidivism risk introduced in the US judicial system, designed by
data-fed algorithms, demonstrate racial discrimination against African-Americans [81–
83]. Theymake it possible to assess the danger of recidivism that each convict represents,
with the conviction that this assessment is more accurate than a judge’s off the cuff guess
[84]. TheLSI–Rquestionnaire focuses on ten different topics, addressing questions about
the inmate’s birth, education, family, neighbours, and friends, classified with different
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indices depending on their importance, as mentioned by [85], in the publication “LSIR –
What is the Level of Service Inventory-Revised RiskAssessment?”, edited by LLC, Trial
Lawyers. For [82], the questionnaire does not directly identify the race, as this would be
illegal, but with the quality of the details that each prisoner provides, this illegal question
becomes almost superfluous [86].

An independent investigation carried out by ProPublica (a non-profit entity doing
investigative journalism), analysed COMPAS—Correctional Offender Management
Profiling Alternative Sanctions—concluded that defendants of African descent were
much more likely to be incorrectly assessed as having a higher risk of recidivism com-
pared to Caucasian individuals, as for the latter was found an incorrect tendency towards
low-risk flagging.1

In the interviews carried out by [6] of specialists in the world of AI, from university
professors, civil society agents, to public administration leaders, the following were
highlighted:

Ethical issues related to discrimination that AI systems are still unable to avoid, resulting
from the bias of algorithms that produce discriminatory decisions, were the main issues
identified in this context.
Neural networks were mentioned due to the lack of language concepts capable of
explaining the decisions they make.
The biases result from the actions of the humans that are at the origin of the data which
will contribute to discriminatory actions. If the methods used cannot avoid this bias, then
the mistakes of the past will be repeated and reinforced.
The need for communication of the possible biases, by those responsible for the design,
to the end adopters of the systems.

In machine learning, the under- or over-representation of data for some groups may
occur, so the careless use of data inAI training can cause or perpetuate discrimination and
inequalities that already exist in society. AI itself can contribute to sexism and gender
stereotypes through tools that enhance such behaviours, e.g., most virtual assistants
are given female names and personalities associated with sexist/stereotypical “female
reactions” and some hardier physical robots (e.g., rescue robots) were given male forms
[87].

Discrimination within the scope of AI must also be seen in terms of unequal access,
considering citizens with insufficient resources and/or knowledge to establish a tech-
nological connection with Public Administration services and bodies, as they are in
a situation of digital exclusion. Electronic administration cannot serve as a factor of
discrimination between citizens with digital capabilities and digital illiterates. The obli-
gation, in the most complicated periods of the pandemic, to hold basic, secondary and
higher education classes through theZoomandTeams platforms, facedwith the difficulty
of connecting to the internet due to the lack of necessary equipment, either by students
or by some teachers [88, 89]. In an interview conducted by [6] it was mentioned that, of

1 Interested readers can consult the work and methodology of this entity at: https://www.propub
lica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis.

https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis.
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course, knowing how to send an email or use WhatsApp is not enough for a full-fledged
insertion in the world of technology.

Bias in AI is verified when machine learning can lead to discrimination against peo-
ple, specific groups, generally marginalised by gender, social class, sexual orientation,
race, or religion. It may originate from prejudiced attitudes in the very design of the
AI system, and/or be due to the use of non-representative, inaccurate or simply wrong
training data. These are cases of discrimination, legally defined as the unfair or unequal
treatment of an individual (or group) based on certain protected characteristics (also
known as protected attributes) such as income, education, gender, or ethnicity [24, 90].

Service providers, both public and private, must consciously address issues of preju-
dice and discrimination, ensuring that behaviours, experiences, and views that represent
the diversity of the population have been considered, cf. Committee on Standards in
Public Life [91].

9 Explainability/Transparency, Transparency and Responsibility

In terms of explainability, the opacity of the algorithms that constitute autonomous AI
systems that make decisions, but having difficulty in explaining the respective grounds,
is a major concern. Users expect to understand or else be explained the grounds for those
decisions. In the absence of these grounds, recipients are limited in any claim they wish
to present. [92] refer that at present machines are not “good storytellers”, meaning that
they cannot explain the gist and flow of their reasoning and conclusions in a language
readily understandable by human users.

According to [8], opacity can be: (i) intentional to protect intellectual property [93];
(ii) illiterate, where a system is only understandable to those with technical skills; and
(iii) intrinsic, the complexity of the system makes the understanding of its decisions
difficult for any human being.

Olsen et al. [94] conceive that the implementation of AI in PA raises some concerns
that may cloud legal measures, delaying the implementation of these systems. The first
concern is the loss of control over systems and therefore a clear link to accountability
when decisions are made. In the exercise of discretionary power, the agent assumes
responsibility for the decision. The fear is present even when the AI system is used in
conjunctionwith the human or supervised by the human, yet the deference to themachine
creates a vague sense of responsibility for the decision. The second fear is the loss of
human dignity, with the reduction of humans to mere “cogs in the machine”. Taking
away the ability to understand and communicate freely with another human being can
easily lead to alienation and loss of human dignity. Finally, the difficulty of using data
that will lead to false and discriminatory decisions was also identified.

A hybrid system was proposed by [94]: the algorithm using machine learning in PA
would be used to produce drafts of decisions that can increase efficiency in services
or organisations without reducing quality, provided that the data submitted to machine
learning presents a sufficiently high volume and learning has a point of reference in well-
founded decisions. The authors state that trainees also learn from previous decisions and
that humans differ from algorithms because these tend to be more rigorous than humans.

Actions can be filed in the courts against procedures with automated decision-
making, due to the opacity of the systems preventing the understanding of the reasons
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for the decision [8]. These systems, in particular when opacity is intrinsic, need to be
adapted to the need to justify acts in force in PA, so that their implementation in the public
sector does not result in the annulment of acts whose foundations are unintelligible.

Regan et al. [78] conceive that the opacity of AI systems in whatever PA service
challenges the traditional responsibilities of administrators, regardless of substantive
policy, or whether decisions directly involve citizens. Therefore, when considering the
use of AI systems, the manager should take into account:

The likely effects of an AI system on its oversight, as well as on unintelligible material
in its decision making.
Determine the regime of responsibility resulting from the decisions of such systems.
Determine acceptance levels of AI autonomy and the extent to which they should be
changed.

Transparency and explainability in AI-based decisions can elicit greater trust from
both PA officials and citizens. However, the downside of increased transparency is the
ability to manipulate the system for private reasons [4, 95].

The implementation of AI and respective ethical guidelines is a multidisciplinary
process requiring contributions, among others, from technology, ethics, statistics, law,
social sciences, legislators, journalists, including politicians and the population at large
[43, 80]. Depending on the respective application, contributions from sociologists, psy-
chologists, doctors, or others with experience in the respective areawill also be necessary
[96].

10 Conclusions

Public Administration (PA) services and entities as advanced technology users, and
namely AI, represent a particularly important position in the market, given the number
of areas that comprise it and the organisations that gravitate in its sphere, thus being
considered as the main promoter and buyer of technological systems. The PA is also
assigned the role of regulator, responsible for protecting users in terms of security, but
also for defining the basic conditions, in particular for the growing preoccupations with
ethical use of AI systems by private entities and citizens.

The public interest that characterises the public administrative function, as the main
differentiating factor from private activity, must justify the search for technological
solutions that contribute to improving the human development index (HDI), allowing
for longer, healthier, and more creative lives, in line with the human-centricity aims of
Industry 5.0 and Society 5.0.

Technology, namely AI, is producing changes in technical areas, in communication,
and in decision-making. Public services have been endowed with greater effectiveness,
efficiency, and transparency.

However, the implementation of AI in PA as a user has received less attention from
political power, compared to the regulatory role of AI in terms of security and the
conditions for the implementation of AI ethics.

Somemodels for evaluating the risk of fraud in the attribution of social benefits, such
as the subsidy for day-care centres in the Netherlands, or the unemployment fund in the
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State of Michigan, in the United States, were poorly implemented, with flaws in the
assessments carried out, and in the inability to present adequate grounds in identifying
fraud risks.

The interest in ethics in PA has been increasing with the application of New Public
Management principles such as efficiency, results, and economy, which are however
sparse in ethical content and conducive to pressures on the service. The importance of
ethics is revealed by the vision and perception of the PA’s reason for existing and how
its actions should be enacted in terms of diligent demand and adaptation to change.

It is in a context that considers ethics in public entities in a more general context
that the ethical issues of AI can be framed with greater accuracy, albeit their specificity
may be envisaged from an autonomous perspective. The AI ethical tools that already
exist in the PA, or that come to be conceived in it, will facilitate the dissemination and
application of this new area of ethics.

The ethics of the machine is faced ex ante with the difficulty arising from the non-
existence of a universally accepted ethics, therefore it being necessary to define which
human attitudes collide with ethical principles, and how to resolve our own contradic-
tions. The ethics of AI has also been designed to fill in an absence of legal rules, aiming
to anticipate responses from the legislator, but also contributing to the interpretation of
legal rules, the integration of loopholes in the law, plus the increased efficiency provided
by voluntary adherence bindings. Some AI systems have been designed respecting prin-
ciples of ethical currents such as utilitarianism, contractualism, deontology, or virtue
ethics. The new imperative defended in [67]: “Act in such a way that the effects of your
action are compatible with the permanence of an authentically human life on Earth,”
addresses public policies, contrary to Kant’s categorical imperative directed only to the
individual, yet still forgotten by this new branch of ethics can positively contribute to
the realisation of a more universal machine ethics.
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